We consider the problem of cache-aided interference management in a network consisting of KT single-antenna transmitters and KR single-antenna receivers, where each node is equipped with a cache memory. Transmitters communicate with receivers over two heterogenous parallel subchannels: the P-subchannel for which transmitters have perfect instantaneous knowledge of the channel state, and the N-subchannel for which the transmitters have no knowledge of the instantaneous channel state. Under the assumptions of uncoded placement and separable one-shot linear delivery over the two subchannels, we characterize the optimal degrees-of-freedom (DoF) to within a constant multiplicative factor of 2. We extend the result to a decentralized setting in which no coordination is required for content placement at the receivers. In this case, we characterize the optimal one-shot linear DoF to within a factor of 3.
alleviate the traffic load of the network during congested peak times.
While caching has been studied within various settings and frameworks by different research communities over the past few decades [5] , recent years saw the emergence of information-theoretic studies that aim to establish the fundamental limits of cache-aided networks. This line of research was pioneered by Maddah-Ali and Niesen in [6] , where it was shown in the context of a noiseless broadcast network that cleverly designed caching and delivery schemes yield coded-multicasting opportunities which significantly reduce the number of required transmissions compared to conventional schemes. This strategy, which came to be known as coded-caching, was also shown to be order-optimal in the information-theoretic sense. In [7] , Maddah-Ali and Niesen further strengthened their original result by showing that the order-optimal performance of coded-caching is attained in a decentralized alteration of the settings in [6] , where randomized content placement, requiring no central coordination amongst nodes, is employed.
This fundamental approach to caching was extended in a number of directions, including: multi-server wired (noiseless) networks [8] , erasure and noisy broadcast networks [9] [10] [11] [12] [13] , wireless device-to-device (D2D) networks [14] , wireless interference networks with caches at the transmitters only or at both ends [15] [16] [17] [18] , multi-antenna wireless networks under a variety of assumptions regarding the availability of transmitter channel state information (CSIT) [19] [20] [21] [22] [23] [24] [25] [26] [27] , and fog radio access networks (F-RANs), in which a cloud processor connects to edge nodes through front-haul links, under different assumptions and settings [28] [29] [30] [31] [32] [33] [34] . All such works adopt information-theoretic performance measures, i.e. capacity and its reciprocal (the latter is related to the number of transmission, or delivery time), or their asymptotic approximations, i.e. degrees-of-freedom (DoF) and normalized delivery time (NDT). A general observation that can be derived from these works is that caches at the transmitters enable cooperation, which is exploited through zero-forcing and interference alignment, while the redundancy arising from caches at the receivers creates coordination opportunities, exploited through coded-multicasting.
Most of the aforementioned works consider centralized settings, in which coordination between different nodes is allowed during the content placement phase. As pointed out in [7] , while such assumption is helpful in establishing new results, it limits their applicability as coordination may be impossible in practice, e.g. in wireless networks where the 0090-6778 c 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.
identity and number of users is unknown beforehand. Consequently, a number of recent works have extended the above results to decentralized scenarios including [26] , [32] [33] [34] , which are treated in more detail after presenting our setup.
A. The Considered Cache-Aided Wireless Network
We consider a setup comprising a content library of N files and a cache-aided wireless network consisting of K T transmitters and K R receivers, each equipped with a single antenna and a cache memory. The normalized sizes of transmitter and receiver cache memories are given by μ T ∈ [0, 1] and μ R ∈ [0, 1], respectively. As commonly assumed in cache-aided systems, the network operates in two phases: 1) a placement phase which takes place before user demands are revealed and in which nodes store arbitrary parts of the library according to a certain caching strategy, and 2) a delivery phase in which users are actively making demands for different files of the library and in which demands are satisfied through a combination of transmissions and the locally stored content from the placement phase.
In the considered setup, communication during the delivery phase takes place over two heterogeneous parallel subchannels: one for which transmitters have access to the instantaneous channel coefficients (i.e. perfect CSIT), and another for which the transmitters have no knowledge of the instantaneous channel coefficients (i.e. no CSIT). The two subchannels are referred to as the P-subchannel and the N-subchannel, respectively. For the sake of generality, we assume that the two subchannels occupy arbitrary fractions of the bandwidth given by α ∈ [0, 1] andᾱ = 1 − α, respectively. Different variants of this hybrid PN-parallel channel model have been widely adopted in information-theoretic studies focusing on capacity and DoF limits of wireless networks under CSIT imperfections (see e.g. [35] [36] [37] [38] and references therein). This wide adoption may be attributed to the fact that the PN-parallel channel model abstracts practically relevant scenarios in which channel state feedback is available only for a fraction of signalling dimensions, e.g. sub-carriers in OFDMA systems, due to limited feedback capabilities. Moreover, this setup and the results we obtained may also be linked to other related wireless and wired scenarios with mixed multicast and unicast capabilities as explained further on in Section III-D, making it all the more relevant.
In the same spirit of [16] , we focus on separable one-shot linear delivery schemes where the spreading of channel symbols over time or frequency is not allowed. This is also known as linear precoding with no symbol extension [39] . Such linear schemes are appealing due to their practicality and their suitability for making theoretical progress on otherwise difficult or intractable information-theoretic problems. As in [6] and [16] , we consider a worst-case definition of the performance measures with respect to user requests, as opposed to the average-case definition, see, e.g. [40] .
B. Main Results and Contributions
1) Centralized Setting: For the above described setup, we first characterize an achievable one-shot linear DoF under centralized placement and show that it is within a factor 2 from the optimum one-shot linear DoF for all system parameters. This achievable one-shot linear DoF is given by
From the separable nature of the proposed scheme,
, and is hence achieved by employing the scheme in [16] over the P-subchannel and the scheme in [6] , with a slight modification, over the N-subchannel.
To prove the order-optimality, we derive an upper bound for the one-shot linear DoF by building upon the converse proof in [16] , where an integer optimization problem is formulated and then a worst-case to average demands relaxation is employed. Further to the proof in [16] however, obtaining the upper bound for the considered setup requires two more judicious steps, namely: a decoupling of the two subchannels and then a careful optimization over a delivery rate splitting ratio. This yields an upper bound, denoted by DoF L,ub (μ T , μ R , α), which also takes a weighted-sum form of α · DoF L,ub (μ T , μ R , 1) +ᾱ · DoF L,ub (μ T , μ R , 0), hence reducing the task of proving order optimality to comparing DoF L,C (μ T , μ R , α) and DoF L,ub (μ T , μ R , α) at the two extreme points of α = 0 and α = 1 (see Sections A and IV).
2) Decentralized Setting: The insights gained from addressing the centralized setting are then employed to tackle a decentralized variant of the considered setup, which proves to be very technically challenging. In the considered decentralized setting, placement at the receivers is randomized and requires no central coordination. On the other hand, centralized placement at the transmitters is still allowed, as transmitters are assumed to be fixed nodes in the network, e.g. base stations, access points or servers. For this decentralized setting, we show that an achievable one-shot linear DoF, which is within a factor of 3 from the optimum one-shot linear DoF for all system parameters, is characterized by
Once again, order-optimality is shown by comparing DoF L,D (μ T , μ R , α) and DoF L,ub (μ T , μ R , α) at the two extreme points α = 0 and α = 1. While the case α = 0 follows by a direct comparison of DoF L,D (μ T , μ R , 0) and DoF L,ub (μ T , μ R , 0), the intricate form of DoF L,D (μ T , μ R , 1) does not easily lend itself to such direct approach. Alternatively, we prove that DoF L,ub (μT,μR,1) DoFL,D(μT,μR,1) ≤ DoF L,ub (μT,μR,0) DoFL,D(μT,μR,0) , which serves the same purpose. Showing that this last inequality holds turns out to be particularly challenging and involves first reformulating it as a polynomial inequality, and then proving a key quasiconcavity property for such polynomial from which the inequality follows (see Section V).
3) Related Works:
We conclude this part by highlighting the connection to other works that consider related setups. It is evident that for α = 1, the considered setup reduces to the one in [16] [17] [18] , where only centralized placement was considered. Since we adopt one-shot linear delivery schemes, our work is most related to [16] and expands upon it in two main directions: 1) the consideration of parallel heterogenous subchannels, and 2) the consideration of decentralized placement at the receivers. Another line of related works can be found in [41] , [42] , where a decentralized variant of the setting in [16] was considered, with additional assumptions of partial connectivity and asymptotically large networks. The latter assumption allows for a considerable simplification of the achievable DoF, which in turn, enables a direct comparison with the corresponding upper bound to show order-optimality. 1 This approach does not work for the setting with finite transmitters and receivers considered here. As far as we are aware, this is the first paper that extends the results in [16] to the decentralized setting without posing additional restrictions.
Other decentralized scenarios, which are somewhat related to our setting, were considered [26] , [32] [33] [34] . In [26] , the multi-antenna broadcast channel with partial CSIT was considered. While the partial CSIT setting of [26] can be translated into the parallel subchannels setting of this paper, the full transmitter cooperation assumption (i.e. μ T = 1) limits the applicability of the results in [26] to the setting of this paper. On the other hand, [32] , [33] consider an F-RAN setting with randomized decentralized placement at both transmitters and receivers. However, decentralization at both ends necessitates cloud transmission through the front-haul in [32] , [33] , and the results are also not applicable to the setting considered in this work. [34] considers an F-RAN setting with similar placement to the one considered here, i.e. centralized at the transmitters and decentralized at the receivers. However, [34] focuses on achievable schemes with no proofs of order-optimality. Finally, the incorporation of parallel heterogeneous subchannels with the α parameter into cache-aided interference networks reveals a tradeoff between CSIT feedback budget and cache sizes as observed in Section III-C. This tradeoff extends previous observations that were made for the cache-aided multi-antenna broadcast channel [19] , [20] .
II. PROBLEM SETTING
The considered wireless network consists of K T transmitters, denoted by {Tx i } KT i=1 , and K R receivers (or users), denoted by {Rx i } KR i=1 . The wireless channel comprises two parallel subchannels: 1) the P-subchannel for which the transmitters have perfect CSIT, and 2) the N-subchannel for which the transmitters have no CSIT. 2 We assume that the capacities of single links in the P-subchannel and the N-subchannel are given by α log P + o(log P ) andᾱ log P + o(log P ) respectively, where α ∈ [0, 1] andᾱ 1 − α are the corresponding normalized single link capacities (or DoF) and 1 In particular, the achievable DoF in [42] is approximated by moving a summation over the delivery time and the corresponding multicasting gains from the denominator into the numerator (see the expression of DoF L,D (μ T , μ R , α) for α = 1). 2 Note that CSIR is assumed to be perfectly available at all receivers.
P is the SNR. Note that under the normalization 0 ≤ α ≤ 1, the parameters α andᾱ can be interpreted as the fractions of the total bandwidth for which CSIT is perfect and not available respectively, in a DoF sense. Communication over the two subchannels at time (or channel use) t is modeled by
where for the P-subchannel and the N-subchannel respectively, X 
Note that P is a nominal power (or SNR) value, borrowed from the generalized degrees-of-freedom (GDoF) framework [26] , [43] , which alongside α andᾱ is used to distinguish the strengths of the two subchannels.
In any communication session, each user requests an arbitrary file out of a content library of N files given by W {W 1 , . . . , W N }. Following the same model in [16] , each file W n consists of F packets, denoted by {w n,f } F f =1 , where each packet is a vector of B bits, i.e. w n,f ∈ F B 2 . Furthermore, each transmitter Tx i , i ∈ [K T ], is equipped with a cache memory P i of size M T F packets, while each receiver Rx j , j ∈ [K R ], is equipped with a cache memory U j of size M R F packets. We assume that each cache memory, whether at transmitters or receivers, can be used to cache arbitrary contents from the library before communication sessions begin. Moreover, we assume that K T M T ≥ N , ensuring that the entire library W can be cached across the collective memory of all transmitters.
We define the normalized transmitter cache size and the normalized receiver cache size as μ T = MT N and μ R = MR N , respectively. For the sake of convenience, we assume that K T μ T and K R μ R have integer values whenever we deal with the centralized case, while only K T μ T is assumed to be integer for the decentralized case. This is not a major restriction as schemes that correspond to the remaining values are realized through memory-sharing. As commonly assumed in cache-aided systems, the network operates in two phases, a placement phase and a delivery phase, which are described in more detail next.
A. Placement Phase
The placement phase takes place before user demands are revealed and before communication sessions start. Following the assumptions in [16] , placement is done at the packet level, i.e. each memory is filled with an arbitrary subset of the N F packets in the library where the breaking of packets into smaller subpackets is not allowed. Moreover, uncoded placement is assumed [40] , [44] , where it is not allowed to cache combinations of multiple packets as a single packet.
Besides considering centralized placement, in which coordination amongst nodes during the placement phase is allowed, we also consider decentralized placement where no coordination amongst receivers is allowed during the placement phase. Centralized placement at the transmitters, however, is always assumed throughout this work, as transmitters are considered to be fixed nodes in the network.
B. Delivery Phase
In this phase, each receiver Rx j reveals its request for an arbitrary file W dj , where d j ∈ [N ]. The tuple of all user demands is denoted by d = (d 1 , . . . , d K ). As each Rx j has the subset of requested packets {w dj,f } F f =1 ∩ U j pre-stored in its cache memory, the transmitters are required to deliver the remaining packets given by
. Given the demands d and the receiver caching realization {U j } KR j=1 , the set of packets to be delivered is given by
Packet Splitting and Encoding: Unlike the placement phase, in which the breaking of packets is not allowed, we assume that each packet to be transmitted in the delivery phase is split into two subpackets, as communication is carried out over two parallel subchannels. In particular, each w n,f is split as
n,f and w (n) n,f are referred to as the P-subpacket and the N-subpacket, respectively. Without loss of generality, we assume that w (p) n,f and w (n) n,f consist of the first qB bits and the lastqB bits of w n,f , respectively, where the splitting ratio q ∈ [0, 1] is a design parameter andq 1 − q. Moreover, while q may depend on α (i.e. long-term channel parameters), we assume that q is fixed at the beginning of the delivery phase and is not allowed to depend on the fading coefficients or the user demands. From the above, each transmitter cache P i is split into P Each subpacket cached by the transmitters is encoded into a coded subpacket using an independent random Gaussian code. In particular, a coding scheme ψ (p) : F qB
of rateᾱ log P + o(log P ) is used to encode N-subpackets. 3 The coded versions of the P-subpacket w (p) n,f and the N-subpacket w (n) n,f , defined as 3 Note that both the number of packets F and the number of bits per packet B may grown infinitely large.w
n,f ) respectively, are given in terms of channel symbols as
It is clear that a coded P-subpacket carries a DoF of α, while a coded N-subpacket carries a DoF ofᾱ, which is in tune with the single link capacities of the corresponding subchannels. Block Structure: Communication of coded subpackets is carried out independently over the P-subchannel and the N-subchannel. Communication in the P-subchannel takes place over H (p) blocks, each referred to as a P-block and spanning B (p) channel uses, while communication in the N-subchannel takes place over H (n) blocks, each referred to as a N-block and spanningB (n) channel uses.
The goal in each P-block
. At the end of the communication, for each receiver Rx j to be able to retrieved its requested file, the sets of delivered subpackets and the content of the cache memory U j should satisfy
where U (p) j and U (n) j are the portions of U j that correspond to P-subpackets and N-subpackets respectively, i.e. the first qB bits and the lastqB bits, respectively, of packets in U j . Similarly, W (p) dj and W (n) dj are the portions of W dj that correspond to P-subpackets and N-subpackets respectively. As in [16] , we adopt one-shot linear delivery schemes in each subchannel, i.e. each encoded channel symbol is beamformed in one channel use, where spreading over multiple channel uses is not allowed.
Transmit Linear Beamforming: Transmission of coded subpackets in each P-block and N-block is carried out using linear beamforming. In particular, consider the
where [t 1 :
i,n,f (t) is a complex beamforming coefficient used at time t over the Psubchannel, which is allowed to depend on the channel coefficients of the P-subchannel due to perfect CSIT (e.g. as in [16] ).
Tx i transmits a linear combination of the subpackets in P (n) i and D (n) m (n) given by
is a complex beamforming coefficient, which is not allowed to depend on the channel coefficients of the N-subchannel due to no CSIT. Note that in (7) and (8), we implicitly assume thatW
n,f (B (n) ), to maintain consistency with (3) and (4) . Moreover, the coded subpackets and beamforming coefficients are designed such that the transmit power constraints are respected.
Receive Linear Combining: Transmit signals pass through the channel modeled in (1) and (2) . The signals received by Rx j , j ∈ [K R ], in the P-block m (p) and the N-block m (n) are given by
. Focusing on the P-subchannel first and following the linear scheme proposed in [16] , each receiver Rx j in R (p) m (p) uses the content of its cache to subtract the interference of the undersidered subpackets in D
]. This is achieved through a linear combination L
denotes the set of coded P-subpackets cached at Rx j . The communication in the m (p) -th P-block is successful if there exists linear combinations at the transmitters (i.e. beamformers) and linear combinations at the receivers such that for all Rx j in R
) is a sequence of N C (0, 1) noise samples. The point-to-point channel in (9) has a capacity of α log P + o(log P ), and thereforew (p) dj ,f is reliably communicated as qB grows large.
In a similar manner, considering the N-block m (n) ,
denotes the set of coded N-subpackets cached at Rx j . The communication in the m (n) -th N-block is successful if there exists linear combinations at the transmitters and linear combinations at the receivers such that
where the point-to-point channel channel in (10) has a capacitȳ α log P + o(log P ), and thereforew (n) dj ,f is reliably communicated asqB grows large.
C. Delivery Time and DoF
We start this part by defining the unit of the delivery time, i.e. the time-slot. One time-slot is defined as the optimal time required to communicate a single packet to a single user, under no caching and no interference, as P → ∞. This is achieved by setting q = α, and hence communicating αB bits over the P-subchannel at rate α log P + o(log P ) bits per channel use andᾱB bits over the N-subchannel at rateᾱ log P + o(log P ) bits per channel use. Therefore, a time-slot is equivalent to B log P uses of the channel (or time instances). It follows that an achievable sum-DoF can be interpreted as an achievable sum-rate, measured in packets per time-slots as P → ∞.
In general, for any feasible linear delivery scheme as described in Section II-B, each P-subpacket consists of qB bits and is delivered in one P-block over the point-to-point channel in (9) at rate α log P +o(log P ). It follows that a P-block has a duration of q α time-slots. Similarly, each N-subpacket consists ofqB bits and is delivered over the point-to-point channel in (10) at rateᾱ log P + o(log P ), and hence an N-block has a duration ofq α time-slots. It follows that the delivery time for a feasible scheme is given by H = max q α H (p) ,q α H (n) timeslots, and the achievable sum-DoF is given by |D| H . Therefore, for fixed caching realization
and splitting ratio q, which are independent of user demands, the maximum achievable one-shot linear sum-DoF (DoF for short) for the worst case demands is given by
This leads to the definition of the one-shot linear DoF of the network as the maximum achievable one-shot linear DoF over all caching realizations and splitting ratios, i.e.
III. MAIN RESULTS
In this sections we present the main results of the paper. The proofs are deferred to subsequent sections and appendices. We start with the centralized setting and then move on to the decentralized setting.
A. Centralized Setting
Theorem 1: For the cache-aided wireless network described in Section II, assuming centralized placement, an achievable one-shot linear DoF is given by
where DoF * L (μ T , μ R , α) is the one-shot linear DoF of the network as defined in (12) .
The proof of Theorem 1 is presented in Section IV and employs the result derived in Section A.
From Theorem 1, the result in [16, Th. 1] is recovered by setting α = 1 (P-subchannel only). In this case, we know from [16] that perfect CSIT and caches at the transmitters allow cooperation and DoF L,C (μ T , μ R , 1) scales with the aggregate memory of all transmitters and receivers. On the other hand, when α = 0 (N-subchannel only), all DoF benefits of transmitter-side cooperation are annihilated [26] , and the achievable one-shot linear DoF in Theorem 1 reduces to the DoF achieved with one transmitter [6] . In this case, the original Maddah-Ali and Niesen scheme [6] is implemented, where the XoR takes place over the air through superposition of coded packets, and DoF L,C (μ T , μ R , 0) scales with the aggregate memory of the receivers only. For general α, (15) which is achieved by choosing an adequate splitting ratio q (as a function of α) in order to best utilize the two subchannels. Once q is chosen, the P-subpackets and N-subpackets are then delivered over the P-subchannel and N-subchannel as for the cases with α = 1 and α = 0, respectively.
B. Decentralized Setting
Theorem 2: For the cache-aided wireless network described in Section II, under decentralized placement in which centrally coordinated placement is only allowed at the transmitters and not at the receivers, an achievable one-shot linear DoF is given by
The proof of Theorem 2 is presented in Section V. Choosing α = 1 in Theorem 2 is equivalent to considering decentralized placement for the setting of [16] . On the other hand, α = 0 reduces the setup to the decentralized setting in [7] in a DoF sense (the smaller multiplicative gap is due to uncoded placement and linear delivery). In general, similar to Theorem 1, Moreover, one could easily conclude from Theorem 1 and Theorem 2 that centralized placement at the receivers can only lead to at most a factor of 3 improvement over decentralized placement. Furthermore, we observe through numerical simulations that this multiplicative factor does not exceed 1.5.
C. Tradeoff Between Receiver Cache Size and CSIT Budget
In this part, we investigate the implications of Theorem 1 and Theorem 2 by considering the tradeoff between the receiver cache memory size and the CSIT budget. For this purpose, we start by assuming that CSIT is perfectly available across all signalling dimensions, captured by α = 1 (equivalentlyᾱ = 0). For given μ T and μ R , an achievable delivery time under centralized placement, denoted by H C (μ T , μ R , 1), is easily derived from the one-shot linear DoF in Theorem 1. Now suppose that the CSIT budget is reduced, e.g. by providing feedback for a fraction of sub-carriers. This yields
, whereᾱ is interpreted as the reduction in CSIT budget. We are interested in the corresponding increase in receiver cache size, i.e.
Note that a similar tradeoff is defined for the decentralized
The tradeoff between μ R andᾱ is evaluated numerically and illustrated in Fig. 1 for both centralized and decentralized cases. In particular, we consider a network of K R = 16 receivers with μ R = 1/16 and μ T = 1/2. The number of transmitters K T is varied between 8 and 16. It can be seen that the tradeoff is sharper for K T = 8 compared to K T = 16 in the sense that a higher reduction in CSITᾱ can be achieved for a smaller increase in receiver cache size given by δ R . This is due to the fact that at most 8 orthogonal beams can be created (through e.g. zero-forcing) in the setting with K T = 8, while K T = 16 allows up to 16 orthogonal beams. This makes the latter setting more dependent on CSIT in general, hence requiring a higher increase in cache size to compensate for the same reduction in CSIT budget.
D. Related Setups
It is worthwhile highlighting that the results in Theorem 1 and Theorem 2 can be easily applied to other related setups. In particular, the N-subchannel can be replaced by a (K T + 1)-th transmitter, operating on a different frequency (e.g. a WiFi access point or femtocell), and connected to all transmitter caches through a capacitated link (captured byᾱ) [45] . In this case, the ergodic fading assumptions of our original setting can be relaxed, particularly if perfect CSI is also available at the (K T + 1)-th transmitter.
The results also extend to the multi-server setting of [8] with wired (noiseless) linear networks, in which the parallel subchannels correspond to scenarios where servers can reach receivers through two parallel networks, a fully connected linear interference network and a multicast networks.
IV. CENTRALIZED SETTING: PROOF OF THEOREM 1
In this section, we present a proof for Theorem 1. As part of the proof, we introduce a DoF upper bound which is also used in the following section in the proof of Theorem 2.
A. Achievability of Theorem 1 1) Placement Phase: The placement phase is analogous to the one [16] . Interestingly, this implies that the placement phase is not required to depend on the value of α. As in [16] ,
Note that each subfile contains
packets. Each transmitter Tx i stores subfiles given by P i = {W n,T ,R : i ∈ T }, while each receiver Rx j stores subfiles given by U j = {W n,T ,R : j ∈ R}. It is easy to verify that such placement strategy satisfies the memory size constraints at both transmitters and receivers, and that each receiver caches μ R F packets from each file.
2) Delivery Phase: During the delivery phase, each receiver Rx j requests for a file W dj . As Rx j has all the subfiles W dj ,T ,R with j ∈ R cached in its memory, it only requires the remaining subfiles given by W dj,T ,R with j / ∈ R. As shown in Section II-B, each packet w dj ,f to be delivered is split into two subpackets, i.e. w dj ,f = w dj,T ,R . The P-subfiles are delivered over the P-subchannel using the linear scheme in [16] . On the other hand, the N-subfiles are delivered over the N-subchannel using the original coded-multicasting scheme in [6] , with the difference that superposition of coded N-subpackets over the air is used instead of XoR operations before encoding, as the latter is infeasible due to the distributed nature of transmitters. Decoding of subpackets at the receivers is carried out after taking the appropriate linear combinations, e.g. see (9) and (10) . Each Rx j retrieves all missing P-subfiles and N-subfile and hence the file W dj is recovered.
3) Achievable One-Shot Linear DoF: Since each user has μ R F packets from each file stored in its cache memory, a total of K R F (1 − μ R ) packets are delivered during the delivery phase, split into K R F (1 − μ R ) P-subpackets and K R F (1 − μ R ) N-subpackets delivered over the P-subchannel and N-subchannel, respectively. In what follows, we denote K R μ R and K T μ T by m C,R and m C,T respectively. From [16] , we know that min{m C,T + m C,R , K R } P-subpackets are delivered in each P-block, and hence
On the other, we know from [6] that min{1 + m C,R , K R } N-subpackets are delivered in each N-block. Therefore, we obtain
It follows that the delivery time in time-slot is given by
. Next, we choose the splitting ratio q as follow:
It can be verified that the above splitting ratio satisfies
C . This value of q minimizes the duration of the communication which in turn maximizes the achievable DoF. Note that q increases with α, due to the fact that a larger α implies that the P-subchannel occupies a larger fraction of the bandwidth, hence carrying larger portions of each packet. As one may anticipate, we obtain q = 0 and q = 1 at the two extremes α = 0 and α = 1, respectively. With such value of q we obtain
From the above and the fact that a total of K R F (1 − μ R ) packets are delivered during the delivery phase, the result in (13) directly follows. This concludes the proof of achievability.
B. Converse of Theorem 1
To prove order optimality, we first derive an upper bound for the one-shot linear DoF.
Lemma 1: For the cache-aided wireless network described in Section II, the one-shot linear DoF of the network, defined in (12) , is bounded above as
The proof of Lemma 1 is relegated to Appendix A. It is easily seen that by denoting the right-hand side of (19) as
The expression in (20) proofs useful when proving the order-optimality parts of Theorem 1 and Theorem 2. We now proceed to prove the order-optimality part of Theorem 1.
From [16] , we know that for α = 1, we have
We show that when α = 0, we also have DoF L,ub (μ T , μ R , 0)/ DoF L,C (μ T , μ R , 0) ≤ 2. To this end, we consider the two cases: 1) μ R ≤ 1 2 : In this case, from (19) in Lemma 1 we obtain
2) μ R > 1 2 : In this case, the achievability part implies that
. Now we extend the above to any α ∈ [0, 1]. From the two above constant factor inequalities for α = 1 and α = 0, and the decomposition of the lower bound and the upper bound in (15) and (20), we obtain
This completes the proof of Theorem 1.
V. DECENTRALIZED SETTING: PROOF OF THEOREM 2
In this section, we present a proof of Theorem 2 starting with the achievability and then the converse.
A. Achievability of Theorem 2 1) Placement Phase: As in the centralized setting, the placement phase does not depend on α. Each file W n , n ∈ [N ], is partitioned into KT KTμT disjoint subfiles of equal size, denoted by W n = {W n,T } T ⊆[KT]:|T |=KTμT , where each subfile contains
packets. Each transmitter
Tx i then stores subfile given by P i = {W n,T : i ∈ T }. On the other end, placement at the receivers is done in a decentralized manner similar to [7] . In particular, each receiver Rx i stores μ R F packets from each file, chosen uniformly at random. Therefore, each packet of each file is stored in some subset of usersR ⊆ [K R ], where |R| ∈ {0, 1, . . . , K R }. For any n ∈ [N ], we use W n,T ,R to denote the packets of file W n which are stored by transmitters in T and receivers inR, where W n,T ,R is referred to as a mini-subfile henceforth. It follows that W n can be reconstructed from W n,T ,R :
2) Delivery Phase: Each receiver Rx j requests for a file W dj , hence the transmitters have to deliver all minisubfiles W dj,T ,R with j / ∈R. Each packet to be delivered is split as in the centralized case, and we use W dj,T ,R (N-mini-subfile) to denote the sets of P-subpackets and N-subpackets of W dj ,T ,R , respectively.
The P-mini-subfiles are delivered over the P-subchannel, where the delivery takes place over K R sub-phases indexed by l ∈ {0, 1, . . . , K R − 1}. In the l-th sub-phase, the transmitters delivers all W (p) dj,T ,R with |R| = l. Note that l goes up to K R − 1 since for |R| = K R , the corresponding Pmini-subfiles are cached by all receivers. For each sub-phase l, delivery in the P-subchannel is reminiscent of the centralized P-subchannel delivery in Section IV-A.2, with the difference that m C,R in the centralized setting is replaced with l here (i.e. smaller multicasting gain), as this sub-phase considers subfiles which are cached by exactly l users. It follows that min{m C,T + l, K R } P-subpackets are transmitted simultaneously.
On the other hand, the N-mini-subfiles are delivered over the N-subchannel using the original decentralized coded-multicasting scheme in [7] , while using over the air superposition instead of XoR. Each receiver then obtains all missing mini-subfiles and recovers the demanded file.
3) Achievable One-Shot Linear DoF: We start be focusing on the delivery time over the P-subchannel. Consider the l-th sub-phase and an arbitrary subset of usersR with size l. For each P-subfile W (p) n,T , n ∈ [N ], stored by some subset T of users), the probability that any of its P-subpackets is stored by any of the users inR is given by μ R , as each such user caches μ R F random P-subpackets from each file. Hence, the probability that a P-subpacket is stored by exactly the l users ofR is given by μ l R (1 − μ R ) KR−l . It follows that the expected number of P-subpackets of W (p) n,T stored by each user inR is given by
The term o(F ) is omitted henceforth. As there is a total of KR l subsets of l users, there is a total of
n,T which are cached by exactly l users. We now proceed to calculate number of P-subpackets of W (p) dj stored by exactly l users and have to be delivered to receiver Rx j . For each T , receiver Rx j has all P-mini-subfiles W (p) dj ,T ,R , with |R| = l and j ∈R, cached in its memory. Hence, Rx j already has
dj,T which are cached by exactly l users. It follows that the number of P-subpackets of W (p) dj ,T unavailable at Rx j , given by all P-mini-subfiles W (p) dj,T ,R with |R| = l and j / ∈R, is equal to
. Considering all possible P-subfiles W
dj,T for all T , and as there are K R receivers in total, the total number of P-subpackets which are stored by exactly l users and have to be delivered to all receivers in the l-th delivery sub-phase is given by
We recall that in the l-th delivery sub-phase, a total of min{m C,T +l, K R } P-subpackets are delivered simultaneously over the P-subchannel. By summing over all K R sub-phases, we obtain
Moving on to the N-subchannel, as the delivery of the N-mini-subfiles follows the coded-multicasting scheme of [7] , it follows that
From the above, it follows that the delivery time is given by 
From the above choice of q and the values of H 
As a total of K R F (1 − μ R ) packets are delivered during the delivery phase, the result in (16) directly follows using the expression of H D , which concludes the achievability proof.
B. Converse of Theorem 2
In this part, we prove (17) through the following steps:
• The first step of the proof is to show that when α = 0, we have the constant factor
• The following step is to show that the one-shot linear DoF ratio in (21) , with α = 0, is an upper bound for the ratio with α = 1, i.e.
• Equipped with (21) and (22), we proceed ad follows:
It can be seen that the last of the three above steps concludes the proof of Theorem 2. Therefore, the remainder of this part is dedicated to proving the inequalities in (21) and (22).
1) Proof of (21): First, we recall that DoF L,D (μ T , μ R , 0) =
For the trivial case of K R = 1, it is easy to see that (23) and DoF L,ub (μ T , μ R , 0) ≤ 2 from (19) in Lemma 1. Hence for this case, (21) holds. Similarly, for the case K R = 3, we have DoF L,D (μ T , μ R , 0) ≥ 1 and DoF L,ub (μ T , μ R , 0) ≤ 3 from which (21) also holds. Therefore, without loss of generality, we assume that K R ≥ 4 henceforth. We proceed by considering the following cases: 1) μ R ≤ 1/K R : For this case we have
Combining the above with DoF L,D (μ T , μ R , 0) ≥ 1, we conclude that (21) holds. 2) μ R ∈ (1/K R , 2/K R ]: For this case, we start by defining the function (23) and (19) , we obtain
where the last inequality is equivalent to 3μ R + 1 KRμR ≤ 2. Therefore, (21) holds in this case. 3) μ R ∈ (2/K R , 1/2]: For this case we have
Combining the above with DoF L,D (μ T , μ R , 0) ≥ K R μ R , it follows that (21) holds. 4) μ R > 1/2: For this last case we have
Combining this with DoF L,ub (μ T , μ R , 0) ≤ K R , it follows that (21) holds, hence concluding the proof.
2) Proof of (22): From (16) and (19) , the inequality in (22) can be expressed as
Defining the function J(r) as
it can be seen that (24) is equivalent to J(1) ≥ J(K T μ T ). In the following, we show that that J(1) ≥ J(r) for all r ≥ 1. As a consequence, J(1) ≥ J(r) will also hold for integer values of r, hence for any K T μ T which is assumed to be integer for the decentralized setting and hence in Theorem 2 and in (24) .
It is readily seen that for r ≥ K R (1 − 2μ R ), the numerator in (25) becomes K R , and the function J(r) decrease with r. Therefore, without loss of generality, we only consider the interval r ∈ [1, K R (1 − 2μ R )] in what follows. Equivalently, for any K R and r, we consider values of μ R that satisfy μ R ≤ 1 2 1 − r KR . Next, the inequality in (24) is equivalently rewritten as
After rearranging the terms and removing redundant factors, the above is expressed as
which is further rewritten as
where ζ = μR 1−μR , which is constrained as ζ ∈ 0, KR−r KR+r for given K R and r. After further rearrangement of terms, the inequality in (26) is rewritten as
where p(ζ) is a polynomial in the variable ζ with coefficients given by
Note that in the above, we use [a, b] Z to denote the set of all integers that are in the interval
At this point, it is clear that the problem reduces to showing that p(ζ) ≥ 0 for ζ ∈ 0, KR−r KR+r . To this end, we derive the following property of p(ζ).
Lemma 2: The polynomial p(ζ) is quasiconcave and hence satisfies the following inequality:
(28) The proof of (28) is rather involved and hence is deferred to Appendix B. From Lemma 2, it follows that to prove that the inequality in (27) holds, it is sufficient to show that p(0) ≥ 0 and p KR−r KR+r ≥ 0. Note that the case with ζ = 0 is trivial as p(0) = 0. Hence, it remains to show that p KR−r KR+r ≥ 0 holds true. For this, we require the following inequality.
Lemma 3 [46] : For any positive integer K ∈ Z + and real number r ∈ [1, K], we have
The 
By rearranging the above inequality and using the fact that KR m+1 = KR−1 m KR m+1 , we obtain
By employing KR m+1 = KR−1 m KR m+1 one more time, we finally arrive at
where in going from (30) to (31) , we used the binomial identity to obtain KR+r KR − 1. At this point, it is evident that the inequality in (31) holds true due to (29) in Lemma 3. Therefore, (27) holds and the proof of (22) is complete.
VI. CONCLUSIONS
In the paper, we considered the problem of cache-aided interference management in a wireless network where each node is equipped with a cache memory and transmission occurs over two parallel channels, one for which perfect CSIT is available and another for which no CSIT is available. Focusing on strategies with uncoded placement and separable one-shot linear delivery schemes, we characterized the optimum one-shot linear DoF to within a multiplicative factor of 2. We further considered a decentralized setting in which content caching at the receivers is randomized. For this decentralized setting, we characterized the optimum one-shot linear DoF to within a multiplicative factor of 3. Our results generalize and expand upon previous one-shot linear DoF results in literature, namely [8] and [16] , by including the parallel no-CSIT (or multicast) channel and by considering decentralization at the receivers. The order optimality proof for the decentralized setting posed a number of technical challenges, which were circumvented by involved mathematical manipulations and employing the notion of quasiconcavity.
The results in this paper can be extended in several interesting directions. An intriguing direction is to explore the fundamental limits of the considered setup while relaxing the restriction of uncoded placement and one-shot linear delivery schemes. While we expect uncoded placement to still be order optimal, the delivery scheme will likely rely on interference alignment and symbol spreading. This direction can benefit from recent results reported in [17] , [18] , [26] . Another interesting direction is to extend the setup and results in this paper to Fog-RAN architectures, where decentralized placement can also be afforded at the transmitters due to the supporting cloud [32] , [33] . Such direction will also be relevant to D2D networks underlaying a cellular infrastructure, that performs the role of the cloud, which can benefit from the lower complexity one-shot linear schemes.
Another direction for extension is to consider the more general partial CSIT model, which subsumes the PN-CSIT model considered here as a special case. In the partial CSIT model, a parameter β ∈ [0, 1] is used to capture the CSIT level, with 0 and 1 corresponding to N and P, respectively. In a recent result for the MISO BC with no caches, parallel subchannels and arbitrary levels of partial CSIT levels [38] , it was shown that having P for all users on a fraction α of the subchannels and N on the remaining subchannels is equivalent to having partial CSIT with quality parameter β = α on all subchannels. Investigating whether this insight extends to the cache-aided interference channel considered here is of interest.
APPENDIX A PROOF OF LEMMA 1
Here we present the proof of Lemma 1. We start with the observation that under average distinct demands, as opposed to worst-case demands, there is a precise characterization for the number of packets to be delivered to the receivers [16] . Since the performance under average demands is no worse than that under worst-case demands, the one-shot linear DoF in (12) is bounded above by
where H is a lower bound on the delivery time under average demands rather than worst-case demands. Note that the above relaxation is commonly used to obtain outer bounds in cache-aided setups, e.g. [6] , [16] , [20] , [26] . Next, we follow the same general footsteps of [16, Sec. V] to characterize and then find a lower bound for H. The steps borrowed from [16] are explained in less detail, while we elaborate more on the new challenges that arise due to packet splitting over the two subchannels.
A. Upper Bound on the Number of Subpackets Reliably Delivered Per Block
First, let us fix the caching realization
, user demand vector d and splitting ratio q. As described in Section II-B, in each P-block or N-block, a subset of P-subpackets or N-subpacket are delivered over the P-subchannel or the N-subchannel, respectively. Let w
l=1 be a set of L (p) P-subpackets to be delivered to L (p) distinct receivers over one P-block, and w
be a set of L (n) N-subpackets to be delivered to L (n) distinct receivers over one N-block. In order for the receivers to successfully decode the transmitted subpackets, L (p) and L (n) must satisfy
where, for any l ∈ [L (p) ] or l ∈ [L (n) ], T l and R l are the sets of transmitters and receivers, respectively, which store the packet
n l ,f l ) in their caches.
The inequality in (33) follows directly from [16, Lem. 3 ]. On the other hand, the inequality in (34) can be shown to hold by following the same general steps used to prove [16, Lem. 3] , while observing that the generic channel matrices and the lack of CSIT make the zero-forcing conditions in the proof of [16, Lem. 3] impossible to satisfy almost surely. This in turn eliminates the transmitter cooperation gain.
B. Integer Program Formulation
For any P-block and N-block indexed by m (p) and m (n) respectively, the sets of subpackets D (p) m (p) and D (n) m (n) to be delivered are deemed feasible only if their cardinalities satisfy (33) and (34) . Hence by keeping the caching realization, demand vector and splitting ratio fixed, the following integer programming problems yields a lower bound on the delivery time:
The optimal value for the above problem is denoted by
C. From Worst-Case to Average Demands and Optimizing Over Caching Realizations and Splitting Ratios
Given a caching realization R⊆[KR] , where W n,T ,R denotes the subfile of file W n cached by transmitters in T and receivers in R, and T ⊆ ∅ [K T ] denotes T ⊆ [K T ], T = ∅. Denoting the number of packets in W n,T ,R as a n,T ,R , we may write an optimization problem to minimize H * {Pi}
for the worst-case demands, over all caching realizations and splitting ratios.
As in [16] , we further lower bound the delivery time by considering average demands instead of worst-case demands. In particular, by taking the average over the set of all possible π(N, K R ) = N ! (N −KR)! permutations of distinct receiver demands, denote by P N,KR , we write the problem:
i∈T
: j∈R a n,T ,R ≤ μ R N F,
The optimum objective for the above problem is denoted by H, which appears in the bound in (32) . In what follows, we are interested in further lower bounding H.
D. Decoupling the P and N Subchannel and Optimizing Over Caching Realizations
To obtain a lower bound forH, we consider optimizing over caching realizations for the P-subchannel and N-subchannel independently. To facilitate this, we start by observing that (36) , the optimum objective of (35) is bounded below as
where 
The lower bound in (37) is derived directly from problem (35), e.g. the P-subchannel term on the right-hand side of (37) is obtained by relaxing all N-subchannel components in the objective and constraints of problem (35) . Denoting the average demand operator 1 π(N,KR) d∈PN,K R (·) by d (·) for brevity, it follows that the objective function of problem (36) is lower bounded as
where the inequality in (39) follows from the convexity of the pointwise maximum function and Jensen's inequality. Next, we plug the lower bound in (39) into (36) from which we obtain a lower bound on H. Moreover, for any given splitting ratio q, we optimize over caching realizations independently for the P-subchannel and N-subchannel through 
The two components H (p) (q) and H (n) (q) can be separately lower bounded as
The lower bound in (42) follows directly from [16, Lem. 4 ].
On the other hand, the lower bound in (43) is derived in a longer version of this paper available at [47] .
Since in the problem in (40) the total number of subpackets per block delivered over either of the two subchannels is K R F (1 − μ R ), and no more than K R subpackets can be delivered simultaneously, we obtain H (s) (q) ≥ KRF (1−μR)
KR
. Combining this with the lower bounds in (42) and (43), we obtain
It is evident that the above lower bounds do not depend on the value of q, and by combining (44) and (45) 
E. Optimizing Over Splitting Rations and Combing Bounds
The splitting ration q that minimizes the right-hand side of (46), which we denote by q * , must satisfy
as any other q leads to a larger value for the right-hand side of (46) . By considering q * , we obtain 4
Combining the above lower bound with the upper bound in (32) , we obtain
which concludes the proof of Lemma 1.
APPENDIX B PROOF OF LEMMA 2
Here we present a proof of the inequality in (28) . We start with the following instrumental lemma. where the case N = −1 implies a 0 , . . . , a d ≤ 0. The polynomial φ(ζ) is quasiconcave on ζ ∈ [0, ∞). proof: First, we note that for the cases: N = −1 (i.e. when a m ≤ 0 for all m), N = 0 and N = 1, the second derivative of φ(ζ) is a polynomial with all coefficients not greater than zero. Therefore, φ(ζ) is concave, and hence quasiconcave, on ζ ∈ [0, ∞). We proceed by induction. In particular, assume that the quasiconcavity hypothesis holds for all polynomials the satisfy the condition in (47) for integer N = n, where n ≥ 1. Now consider a polynomial φ(ζ) that satisfies the condition in (47) for N = n + 1. It is readily seen that the first derivative of φ(ζ), denoted by φ (ζ), is a polynomial which satisfies the condition in (47) for N = n. Hence, φ (ζ) is quasiconcave by the induction hypothesis. Moreover, as n ≥ 1, it follows from (47) that φ (0) ≥ 0. It can be verified that φ (0) ≥ 0 combined with the quasiconcavity of φ (ζ) guarantee that: either φ (ζ) is non-negative over Next, we show that the coefficients of the polynomial p(ζ) of interest satisfy the conditions in Lemma 4. As this shows that p(ζ) is quasiconcave, the inequality in (28) directly follows by definition. The remainder of this appendix is dedicated to showing that p(ζ) is an instance of Lemma 4.
The key step of this proof is to show that the sequence
is non-increasing. Supposing that this holds true, then this sequence would satisfy the condition of Lemma 4, applied only to the indices m ∈ [1, K R − 1] Z . Since the sign of cm
is preserved by c m , then {c m } KR−1 m=1 also satisfies the condition of Lemma 4 over m ∈ [1, K R − 1] Z . Combining this with c 0 = 0 and c KR ≤ 0, it follows that {c m } KR m=0 satisfies the condition of Lemma 4, which in turn concludes the proof. Therefore, our problem reduces to showing that cm
in a non-increasing over m ∈ [1,
First, it is readily seen that c m can be written as
For briefness, we denote the coefficient cm
as c m . Hence, c m is given by
Next, let us define the integerr ∈ [1, K R − 1] Z asr r = r − , where ∈ [0, 1). Using this definition, it can be shown that c m , m ∈ [1, K R − 1] Z , may be expressed as:
Showing that c m is non-increasing in m is carried out through the two following steps: 1) We show that d m and e m are both non-increasing sequences in m. This guarantees that c m is non-increasing over both the intervals [1, K R −r − 1] Z and [K R −r + 1, K R − 1] Z .
2) We show that c KR−r ≤ d KR−r−1 and c KR−r ≥ e KR−r+1 . This guarantees that c m is non-increasing over the entire interval [1, K R − 1] Z . Proof of Point 1): First, let us consider d m . This can be rewritten as:
For r = 1, we have d m = 0 for all m ∈ [1, K R − 1] Z . Hence, we consider r ≥ 1. From (48), and after some rearrangements, the inequality d m ≥ d m+1 which we wish to prove is equivalently written as
. (49)
Using the following notation A = K R − m, B = m + 1 and C = m + r, (49) is rewritten as
. (50) After further rearranging and simplifying, (50) becomes
Since A ≥ 1, B ≥ 2 and C ≥ 2, (51) always holds and hence d m is non-increasing in m. Next, we consider e m . This can be rewritten as:
From (52), it follows that e m ≥ e m+1 is implied by
After some rearrangements, the inequality in (53) becomes (K R + 1 − r)(m + 2) + 2K R − m ≥ 0, which holds as m ≥ 1 and K R ≥ r. Hence, e m is a non-increasing in m and this part is complete.
Proof of Point 2):
In order to show that c KR−r ≤ d KR−r−1 , we only need to observe the following:
Next, we focus on showing that c KR−r ≥ e KR−r+1 . We observe that c KR−r can be expressed as:
On the other hand, e KR−r+1 is given by:
By taking the difference of (54) and (55), we obtain c KR−r − e KR−r+1
.
After rearranging (56), it follows that c KR−r − e KR−r+1 ≥ 0 is implied by the inequality
We denote the left-hand side of (57) by l( ) = l 1 ( ) + l 2 ( ) + l 3 ( ). It is readily seen that l 1 ( ) and l 3 ( ) are second degree polynomials in the variable (i.e. parabolas). We consider the the three functions separately to derive a lower bound on l( ).
• l 1 ( ): It can be easily verified that l 1 ( ) is concave with a maximum value at * = 2−r 2 . Hence, * ≤ 0 forr ≥ 2 and * = 1/2 forr = 1. As a concave parabola is decreasing for ≥ * and symmetric with respect to the maximum, it follows that for ∈ [0, 1), we have l 1 ( ) ≥ l 1 (1) = K 2 R (K R −r)(K R −r + 2). (58)
• l 2 ( ): For ∈ [0, 1), the following holds
• l 3 ( ): This is a convex with a minimum value at * = −KR−r+1 2 < 0. Hence, for ∈ [0, 1), we have We express the right-hand side of (61) as a function of K R :
where a =r 2 + 2r − 3 and b = −r(2r 2 − 3r + 1). Finally, to show that l( ) ≥ 0, it is sufficient to show g(K R ) ≥ 0 for all K R ≥r. To this end, we observe that g(K R ) = 0 forr = 1, while g(K R ) is a convex parabola with a minimum value at r(r−1/2) r+3 ≤r forr > 1. In latter case, g(K R ) is increasing for K R ≥r. As g(r) ≥ 0, it follows that g(K R ) ≥ 0 for all K R ≥r. This concludes the proof.
