A class of Volterra transforms, preserving the Wiener measure, with kernels of Goursat type is considered. We provide some results on the inverses of the associated Gramian matrices. These are applied to the study of a class of linear singular stochastic differential equations together with the corresponding decompositions of filtrations. The studied equations are viewed as non-canonical decompositions of some generalized bridges.
Introduction and preliminaries
Gaussian enlargement of filtrations has been extensively studied between the late 70's and the early 90's, see [7] , [17] , [18] , [19] and the references therein. Results stemming from the Gaussian nature of the underlying generalized Gaussian bridges are of interest not only in probability, also in financial mathematics, since they have appeared in an insider trading model developed in [4] and [22] . Volterra transforms with square-integrable kernels play a crucial role in the study of equivalent Gaussian measures, stochastic linear differential equations and the linear Kalman-Bucy filter, see [15] and [21] . To our knowledge, comparably, less interest was given to the nonsquare-integrable kernels. This is the case when the Volterra transform preserves the Wiener measure and the most known nontrivial examples are those obtained when the kernels are of Goursat-Volterra type. A few nontrivial examples originate from P. Lévy, see [23] , [24] , and serve as a standard reference for showing the importance of the canonical decomposition of semi-martingales. This has been enhanced by the Japanese school which focussed on a richer class, see [12] , [14] and [16] .
Let us now fix our setting and summarize our results. We take (B t , t ≥ 0) to be a standard Brownian motion, defined on a complete probability space (Ω, F , P 0 ), and denote by {F B t , t ≥ 0} the filtration it generates. Let f = (f 1 , · · · , f n ) * ∈ L 2 loc (R + ), where * stands for the transpose operator and n is a natural number or +∞. We assume that, for any fixed t > 0, the covariance matrix (m t , t ≥ 0) of the continuous Gaussian process ( t 0 f * (s)dB s , t ≥ 0) is invertible, i.e., the Gramian matrix m t = t 0 f (s) · f * (s) ds has an inverse α t . We emphasize that, under the aforementioned condition, it is not difficult to see that α t → α ∞ , as t → ∞, where α ∞ is a finite matrix. Furthermore, with φ(t) = α t · f (t) for t > 0, we shall establish in Theorem 2.2 that (α t , t > 0) is given in terms of φ by
This relation has its own right of importance in this work and may have interesting applications to other fields where Gramian matrices together with their inverses are of prime importance. Following [12] , the kernel k(t, s) = φ * (t) · f (s), for 0 < s ≤ t < +∞ is a selfreproducing Volterra kernel. That is equivalent to saying that the Volterra transform Σ :
satisfies the following two conditions:
Such kernels satisfy the condition
required for the above integral transform to be well-defined, which is justifiable by making use of a generalized Hardy inequality discovered in [12] . We call k and Σ, respectively, a Goursat-Volterra kernel and transform, with reproducing basis f . The dimension of Span{f } is called the order of k. This terminology is formally fixed in Definition 2.1. Next, we bring our focus on conditions (i) and (ii) and think of them in terms of enlargement of filtrations and stochastic differential equations. Condition (ii) says that the orthogonal decomposition
holds true, for any t ≥ 0. Here, by F ⊗ G we mean F ∨ G with independence between F and G. Note that if H t (X) stands for the closed linear hull of {X s ; s ≤ t} then the decomposition (2) is equivalent to
f (u) dB u ) where ⊕ stands for direct sum. We shall show that, for Goursat-Volterra transforms, equation (2) can in fact be rewritten as
α ∞ ≡ 0, and Y ≡ 0 otherwise. We allow here Y to have some null or constant components. Going back to condition (i), we observe that determining continuous processes which satisfy it amounts to solving the singular linear stochastic differential equation
where W = Σ(B). Note that the integral in the right hand side may be not absolutely convergent. By construction, the original Brownian motion B is one solution.
A second one coincide with the associated standard f -bridge on the interval of its finite life-time, see [1] . That equation (4) has many solutions is not surprising because k is a self-reproducing kernel. Thus, it is not square-integrable as seen in [8] . This also amounts to saying that the mapping Σ :
is not invertible. Next, Theorem 3.1 deals with the investigation of all continuous solutions to equation (4) . In particular, we show that a necessary and sufficient condition for the existence of a strong solution that is Brownian and
When α ∞ ≡ 0, Theorem 3.1 concludes that there exists still a Brownian solution but that involves an independent centered Gaussian vector Y with covariance matrix α ∞ . Another natural question is a characterization of all continuous processes that satisfy both conditions (i) and (ii). This is partially solved in Theorem 4.1 for the case α ∞ ≡ 0 and the analysis exhibits some connections to certain space-time harmonic functions. That is the subset of
of functions h such that h(., Results showed in this paper extend a part of the first chapter of [26] and some results found in [19] . During the revision of earlier versions of this paper, a related work about conditioned stochastic differential equations, in a more general framework, appeared in [5] .
Goursat-Volterra kernels and transforms
To the original Brownian motion B we associate the centered Gaussian process
u > v} and the integrability condition (1) holds for any t > 0. From [8] we know that Σ preserves the Wiener measure if and only if k satisfies the self-reproducing property
It follows that for a self-reproducing kernel we have k(t, t) = [19] that the missing information, called the reproducing Gaussian space, is given in the orthogonal decomposition
for any t > 0. It is not an easy task to determine a basis of Γ (k) (t), for some given kernel k, because this amounts to solving explicitly the integral equation
It is easier to fix the space Γ (k) (t) and work out the corresponding Volterra kernel. This procedure fits well to desintegrating the Wiener measure over the interval [0, t], for any fixed t > 0, along
Goursat kernel is a kernel of the form k(t, s) = φ
* are two vectors of functions defined on (0, ∞) and n ∈ N ∪ {+∞}). For such kernels it is natural to introduce the following definition. Definition 2.1. A Goursat-Volterra transform Σ of order (n t , t > 0) is a Volterra transform preserving the Wiener measure such that, for any Brownian motion B and t > 0, F Because for each fixed t > 0, m t is positive definite, it can be seen that t → n t is nondecreasing. However, in our setting, we always take it to be constant or infinite. The simplest known example of Goursat-Volterra kernels is k 1 (t, s) = t −1 and this
Bu u du. That corresponds to setting n = 1 and taking f 1 ≡ 1. It is observed in [19] that Σ when iterated takes a remarkably simple form. That is with
) dB s where (L n , n ∈ N) is the sequence of Laguerre polynomials. As a generalization of the above kernel, we quote the following result from [12] .
Theorem 2.1 (Hibino-Hitsuda-Muraoka, [12] 
an inverse denoted by α t . Then, with φ(.) = α . · f (.), the kernel k(., .), defined by k(t, s) = 0 if s > t and k(t, s) = φ * (t) · f (s) otherwise, is a Goursat-Volterra kernel of order n.
For a proof of this result, we refer to [12] . In the remainder of this paper, unless otherwise specified, we work under the setting of Theorem 2.1. The objective of the next result is to obtain an expression of α . in terms of φ(.). As a straightforward application, we shall show that it allows to obtain a new self-reproducing property satisfied by k(., .). Theorem 2.2. α t → α ∞ as t → +∞ where α ∞ is a finite matrix. We have (α ∞ ) i,j = 0, for some 1 ≤ i, j ≤ n, if and only if ||f i || = ∞ or ||f j || = ∞, where
Proof. Fix t > 0. Observe that the matrices α t and m t are symmetric positive definite with absolutely continuous entries. Next, the identity α t ·m t = Id n = m t ·α t , when differentiated, yields α
is negative. Hence, (α t ) j,j is decreasing. Because (α t ) j,j > 0 we get ∞ r φ 2 j (s) ds < ∞, r > 0. Since for t ≥ r we can write α t = α r − t r φ(s) · φ * (s) ds, by passing to the limit as t → +∞ we find lim t→∞ α t = α r − ∞ r φ(s) · φ * (s) ds = α ∞ . Next, it is easily checked that (α t , t > 0) is in fact the covariance matrix of the Gaussian process (α t · t 0 f (s)dB s , t > 0). Hence, the latter process converges, almost surely, to a Gaussian vector
This is possible if and only if (α t ) i,j → 0, as t → ∞, whenever ||f i || = ∞ or ||f j || = ∞ for some 1 ≤ i, j ≤ n. The last equation follows easily from the above arguments.
Remark 2.1. To see an example where α ∞ ≡ 0, let us discuss the case n = 2. Assume that f 1 and f 2 are two functions in L 2 loc (R + ). We distinguish four cases and three different forms for α ∞ . The first corresponds to α ∞ ≡ 0 when ||f 1 || = ||f 2 || = +∞. The second corresponds to case when ||f 1 || and ||f 2 || are finite which implies that all the entries of α ∞ are non-zero. In the third case, all the entries of α ∞ are zero but (α ∞ ) 1,1 = 1/||f 1 || 2 if ||f 1 || < +∞ and ||f 2 || = +∞. The remaining case is similar by symmetry.
Remark 2.2.
We shall now discuss examples of kernels of order n, n ∈ N, which reproducing spaces are Müntz spaces. We refer to [2] for proofs of results given below. Take f i (s) = s λ i , i = 1, 2, · · · , where Λ = {λ 1 , λ 2 , · · · } is a sequence of reals such that λ i = λ j for i = j and λ i > −1/2. For a fixed n < ∞, the kernel k n defined by k n (t, s) = 0 if s > t and
, j = 1, ..., n, if 0 < s ≤ t, is a Goursat-Volterra kernel of order n. Its reproducing Gaussian space, at time t > 0, is Span{ t 0 s i dB s ; i = 1, 2, · · · , n}. Going back to the Gramian matrix (m t , t ≥ 0), observe that it has the entries (m t ) ij = (λ i + λ j + 1)
for i, j = 1, · · · , n. Thus, m 1 is a Cauchy matrix and when λ i = ci, for some constant c = 0, and n = ∞, m 1 is the well-known Hilbert matrix. Note that because ||f i || = +∞, i = 1, · · · , n, we have α ∞ ≡ 0. The remaining ingredients φ and α · are given as follows. We have φ i (t) = a i,n t −λ i −1 , i = 1, 2, · · · , n. Furthermore, the entries of α t are given by (α t ) i,j = a i,n a j,n (λ i + λ j + 1)
This follows from the expression of the kernels when compared with Theorem 2.2. We mention that some results are obtained about infinite order kernels in the Müntz case, see [2] and [13] .
On some singular linear stochastic differential equations
Consider the singular linear equation (4) which, we assume, is driven by a standard Brownian motion B started at 0. Note that we only assume lim ε→0
s., for any t > 0. We keep in mind that the latter might be not absolutely convergent. Our interest lies in the set of all its continuous solutions which are defined on a possibly enlarged space. That includes at least two solutions which one shall now briefly describe. First, the Wiener measure is itself a particular solution in law. Indeed, if we set B = Σ(W ), where W is a Brownian motion, then W is a particular solution. Second, there is a solution which is defined on R + and coincides with the f -generalized bridge over its life time. The latter process, denoted by (W y u , u ≤ t 1 ), for some t 1 > 0 and a vector of reals y, is defined by
where ψ is the unique solution to the linear system
f (s)·f * (s) ds, for any 0 < u < t 1 .
Because 
0 is a Brownian motion if and only if α ∞ ≡ 0. In case α ∞ ≡ 0, a process X solving equation (4) is a Brownian motion if and only if Y is centered Gaussian with covariance matrix α ∞ and is independent F X 0 ∞ .
Proof. 1) We proceed by checking first that X 0 t is a particular solution to (4) . Using the stochastic Fubini theorem, found for instance in [25] , we perform the decompositions
Since k is self-reproducing, the last four terms in the last equation cancel showing that X 0 t solves (4). Next, if X is a solution then by setting X = X 0 + Z we see that Z has to satisfy dZ r = r 0 k(r, v) dZ v dr, r ≥ 0. Multiplying both sides by f (r) and integrating with respect to r, along [0, t], yields
where we used the expression of α ′ . given in the proof of Theorem 2.2 to obtain the last equality. Because α · is the inverse of m · the latter relation can be written as
f (s) ds. This completes the proof of the first part of the first assertion. For the second part, by using Theorem 2.2 we obtain
Integrating on both sides over [s, t] we obtain
Next, observe that as t → ∞ the left hand side converges almost surely. So the right hand side converges as well to some limit which we denote byỸ . To be more precise, settingỸ = lim t→∞ α t · t 0 f (u) dX u we have shown that
Consequently, we have
Thus, we have
Comparing with Theorem 3.1 yields Y =Ỹ , P 0 -almost surely.
2) Theorem 2.2 implies that
This clearly shows that X 0 is a Brownian motion if and only if α ∞ ≡ 0. Next, if X is a Brownian motion then by virtue of (8) and the above expression for α ∞ we have
Because X is a continuous Gaussian process we conclude that it is a Brownian motion. Conversely, if X is a Brownian solution to (4) then it has to be of the above form where Y is of the prescribed form. By virtue of the orthogonal properties of Volterra transform we see that Y is independent of F Σ(X) t = F Now, we take a look at the orthogonal decompositions of filtrations which arise from Goursat-Volterra transforms and provide their interpretation. Proof. Fix t > 0. Theorem 3.1 implies that
where Y is a Gaussian vector with covariance α ∞ which is independent of F are trivial. So by letting t converge to 0, in Corollary 3.1, we see that φ * ∈ L 2 ([ε, ∞)) n for all ε > 0 but φ i ∈ L 2 ((0, +∞)), for i = 1, · · · n. This fact can also be shown by a combination of Theorem 2.2 and the well-known inequality α i,i (t) ≥ 1/m i,i (t), for i = 1, · · · n and t > 0, found in Exercise 8, p. 274, in [9] . This inequality follows from the orthogonal diagonalization of m t which is symmetric and positive definite.
Connections to some positive martingales
Let (k(u, v), u ≥ v) be a Goursat-Volterra kernel of order n, where n is some positive integer. Assume that f is a reproducing basis for the associated Volterra transform. Our aim here is to describe the set Υ (k) of all probability measures on (C([0, ∞), R), F ∞ ) such that the canonical process X t = ω t , t ≥ 0, satisfies conditions (i) and (ii) defined in the introduction. When α ∞ = 0 we have the following unified characterization. is a continuous (P 0 , F )-martingale with expectation 1, and P = P 
