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摘　要：机器学习中涉及大量以图像处理为代表的高维数据，PCA 作为有效的数据降维方法常被用于数
据预处理阶段。讨论了 PCA 的 K-L 数据转换原理、具体降维处理过程、高维样本协方差矩阵的求解技巧、
维数选择方法，并在 ORL 人脸图样库上给出了基于 PCA 的人脸识别准确度分析。
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A Research on PCA Dimension Reduction with Its Application in Machine Learning
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Abstract：Machine learning involves a large number of high-dimensional data represented by image processing. 
PCA, as an effective data dimension reduction method, is often applied for data preprocessing. A tentative inquiry has 
been made into the principle of K-L data conversion, the specific dimension reduction processing, the co-variance 
matrix of the high dimensional sample and the method of dimension selection, followed by an accuracy analysis of face 
recognition based on PCA from ORL face pattern database.





看作是高维向量集合，一张分辨率为 64 像素 ×64
像素的图像将其每个像素逐行排列之后可以表示为
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一个 4 096 维的向量；在机器学习的自然语言处理领
域，一篇文章可以被看作一个大的向量；光谱分析处
理领域，超光谱成像记录了全部波段的光谱信息，仅
仅一个光谱分辨率为 128 个波段，包含有 256×256
个传感探测单元的超光谱成像，其向量化表示之后的





早在 1957 年，美国数学家 R. Bellman 在其介绍
动态规划时就已经提出高维数据分析中面临的首要












也称为 Fisher’s Linear Discriminant[4]、主成分分析
（primary component analysis，PCA）、 局 部 保 留
投 影（locality preserving projection，LPP）[5-6] 等；
非线性降维是一类基于核（Kernel）或基于流形
（Manifold）的降维方法，如核主成分分析（kernel 











以 LLE 为代表，还包括 Laplacian Eigenmaps、LPP、





主成分分析思想最初由 K. Pearson 于 1901 年提
出 [9]。1933 年，H. Hotelling 进一步完善 PCA 的数学
基础 [10]，实质上其理论基础为 Karhunen-Loeve 变换











i=1, 2, …, ∞是正交的，其中每个坐标基向量用 ui 表
示，i=1, 2, …, ∞，x 可看做被分解的信号，显然被
分解后的信号可以看做是各成分之和（共有无限个成
分），即向量 x 可表示为
                           。                           （1） 






                            ，                           （2）
式（2）中 为 x 的近似，则有
                          。                    （3）
为了使 能够最好地近似表达 x，即 与 x 之间
的均方误差最小，误差表示为
                   。           （4）
找到最小的 ε就找到了 x 的最优近似 。这一问
题实质是一个条件极值问题，即求最佳的正交变换基 
ui, i=1, 2, …, ∞，通常使用拉格朗日乘子法，将条件
约束值转换为一个无条件极值问题。
由于 ui, i=1, 2, …, ∞为正交基，故
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将式（3）代入式（4）得：
       。   （5）
对于向量 x 在某个坐标系下相应成分 ck 的值，
通过 x 与每一个基向量 uk 的内积来计算，由于正交
坐标系中各基向量是相互正交的，故这个内积值实际
上就是 ck，即 ck= x=x
Tuk，代入式（5）得：
          ，
令 Σ=E(xxT)，则有，
                             。                  （6）
求 ε最小就变成一个确保正交变换下的 ε最小化
问题，构造如下拉格朗日乘子式，
         ，    （7）
将式（7）中各向量对 uk 求导，并令其为零，可得：
               (Σ-λkI) uk=0, k=d+1, …, ∞。             （8）
由线性代数相关知识知，uk 为矩阵 Σ 的特征值 
λk 所对应的特征向量，满足 Σuk=λkuk，故有
      。    （9）
也就是，只要 x 的 k 维后的特征值之和尽可能小，
就可使用 代替x。为此，把Σ的各特征值按降序排序，
即 λ1 ＞ λ2 ＞…＞ λd ＞…，取其最大的前 d 项特征值
所对应的特征向量组成坐标系 U={u1, u2, …, ud}，可
使误差 ε为最小。对向量 x 的 K-L 降维与重构的表
达如下：
                                z=UTx，                            （10）
                                 x=Uz。                             （11）
2.2 PCA 降维过程








X={x1, x2, …, xm} ∈R
d×m，变换之后得到 n 维空间 Z
中的样本，其中 n<<d。
                              Z=UTX。                             （12）
式中：U∈Rd×m 为变换矩阵（即找到的新正交基），
U 是由 X 的协方差的特征值最大的前 n 项所对应的
特征向量构成的正交矩阵；Z∈Rd×m 为样本在新空间
中的投影，是高维 X 降维后的低维近似 [12-15]。
PCA 降维算法伪代码描述如下。
输入：













常使用对 X 的 SVD 分解来替代），取最大的前 l 个特
征值所对应的特征向量 u1, u2, …, ul 组成转换矩阵 U；
4）生成降维后的样本集 Z={z1, z2, …, zm}，
zi=U
Txi，i=1, 2, …, m 原始样本集的近似 ={Uzi+
μ}, i=1, 2, …, m；
输出：Z∈Rl×m； ∈Rd×m。
PCA 仅需要保留特征向量组矩阵 U 与样本的均














          。
对于协方差矩阵 Σ=E(xxT)，存在正交变换矩阵
U 将 Σ 化为对角阵（也称为合同对角化），即
            ，
其中，λ1>λ2>…>λp，矩阵 U 的第 i 列对应于 ui，
相应的 φi 为 降维后的第 i 主成分
[16]。
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主成分的总方差：
由 于 ， 所
以， 或 。
其中，δi, i 是协方差矩阵 Σ 的第 i 对角元素。由
此可以看出，主成分分析把向量 x 的 p 个维分量的总










大方差的前 m 个主成分在表达向量 x 中的贡献率之
和 称为 φ1, φ2, …, φm 的累积贡献率，它表明 φ1, 
φ2, …, φm 解释 x 的能力。通常取使得累积贡献率达




一幅 l×n 的图像可以看作一个 l×n 的矩阵，也
可以将其拉长为一个 l×n 维向量的数据样本。设训
练样本集有 m 张人脸图像，即样本集为 X{xi ∈R
l×n，
i=1, 2, …, m}。由于维数太高不利于分析处理，需要
进行特征降维，使用较少的特征来表示所有样本。
所有样本总协方差 Σ=E(XXT)，其中 X 是由所有样本
去均值化后样本构成的 (l×n)×m 的矩阵。总协方差
矩阵 Σ 为一个 (l×n)×(l×n) 矩阵，使用 PCA 降维需
求解 Σ 的正交特征向量组，因为维数很高计算量巨
大，直接计算比较困难。考察另一个矩阵 T=XTX，
T ∈Rm×m。通常 m<<(l×n)。矩阵 T 的特征方程为
                     。                  （13）
式（13）两边同时乘以 X 得，
                           XXTXvi=λiXvi，                          （14）
设 ui=Xvi，则式（14）变为 Σui=λiui，也就是 Σ
的特征方程。因此 m×m 维矩阵 XTX 和 (l×n)×(l×n)
矩阵 XXT 有相同的特征值，特征向量具如下关系：
                                     ui=Xvi 。




ORL 人脸库包含 40 个人，每个人包含 10 张人
脸样本，样本大小为 112×92，展开成 10 304 的向量，
组成 10 304×400 的矩阵。训练过程中，得到了上述
的正交变换矩阵 U，用其对新的样本进行变换降维，
把 10 304 维的人脸图降到 100 维以下，以便进一步
实施识别。训练样本从每人 10 张脸部图像中随机取
9 张，其中某个人的 9 张训练样本如图 1 所示；对图
像中各特征值进行中心化预处理，目的是增加基向量
的正交性，结果如图 2 所示；经过 PCA 降维到 100







Fig. 1 Training set
图 2 中心化处理后的训练样本
Fig. 2 Centered training set
图 3 降维后的特征脸图
Fig. 3 Eigen face features after dimension reduction




人 10 张图中的 9 张作为训练样本，剩余的图像作为
测试样本。实验过程中，训练样本数分别从 40×1 至
40×9（即训练样本从每人 1 张人脸样本逐渐增加到
9 张），降维后维数从 1 至 100，测试每种情况下的
识别准确率，其测试结果对比图如图 5 所示。
 
图 5 中，当训练样本为 1 和 2 时，表中数据出现
断崖式归零，是因为当从 40 个人，每人 10 张脸样本
图像中取 1 张、2 张人脸样本作为训练样本时，特征
值分解后的特征矩阵分别为 40×40 维和 80×80 维，










每人 3 张图像作为训练样本，共 120 张脸图，当降
维后维度为 30 时基于 PCA 降维的人脸识别就已经能
达到 84% 以上的准确率；如果将 10 张人脸样本中的
9 张作为训练样本，则 1 张作为测试样本可达到 98%
以上的准确率。
使用数据降维工具箱 Drtoolbox[17]，将 900 个 3
维样本降为 1 维，8 种降维算法时间对比结果见表 2。









Fig. 4 Mean face features
图 5 测试结果对比图
Fig. 5 Comparison of testing results
表 1 部分测试结果
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