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This paper introduces a group testing framework for de-
tecting large similarities between high-dimensional vectors,
such as descriptors used in state-of-the-art description of
multimedia documents. At the crossroad of multimedia in-
formation retrieval and signal processing, we produce a set
of group representations that jointly encode several vectors
into a single one, in the spirit of group testing approaches.
By comparing a query vector to several of these interme-
diate representations, we screen the large values taken by
the similarities between the query and all the vectors, at a
fraction of the cost of exhaustive similarity calculation.
Unlike concurrent indexing methods that suffer from the
curse of dimensionality, our method exploits the properties
of high-dimensional spaces. It therefore complements other
strategies for approximate nearest neighbor search.
Our preliminary experiments demonstrate the potential
of group testing for searching large databases of multimedia
objects represented by vectors. We obtain a large improve-
ment in terms of the theoretical complexity, at the cost of a
small or negligible decrease of accuracy. We hope that this
preliminary work will pave the way to subsequent works for
multimedia retrieval with limited resources.
1. INTRODUCTION
With the apparition and massive growth of social net-works, and simultaneously the massive proliferation
of personal capture devices such as smartphones, research
in multimedia has entered the age of “big data”. In this con-
text, the scale to be considered by search engines is in the
order of billions of heterogeneous documents: mixtures of
image, sound, video, text, or even more complex data such
as links of various nature in social networks.
This raises the issue of resources required to search and
organize such large collections. Both efficiency and memory
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Group testing was born during World War II [6]. Fac-
ing an increasing number of injuries, the US army de-
cided to make blood donation mandatory for soldier
recruits. However, a fraction of them were infected
by syphilis. Unfortunately, syphilis testing back then
was expensive. Realizing that there is no point run-
ning an exhaustive testing procedure over a large pop-
ulation if a small fraction of individuals are infected,
some blood samples were pooled into one mixture and
tested against syphilis. If the test was positive, the
blood samples were individually tested.
This very promising idea was not actually put to use.
The seminal paper on it dates back to 1943 due to
Robert Dorfman [5]. Nowadays, group testing finds
application in pharmacology, bioinformatics, genome
screening, etc. This paper considers the potential of
this approach for similarity search, a key ingredient
of multimedia systems.
Figure 1: Group testing: An historical motivation.
are critical issues. The need for efficient search has main-
tained a sustained effort of research in various communities,
leading to some major improvements in the last decades.
One of the most noticeable advances is arguably the intro-
duction of Locality-sensitive hashing [7] (LSH). This index-
ing strategy and its derivatives, such as E2LSH [4], were the
first to exhibit provable sub-linear search in arbitrary spaces.
However, this method trades memory for efficiency, and the
practical complexity grows dramatically with the dimension-
ality. For descriptors of intermediate dimensionality such
as SIFT descriptors [15], many hash functions are required
and the indexing structure has a prohibitive memory cost.
Data-aware methods like FLANN [20] or LSH variants em-
ploying the multiple-probe mechanisms [18] are preferred in
practice. The situation is even worse when considering the
high-dimensional vectors used for image retrieval, such as
Fisher vectors [22] or bag-of-words [24]. To our knowledge,
all sub-linear indexing strategies are ineffective for such vec-
tors, and not used in state-of-the-art image search engines.
Sketching is another class of approximate search com-
monly used for high-dimensional vectors. Sketches in Ham-
ming space, also derived from LSH, are popular [3, 17, 25].
In this case, each vector is mapped to a compact code, typ-
ically a binary vector, in order to reduce the complexity by
a constant factor. The search is exhaustive, meaning that
the code associated with the query is compared to all the
database codes. The speed-up comes from the fact that it
is faster to compare short binary vectors than long floating-
point vectors, typically saving one to two orders of magni-
tude in terms of search efficiency. This approach is sup-
ported by theoretical results [3, 2] showing that the Ham-
ming distance between binary vectors provides an approx-
imation of the cosine similarity between the original Eu-
clidean vectors. Note that this approach is also termed LSH
in the recent literature. However, we stress that this ap-
proach does not offer the sub-linear complexity underlying
the first LSH algorithms [7]. Recent developments in this
line of research include compressed-domain distance estima-
tion based on more general codes, such as product quanti-
zation [11].
In this paper, in a complementary manner, we are inter-
ested in reducing the number of measurements by avoiding
the exhaustive comparison of the query with all the docu-
ments. The motivation is therefore in the spirit of the recent
super-image approach [16]. Yet our approach is not specific
to a particular image search setup and only requires that the
indexed vectors satisfy some properties: being truly high-
dimensional, with zero mean and unit norm, and compared
with cosine similarity1. These assumptions are satisfied by
state-of-the-art descriptors such as the Fisher vector [22],
VLAD [12] or more recently the T-embedding [13].
In other terms, the framework proposed in this paper is
an attempt to explicitly exploit the properties underlying
high-dimensional spaces in a search mechanism. More pre-
cisely, we consider a group testing approach as illustrated in
Figure 1. In our similarity search scenario, for a given query
we aim at detecting the largest similarities from a limited
number of measurements, typically one order of magnitude
smaller than what is formally required with an exhaustive
comparison.
Our framework is formally introduced in Section 2, where
we detail how we form overlapping groups of images, with
each group being represented by a simple vector. Section 3
considers several score estimation strategies relying on pseudo-
inverse reconstruction, sparse decoding and group testing
methods. Section 4 presents a simple mathematical model
to stress an important phenomenon known as dilution in
group testing. The potential of our approach is evaluated in
the experimental Section 5. Section 6 concludes the paper.
2. THE GROUP TESTING FRAMEWORK
Let us consider a collection of images described by vectors
X = {x1, . . . , xj , . . . , xN}, xj ∈ RD, and a D-dimensional
query vector q ∈ RD representing the query image. The
images are compared with cosine similarity. We denote by
uj = 〈q|xj〉 = q>xj the similarity between the query and
the jth database image.
1The three last assumptions can be obtained by performing
PCA and re-normalizing the resulting vector. This modifies
the comparison metric but often has little impact of the
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Figure 2: Top: an illustration of the proposed group
testing framework for image search. yi denotes the
ith group vector, which is the sum of the image vec-
tors of current group, e.g., y1 = x1 +x3 +x4 +x6; 〈q|yi〉
corresponds to the cosine similarity between group
vector yi and query vector q. Bottom: Group ma-
trix G with its element gij being one if the j
th image
belongs to the ith group, otherwise gij = 0.
The similarities between a given query and the entire col-
lection are therefore obtained by
u = [u1, . . . , uN ]
> = X>q, (1)
where X is a D × N matrix with each column being the
corresponding image vector xj in database.
To avoid this costly matrix-vector operation, we consider
the group testing framework illustrated in Figure 2. The
image database vectors x1, ..., xN are gathered into M over-
lapping groups H1, . . . ,HM . Each group Hi is described by






Formally, the membership of an image to a group is given
by a sparse M × N matrix G = [gij ], such that gij = 1 if
image xj belongs to group Hi, otherwise gij = 0. Therefore,
the group representation is obtained as
Y = X ·G>. (3)
For a given query image q, our objective is to avoid the
exhaustive comparison (1) of the query with the N images
in the database. Instead, we calculate its similarities with
the M group vectors Y as
v = [v1, ..., vM ]
> = Y >q, (4)
The group similarity vector v is M -dimensional, and is re-
lated to the image similarity vector by
v = GX>q = Gu. (5)
The objective is to infer the similarity values u from the
measurements v. Equation (5) is underdetermined because
M < N , meaning that it has infinite number of solutions.
In other terms, without any further assumptions, it is not
possible to recover u from v.
However, there are many ways to single out a solution.
For instance, the standard approach described in Section 3.1
relies on the pseudo-inverse.
Sparse recovery [14] is another approach, where the typi-
cal assumption is that u is sparse: over N components, only
a few of them are not null. Under some assumptions on
matrix G and the sparsity of u, perfect recovery is possi-
ble even in situations where M  N . For our particular
problem of similarity search, we want to exploit the follow-
ing key assumption: Most images are not related to the
query, whence most components of u are nearly 0 especially
for high-dimensional spaces. On the contrary, the few im-
ages matching with the query produce positive similarities.
Section 3.2 is devoted to this particular problem of similarity
estimation with a sparsity assumption.
Notice that in very large scale database, storing the whole
matrix G is not desirable, or not even possible. In practice,
we simply store the group IDs each image belongs to, and
the image IDs each group consists of. Section 5.1 gives a
random construction of matrix G where each group has the
same size NH, and each image belongs to the same number
of groups NL. Specifically, when M is pre-fixed such that N
divides NHM , NL is guaranteed to be an integer such that




3. SCORE ESTIMATION STRATEGY
This section presents three score estimation strategies, namely
based on pseudo-inverse, sparse decoding and group testing.
They are introduced in a progressive manner, from the more
standard ones to our group testing recovery method.
3.1 Pseudo-inverse PI
A standard method to solve (5) is to employ the pseudo-
inverse of the grouping matrix G:
ũ = (G>G)−1G>v. (7)
This estimation provides the solution satisfying (5) mini-
mizing the `2 norm ‖ũ‖ of the estimated similarity vector.
Albeit standard, this strategy has several drawbacks, both
in terms of efficiency and accuracy. First, computing equa-
tion2 (7) is time consuming: although the pseudo-inverse
is fixed and computed offline, it is not sparse and multi-
plying it by a vector requires N ×M elementary computa-
tions. Since M may be larger than D, especially for large
databases, there is no computational advantage of using this
strategy compared to the exhaustive search, whose complex-
ity is N ×D. The lack of sparsity of the pseudo-inverse has
another consequence: the variance of the similarity estima-
tor for both the relevant and irrelevant images is large. This
2We denote by u the true similarity vector, which, in our
case, is the cosine similarity. We use ũ to denote the esti-
mated image score vector.
remark is related to the theoretical discussion provided in
Section 4. Finally, this estimation does not exploit any par-
ticular assumption on u, that is, the similarities associated
with relevant images are expected to be significantly larger
than the other measurements, i.e., the distribution of the
scores is closely distributed around 0, but has a heavy tail.
For these reasons, this method must be understood as a
baseline, with respect to estimation quality, for the strategies
that we propose in the rest of this section.
3.2 Sparse decoding SD
As long as u is sparse enough, sparse decoding is capable of
recovering u by solving the equation
ũ = min
u
‖v −Gu‖2 + λ
2
‖u‖1, (8)
where ‖u‖1 is the l1-norm penalty added to regularize ‖v−
Gu‖ [19]. The penalty ensures that most components of u
are stuck around 0, hence providing a sparse solution.
In practice, irrelevant images have small similarity values
and we do not really care about an exact recovery of these
values. We are only interested in spotting large positive sim-
ilarity values, while large negative similarities are assumed
unlikely to occur. Therefore, we add positivity constraints
on the solution u,
ũ = min
u




such that ∀j, uj ≥ 0
Nevertheless, we are facing the following difficulties: the
sparsity of vector u, defined as the number of large compo-
nents and presumably also equal to the number of relevant
database images, depends a lot on the query. Moreover, as
the similarities of the irrelevant images are not strictly 0, we
are in the context of noisy sparse signals recovery. There-
fore, we can not perfectly reconstruct u but only aim at
producing an estimation ũ.
The design of matrix G also has its importance, because
accurate recovery is guaranteed only if G satisfies the Re-
stricted isometry property (RIP). Verifying this property for
a given matrix G is NP-hard in general.
There are probabilistic constructions giving birth to RIP
compliant matrices almost surely: for instance, generating
its entries according to an i.i.d. sub-Gaussian distribution
providing that M = O(W logN), where W is an upper
bound of the sparsity of u. However, these sensing matrices
are not sparse at all and difficult to handle for our large scale
application. Note that algorithms solving (9) are iterative;
each iteration requires a vector multiplication by matrix G.
To achieve a better trade-off between efficiency and effec-
tiveness, we keep the matrix G sparse, while getting away
from the compressed sensing framework: we have no guar-
antee on the reconstruction quality since our setup a priori
does not necessarily fulfill the RIP and sparsity conditions.
Yet, we find experimentally that, despite the inaccuracy of
sparse decoding, nearly all the relevant images are assigned
with large values in the estimation ũ. Therefore, the sparse
decoding algorithm is useful to indicate likely relevant im-
ages. We no longer see ũj as the estimation of the similarity
uj but as a quantity indicating the likelihood that the j
th
image matches the query, i.e. uj is somehow ‘big’.
Re-ranking. We calculate the true similarities between
query and R images with largest likelihood scores ũj . By
𝑣1 𝑣2 𝑣3
 𝑢1  𝑢2  𝑢3  𝑢4  𝑢5  𝑢6
Figure 3: The basic score estimation strategy pro-
posed in the group testing framework. v1, v2 and v3
denote the corresponding group similarities in Fig-
ure 2. The image likelihood score ũj is initially es-
timated by the sum the similarities of those groups
that image j is connected with, e.g., ũ1 = v1 + v3.
revisiting only a fraction of image vectors (R N), we are
able to remove those irrelevant images and retain close to
state-of-the-art retrieval accuracy. From this point view, the
idea is closer to the adaptive group testing described in Fig-
ure 1 than to compressed sensing. The quantity vi = q
>yi
is regarded as a test over the group of images Hi indicating
whether some images in this group match the query.
3.3 Group testing GT
Revisiting the image vectors adds complexity and slows down
the search. To relieve this concern, we further simplify the
first stage discarding any iterative sparse decoding algorithm
but employing the group testing approach. As illustrated in
Figure 3, the ‘likelihood’ score for each image is estimated






where Lj denotes the set of groups image j belongs to.
Vector-wise:
ũ = G>v. (11)
Thanks to the sparsity of matrix G, the computational com-
plexity is M×NH, which is significantly smaller than M×N .
Once again, ũ/NL is an estimation of u whose variance is
relatively large. Despite its inaccuracy, the relevant images
are usually assigned with large values in the estimation ũ.
To confirm the relevance of an image j with a large score
ũj , we directly calculate its true similarity with the query
vector.
This is the key: in order to improve the overall estimator,
we consider an adaptive group testing strategy, which takes
advantage of the direct measurement between the query and
a few database images. This is done by an online back prop-
agation update. More precisely, we take out the highest
score from ũ:
n = arg max
j
ũj , (12)
and in turn we calculate the exact similarity value
un = q
>xn (13)
between query q and image n. Now that we have the true
knowledge of nth image’s similarity to query, in order to
eliminate its influence on those groups it is attached to, we
subtract un from the initial group similarity v
0
m = vm to
yield an updated similarity v1m:
v1m = v
0









where m denotes the mth group connected with image n.
The new estimator v1m is more accurate than v
0
m to infer
a possible match amongst the remaining images inside the
group. We update the NL group similarities connected with
image n following (14). Subsequently, we back propagate the
updated group similarities to their images as in Figure 3.
The initial estimated image score vector ũ0 = ũ (11) is
updated to ũ1. We repeat this update R times:
vRm = v
R−1




At each iteration, the selected image of highest score is
excluded as well as its connections with groups. Thereby, n
is not the same in each update, the corresponding groups (m,
HR−1m ) it connects with might also be different. The updated
group similarities are back propagated to their images at
each iteration. After ũR−1 is updated to ũR, we already
calculate the cosine similarities of R images in total to the
query, and they are ranked by their true similarity values
during the back propagation stage.
Batch processing. In practice, when R is large, calcu-
lating and back-propagating the true similarity one vector
by one affects the efficiency. To overcome this problem, we
do not select only one image with the largest score, but in-
stead the R
t
largest scores and propagate these messages at
once, where t is a parameter setting the desired number of
back propagations steps (instead of R). With t being small
enough, the propagation phase is significantly accelerated
and the bottleneck becomes the vector-level operations, i.e.,
the query-group measurements and the direct measurements
between the query and the selected images.
Computational cost. The overall computational cost in
the proposed method is summarized as
T = O(M ×D) +O(M ×NH) +O(R×D)
' O((M +R)×D) = O(2M ×D).
(17)
T can be approximated to O(2M × D) as D  NH and
R = M . Compared to the baseline time complexity,
TB = O(N ×D), (18)
the retrieval efficiency is guaranteed (T  TB), i.e. as long
as 2M  N . We ignore the complexity of back propaga-
tion. R
t
images’ true similarities are calculated each time,
supposing all the M groups’ similarities are correspondingly
updated, then the additional operations will amount to t×
M × NH at most for t updates. As long as t is small, it
is still negligible in high-dimensional spaces (large D) and
large scale database (large N).
Variant (GT-V). In the Appendix, we present a simpli-
fied version of our GT-based estimator, denoted by GT-V
(GT Variant). It works in the particular case that there
exists highly relevant database images to a query, such as
near duplicate images. When we take out the largest score
from ũ (11), we will find that ũn is clearly larger than the
other ũj . We could directly subtract ũn/NL from the group
similarities without calculating the true similarity, since we
have a high confidence that the nth image is highly relevant
to the query. The corresponding image scores are updated
following the same protocol with GT. In the end, we do t
times back propagation with each time only one estimated
image similarity being subtracted from the group similari-
ties. We select the top-R ranked images with the largest
scores from ũt and re-rank them according to their cosine
similarities with query. The performance can reach the same
level with GT, however, the additional computation during
back propagation is further reduced to t×NH ×NL.
Notice that GT-V is only effective for the databases that
have highly relevant images with the query (perhaps the
query’s duplicate matched images). Notwithstanding GT-V
is not a general method, it is almost as effective as GT for
all the databases used in our experimental investigation.
4. DISCUSSION
We introduce a very simple probabilistic model to get some
hints on how to tune our setup. By no means, we pretend
that this model closely reflects reality. It is only a toy ex-
ample illustrating a given phenomena, known as dilution in
the group testing literature.
4.1 Model of the image similarity
Let xj and q be two uniformly distributed random unit vec-
tors of D dimension. We assume that two irrelevant images
produce two statistically independent vectors. Denote by Uj
the random variable modeling their cosine similarity uj . It
is asymptotically (for large D) distributed as a Gaussian law






indicates that, the larger D is, the sparser u will be, the
easier it will be reconstructed.
When the images are relevant, we model the distribu-
tion of Uj by another Gaussian distribution: Uj ∼ N (µ, σ2)
with a positive expectation µ > 0. We define G(x;µ, σ2) =
exp(−(x− µ)2/2σ2)/
√
2πσ the probability density function
(pdf) of N (µ, σ2).
4.2 Model of the group similarity
The distribution of the group similarity is a mixture of the
above Gaussian distributions depending on how many rele-
vant images there are in the group.
Suppose that there are c images matching with the query
in the database of size N . Denote by K the random variable
modeling the number of matching images in a given group
of size NH. Since the group has been created at random, K
follows a hypergeometric distribution:







if 0 ≤ k ≤ min(c,NH),
0 otherwise.
(19)
We denote this probability by P cN (k,NH).
We assume now that the similarities of the images compos-
ing the group are mutually independent, which is reasonable
since the group has been composed randomly. When there
are k matches in the group, the random variable V related
to the group similarity v is then distributed as N (kµ, (NH−
k)/D + kσ2). In other words, its pdf is
f(v|K = k) = G(x; kµ, (NH − k)/D + kσ2). (20)
When we do not know how many matches there are in a

















The philosophy of group testing is to infer about the rele-
vance of image j from the group similarities. We need to
test the two following hypotheses:
Image j matches the query. When gij = 1, we know
that image j belongs to group Hi, therefore this group has
at least one match. This knowledge transforms the pdf of











In the same way, when gij = 0, this knowledge transforms












Image j does not match the query. When gij = 1,













When gij = 0, this knowledge transforms the pdf of the












Which groups bring information. In reality, we do not
know wether image j is a match. If it is, NL group similari-
ties are distributed according to f+1 and M −NL according
to f+0 . If it is not, then NL group similarities are distributed
according to f−1 and M−NL according to f
−
0 . Since c N ,
we have indeed that
f+0 (v) ≈ f
−
0 (v), ∀v ∈ R. (21)
This means that knowing whether image j matches the query
or not has no impact on the similarities of the groups which
image j doesn’t belong to. It is only the similarities of the
NL groups where image j is, that bring some information
about the match with the query.
4.4 Amount of information
The group similarities provide an amount of information
about the match of image j which can be measured by the









Figure 4: Total Kullback Leibler distance in nats,
as a function of NH. Setup: D = 1920, µ = 0.47,
σ2 = 0.16, c = 3, n = 106.
both hypothesis. We assume that the group similarities are
statistically independent (which is not exactly true). The
total Kullback Leibler distance between the distribution of
the M group similarities under both hypothesis is simply
(thanks to approximation (21)):
DKL = NL ·D(f+1 ||f
−








1 ) is the Kullback-Leibler distance between
pdf f+1 and f
−
1 .
This last quantity heavily depends on NH: The bigger
NH, the bigger the variances of the involved Gaussian dis-
tributions (20), the smoother and more similar f+1 and f
−
1 ,
and the lower D(f+1 ||f
−
1 ). This means that the quantity
of information brought by one group similarity about the
matching of a given image in the database is getting lower.
This phenomenon is known in group testing as the dilution:
composing groups with too many items dilute the detectabil-
ity of the match of one particular item.
However, this phenomenon is partly compensated by the
fact that, for a fixed ratio M/N , larger groups (i.e. big NH)
implies that a given image is present in more groups (i.e. big
NL thanks to (6)). Each group brings less information, but
we have more groups to detect whether a particular image
is a match. In the end, it is not possible to theoretically
derive the best value of NH maximizing the total Kullback
Leibler distance DKL. Figure 4 plots this quantity for this
toy example showing that there is an optimal value for NH.
In the experimental session, we will show the optimal value
of NH in the enumerable test of NL as appearing in (6).
5. EXPERIMENTS
This section evaluates and compares the algorithms pro-
posed in our framework. We consider an image retrieval
scenario. We, first, present the evaluation protocol and give
some implementation details. Then we discuss the parame-
ters and analyze the results.
5.1 Dataset and evaluation protocol
We use public benchmarks commonly used by papers on
image retrieval for the evaluation.
INRIA Holidays is a set of images which mainly contains
holidays photos [9]. It includes a large variety of scene types
(natural, man-made, water and fire effects, etc.) and has
500 queries and 1, 491 images in total. The evaluation is
carried out in a leave-one-out manner, meaning the query
image is retrieved from the set prior to retrieval.
UKB. The University of Kentucky Benchmark dataset [21]
consists of 10, 200 images grouped into 2, 550 subsets of cor-
responding images. Each subset contains four images. For
a given query, the system is expected to return the four rel-
evant images in the first four positions.
Flickr1M. The Flickr1M dataset consists of 1 million im-
ages downloaded from Flickr [23]. The images have been
downloaded by searching Flickr and are used as distractors
in our experiment.
Evaluations are first conducted on a small and medium-
sized datasets (Holidays and UKB). To evaluate the perfor-
mance on larger scale, we gradually add images from the
Flickr1M dataset as distractors. In this case, the evalu-
ation is performed on the 500 Holidays queries, since the
images from Flickr1M are not relevant to the queries. Note
that some methods, like pseudo-inverse and sparse decod-
ing, are not evaluated on the larger sets because they are
not tractable: although they use less group-to-query oper-
ations, deducing the image similarities is their bottleneck.
Evaluation protocol. The performance for the Holidays
and Flickr1M datasets is measured in terms of the aver-
age precision (AP), which is defined as the area under the
precision-recall curve [23] for each query. The AP score is
computed for each query and averaged to obtain a mean av-
erage precision (mAP). For the UKB dataset, the score is
standardly computed as the average number of correct im-
ages in the top-4 positions (4-recall@4), the best score is 4.
In the same test, there is always a small variance of the per-
formance due to the randomness of the group matrix. We
report here the median value (maximum and minimal val-
ues for the variances) out of 5 repetitions. The baseline is
obtained from a recent paper [13].
5.2 Implementation notes
Design of Matrix G. Referring to the model discussion
session, NH and NL have a strong impact on the variances
of the group similarities. These parameters should not be
very large, so that the detectability of the match of one
particular relevant image in a group is not diluted too much,
as discussed in Section 4.
The parameter NH is chosen to be a small value, Fig-
ure 6 shows a simple example on how to construct the ma-
trix: starting from a M × N zero matrix G̃, we set some
values to 1s: NH elements (red) in the first row as one,
and NH+1 : 2NH elements (green) in the second row as
one, etc. When it comes to the end, we restart from the
beginning (brown) until M rows are initialized. This con-
struction guarantees that each group has approximately the
same number of images NH, and each image belongs to ap-
proximately the same number of groups NL. To make it
random, we apply some random permutations on the ma-
trix columns, and consequently, we could produce a random






















































} of the database size. NL is chosen as 2 according
to Table 1. Vocabulary size is 16.
Table 1: Performance as a function of the number
of groups per image NL on Holidays (+ Flickr1M)
and UKB datasets. NL varies from 1 to 20, while
M is 1/10 of database size. The results are given




















lar to the one considered in a paper for projecting sparse
vectors [10].
Experimental setup. The local descriptors are extracted
with the Hessian-affine detector and described by SIFT [15].
We use the RootSIFT variant [1, 8] in all our experiments.
Overall, the descriptor extraction follows the procedure in
our baseline [13]. The triangulation embedding and demo-
cratic aggregation [13] are used to aggregate the features
with a vocabulary size kc being set to either 16 or 64. We ob-
tain the vocabulary independently from the dataset Flickr60k.
Given the SIFT descriptor’s length of 128, the dimension
of our representation is thus 128 × 16(64) = 2, 048(8, 192).
In real implementation, the first 128 components associated
with the largest eigenvalues are discarded to reduce the in-
1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 …
0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 …
0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 …
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 …





Figure 6: An illustration of how to construct the
group matrix.
terferences between the coded descriptors. The final dimen-
sionality D of the representation is therefore 1, 920(8, 064).
The number of groups M is by default 1
10
of the database
size, and we calculate the cosine similarities of the same
number of images in back propagation stage (R = M). Con-
sidering both the efficiency and effectiveness, t is set to 10
in GT. NL varies in different datasets and score estimation
strategies, as discussed in the following subsection evalu-
ating the impact of the parameter. The quantity NH is
obtained by (6).
5.3 Impact of the parameters
Number of groups per image NL. Table 1 shows the
performance of varying number of groups per image in Hol-
idays, UKB and Flickr1M datasets. The best NL is 2 for
both vocabulary size and dataset. The performance is not
very sensitive to NL, we can generally take it as small as 2
for better efficiency.
Total number of groups M . For a fixed value of NL, we
evaluate the impact of the total number of groups in Holi-
days, UKB, and Holidays + Flickr1M datasets. We vary M
from 1/20 to 1/3 of the database size, and obtain similar-
ity scores reported in Figure 5 and Table 2 for vocabulary
sizes kc = 16 and 64. Increasing the group size appear to
help. Indeed, with M simply being 1/10 of database size and
kc = 16, the mAP using back propagation reaches around
96% of the baseline benchmark in Holidays+Flickr1M. This
means that we only need 2/10 (another 1/10 is for the back











} of the database size N . NL is cho-
sen as 2 according to Table 1. The vocabulary size











propagation) of the original computational cost to recover
96% of the baseline precision.
Pseudo-inverse and sparse decoding results on Holidays
dataset are also presented. They are more time consum-
ing: it is not feasible to carry out them for a large dataset.
For pseudo-inverse, it only works when the matrix G is very
dense (NL is very large), which makes the reconstruction
very inefficient. For sparse decoding, we add positive con-
strains in the coefficients of u (9), otherwise, the mAP is a
bit higher.
As previously reported [13], the performance improves by
increasing the vocabulary size kc from 16 to 64. In our
framework, it is important to use a large dimensionality:
the dimensionality D (kc × 128− 128) significantly impacts
the level of noisy variance in group testing. Increasing D
has a beneficial on this variance (see Section 4.1), and the
overall performance is therefore improved.
Back propagation times. Table 3 shows the results, for
UKB and Holidays+Flickr1M datasets, with different num-
bers of back-propagation stages t . GT is improved with a
larger number of back propagation iterations. Setting t = 10
appears a good compromise both in terms of efficiency and
effectiveness. Take Holidays+Flickr1M as an example, we
apply t = 10 back propagations steps, each involving di-
rect measurements for 10k images (those with the highest
ranks). Assuming that all group similarities are updated by
one back propagation, the additional computation is thus
approximated to t × (10k × NH) = 20 × N , where NH is
20 when NL is chosen as 2 for the best. Compared to the
N ×D computations of the baseline, the overall increase in
efficiency is still guaranteed because D = 1, 920 20.
We also present the result for GT-V. The performance
drop for large values of t. In our opinion, this is because, for
UKB and Holidays+Flickr1M, there is only one duplicate
image per query (the query itself). Refer to the Appendix
for more details about this variant.
Group vs back propagation. Assuming that M + R =
100k is fixed in Holidays + Flickr1M, Figure 7 analyzes the
trade-off between M and R. We achieve the best perfor-
mance for M = R = 50k. The default setting follows this
observation. It is also interesting that, 1) the performance is
obviously better with a larger ratioM/R; 2) whenM = 100k
and R = 0 (no back propagation), the mAP is only 3.3.
5.4 Overall performance
Database size. Figure 8 reports the mAP values obtained
when we gradually add images from Flickr1M as distractors
Table 3: Performance as a function of the number
of back propagation stages t (Holidays + Flickr1M
and UKB datasets). The number of groups is set by
default to N
10
and NL is the optimal value. kc = 16.
t
UKB Holidays+Flick1M
GT GT-V GT GT-V
0 3.28 48.9
1 3.34 3.34 49.5 49.4
4 3.38 2.04 48.9 19.6
8 3.37 2.05 49.5 16.3
















Figure 7: Performance (mAP) on Holidays +
Flickr1M dataset corresponding to different combi-
nations of M and R when M +R is fixed to 100k and
vocabulary size kc = 16.
to Holidays dataset. For larger databases, the mAP of our
methods approaches the baseline. This behavior is expected
because group testing is more effective when the number of
positive tests is small compared to the total number of tests:
there is comparatively less interferences in the score esti-
mation. This advocates the practical interest of our group
testing framework for very large scale image retrieval.
The results of GT-V are also given in this figure as an
alternative choice. Although GT-V is not provably good
in general, it is competitive in all the databases we use, for
there are always images that are highly relevant to the query.
Nevertheless, we generally observe some loss compared to
our main GT approach.
PCA dimensionality reduction. Another way to reduce
the computational cost is to use dimensionality reduction.
We demonstrate that our approach is complementary with
PCA dimensionality reduction. To evaluate this, we keep
the first D′ components of the representation (as evaluated
in our image retrieval baseline [13]): Table 4 reports the
performance with different D′, kc and Ns. Our goal is to
measure the performance for a fixed overall complexity. Ns
Table 4: Performance after dimensionality reduc-
tion to short vectors. This evaluation follows our
default settings. There are two set of descriptors
used in rows 3–6 and 7–9, corresponding to vectors
of dimensionality 1920 and 8064, respectively. We
compare the methods PCA, GT, and P+G (PCA
+ GT) for two different operating points, aiming at
reducing the complexity of the baseline by a factor 8
(columns 3 to 5) and 32 (columns 6 to 8). The num-
ber of operations is reflected by Ns×D′, where Ns de-
notes the number of vector comparisons. The com-
bination of PCA with group testing always achieves
the best result for a fixed complexity.


















Holidays 72.8 65.6 49.1 67.2 56.2 7.3 60.3
UKB 3.53 3.45 3.08 3.48 3.26 1.55 3.33









Holidays 77.2 71.7 60.7 73.8 65.6 20.3 68.5
UKB 3.63 3.59 3.41 3.62 3.52 2.31 3.56
denotes the total number of vector comparisons, e.g., in GT,





for the M group
similarities and another N
16
for the R image similarities in
the back propagation. The overall computations in different
methods is approximately summarized by the cost Ns ×D′.
Compared to the baseline, there is a drop in performance
in GT due to the smaller number of measurements (and
therefore small number of computations). The same re-
mark holds for the PCA: if we divide the dimensionality
by 8 and 32 in PCA, so that the computation of PCA is the
same with that of GT, the performance decreases. Yet, our
method is better than PCA on the large Holidays+Flickr1M
dataset. For the smaller datasets, i.e. UKB and Holidays,
it is inferior but could be close to PCA as long as Ns is
not too small and kc is large. In essence, these experiments
show that the proposed group testing framework are com-
paratively more effective for large scale database and high-
dimensional spaces.
We also conduct the experiment by combining PCA with
GT (P + G). First, we divide the original dimensionality by
4, and 16; second, we embed GT by setting M as N
4
(R =
M), which means that Ns is
N
2
. Considering the results
that achieves the same overall complexity, it appears that
the combination of PCA with GT outperforms both PCA
and GT. Again, the performance is comparatively better on
the large scale databases and high-dimensional spaces.
6. CONCLUSION
Our framework for similarity search in high-dimensional
spaces amounts to replacing the individual query-database
similarity computations by group measurements, in a way
strongly inspired by adaptive group testing algorithms. In
this context, the key algorithmic component is to estimate















Figure 8: mAP values corresponding to different
sizes of Holidays + Flickr (1k, 5k, 10k, 50k, 100k,
500k, 1M). Group size is 1
10
of the database size while
vocabulary size is 16.
ments. The first conclusion of our paper is that sparse re-
covery algorithms with positivity constraints, such as those
used in compressed sensing, already give better results than
the regular pseudo-inverse method. Yet this strategy has a
limited practical interest due to its high computational cost.
Moreover, sparse recovery makes the (invalid) assumption
that most similarities are zeros. For this reason, our main
strategy based on adaptive group testing demonstrates a
better performance, especially for large datasets and for the
higher-dimensional spaces. As a result, our strategy offers
competitive performance with respect to the compromise be-
tween retrieval efficiency and accuracy, and is shown com-
plementary to PCA dimensionality reduction.
As a final note, we mention that this exploratory strat-
egy is certainly not optimum with respect to the achievable
trade-offs. From a group testing perspective, our algorithm
is very simple and does not formally optimize the accuracy
under a constraint on the number of measurements. Simi-
larly, the group design is not directly optimized. For these
reasons, we believe that further possible improvement is pos-
sible in this promising framework.
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APPENDIX: Group testing variant GT-V
This appendix details the variant mentioned at the end of
Section 3. It specifically assumes that some searched images
(for instance duplicate images) in the database are very sim-
ilar to the query. The groups connected with these highly
relevant images have thus strong similarities, but the pres-
ence of other relevant images in these groups might be con-
sequently hidden. To cancel this shadowing in these groups,
we propose an alternative method: group testing variance.
Likewise (11) and (12), we obtain the initial scores ũ and
spot the image with the highest score. Empirically, we ob-
serve that ũn is significantly larger than the other ũj . This
gives us a high confidence that the nth image is highly rele-
vant to the query, and all the groups in which it occurs have
relatively larger similarities.
This nth image may hide the presence of other relevant
images in the groups of Ln. We subtract ũ0n = ũn from

















Update v1m more precisely depicts the likelihood scores of
the group composed of the remainging images.
Following the same protocol as in the main GT method,
all the NL group similarities connected with image n are
updated and back propagated to the images (the nth image
being excluded) connected with these groups. The image
scores in ũ is updated, and we repeat the update t times:
vtm = v
t−1




Afterwards, we rank the image list according to their values
in ũt and re-rank the top-R ones by calculating their true
cosine similarities.
The computational cost is comparable to GT, as discussed
below for the two main steps of these algorithms.
1. largest score removal: once NL connected group sim-
ilarities are changed, the scores of the NH × NL im-
ages connected with these groups are updated. The
additional computation thus amounts to t×NH ×NL
operations for a number of t updates;
2. image list re-ranking: the computation is O(N logR)
for selecting the top-R ranked images, plus O(R logR)
for re-ranking them by their true similarities. With R
equalling M and small enough, it is comparable to the
time complexity of ranking the entire list O(N logN).
If there is no highly relevant images in the database, the
image with the largest estimated score might not truly match-
ing the query. In this case, we suggest adopting the more
reliable GT estimation.
