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Abstract
The evidence for massive neutrinos and its impact on particle physics and cosmology
emphasizes the need for the measurement of the neutrino mass. The Karlsruhe
Tritium Neutrino experiment KATRIN will determine the electron antineutrino
mass with a sensitivity of m(νe) ≤ 0.2 eV/c2 (90% C.L.). It uses a a direct approach
by measuring the tritium β-decay spectrum with high accuracy. From the spectral
shape, the neutrino mass can be derived in a model-independent way . The current
upper limit from direct measurements is m(νe) < 2.3 eV/c
2 (95% C.L.) [1, 2].
In the KATRIN experiment, electrons emitted from a gaseous tritium source are
magnetically guided to the focal plane detector (FPD) system. The electrons are
discriminated according to their energy by a large electrostatic spectrometer. It is
conﬁgured as a MAC-E ﬁlter with an energy resolution of ΔEMS = 0.93 eV. Electrons
with a longitudinal kinetic energy component larger than the spectrometer retarding
potential are transmitted and re-accelerated to their original energy. Finally, they
are counted at the focal plane detector to acquire the integrated tritium β spectrum.
To this day, no contribution to the systematic error on m2ν is associated with the
performance of the focal plane detector in the KATRIN neutrino mass analysis. This
is due to the fact that the detector eﬃciency is an unconstrained ﬁtting parameter
in the analysis. In this study, the eﬀects on the systematic error are examined under
the assumption that the detection eﬃciency ε shows a dependence on the electron
energy E or the spectrometer retarding potential (Sec. 6.2.2). This analysis set an
upper limit for allowed, unaccounted for slopes of dε/dE < 7× 10−4/ eV.
Because of the subtlety of these eﬀects, the major part of the thesis was the devel-
opment and validation of a simulation package, which models the interaction of the
incident electrons with the detector wafer, and describes electron backscattering in
detail.
Backscattering plays a central role in the description of the detector response of
silicon detectors. Incident electrons have a probability of being backscattered from
the surface of the detector depending on their polar incident angle θI and incident
energy EI. Backscattered electrons contribute to the detected energy spectra by
partial energy deposits, in general smaller than EI.
A thin layer at the entrance side of silicon semiconductor detectors is insensitive
to energy deposits (dead layer). Energy deposited there does not contribute to the
detector signal. The dead layer thickness, which amounts to ∼ 100 nm for the focal
plane detector, results in a shift of the incident energy peak from EI to lower energies.
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Backscattering and dead layer eﬀects eﬀectively reduce the detection eﬃciency of a
detector system. Additionally, the detector response to a mono-energetic electron
beam will have a low-energy tail and thus, a fraction of signals will be below the
detection threshold. The threshold is deﬁned by the noise of the electronic readout.
In the KATRIN beam line, backscattered electrons have a probability to return to
the detector after being reﬂected by the magnetic mirror eﬀect or the spectrome-
ter retarding potential. This results in multiple passages through the dead layer
and multiple backscattering, which further increases the inﬂuence on the detector
response.
Existing simulation packages as the widely used Geant4 or Penelope2008 failed to
achieve the required precision (Sec. 4.1.3). The software package developed in this
study (KESS) is based on ﬁrst principles and uses diﬀerential elastic and inelastic
cross sections on single-event basis to describe the electron track and energy loss
in crystalline silicon. Two approaches to the inelastic collision cross section are
compared in this study. Secondary electrons are produced from ionization and the
subsequent rearrangement of atomic shell electrons. Finally, KESS also considers the
electron aﬃnity of the detector surface, which leads to non-negligible eﬀects when
analyzing escape probabilities of secondary electrons from the detector surface to the
vacuum. The simulation package KESS is included in the global KATRIN simulation
framework Kassiopeia.
For validation, selected simulation results are presented and are evaluated against
published experimental data in Chapter 5. The inﬂuence of secondary electrons
on the detector response and on backscattering is discussed. Measurements of the
primary backscattering coeﬃcient and the secondary backscattering yield are com-
pared to simulation results. Good agreement between experiment and simulation
for the energy distribution of backscattered electrons is reported. Finally, the eﬀects
of a dead layer on the detector response are discussed. In this context, diﬀerent
dead layer geometries (i.e. charge collection proﬁles in dependence on the depth)
are compared against each other. It will be shown that a step-like dead layer is
generally a good approximation for the focal plane detector, as long as systematic
uncertainties on the order of 10−3 for the total detection eﬃciency are acceptable.
Chapter 6 shows the application of KESS simulations for the KATRIN experiment.
Simulation results are compared to experimental energy spectra of the focal plane
detector (PIN diode technology) and the forward beam monitor detector (silicon-
drift technology). It will be shown that the dead layer thickness should generally be
treated as a free parameter in simulations. When allowing for adjustments of the
calibration coeﬃcients of the ADC-to-energy calibration within their errors, KESS is
able to reproduce the measured detector response.
Transmission function measurements of the pre-spectrometer [3] are simulated, con-
ﬁrming its adiabatic transmission properties. Moreover, this analysis shows unam-
biguously the need to include detailed backscattering simulations in the data analysis
j
to describe and understand the measured spectra correctly. Finally in this chapter,
the contribution of the focal plane detector system to the statistical and systematic
uncertainties on m2ν are examined quantitatively.
As an introduction, the thesis starts by describing the discovery of the diﬀerent
neutrino ﬂavors included in the standard model of particle physics in Chapter 1.
The evidence for massive neutrinos from neutrino oscillations is presented and an
overview over methods for the direct neutrino mass measurements is given. The
theory, measurement principle and experimental setup of the KATRIN experiment
are outlined in Chapter 2. Additionally, the statistic and systematic uncertainties
on m2ν are discussed.
Finally, selected silicon semiconductor detector systems used in the KATRIN exper-
iment and important for the present study are described in Chapter 3:
  The focal plane detector (FPD) system detects the high-energy part of the
tritium β-spectrum and acts as the KATRIN main detector.
  A predecessor of the focal plane detector, the segmented PIN diode (SPD), is
used at the KATRIN pre-spectrometer test experiment.
  The forward beam monitor detector (FBMD) is located between the source
and the spectrometer region and therefore detects the complete β-spectrum.
It will be shown in this study that the detector response of these detector systems
can be successfully simulated with KESS. Furthermore, the good agreement with
experimental data (e.g. the spectral distribution of backscattered electrons) suggests
that KESS is also applicable to spectroscopic electron energy-loss measurements of
solid silicon.
k
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1 Introduction
This chapter gives a brief historic overview from the postulation of the neutrino
to the experimental conﬁrmation of the diﬀerent kinds of neutrinos. The evidence
for massive neutrinos and its impact on various branches of todays physics is de-
scribed. Finally, experimental approaches for a model-independent measurement of
the neutrino mass with a sensitivity of m(νe) ≤ 0.2 eV/c2 (90% C.L.) are presented.
1.1 The discovery of the neutrino and the standard
model
The neutrino was postulated by Pauli in 1930 [4] and has been of interest for science
since then. After the measurement of the discrete energy spectra of α- and γ-rays,
the continuous energy spectrum of the β-rays measured by Chadwick in 1914 [5]
was puzzling. The β-decay was assumed to be a two-body decay and thus violated
the fundamental law of energy conservation and quantum mechanical spin statis-
tics. Pauli solved the problem 15 years later by introducing a hypothetic particle,
simultaneously created with the β-electron and taking with it a part of the decay
energy. Its properties had to be spin one half, electric neutrality and it would only
interact very weakly with matter. Fermi continued Pauli’s work and gave the still
valid theoretical formulation of the β-decay [6]. Arising from Fermi’s theory, the
cross section for weak interactions of neutrinos with matter was very small. This
made the experimental proof very diﬃcult.
Pauli’s postulated neutrino was ﬁnally detected in 1956 at the Savannah River Plant
nuclear reactor by Reines and Cowan [7]. The experimental setup consisted of a di-
luted cadmium chloride dissolution encapsulated by two liquid scintillator detectors.
The electron antineutrinos from the nuclear reactor interacted with the free protons
in the cadmium chloride dissolution by the inverted β-decay
ν¯e + p → e+ + n. (1.1)
The characteristic signature for this reaction that allowed for electron anti-neutrino
identiﬁcation was the observation of the chronological and spatial correlation of γ
particles created by the positron annihilation and the delayed capture onto cadmium.
In 1962, Schwartz, Ledermann and Steinberger discovered experimental evidence
for a second type of neutrino [8]. They investigated pion decays from a pion beam,
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created by a particle accelerator, nowadays described by
π+ → μ+ + νμ, π− → μ− + ν¯μ. (1.2)
Neutrinos created in this decay never induced the creation of electrons or positrons;
only μ± were created. With this, two types of neutrinos, ν¯e and νμ, ν¯μ, were detected
experimentally.
The third neutrino ντ existing in the standard model was discovered in 2001 by
the DONUT experiment at Fermilab [9]. A 800 GeV proton beam was ﬁred at
a tungsten target. The leptonic decay of Ds mesons, resulting in τ and ντ was
investigated.
In 1958 Goldhaber experimentally determined the helicity of neutrinos to be hν =
−1.0±0.3 [10]. Within the measurement accuracy, this result implies the maximum
parity violation of weak interaction, as it was adopted in the standard model. If
only exclusively left-handed neutrinos and right-handed antineutrinos exist, they
must move with the speed of light and thus have a rest mass of zero.
The standard model of particle physics, developed in the sixties and seventies, in-
cludes twelve elementary particles, their antiparticles and the interactions through
gauge bosons between them [11]. The elementary particles are divided into three
generations and two families (leptons and quarks). They are shown in Table 1.1.
In addition to the electromagnetic and the weak interactions, quarks also participate
in the strong interaction, in which their quantum number color charge is mediated
by gluons. They only appear in neutral color charge doublets (mesons) or triplets
(baryons) and are conﬁned by the linearly increasing quark-quark potential. If a
maximum distance is exceeded, the energy is suﬃcient to form two new quarks and
thus creating two independent quark pairs [12].
The charged leptons participate in electromagnetic interactions. It is described by
the coulomb potential and mediated by photons. The three neutral neutrinos (and
their antiparticles) take part only in weak interactions, which is mediated by the Z0
and W± bosons.
Table 1.1: The fermions of the standard model, their charge in units of the
electron charge q = e and their rest mass or upper mass limit [2]. Each listed particle
has an antiparticle.
name charge mass [1/c2]
generation 1 2 3 all 1 2 3
quarks u c t +2/3 2.4MeV 1.27GeV 172GeV
d s b -1/3 4.8MeV 101MeV 4.2GeV
leptons e− μ− τ− -1 0.5MeV 105MeV 1.77GeV
νe νμ ντ 0 < 2.3 eV < 0.17MeV < 15.5MeV
2
1.2 Neutrino oscillations
A measurement of the decay width of the Z0 boson at the LEP particle accelerator at
CERN1 determined the number of light neutrino generations to be N = 3.00± 0.08
[13].
The number N of the light neutrino generations, was determined to be from the
decay width of the boson at . Therefore, no other active neutrino types are expected.
In the standard model, each of the three lepton generations, including one neutrino
each, have a lepton ﬂavor number Lα, with α = e, μ, τ , which is separately conserved.
The neutrinos carry no electric charge, are massless and therefore have no magnetic
dipole moment.
The masses of the fermions and Z0, W± gauge bosons are generated by the Higgs-
mechanism and show a clear mass hierarchy over the generations (Tab. 1.1). How-
ever, the Higgs-mechanism fails for purely left-handed particles. Thus, the standard
model has to be extended to explain massive neutrinos and the observation of mas-
sive neutrinos is regarded to be evidence for physics beyond the standard model.
1.2 Neutrino oscillations
In the nineties, hints towards massive neutrinos accumulated. The evidence for
this arises from the phenomenon of ﬂavor oscillation, in which the various neutrino
species transform into each other, thus violating the conservation of lepton ﬂavor.
The ﬂavor eigenstates |α〉, with α = e, μ, τ, are not identical with the mass eigen-
states |mi〉, with i = 1, 2, 3, but are given by the unitary 3 × 3 mixing matrix U
by
|α〉 =
∑
i
Uαi |mi〉 (1.3)
The factorized form of the PMNS2-matrix U is
U =
⎛
⎜⎝ 1 0 00 c23 s23
0 −s23 c23
⎞
⎟⎠×
⎛
⎜⎝ c13 0 s13e
iδ
0 1 0
−s13e−iδ 0 c13
⎞
⎟⎠
×
⎛
⎜⎝ c12 −s12 0s12 c12 0
0 0 1
⎞
⎟⎠×
⎛
⎜⎝ 1 0 00 e−iφ2/2 0
0 0 e−i(φ2/2+δ)
⎞
⎟⎠
(1.4)
with cij = cos θij and sij = sin θij, where θij are the three mixing angles. The phases
δ, φ2 and φ3 violate CP conservation. They are discussed in the next section.
1Organisation Europe´enne pour la Recherche Nucle´aire, formerly Conseil Europe´en pour la
Recherche Nucle´aire
2Pontecorvo-Maki-Nakagawa-Sakata
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The transition probability P from a ﬂavor state α to a ﬂavor state β in vacuum is
given by
Pα→β =
∣∣∣∣∣
∑
i
U∗αiUβie
−iΔm2ijL/2E
∣∣∣∣∣
2
with Δmij = mi −mj = 0 for i = j, (1.5)
with the pathlength L and the neutrino energy E.
The evidence of a ﬂavor change indicates that neutrino types must have a diﬀerent
mass and therefore at least two are not massless. Additionally, the lepton ﬂavor
conservation is violated. Therefore neutrino ﬂavor oscillations are not in accordance
with the standard model.
Evidence for neutrino oscillations in the investigation of atmospheric neutrinos was
ﬁrst provided by the Super-Kamiokande experiment in 1998 [14]. High-energy cosmic
rays produced in the upper atmosphere continuously produce secondary particles,
including pions and kaons, which in their decays emit electron and muon neutri-
nos. The Super-Kamiokande detector is a cylindrical tank ﬁlled with 50 kt of ultra
pure water shielded by about 1 km stone. The inside of the tank is equipped with
more than 10,000 photomultiplier tubes. The electron and muon neutrino induced
reactions
νe +N → X + e− (1.6)
νμ +N → X + μ− (1.7)
create leptons in the tank, which emit Cherenkov light cones, which were then
detected by the photomultipliers. The interactions of νe and νμ were distinguished
through the edge sharpness of the detected rings and the direction of the incoming
neutrino was determined.
The experimental results showed a strong correlation of the recorded νμ-rate with
the angle of incidence and thus, with the distance traveled from Lmin = 15 km to
Lmax = 13000 km. In contrast, the νe rate was uncorrelated. Assuming a two-
neutrino oscillation in vacuum between νμ and ντ with the transition probability
Pα→β = sin2 2θij sin2
(
Δm2ijL
4E
)
, (1.8)
a maximum mixing between νμ and ντ is derived from the experimental results.
However, the ντ can not be detected with this experimental setup.
A second natural source for neutrinos is the sun. The multi-step pp-reaction chain
creating electron neutrinos only, is given by
4p → 4He + 2e+ + 2νe. (1.9)
Among the reactions creating νe, there are
7Be4+ + e− → 7Li3+ + νe pp− reaction II (1.10)
8B5+ → 8Be4+ + e+ + νe pp− reaction III. (1.11)
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Many diﬀerent measurements of the electron neutrino ﬂux Φe, including the Homes-
take experiment conducted by Davis [15], GALLEX [16], SAGE [17] [18] and Super-
Kamiokande consistently showed too low values over several years, to coincide with
the standard model of the sun [19]. The Sudbury Neutrino Observatory (SNO) ﬁ-
nally solved the solar ν-problem and measured the ﬂuxes Φe and Φμ,τ of all neutrino
ﬂavors [20]. For this purpose, similar to the Super-Kamiokande experiment, an un-
derground tank was lined with thousands of photomultiplier tubes. But in this case
it was ﬁlled with about 1000 t of heavy water (D2O). Thus, the various ﬂuxes of the
neutrino ﬂavors could be detected by the reactions
νe + d → p+ p+ e− Φe (1.12)
να + d → p+ n+ να Φe + Φμ,τ (1.13)
να + d → να + e− Φe + Φμ,τ
6.5
. (1.14)
which includes the neutral current reaction (Eq. 1.13) and thus strongly decouples
the analysis from solar physics. The analysis showed that the sum of the neutrino
ﬂuxes Φμ,τ and Φe matches the νe-ﬂux predicted by the standard model of the sun.
Since 2007, the Borexino experiment investigates the ﬂux of 7Be electron neutrinos
created by reaction 1.10. The results give rise to the LMA-MSW3 neutrino oscillation
as the correct complement for the theoretical models of neutrino oscillation in matter
[26]. According to the LMA-MSW model, the 7Be neutrinos with a ﬁxed energy of
0.862MeV, for the ﬁrst time detected in real-time by the Borexino experiment, have
a survival probability when traveling the distance from the sun to the underground
detector of P7Be = 1− Pe→μ,τ ≈ 66%.
The 8B electron neutrinos created by reaction 1.11 with an energy of a few MeV were
detected by Super-Kamiokande and SNO. They had a signiﬁcantly lower survival
probability of P8B = 33%. The results from Borexino and Super-Kamiokande agree
with these predictions and thereby conﬁrm the standard model of the sun, thus
giving further evidence for the LMA-MSW neutrino oscillations in matter [26].
The KamLAND experiment [29] investigated electron antineutrinos emitted from
nuclear reactors via the decay products of the reaction 1.1. Here, the detection
took place in an underground tank that was ﬁlled with 1000 t of liquid scintillator
and was lined with photomultiplier tubes. Within a radius of 100-200 km of the
detector, about 70 nuclear power plants served as neutrino sources. The KamLAND
experiment conﬁrmed the disappearance of electron antineutrinos and therefore the
neutrino oscillation. The results are in agreement with the LMA-MSW theory [21]
(Fig. 1.1).
3Large Mixing Angle solution of the Mikheyev-Smirnov-Wolfenstein model. Complementary to
the neutrino oscillation in vacuum, the MSW model describes the oscillation of electron or
tau neutrinos in matter and thereby gives a correction for the ratio of Δm2ij to tan θij . LMA
designates solutions with a large mixing angle sin2 θij . See also [21], [22], [23], [24] and [25].
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Figure 1.1: Allowed regions for neutrino oscillation parameters by Kam-
LAND [27]. The LMA-MSW region of SNO is also shown [28].
Global analysis of solar, atmospheric, long and short baseline neutrino oscillation
experiments allow the determination of the elements and phases of the PMNS matrix
U or their limits, respectively. A full review is found in [2].
In the context of this study, it should be mentioned that one can derive
Δm221 =7.65
+0.69
−0.60 × 10−5eV2/ c4 (1.15)
|Δm232| =2.4+0.36−0.33 × 10−3eV2/ c4 (1.16)
Depending on the unknown value of the lightest neutrino mass, the following mass
scenarios are up to now compatible with global neutrino data:
  normal hierarchy: m1  m2 < m3
  inverted hierarchy: m3  m1 < m2
  quasi-degenerate: m1 ∼= m2 ∼= m3.
All three scenarios are compatible with the existing constraints on the absolute
scale of neutrino masses (Fig. 1.2). Information about the neutrino mass can for
example be obtained by measuring the spectrum of electrons near the end point in
tritium β-decay experiments. The KATRIN experiment will probe the region of the
quasi-degenerate hierarchy with a sensitivity of m(νe) ≤ 0.2 eV/c2 (90% C.L.) [2].
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Figure 1.2: Mass scale of the neutrino mass eigenvalues, in relation to the
smallest mass eigenvalue m1. If m1 is small the mass scale is hierarchical, if m1 is big,
the squared mass diﬀerences Δm2 are negligible and the mass scale is quasi-degenerate
[30].
1.3 Measurement of the neutrino mass
The experimental results of neutrino oscillation measurements yield information on
the ratios of the neutrino mass squares, but not on the absolute neutrino masses.
With the measurement of one neutrino mass, all others can be derived.
A measurement of the neutrino mass in the sub-eV regime
  determines the fraction of the neutrino mass in the total energy density in the
universe. During the big bang, 109 times more neutrinos than baryons were
created. In cosmology, neutrinos contribute to the hot dark matter and make
0.1% to 5% of the total energy density of the universe. This is in the regime
of baryonic matter [30].
  determines the values and hierarchy of all mass eigenstates mi (Fig. 1.2) to-
gether with neutrino oscillation experiments.
  gives insights on the role of neutrinos in the structure formation of the universe
[31].
  improves the understanding of supernova explosions [32] [33].
  helps to evaluate theoretical models for the generation of mass, beyond stan-
dard model physics.
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Figure 1.3: Feynman graph of neutrinoless double beta decay. Two neutrons
simultaneously decay to protons. The right-handed antineutrino emitted from the left
vertex is absorbed at the right vertex as a left-handed neutrino. [37]
Two sensitive approaches to measure the neutrino mass in a laboratory exist:
  The search and investigation of neutrinoless double β-decay (0νββ), and
  the detailed measurement of the β-electron energy spectrum in case of single
β-decay.
In a double β-decay (2νββ), two neutrons are simultaneously converted to protons
in one decay, while emitting an electron and an electron antineutrino each. The
emitted electrons have a continuous energy distribution, as in the case of single β-
decay. The double β-decay can only be observed as a second order process of the
weak V-A interaction on elements, where the single β-decay is forbidden or strongly
suppressed. This limits the available isotopes to 36 (among which are 76Ge [34],
130Te and 136Xe [35]).
Under the assumption that neutrinos are their own antiparticles (Majorana particles
[36]) a neutrinoless double β-decay is possible. An electron antineutrino emitted at
the ﬁrst vertex is absorbed at the second vertex together with the electron neu-
trino created there (Fig. 1.3). Therefore, two electrons with a discrete energy are
emitted during 0νββ. The right-handed electron antineutrino has to be absorbed
as a left-handed electron neutrino. This implies a mixed helicity for the neutrino
and therefore a non-zero mass. A change in lepton number of ΔL = 2 is forbidden
according to the standard model.
Due to the long half-life of the available isotopes4, either a long measurement time
or a large isotopical abundance is necessary. The measurement will only yield a
neutrino mass if neutrinos are indeed Majorana particles. The measured value is
the eﬀective neutrino mass mββ of the sum of coherent mass eigenstates:
mββ =
∣∣∣∣∣
∑
i
U2eimi
∣∣∣∣∣ = ∣∣c213c212m1 + c213s212m2eiφ2 + s213m3eiφ3∣∣ . (1.17)
4T1/2 > 1.2× 1024 a for 136Xe [13]
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The CP-violating Dirac-phase δ is omitted here. The unknown and CP-violating
Majorana-phases φi are generally complex and can lead to a partial cancellation of
mββ through the summation over all mass eigenstates [25].
The precise measurement of the β-electron energy spectrum from β-decay (Chapter
2) close to the endpoint yields the neutrino mass by
m2β =
∑
i
|Uei|2m2i =
∣∣c213c212m1 + c213s212m2 + s213m3∣∣ . (1.18)
In this incoherent sum, the Majorana-phases disappear and cancellation eﬀects do
not occur [25]. The result is independent from the Dirac- or Majorana-nature of the
neutrino and other models. Tritium β-decay experiments have been conducted for
the past 60 years because tritium
  has the second lowest endpoint energy E0 = 18.6 keV of all β-sources. This
property increases the count rate dN/dE ∝ (E0 −E)2 in the endpoint region,
since (1/E0)
3 of all β-electrons can be found there,
  has a low half-life of T1/2 = 12.3 a which makes high source activities possible,
  has a simple electron conﬁguration, which allows for precise correction of the
interactions between emitted electron and daughter nucleus,
  β-decay is super-allowed which makes energy corrections of the nuclear matrix
element unnecessary [30].
Figure 1.4 shows results from tritium β-decay experiments of the last 20 years.
The KATRIN experiment is a next-generation tritium β-decay experiment which
will measure the electron antineutrino mass with a sensitivity of m(νe) ≤ 0.2 eV/c2
(90% C.L.).
A complementary approach for the direct neutrino mass measurement from β-decay
is the microcalorimeter arrays for a rhenium experiment (MARE) project [38]. It
aims for a sensitivity comparable to the KATRIN experiment. In this case, the
187Re calorimeters act as both, the detector and the source. Therefore, the system-
atic uncertainties are fundamentally diﬀerent to measurements with electrostatic
spectrometers. The MARE project uses 187Re calorimeters, where the full energy
from rhenium β-decay (except the energy carried away by the neutrino) is measured
from the temperature rise in the detector. However, calorimetric approaches suﬀer
from pile-up eﬀects, since the complete β-spectrum is detected. Therefore, small
detectors and a large detector array (104 detectors) are required to reach suﬃcient
statistics in the endpoint region of the β-spectrum.
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Figure 1.4: Results on the neutrino mass from β-decay experiments since
1990 [30]. The understanding of systematic errors and improvement of the experi-
mental setup has greatly reduced the uncertainties on the neutrino mass and solved
the problem of negative neutrino mass squares.
10
2 The KATRIN experiment
The KArlsruhe TRItium Neutrino Experiment KATRIN aims to determine the
neutrino mass with a sensitivity of m(νe) ≤ 0.2 eV/c2 (90% C.L.). It uses a di-
rect and model-independent approach by the detailed determination of the β-decay
spectrum at its endpoint. By measuring the shape of the spectrum at high energies,
the neutrino mass can be derived. In the following, the theory, measurement and
the basic experimental setup is described. In Section 2.4 the systematic and statis-
tical errors on the observable m2ν are discussed. Here, it is described how the focal
plane detector performance enters the calculation of the systematic and statistical
uncertainties on m2ν prior to the section motivating this thesis.
2 x 10-13
 
 
mν = 1 eV
a)
b)
mν = 0 eV
Figure 2.1: The energy spectrum of tritium β-decay.
(a) The full energy spectrum. (b) The energy spectrum at the tritium β-decay end-
point E0. The lines show calculations for diﬀerent mν . Only a fraction of 2 × 10−3
events is found in an energy interval of 1 eV below the endpoint energy E0 [30].
2.1 Theory and measurement principle
During a β-decay, a proton is transformed into a neutron. In the transformation, an
electron and an electron antineutrino is emitted
(Z,A) → (Z + 1, A)+ + e− + νe. (2.1)
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The nucleus with charge Z and nucleus mass A can be regarded as inﬁnitley heavy
so that the available kinetic energy is shared between the electron and the electron
antineutrino1. The β-spectrum is described by Fermi’s golden rule
d2N
dt dE
=
2π

|M |2 ρ(E) (2.2)
giving the rate dN/dt in an energy intervall E + dE with a phase space density of
ρ(E) and the transitional matrix element M . This leads to the following expression
[39]:
d2N
dt dE
= A(E)
√
(E0 − E)2 −m2(νe) c4 Θ(E0 − E −m(νe) c2) (2.3)
with A(E) =
G2F cos
2 θC
2π27
∣∣M2∣∣ F (E,Z + 1) pe (E +mec2) (E0 − E) (2.4)
GF : coupling constant ΘC : Cabibbo angle
M : transition matrix elemet E0: endpoint energy
pe: electron momentum me: electron mass
F (E,Z + 1): Fermi function
where the Fermi function F takes into account the Coulomb interactions between
the emitted electron and the daughter nucleus. For the super-allowed tritium β-
decay, M does not depend on the energy E. The inﬂuence of the neutrino mass is
most signiﬁcant close to the endpoint energy E0 (Fig. 2.1 and squareroot term in
Eq. 2.4). Only one of 5 × 1013 electrons is found in the last eV. To get suﬃcient
statistics in the endpoint region, the following is required:
  A β-electron source with high intensity,
  spectrometers with very good energy resolution,
  a high-eﬃciency detector system, and
  a low background rate.
The KATRIN experiment consists of the windowless gaseous tritium source (WGTS),
the transport section, the pre-spectrometer and main spectrometer and the focal
plane detector. The ﬁnal setup is shown in Figure 2.2. In the following, the ex-
perimental setup of the KATRIN experiment is presented. Special attention is paid
to the spectrometers and the focal plane detector since the electromagnetic design
and geometry are of importance for Chapter 6. The focal plane detector system is
described in detail in Section 3.1.
1However, the ﬁnal analysis will include the recoil of the daughter nucleus.
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a b
c
d
e
f
Figure 2.2: The KATRIN experimental setup [30]: (a) windowless gaseous
tritium source (b) transport section with diﬀerential and cryogenic pumping stage
(c) pre-spectrometer (d) main spectrometer with air coils (e) focal plane detector
(f) rear section.
2.2 The source and transport section
The windowless gaseous tritium source (WGTS) is a tube with a length of 10m
and a diameter of 90mm. Molecular tritium T2 is injected with a pressure of 3.35×
10−3mbar in the middle of the tube with a purity of 95%. Turbomolecular pumps at
both ends of the tube create a pressure gradient and collect the remaining tritium, as
well as its daughter molecules. The tritium is puriﬁed and fed back to the injection
valve in a closed circuit. The source tube is completely enclosed by superconducting
magnets creating a ﬁeld of B = 3.6T. All electrons are emitted isotropically by the
tritium β-decay and follow the magnetic ﬁeld lines towards the ends of the source.
They are guided adiabatically towards the rear section, or the spectrometers and
focal plane detector. To reach the targeted decay rate of 9.5 × 1010/ s, the tritium
column density has to be ρ ·d = 5×1017molecules / cm2 resulting in a tritium usage
of 40 g per day. To keep the systematic error on the neutrino mass measurement
below the statistical uncertainty, the column density has to be known by an accuracy
of 0.1% [30].
The adjacent transport section (Fig. 2.3) further reduces the tritium ﬂow, coming
from the tritium source, from 1.8mbar · l/s to 10−14mbar · l/s to prevent the intro-
duction of additional backgrounds in the spectrometer and detector section. The
diﬀerential pumping section (DPS) reduces the tritium ﬂow by a factor 107 through
turbo-molecular pumping. The following cryogenic pumping section (CPS) further
reduces the tritium ﬂow by a factor of ≥ 107 by adsorbing the tritium molecules on
a thin layer of argon snow covering its inner walls. The DPS and CPS are both dou-
bly bent by 20◦ to prevent a direct line of sight from source to detector for neutral
molecules.
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WGTS DPS CPS
spectrometer
Figure 2.3: KATRIN components containing tritium [30] with the window-
less gaseous tritium source (WGTS), the diﬀerential pumping section (DPS) and the
cryogenic pumping section (CPS)
2.3 The spectrometer section
A MAC-E ﬁlter2 deﬁnes the energy resolution of the KATRIN experiment. Elec-
trons entering the spectrometer are guided along magnetic ﬁeld lines created by
superconducting coils and perform a cyclotron motion with frequency
f =
|e|| B|
2πme
√
1−
(v
c
)2
(2.5)
with electron charge e, electron massme, electron velocity v and speed of light c. The
magnetic ﬂux density B decreases by several orders of magnitude from the center
of the super conducting coils to the middle of the spectrometer (analysis plane).
Assuming adiabatic transition, the transverse energy component E⊥ is changed by
μ =
e
2me
|l| = E⊥
B
= const. (2.6)
with a constant magnetic moment μ. The gradient force
F∇ = ∇(μ · B), (2.7)
reduces E⊥ to a minimum and thereby maximizes the longitudinal energy compo-
nent E‖ in the analysis plane. An electric retarding potential with a maximum in
the analysis plane is applied to deﬁne which electron energies are transmitted or
reﬂected. The MAC-E ﬁlter works as an energetic high-pass ﬁlter. Transmitted
electrons are re-accelerated to their original kinetic energy and are counted at the
focal plane detector. The relative energy resolution is determined by the remaining
E⊥ resulting from the ratio of the minimal magnetic ﬁeld Bmin and the maximum
magnetic ﬁeld Bmax in the analysis plane by
ΔE
E
=
Bmin
Bmax
(2.8)
The normalized transmission function of the MAC-E-Filter with retarding potential
2Magnetic Adiabatic Collimation followed by an Electrostatic ﬁlter
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Figure 2.4: MAC-E ﬁlter principle. The angle between the electron momentum
and the magnetic ﬁeld line is changed by the adiabatic invariance of the magnetic mo-
ment μ by the inhomogeneous magnetic ﬁeld (blue lines). The electrostatic retarding
potential (green lines) works as an energy high-pass ﬁlter [30].
U is analytically given for an isotropically emitting electron source of energy E by
T (E, qU) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 E − qU < 0
1−
√
1−E−qU
E
· BS
BA
1−
√
1−ΔE
E
· BS
BA
0 ≤ E − qU ≤ ΔE
1 E − qU > ΔE
(2.9)
where q denotes the electron charge e [30]. The transmission function is plotted in
Figure 2.5.
The KATRIN experiment uses two spectrometers with diﬀerent sizes (Fig. 2.2). The
pre-spectrometer with a diameter of DPS = 1.7m and energy resolution of ΔEPS ≈
100 eV is kept at a constant retarding potential UPS = 18.3 kV to cut the low energy
part of the spectrum from which no information on the neutrino mass can be derived.
It thereby strongly decreases the number the electron in the main spectrometer
and reduces background events from secondary electrons produced during inelastic
scattering of the β-electrons with residual gas molecules in the spectrometer. Test
experiments with the pre-spectrometer are described in Section 3.2.
Electrons transmitted by the pre-spectrometer enter the subsequent main spectrom-
eter with an inner diameter of DA = 9m and a length of 23m. With a magnetic
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ﬁeld of BA = 3 × 10−4T at the analysis plane and an area of AA = 63.6m2, it is
able to ﬁt a magnetic ﬂux tube of
Φ =
∫
B dA = Bmax · ABmax = BA · AA = 191T · cm2. (2.10)
With a maximum magnetic ﬁeld of Bmax = 6T, it reaches an energy resolution of
ΔEMS = 0.93 eV.
As mentioned before, collisions of electrons with residual gas molecules can lead to
background events. Therefore, both spectrometers have to comply with ultra high
vacuum (UHV) standards to reach a residual gas pressure of p < 10−11mbar.
A further source for background events are low-energy electrons induced by cosmic-
ray interactions with the spectrometer walls. To prevent these electrons from en-
tering the main spectrometer, a low-mass wire electrode is installed on the vessel
walls. Held at a more negative electric potential, it reﬂects the electrons emitted
from the walls. Additionally, the electrode is segmented and can be used to ﬁne-
tune the electric ﬁeld. The earth magnetic ﬁeld as well as stray ﬁelds from magnetic
materials are compensated by air coil systems surrounding the main spectrometer.
2.4 Systematic and statistical uncertainties
Table 2.2 lists the known sources for systematic errors on the KATRIN neutrino mass
measurement. While the quadratic sum of these errors amount to σsys,tot ≈ 0.01 eV2,
the total systematic uncertainty is anticipated to be
σsys,tot ≤ 0.017 eV2 (2.11)
to account for unidentiﬁed sources of systematic errors. This number is the quadratic
sum of ﬁve systematic uncertainties Δm2ν = 0.0075 eV
2 [30].
The transmission function in Eq. 2.9 is a property of the spectrometer, only de-
termined by the magnetic ﬁelds at the tritium source and in the analyzing plane.
To take into account inelastic electron scattering with T2 molecules in the gaseous
source, a response function fres is deﬁned through the folding of the corresponding
inelastic cross section with the transmission function. The response function for
a spectrometer energy resolution ΔEMS = 0.93 eV, a maximum accepted starting
angle of θmax = 50.77
◦ and a tritium colum density ρd = 5 · 1017 /cm2 in the tri-
tium source is shown in Fig. 2.5. A region of 10 eV below the endpoint is an elastic
plateau. The inﬂuence of one, two and threefold scattering is visible in the next
40 eV.
Since the response function is crucial for the KATRIN sensitivity on m2ν and the
inelastic cross sections have an uncertainty of 2%, the response function will be
determined in a pre-measurement and the ﬂuctuations of ρd will be monitored during
16
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Figure 2.5: Transmission and response function. The transmission functions for
an electron, depending on the diﬀerence of electron energy E and retarding potential
U , with (blue line) and without (black dashed line) inelastic scattering in the tritium
source (Sec. 2.2) is shown [40, 30]. The blue dots are proposed measurement points
to prevent unaccounted for systematic uncertainties of the response function [30].
tritium measurements. For the pre-measurements, electrons are injected at the rear
of the tritium source (rear section, Fig. 2.2) towards the main spectrometer. This
measurement is done for an empty source to determine the transmission function and
with a source ﬁlled with tritium at various values of ρd to determine the response
function (Fig. 2.5). During neutrino mass measurements, the column density is
monitored by the forward beam monitor detector (Sec. 3.3).
Electrons transmitted by the main spectrometer are detected with the focal plane
detector system (FPD, Sec. 3.1). No systematic uncertainty arising from angular or
energy dependent detection eﬃciencies are considered in Table 2.2. To extend the
list and determine the magnitude of possible systematic uncertainties arising from
the focal plane detector, the response to low-energy electrons has to be investigated
taking into account the electromagnetic design of spectrometer and detector region.
The statistical error after a three year measurement time is calculated as
σstat = 0.018 eV
2 (2.12)
when using the parameters listed in Table 2.1 [30]. One of these parameters is the
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absolute focal plane detector detection eﬃciency ε = 0.9. The detection eﬃciency
depends on background and noise contributions as well as backscattering and dead
layer eﬀects. To further optimize the KATRIN measurement cycle, the detector
eﬃciency is investigated in Section 6.2.2.
Adding Eqs. 2.12 and 2.11 quadratically, leads to a total uncertainty of σtot ≈
0.025 eV2. Assuming a vanishing neutrino mass mν = 0, this uncertainty trans-
lates into an upper limit L(90%C.L.), which is connected to the error on m2ν via
L(90%C.L.) =
√
1.64 · σtot. After three years of measuring time, this limit becomes
m(νe) < 0.2 eV (90%C.L.) (2.13)
with no ﬁnite neutrino mass being observed. This sensitivity improves the existing
limits by more than one order of magnitude [30].
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Table 2.1: Reference parameters used to calculate the statistical error on
m2ν [30].
parameter value
column density ρd = 5 · 1017 cm−2
analysing plane AA = (π · 4502) cm2 = 63.6m2
source cross section AS = (π · 4.112) cm2 = 53 cm2
magnetic ﬁeld strengths BS = 3.6T, Bmax = 6T, BA = 3 · 10−4T
Tritium fraction in the source 0.95
maximum opening angle θmax = 50.77
◦
Tritium endpoint energy E0 = 18575.0 eV
energy resolution ΔE/E = 1/20000 = 0.93/18575
zero-loss probability P0(ρd, θmax) = 0.413
background rate per interval U Γb = 0.01 s
−1
detection eﬃciency ε = 0.9
Table 2.2: Summary of sources of systematic errors on m2ν and the individual
eﬀect on m2ν for an analysis interval of [E0 − 30 eV, E0 + 5 eV] if not stated otherwise
(for details see individual chapters in Section 11 in [30]).
source of systematic shift systematic shift
σsyst(m
2
ν)[10
−3eV2]
description of ﬁnal states < 6
T− ion concentration n(T−)/n(T2) < 0.1
unfolding of the energy loss
< 6
function (determination of fres)
monitoring of ρ d
< 1.5
[E0 − 40 eV, E0 + 5 eV]
background slope < 1.2
HV variations < 5
potential variations in the source < 0.2
magnetic ﬁeld variations in source < 2
elastic e− − T2 scattering < 5
identiﬁed syst. uncertainties σsyst,tot =
√∑
σ2syst ≈ 0.01 eV2
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3 Detector systems of the KATRIN
experiment
Main objective of this work has been the development of a simulation package (KESS)
to precisely describe the detector response of silicon semiconductor detectors to low-
energy electrons. Besides the physics of the interactions of electrons with matter, the
detector response is also determined by detector properties like its electromagnetic
environment, dead layer conﬁguration and electronic readout performance.
In this chapter, three diﬀerent silicon detector systems are described, which will be
installed at the KATRIN experiment. The parameters mentioned before vary con-
siderably for these three systems. As it will be shown in Chapter 6, the requirements
were met that KESS can be applied to all cases with high precision.
The focal plane detector (FPD, Sec. 3.1) system contains a large, monolithic, 148-
pixel detector, based on PIN diode technology. It will detect the highest-energy
tritium β-decay electrons from the windowless gaseous tritium source (WGTS),
transmitted by the spectrometer section. The focal plane detector is regarded as
one of the key components of the KATRIN experiment. Its dedicated calibration
system [41] is also discussed. Data from the commissioning of the focal plane detec-
tor are compared to simulations later in this study (Sec. 6.1.1).
A predecessor of the focal plane detector, using the same detector technology is in-
stalled at the pre-spectrometer test setup (Sec. 3.2) [42, 43]. The experimental setup
consists of an adjustable mono-energetic electron source, the pre-spectrometer and
the 64-pixel PIN diode (SPD). Pre-spectrometer measurements of the transmission
properties at high electron surplus energies are compared to simulations in Section
6.2.1, thus, the pre-spectrometer test setup is also presented.
The third detector system is the forward beam monitor detector (FBMD, Sec. 3.3)
[44]. It is a movable detector with a sub-mm2 area and will be installed at the
tritium-free end of the cryogenic pumping section. During neutrino mass measure-
ments, it is used to monitor the source activity precise to a 10−3 level. Since it is
exposed to the complete β-spectrum, rates up to 105 counts per second (cps) have
to be processed. Experimental results and simulations including the modeling of the
signal ampliﬁcation chain and data acquisition system are shown in Section 6.1.2.
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Figure 3.1: Drawing of the focal plane detector system with (a) the pinch
magnet (Bpin = 6T), (b) the detector magnet (3 < Bdet < 6T), (c) front-end elec-
tronics, (d) the detector wafer, feedtrough ﬂange and ﬁrst ampliﬁcation stage, and
(e) the magnetic ﬂux tube, shown in green.
3.1 The focal plane detector system
Electrons transmitted by the spectrometers are detected by the focal plane detector
(FPD) system. The heart of the system is a monolithic 148-pixel silicon PIN diode.
The system is equipped with two superconducting magnets, the pinch magnet with
a ﬁeld of Bpin = 6T and the detector magnet with 3T ≤ Bdet ≤ 6T (Fig. 3.1).
The silicon wafer is placed near the center of the detector magnet. It fulﬁlls the
geometric requirements from Eq. 2.10 with a sensitive area of ABdet = 64 cm
2.
Generally, segmented silicon PIN diodes oﬀer the following advantages:
  large sensitive area,
  good sensitivity ratio between electron and gamma incident
  low background and low noise,
  silicon is suitable for ultra high vacuum conditions and
  mounting and connection techniques can be optimized with regard to vacuum
and low background requirements.
The segmentation (Fig. 3.2) reﬂects the radial symmetry of the KATRIN experi-
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ment. It is therefore possible to relate the recorded energy spectra of each pixel to
areas of the ﬂux tube and thereby to areas of the analyzing plane and the tritium
source. Possible inhomogeneities in electric and magnetic ﬁelds, sources of back-
ground, and inhomogeneities in the source can be identiﬁed. All pixels have the
same area of 44.1mm2 to ensure similar noise behavior, which is mainly given by
the input capacitance of the pixel.
18 keV electrons interact with the silicon detector in the ﬁrst few  m only. Despite
this fact, the detector thickness was chosen to be 500 m [30]. This thickness is
a trade-oﬀ between increasing intrinsic detector background and decreasing energy
resolution due to lower electronic noise by a lower input capacitance into the readout
electronics. Furthermore, a 500  m wafer provides suﬃcient mechanical stability to
withstand the pressure of ∼ 160 spring-loaded pogo-pins. These are used for the
readout connection, while the detector is only ﬁxed at its circumference. This unique
wafer mounting relinquishes the need for any substrate and is mandatory to meet
the radiopurity requirements for KATRIN.
To achieve the statistical uncertainty for the neutrino mass measurement within the
planned running time, a detection eﬃciency of 90% is required [30]. Additionally, the
intrinsic detector background is allowed to be 10−3 cps. To meet these requirements
the detector has the following design properties:
 An energy resolution ΔEFWHM = 600 eV (FWHM
1 at E = 18.6 keV),
 low natural radioactivity of all used materials,
 spatial separation of ’hot’ materials (e.g. ceramic substrate),
 passive shielding, and
 an active veto system to account for cosmically induced events.
The passive shielding is a 5 cm layer of low-activity copper installed between the
detector wafer and the stainless steel vacuum chamber [46]. It stops the decay
products of natural radioactivity from reaching the detector. Inside the copper
shielding, an active veto system made of plastic scintillator is installed. Passing
particles create scintillation light, which is collected by wavelength-shifting ﬁbers.
They are read out by multi-pixel photon counters. Measurement intervals following
an active veto event can be removed for the analysis.
During neutrino mass measurements, incoming electrons are in the energy range
18.3 keV ≤ E ≤ E0 ≈ 18.6 keV with a rate of a few electrons per minute. During
calibration runs, the spectrometer potential is lowered further. Average rates up to
100 kHz can be processed by the focal plane detector and its data acquisition system
(DAQ) without losses in eﬃciency.
The 148-pixel silicon PIN diode consists of a n++-doped entrance side and a p++-
doped read-out side, separated by a n-intrinsic wafer. No metalization layer is
1Full Width at Half Maximum
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Figure 3.2: The segmentation of the focal plane detector into 148-pixels with
the same size is shown (a) as a drawing and (b) as a photography of the backside of
an actual detector wafer [45].
applied to obtain a maximum detection eﬃciency for electrons. The entrance side
is homogeneous, while the segmentation is applied at the readout side by p++ pads
(Fig. 3.2). Each pixel has a size of 44.1mm2 and a leakage current Ilc  0.1 nA at
T = −100◦C. The readout pads are contacted by spring-loaded pogo pins to pick up
the signal. It is then transported from the ultra-high-vacuum region to a medium-
vacuum region through a feedthrough ﬂange. Here, the pre-ampliﬁers pick up and
process the signal. The signal chain continues into ambient air to digitizer boards.
Finally, the signal is transported over optical ﬁbers to the ADC (analog-to-digital
conversion) readout-boards.
The pre-ampliﬁer modules are designed in a classical, charge-sensitive conﬁguration
with a low-noise ﬁeld-eﬀect transistor (2 nV/
√
Hz) matching the input capacitance.
The electronic readout is designed such that parallel and serial noise sources con-
tribute equally. In practice, energy resolutions of 1.5 keV are achieved routinely. The
signals from the pre-amp are transmitted via an optical transmitter/receiver board
to the DAQ system. The DAQ samples each channel with 20MHz and 12 bit ADC
resolution. Through the conﬁguration of ﬁeld programmable gate arrays (FPGA),
the user can choose to readout
  the signal trace with a time interval of ±50  s around a signal trigger (for rates
up to 350Hz),
 the energy output by application of a trapezoidal ﬁlter with selectable length
(for rates up to 120 kHz) or
 or energy histograms (for rates > 120 kHz).
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To perform frequent energy calibrations, a γ-source and an electron emitter are
available. Both can be inserted automatically into the beam tube in front of the
detector and illuminate the full focal plane detector surface. As a γ-source, 241Am
is used. The electron emitter is a large copper disc, which can be put on negative
electrostatic potential. It can be irradiated with ultraviolet light from an array of
LEDs, installed outside of the detector chamber. Electrons are emitted from the
disc by the photoelectric eﬀect. They are accelerated along the magnetic ﬁeld lines
towards the detector, which is held at a more positive potential. The potential dif-
ference deﬁnes the kinetic energy of the electron. Since the electric ﬁeld between the
two only aﬀects the longitudinal energy component, incident angles at the detector
are small and can be considered as being perpendicular to the detector surface. By
measuring the current emitted from the disc with picoampere precision, an absolute
measurement of the detection eﬃciency of the focal plane detector is possible [41].
A post-acceleration electrode is available, which optionally increases the kinetic en-
ergy of the β-electrons by up to 30 keV. Thereby, the energy region of interest can
be shifted to an optimal energy interval with low intrinsic background. The de-
tector background was determined by detailed Monte Carlo investigations [46] and
will be measured. The post-acceleration only aﬀects the longitudinal kinetic energy
component of the electron E‖ and can therefore decrease the backscattering coef-
ﬁcient through smaller incident angles and higher incident energies (Sec. 5.2.1 and
Fig. 5.3).
3.2 The pre-spectrometer test experiment
The pre-spectrometer (PS) test experiment serves a twofold purpose. It is a testbed
for the electromagnetic design conﬁguration of MAC-E ﬁlters and ensures the pre-
spectrometer will perform as expected in the ﬁnal KATRIN beam line setup (Sec. 2.3).
This includes the adiabatic transmission of electrons. Transmission functions have
been measured and conﬁrmed its function as a MAC-E ﬁlter [47, 48, 49]. As it will
be shown in detail in Section 6.2.1, it is mandatory to include a model describing the
electron backscattering from the silicon detector, which is available with the simula-
tion created during this study. Only then, it is possible to analyze the transmission
function in detail.
3.2.1 Experimental setup
The experimental setup basically consists of a movable electron source, the spec-
trometer itself and a detector system (Fig. 3.3) [48, 49]. The magnetic ﬁeld guiding
the electrons is created by two superconducting coils which are 4.3m apart. Each
solenoid reaches a maximal central ﬁeld of Bmax = 4.5T when applying a current of
156A. The magnetic ﬁeld in the analyzing plane is BA = 0.016T.
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Figure 3.3: The KATRIN pre-spectrometer test experiment. The red dot-
ted line shows the boundary between ground potential and high voltage. (a1) Liquid
nitrogen dewar (not to scale), (a2) detector chamber, (b) DN200 valves, (c) super-
conducting coils, (d) analyzing plane, (e) inner electrode, and (f) electron source
(e-gun).
The electrostatic retarding potential U is applied to a system of inner electrodes and
the spectrometer vessel itself. U is primarily created by the vessel potential and its
shape can be ﬁnely tuned by the inner electrodes. While the nominal potential is
UPS = −18.3 kV, the electrode system is designed for potentials up to −35 kV.
An electron source (e-gun) provides electrons with kinetic energies 1 < E < 30 keV
for measurements of the electromagnetic properties of the pre-spectrometer [50].
Electrons are emitted from a thin gold layer via photoelectric eﬀect by illuminating
the backside with ultraviolet light. The gold layer is held at the desired negative
potential while the electrons are accelerated towards an electrode on ground poten-
tial. The ground electrode has a hole in its middle through which the electrons are
guided by the magnetic ﬁeld. The absolute potential diﬀerence between the gold
layer and the ground electrode therefore deﬁnes the kinetic electron energy with an
uncertainty in energy of a few eV. To inject electrons in diﬀerent areas of the ﬂux
tube, the e-gun is movable in the x-y-plane.
Electrons yielded from the gold have a maximum initial kinetic energy of E ≈ 2 eV,
obtained from the diﬀerence of the maximum photon energy and the gold work
function. This energy is split into a transversal and longitudinal energy component.
The initial angular distribution can be approximated by a polar angle θ = arcsin(R)
and an azimuthal angle φ = 2πR with a uniformly distributed random number
R ∈ [0, 1] [51, 52]. The electrostatic potential between the gold layer and the
ground blind mainly aﬀects the longitudinal component, since the guiding center of
the electron follows the magnetic ﬁeld lines. Therefore, after leaving the e-gun, large
angles between the electron energy vector and the magnetic ﬁeld line are rare [50].
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Figure 3.4: The schematic and completed setup of the pre-spectrometer
detector.
(a) 32 radially arranged circuit boards each with two low-noise pre-ampliﬁers on
ambient side, (b) distribution board, (c) DN100 feedthrough ﬂange, (d) mounting
structure made of DuPont VESPEL S3, (e) ceramics with the ﬁrst JFET ampliﬁcation
stage, (f) copper cooling ring, and (g) detector wafer
3.2.2 The pre-spectrometer detector system
While the pre-spectrometer test experiment is a testbed for electromagnetic design
conﬁgurations of MAC-E ﬁlters, its detector system was also a proof-of-principle
experiment for the focal plane detector (Sec. 3.1), as similar detector technologies
were used.
The heart of the pre-spectrometer detector system is a quadratically segmented
silicon PIN diode with 64 pixels of equal size and an overall sensitive area of 16 cm2.
The most important properties of the segmented PIN diode (SPD) and the focal
plane detector are given in table 3.1. Its wafer material is manufactured with the
same processing technique as the focal plane detector. Therefore, the entrance
window is an unsegmented n++ layer in a n-doped wafer. The readout pads for
segmented readout are p++-doped and are applied on the backside of the detector
wafer.
The segmented PIN diode is here glued to an Al2O3 ceramic, which is cooled by a
copper ring in contact with a closed liquid nitrogen circuit. The operating temper-
ature of the segmented PIN diode is −60◦C. The ﬁrst signal ampliﬁcation stage of
64 JFETs is mounted on the backside of the ceramic. The circuit on the ceramic
is contacted by spring loaded pogo-pins and the signal is transmitted to the normal
pressure region through a feedthrough ﬂange. It is then processed by an array of
low-noise ampliﬁers in source-follower conﬁguration.
The detector properties important for the comparison of modeled and measured
detector responses (Sec. 6.2.1) are the energy resolution ΔEFWHM and the dead
layer thickness. The energy resolution was found to be dominated by the signal noise
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and therefore independent of the incident energy in the interval relevant for the pre-
spectrometer test setup. The average over all pixels was measured to be ΔEFWHM =
4.4 keV for photons [53, 43]. The dead layer was measured as λCSDA = 119 nm [54].
Due to the usage of ceramic materials in the proximity of the detector and the
absence of passive shielding, the intrinsic detector background is 20.3 × 10−3 cps
[53].
Further details on the detector system and the pre-spectrometer test setup can be
found in [53, 42, 43, 48, 47, 49].
Table 3.1: Comparison of focal plane detector and segmented PIN diode
design properties. The segmented PIN diode system has a lower sensitive area
and is not optimized for background reduction or energy resolution. For the focal
plane detector, the quoted intrinsic background is given for en energy interval of 15.9-
19.4 keV, for the segmented PIN diode it is 15-22 keV.
parameter focal plane detector segmented PIN diode
ΔEFWHM at 18.6 keV [keV] 1.5 4.4
dead layer λCSDA [nm] 110 110
wafer thickness [ m] 500 200
geometry circle square
sensitive area [cm2] 64 16
number of pixel 148 64
pixel size [mm2] 44.1 25
pixel capacity [pF] 9 16
leakage current [nA/cm2] 0.2 0.2
intrinsic background [cps] 1× 10−3 20.3× 10−3
active/passive veto yes no
movable in x,y [cm] no ±2
movable in z [cm] no 50
3.3 The forward beam monitor detector system
3.3.1 Area of application
In Section 2.4, the importance of the KATRIN response function is outlined. Since
its shape is strongly dependent on the tritium source column density ρd and the
uncertainties of the theoretical description are too large, the column density ρd will
be measured in regular intervals.
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Between neutrino mass measurements, a rear electron gun is used to shoot electrons
through the tritium source towards the spectrometer region. With three diﬀerent
values for the diﬀerence between electron energy and retarding potential E − qUR,
the column density can be measured with a 10−3 precision once the energy loss
function is known in advance from another measurement [30]. The proposed en-
ergies at which the response function will be measured are E − qU =7, 20 and
40 keV (Fig. 2.5). This measurement is repeated regularly to prevent unaccounted
for systematic uncertainties of the response function.
Due to the signiﬁcant contribution of the response function, and thus ρd, to the
total systematic error on m2ν , a detector system is proposed to monitor the activity
of the source permanently.
Monitoring ρd with a 10−3 precision over long time scales of weeks calls for a de-
tailed understanding of the detector response. For example, how buildups of dead
layers over time can change the detector response. Therefore, the forward beam
monitor detector is another detector system relying on systematic investigations of
its performance by detailed simulations of the detector response.
The column density ρd can be expressed through the T2 isotopical content T and
the source activity A by
A = T ρd (3.1)
which can be measured independently.
To prevent interruptions of the neutrino mass measurements, a continuous monitor-
ing system is being developed using a small and movable silicon detector, the forward
beam monitor detector (FBMD) [44]. It is situated in a tritium free environment at
the end of the cryogenic pumping section just before the pre-spectrometer (Fig. 2.2).
The complete β-spectrum is available at this position in the KATRIN beam line.
This allows for high statistics and short measuring intervals of the source activity.
During neutrino mass measurements, the detector is placed at the outer edge of the
ﬂux tube and will not aﬀect the measurement. The forward beam monitor detector
system is movable, which allows the measurement of the β-spectrum for each part
of the ﬂux tube.
The second part of the monitoring procedure is the continuous measurement of the
isotopical content of the tritium gas T. This will be determined by Laser Raman
spectroscopy at the inner loop inlet (see [30, 55]).
3.3.2 Experimental setup
The forward beam monitor detector (FBMD) will be placed in the outer ﬂux tube
at the end of the cryogenic pumping section. The magnetic ﬁeld at this position is
B = 1.18T which, following Eq. 4.2, corresponds to a maximum incident angle of
θI = 18.8
◦. The forward beam monitor detector will see the complete β-spectrum
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Figure 3.5: Photographs of the forward beam monitor detector system
[40]. (a) The silicon PIN diode is mounted to a prototype pre-ampliﬁcation board
and attached to the manipulator (b) The silicon PIN diode.
with an intensity of 1.6 · 106/(s · mm2). To account for this high rate and the
limitations by DAQ systems, the detector will have an area of the order of 0.1mm2.
In addition to the position in the outer ﬂux tube during neutrino mass measurements,
the forward beam monitor detector is able to scan each point of the magnetic ﬂux
tube in the plane perpendicular to the beamline axis. The detector and the ﬁrst
ampliﬁcation stage is mounted to a manipulator, which allows a reproducible posi-
tioning accuracy of 50 m [44]. The manipulator, electronics and detector have to
fulﬁll the outgassing requirements for the ultra-high-vacuum conditions inside the
beam line.
Two options for the detector technology were evaluated [40]. One was a silicon drift
detector (SDD) based on sidewards depletion. The second was the standard PIN
diode design (Fig. 3.5).
The silicon drift detector has a thickness of 300 m and is made of n-doped silicon.
The entrance side is completely p+ doped. The readout side is composed of multiple
rings of p+ alternating with the n doped bulk material. A depleted p-channel ﬁeld-
eﬀect transistor (DEPFET) is sitting in the center of the readout side.
The p+ rings are supplied with more negative voltages from the detector edge to its
center, thereby depleting the detector from free charge carriers. A second potential
between entrance- and readout side shifts the absolute potential minimum to the
readout side. The potentials are chosen so that the gate of the DEPFET is equal to
the absolute potential minimum in the detector and all charge carriers are collected.
Silicon drift diodes oﬀer a superior energy resolution since the ﬁrst FET ampliﬁca-
tion stage is built into the silicon wafer. Additionally, the charge carriers are directly
converted to a voltage signal. Two disadvantages are the rather complicated design
for the detector electronics and the need to clear the JFET from the collected elec-
trons in a constant time interval. The silicon drift diode has a design dead layer of
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λCSDA = 100 nm [40] and an average energy resolution measured in a test setup of
ΔEFWHM = 780± 140 eV for x-rays [40].
The PIN diode has a thickness of 140  m with a standard design. It can be operated
with straight-forward electronics and due to its small size it oﬀers a good energy
resolution. The PIN diode has a design dead layer of λCSDA = 100 nm and the
average energy resolution was measured to be ΔEFWHM = 1439 ± 31 eV for x-rays
[40].
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electrons in solids
The scope of this study is the detailed modeling of the response of silicon semicon-
ductor detectors to β-decay electrons. The detection eﬃciency of the focal plane
detector has a direct impact on the systematic and statistical errors on m2ν , which
are not included in full detail in the current treatment of uncertainties. Due to
the electromagnetic ﬁelds in the spectrometer and focal plane detector region, it is
necessary to model backscattering and dead layer eﬀects precisely. Then it is pos-
sible to determine changes in the relative eﬃciency with regard to various detector
parameters at the 10−3 level.
After evaluating available simulation packages and understanding their shortcom-
ings, a specialized Monte Carlo simulation (KESS1) was written. It is derived from
ﬁrst principles and is able to fulﬁll the requirements. The simulation was evaluated
against published experimental data and data acquired with diﬀerent detectors at
KATRIN test experiments during their commissioning phases. Since good agree-
ment with the experimental data is found, further parameters can be derived from
the simulated energy spectra. The created simulation was embedded into the global
KATRIN simulation framework Kassiopeia. Together with additional simulation
packages for electromagnetic tracking of electrons available in Kassiopeia, it is
possible to model more complex and complete experimental setups (i.e. the pre-
spectrometer test experiment, and the ﬁnal KATRIN beamline setup of the main
spectrometer and the focal plane detector). These simulations veriﬁed and explained
experimentally observed eﬀects, and allowed the estimation of systematic and sta-
tistical errors on m2ν measured with KATRIN (Sec. 6.2.2).
In this chapter, the need for detailed detector response simulations is motivated in
Section 4.1.2 by a possible energy dependent detection eﬃciency. The continuous-
slowing-down-approximation is shown to be insuﬃcient in Section 4.1.3. Addition-
ally, the limitations of the well known Bethe formula at low energies are discussed.
To precisely model the interactions, including energy loss and angular changes of the
electrons in the silicon crystal, event-based Monte Carlo simulations describing each
collision are the most promising approach. The available and widely used simulation
packages Geant4 and Penelope2008 are discussed and a summary of the observed
limitations is given.
1KESS is short for KATRIN Electron Scattering in Silicon
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To describe the energy losses of the electrons in detail, diﬀerential inelastic collision
cross sections are required. The detailed description of electron backscattering addi-
tionally requires diﬀerential elastic cross sections. The track of an electron in silicon
is fully deﬁned by elastic and inelastic collisions. Two models describing inelastic
collisions and one model describing elastic collisions are presented in Section 4.2.
The production of secondary electrons, which contribute to backscattering, has to
be described by an ionization model yielding knock-on electrons from ionized shells,
and an atomic relaxation model creating Auger electrons. Two models for the ion-
ization2 and one model for the relaxation are described in Section 4.3. The eﬀects of
the interface of vacuum to silicon, resulting in an energy and angle dependent trans-
mission probability are also described and included in the simulation (Sec. 4.4).
Finally, the role of this newly created simulation in the global KATRIN simula-
tion framework Kassiopeia is highlighted and some features of the framework are
presented brieﬂy in Section 4.6.
The evaluation of this simulation is included in Chapter 5 and the application to
KATRIN test experiments is shown in Chapter 6.
4.1 Motivation
4.1.1 Detector response to x-rays and electrons
The detector response is usually deﬁned as the energy spectrum gathered from the
detector from incidence of a mono-energetic particle beam. The detector response to
low-energy electrons is fundamentally diﬀerent from the response to x-rays. In the
energy range below 100 keV, x-rays almost exclusively interact via the photoelectric
eﬀect3. The x-ray is absorbed by the solid and, in good approximation, its total
energy is transferred to an electron (photoelectron). These interactions take place
over the whole wafer thickness t. A typical silicon semiconductor detector has a
thickness of t = 500  m. In contrast, low-energy electrons hitting the detector only
travel a few  m from the detector surface into the silicon.
Compared to x-rays, electrons lose their energy in silicon in a diﬀerent way. They
are not absorbed in one interaction, but lose energy in many subsequent collisions.
However, the only diﬀerence between electrons and x-rays incidence is the position
where these interactions take place. Apart from that, a photoelectron created by
x-rays behaves no diﬀerent in the silicon, than an electron hitting the detector.
Figure 4.1 shows the simulated detector response for a mono-energetic x-ray and
electron beam with an incident energy of EI = 18 keV. The response to x-rays is a
sharp peak at 18 keV, broadened by the energy resolution ΔEFWHM = 0.2 keV of the
2However, only one is available in the simulation.
3Compton scattering is a sub-1% eﬀect [56] and is not of interest for this study.
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Figure 4.1: The simulated detector response to x-rays and electrons with
the same incident energy EI = 18 keV. The detector has an energy resolution
ΔEFWHM = 0.2 keV. Edep is the deposited energy. (red) Response to x-rays. (green)
Response to electrons considering backscattering. (blue) Response to electrons con-
sidering backscattering and a step function dead layer λD = 300 nm. The inlay shows
the diﬀerence Δ between the most probable energy deposit for x-rays and electrons.
The diﬀerence between (red) and (green) shows the inﬂuence of backscattering. The
diﬀerence between (green) and (blue) shows the inﬂuence of a dead layer.
detector. The energy resolution is a random contribution to the signal through
  Fano noise, describing the statistical variation of the charge carriers produced
for an incident energy EI,
  other intrinsic noise contributions from the detector (e.g. thermal noise, leak-
age current), and
  electronic noise from the signal ampliﬁcation chain.
This results in an eﬀective smearing of the expected delta function at the x-ray
energy EI into a Gaussian function with the full width at half maximum ΔEFWHM
and the mean EI.
Low-energy electrons hitting the detector are generally close to the detector sur-
face. During elastic and inelastic collisions, the direction of the electron is changed.
Therefore, the electrons can exit the detector at the surface again. This eﬀect is
called backscattering. The inclusion of backscattering eﬀects changes the detector
response (Fig. 4.1). Below the incident energy peak, a rising count rate towards lower
energies is visible, which is caused by the partial energy depositions of backscattered
electrons. It is obvious from this distribution that backscattering is a random eﬀect.
35
4 Monte Carlo simulations of keV electrons in solids
The peak at the incident energy is caused by electrons depositing their full energy
and is eﬀectively lowered in comparison to the peak caused by x-rays.
Silicon semiconductor detectors have a thin surface layer, where created charge car-
riers are not collected. This insensitive layer is called dead layer and has a typical
thickness of a few 100 nm. Energy deposited in the dead layer does not contribute
to the detector signal. Since most electrons entering the detector will deposit energy
in this dead layer, the detector response is changed (Fig. 4.1). The inclusion of a
dead layer results in a broad low-energy tail of the the observed peak. The total
peak height is lowered by 85% and the most probable energy deposited is shifted by
Δ = −0.3 keV when compared to the x-ray peak. The distribution also shows that
energy deposits in the dead layer are random.
To successfully describe the detector response of silicon semiconductor detectors,
the following has to be modeled precisely:
  The energy loss of low-energy electrons in silicon,
  the trajectory of the electron, which can lead to backscattering,
  the energy deposition in the detector,
  the charge collection eﬃciency, where dead layers lead to partial charge collec-
tion,
  the ampliﬁcation chain of the detector signal, and
  the analysis of the detector signal (i.e. data acquisition system).
4.1.2 Eﬃciency of the focal plane detector
During neutrino mass measurements, the focal plane detector is used to detect elec-
trons with an incident energy 18.3 < EI < E0 ≈ 18.6 keV. The detector response
is given by the energy deposited by the electrons in the sensitive detector volume.
The processes inﬂuencing this signal were described above. To exclude a majority
of background and noise events, an energy region of interest (ROI) is deﬁned. The
detection eﬃciency ε for a mono-energetic electron beam is then deﬁned as
ε =
NROI
NI
(4.1)
where NI is the number of incident electrons and NROI is the number of counts in
the region of interest assumed to be free of background.
Energy deposition in the dead layer results in a shift of the peak from the incident
energy to lower energies, and in a broad low-energy tail (Sec. 4.1.1 and Sec. 5.3).
Thus, the unaccounted for energy deposits in the dead layer can lead to an energy
deposition in the sensitive detector volume that is below the lower edge of the region
of interest.
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Incident electrons have a probability to be backscattered from solids (Sec. 5.2). They
may enter the silicon, eﬀectively change their direction by 90◦ < Δθ ≤ 180◦ and
exit the detector again. Electrons are deﬂected by scattering with the silicon atoms
or the silicon shell electrons (Sec. 4.2). Depending on the total energy loss in the
sensitive detector region, they can also deposit energy below the lower edge of the
region of interest. Electrons can be backscattered by elastic collisions only suﬀering
negligible energy losses. Thus, they do not deposit any energy. This eﬀect is closely
correlated to the eﬀective dead layer of the detector. If the backscattered electron
only deposits energy in the dead layer, no detector signal is observed.
To ﬁrst approximation, the probability of backscattering depends on the charge
number of the solid, as well as the angle and kinetic energy of the incident electron.
The maximum incident angle θdet,max of electrons at the focal plane detector is
determined by
θdet,max = arcsin
√
Bdet
Bmax
(4.2)
with the magnetic ﬁeld at the detector Bdet and the maximum magnetic ﬁeld in the
setup Bmax. For the design values of Bdet = 3T and Bmax = 6T the maximum
incident angle is θ3T = 45
◦. For a setup where the magnetic ﬁeld in the source is
equal to the magnetic ﬁeld at the detector Bdet = 3.6T the maximum incident angle
is θ3.6T = 50.77
◦.
Electrons backscattered from the focal plane detector are guided towards the main
spectrometer by the magnetic ﬁeld lines. Depending on their backscattering angle
and energy, they can be transmitted back to the source, or they can be reﬂected
either by the magnetic mirror eﬀect or the electrostatic main spectrometer potential.
In case of reﬂection, they re-enter the detector and can deposit energy again. While
travel times in the detector are on the magnitude of picoseconds, travel times in the
spectrometer can be on the order of tens of microseconds. Depending on the DAQ
shaping time, which is typically a few  s, this can lead to a further decrease in de-
tection eﬃciency. Even the lowest energy backscattered electrons can be important
in the KATRIN beam line setup. The combination of magnetic and electric ﬁelds
can, in rare cases, cause Penning traps, in which electrons are localized. These traps
can be ﬁlled even by the lowest-energy electrons and can contribute to backgrounds
by the ionization of residual gas molecules [49].
The detector eﬃciency ε inﬂuences the measurement time needed to reach the statis-
tical uncertainty on the neutrino mass measurement (Eq. 2.12). To ﬁrst approxima-
tion, each percentage loss in detector eﬃciency requires an increase in the measure-
ment time of 0.5 months in order to achieve the same statistics [57]. To maximize
the detection eﬃciency, a low-Z detector material, a thin dead layer, high incident
energies and close to normal incident angles are preferable (Sec. 5.2). The results of
simulations describing these phenomena are contained in Section 6.2.2.
In general, the detector eﬃciency ε does not enter directly into the neutrino mass
analysis of KATRIN. Its true value is hidden in the analysis by unconstraining the
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ﬁt with regard to the total number of counts. The analysis is insensitive to a varying
detector eﬃciency over time. It is, however, sensitive to the shape of the measured
β-decay spectrum. A detector eﬃciency depending on the energy of the β electrons,
which would change the shape of the spectrum, introduces a systematic uncertainty
on m2ν .
Studies on the analysis of m2ν deﬁne the need that an incident energy dependent
detection eﬃciency dε/dE is known down to a level of dε/dE < 10−4/ eV. This can
be achieved either by measurements or simulations. The analysis is described in
more detail in Sections 6.2.2 and 2.4.
4.1.3 Simulation of the detector response
Charged particles in solids lose energy along their trajectory through coulomb inter-
actions. The mean free path between two interactions and the energy loss is small
compared to e.g. photon or neutron interactions with matter. The total energy loss
is the sum of all radiative and collisional energy losses. For electrons in silicon, the
critical energy, at which radiative and collisional energy losses per path length are
equal, is EC ≈ 40MeV [56]. For the KATRIN experiment, the maximum expected
electron incident energy EI,max ≈ 40 keV. This includes an optional post-acceleration
of the β-electrons. As shown in [56, 58] radiative energy losses through electron-
nucleus and electron-electron bremsstrahlung are a 10−4 eﬀect and are neglected for
this simulation.
The average inelastic energy loss of charged particles per path length is usually
described by the Bethe formula (Eq. 4.4). In the case of electrons, the incident and
the target particle have the same rest mass and are indistinguishable. The maximum
energy transfer in a single collision of an electron with kinetic energy E then is
ΔEmax =
1
2
E, (4.3)
and the angular deﬂection can not be neglected. Additionally, an added shell cor-
rection takes into account eﬀects arising when the speed of the incident electron
becomes comparable to the orbital velocity of the shell electrons. The density cor-
rection describes the polarization of electrons far away from the incident electron
trajectory and becomes important at high incident energies.
Finally, an expression for a small mean energy loss dE per path length dx for elec-
trons, known as the stopping power S(E), is given by Bethe [56] as
S(E) = −dE
dx
= 2πNar
2
emec
2ρ
Z
A
1
β2
[
ln
τ 2(τ + 2)
2(I/mec2)2
+ F (τ)− δ − 2C
Z
]
(4.4)
where τ is the kinetic energy of the incident electron in mec
2 and
F (τ) = 1− β2 +
τ2
8
− (2r + 1) ln 2
(τ + 1)2
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with
re: classical electron radius me: electron mass
Na: Avogadro’s number I: mean excitation potential
Z: atomic number of absorber A: atomic weight of absorber
ρ: density of absorbing material β: v/c of the incident electron
δ: density correction C: shell correction.
The mean excitation potential I represents all possible contributions of all excitation
processes to the energy loss and can be calculated or extracted from experimental
data4.
The stopping power S(E) can be used to calculate the average energy loss ΔECSDA
in the continuous-slowing-down-approximation (CSDA) by
ΔECSDA =
x∫
0
S(E) dx. (4.5)
This method does not describe the ﬂuctuations in energy loss (straggling). These
are especially important for very thin layers with only a few inelastic collisions. For
an electron with energy E = 18 keV and a path length l = 100 nm, the simulation
gives an average of only 3.8 inelastic collisions. For very thin layers (dead layers),
the energy losses are completely random [60]. In both inelastic and elastic collisions
the electrons also change direction of travel due to angular deﬂections (multiple
scattering). Total angular deﬂections may exceed 90◦, leading to backscattering.
As shown in Chapter 6, the detailed modeling of the backscattering coeﬃcient and
the backscattered electron energy distribution are crucial in ﬁnding possible sys-
tematic eﬀects of the KATRIN experiment. The cascade of secondary electrons ob-
served in experiments [61, 62] can not be generated in the continuous-slowing-down-
approximation. These arguments are independent of how S(E) was derived. There-
fore, the continuous-slowing-down-approximation should not be used for low-energy
electrons or thin layers [63, 64, and see Fig. 4.2]. Values for the total, radiative and
collisional stopping power, as well as the continuous-slowing-down-approximation
range can be conveniently obtained from [58] for electrons with energies from 1 keV
to 10GeV. The relative error on the stopping power is stated as 5-10% for electrons
with energies from 10-100 keV, and larger below 10 keV.
General purpose codes like Geant4 [65] and Penelope2008 [66] use mixed and de-
tailed (event-by-event) modeling of particle interactions with matter, and are ap-
plicable for many particles, materials and energy regimes. Results obtained with
Geant4 and its low-energy package suﬀered from an unacceptable dependency on
4I = 173 eV for silicon [56]. More recent calculations state I = 164 eV [59]
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Figure 4.2: Energy distribution of a mono-energetic electron beam with
energy EI = 18.6 keV after 100 nm of silicon KESS simulations are compared
to the results obtained with Geant4.9.1 and its low-energy package [65]. The verti-
cal green line is the energy distribution obtained with the continuous-slowing-down-
approximation excluding energy loss straggling. See Sec. 5.3 for more details.
simulation parameters (see also [67, 68]) and artifacts of the condensed inelastic
scattering approach, when dealing with nanometer scale dead layers.
The energy distribution of electrons with incident energy EI = 18.6 keV after travers-
ing 100 nm of silicon calculated with Geant4 is compared to results from the sim-
ulation created in this study (KESS) (Fig. 4.2). In Geant4, the losses in the silicon
slab with 100 nm thickness are approximated by energy straggling around an av-
erage energy loss. With KESS, the detailed description of single energy losses is
visible (Sec. 5.2.3 and Sec. 5.3 for details). Additionally, below incident energies of
EI ≈ 2 keV, backscattering was no longer obtained in Geant4 (Fig. 5.4).
Results obtained with Penelope2008 for the energy distribution of backscattered
electrons for incident electrons with energy EI = 1keV are compared to an ex-
periment (Fig. 4.3). They were calculated with the detailed simulation mode of
Penelope2008. Artifacts resulting from an almost discrete most probable energy
loss in a single collision are visible in the high energy peak. This is either caused
by the binning of the Penelope2008 inelastic cross section tables or, more likely,
by the use of of a delta function as an approximation for the generalized oscilla-
tor strength (Sec. 4.2.1 and Sec. [69]). Almost no elastically backscattered electrons
are observed, which are of high importance for the focal plane detector eﬃciency
(Sec. 6.2.2). Additionally, electrons with an energy less than 50 eV can not be treated
by Penelope2008. For more details, see Section 5.2.
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Figure 4.3: Energy distribution of backscattered electrons for 1 keV inci-
dent electrons. Simulation results obtained with KESS and Penelope2008 [66] are
compared to experimental data [61]. The simulated distributions were normalized
to the number of incident electrons and multiplied by the backscattered energy EBS,
while experimental values are normalized to match the average counts of KESS in the
interval 450 < EBS < 550 eV. The experimental energy resolution was not applied to
both simulations to emphasize the artifacts of Penelope2008. For more details and
results see Sec. 5.2.
It should however be noted here that Geant4 and Penelope2008 are very valuable
simulation tools. Penelope2008 generally produces good results even at low ener-
gies. It is only the combination of a very thin dead layer and the need for detailed
backscattered electron energy distributions that is preventing the application for
KATRIN.
To fulﬁll the requirements for KATRIN, a specialized event-based Monte Carlo ap-
proach will be used to describe the electron trajectories and energy losses. The
energy loss mechanism are inelastic collisions with shell electrons and collective ex-
citations (Sec. 4.2.1). The scattering angle depends on the energy loss and can be
large. A second process is elastic Coulomb scattering with the atoms (Sec. 4.2.2).
Although the energy loss in elastic collisions is very small5 and can in ﬁrst approxi-
mation be neglected, the sum of all angular changes is important for the trajectory
and the comparison to experimental results. For example, electrons backscattered
without having done any inelastic scattering produce the elastic peak which is visible
in experiments [70, 71, 61] and is for example shown in Figure 4.3.
5An electron with incidence energy EI = 18 keV loses ΔEES ≈ 1.4 eV when being fully elastically
reﬂected by a free silicon atom.
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The energy lost by the incident electron can cause inner-shell ionization. A so called
knock-on electron is eventually emitted, leaving the atom in an excited state. The
relaxation of the atom creates further particles. As these processes repeat, a cascade
of secondaries is produced. Finally, to escape the silicon, electrons have to overcome
a potential barrier between the minimum of the conduction band and the vacuum
potential.
4.2 Electron scattering in silicon
4.2.1 Inelastic collision cross sections
Collision cross sections (CCS) are diﬀerential in energy loss ΔE and are used to
describe the inelastic collisions. They are derived by integrating doubly diﬀerential
cross sections in ΔE and in momentum transfer q:
σ(ΔE) =
qmax∫
qmin
σ(ΔE, q) dq (4.6)
The total inelastic cross section then is
σI =
∞∫
0
σ(ΔE) d(ΔE) (4.7)
The Moments Mν of Eq. 4.7 are deﬁned as
Mν = Na
∞∫
0
(ΔE)ν σ(ΔE) d(ΔE), ν = 0, 1, . . . (4.8)
where Na is the number of atoms per unit volume. Thus, n = tM0 is the average
number n of collisions in an absorber of thickness t. The Moment M1 is the stopping
power.
Two diﬀerent theoretical approaches to calculate these cross sections derived from
ﬁrst principles are used in KESS. One is based on a model dielectric function pro-
posed by Penn [72], the other is based on the ﬁrst Born approximation for inelastic
scattering on free atoms [73]. Both are described below.
The probability for an energy loss ΔE in an inelastic collision for an electron with
kinetic energy E is represented by the cumulative probability density function (PDF)
P (ΔE;E), which can be derived from the collision cross section σ(ΔE;E) by
P (ΔE;E) =
∫ ΔE
σ(ΔE ′;E)dE ′∫∞
σ(ΔE ′;E)dE ′
. (4.9)
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To speed up the simulation, the probability density functions for various kinetic
energies are pre-calculated and used in a tabulated form, from which KESS samples
in the following steps:
1. The two pre-calculated probability density functions, P1(ΔE;E) and P2(ΔE;E),
closest to the kinetic energy E are found.
2. A uniformly distributed random number R ∈ [0, 1] is thrown.
3. The two closest values for the tabulated P1(ΔE;E) ∈ [0, 1] to R are found.
4. The two associated energy losses ΔE are linearly interpolated to ﬁnd ΔE1(R).
5. Steps 3 and 4 are repeated for P2(ΔE;E) to ﬁnd ΔE2(R).
6. Finally, the values ΔE1(R) and ΔE2(R) are linearly interpolated to ﬁnd ΔE(R)
for E.
Bethe-Fano’s cross sections
A cross section for a single collision doubly diﬀerential in energy loss ΔE and mo-
mentum transfer K was derived by Bethe [74] using the ﬁrst Born approximation
for free atoms, which was later extended to solids by Fano [73].
The cross section is given as
dσ(ΔE,Q) =
2πe4z2
mv2
Z|F (ΔE,K)|2dQ
Q2
non− relativistic (4.10)
dσ(ΔE,Q) =
2πe4z2
mv2
Z
(
ξ(ΔE,K) + τ(ΔE,K)
Q
)(
1 +
Q
mc2
)
dQ (4.11)
where Q = q2/2m, with q = K is the momentum transferred from the incident
particle to the absorber and v is the particle speed. ξ(ΔE,K) is the longitudinal
excitation function and τ(ΔE,K) is the transverse excitation function. They are
deﬁned by
ξ(ΔE,K) =
|F (ΔE,K)|2
(1 +Q/2mc2)2
(4.12)
τ(ΔE,K) =
|βtG(ΔE,K)|2
[1 +Q/2mc2 −ΔE/ (2mc2Q)]2 (4.13)
with the matrix elements F (ΔE,K) and G(ΔE,K) for longitudinal and transverse
excitations and the component βt of β = v/c perpendicular to K.
The matrix elements can be expressed through the generalized oscillator strength
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Figure 4.4: Mean free path and energy loss function. (a) Elastic and inelastic
mean free path over the electron energy E. Results from Bethe-Fano’s cross sections
(BeFa) and Penn’s dielectric formalism (Penn) are shown. Above 100 eV, the inelastic
mean free path is dominated by inner-shell ionization. Below 100 eV, only valence
band excitations are possible. (b) The energy loss function Im {−1/(ω)} from Penn’s
dielectric formalism over the electron energy E. The plasmon energy Ep and the K-
and L-shell binding energies are shown as vertical lines [75].
f(ΔE,K) by
|F (ΔE,K)|2 ∝ Qf(ΔE,K)
ΔE
(4.14)
|βtG(ΔE,K)|2 ∝ β
2
tΔEf(ΔE,K)
2mc2
(4.15)
which becomes the dipole oscillator strength f(ΔE, 0) in the limit K → 0. For
solids, the dipole oscillator strength is replaced by the complex dielectric function
(ΔE) = 1(ΔE) + i2(ΔE).
The ﬁrst order Born approximation is only valid for electron energies larger than
the energies of the shell electrons. For silicon, this model is accurate for electrons
with an energy of a few keV and more.
The full model for solids is described by Fano [73]. The corresponding probability
density functions P (ΔE;E) are shown in Figure 4.5(a), and the mean free path in
Figure 4.4(a). A review and evaluation of Bethe-Fano’s cross sections, as well as
the theoretical and experimental sources to calculate them for silicon is found in
[64]. The data tables for electron energies 0.1 < E < 400 keV available in KESS were
supplied in electronic format by the author of [64], H. Bichsel.
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Penn’s dielectric formalism
The inelastic scattering of electrons in solids can be described by the dielectric
formalism [76, 72]. The doubly diﬀerential cross section is given by
d2λ−1in
d(ω)dq
=
1
πa0E
Im
{ −1
(q, ω)
}
1
q
(4.16)
where λin is the inelastic mean free path (MFP), ΔE = ω is the energy loss, q is
the momentum transfer for an electron with kinetic energy E, (q, ω) is the dielectric
function, a0 is the Bohr radius and Im
{
−1
(q,ω)
}
is the energy loss function.
The optical energy loss function Im
{
−1
(ω)
}
can be extended to the electron energy
loss function Im
{
−1
(q,ω)
}
by
Im
{ −1
(q, ω)
}
=
ω0
ω
Im
{ −1
(ω0)
}
(4.17)
with ω0 being the positive solution of the dispersion relation
ω2q (q, ωp) = ω
2
p +
1
3
v2f (ωp)q
2 +
(
q2
2m
)2
(4.18)
where vf (ωp) is the Fermi-velocity of a free-electron gas with plasma frequency ωp.
A model dielectric function is proposed, which for q = 0 is set equal to the measured
optical dielectric function (ω). Equation 4.16 then becomes
d2λ−1in
d(ΔE)
=
1
2πa0EΔE
∞∫
0
ωp
ΔE − ωp Im
{ −1
(ωp)
}
d(ωp)
×Θ
(

2
2m
(2kq¯ − q¯2)−ΔE
)
.
(4.19)
The dependence of the energy loss function on q is given by a single plasmon pole
dispersion
q¯ =
√
2m/(ω − ωp) (4.20)
This expression gives the probability for an electron with energy E to suﬀer an energy
loss ΔE and is equivalent to the inelastic collision cross section σ(ΔE;E). The
corresponding probability density functions P (ΔE;E) are shown in Figure 4.5(a).
The accuracy of Penn’s model cross sections depends on the optical dielectric con-
stants. Experimental and theoretical sources can be used, but are not guaranteed to
exist or to be accurate for every solid. For silicon, many sources exist and the optical
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Figure 4.5: Probability density functions for scattering. (a) Inelastic proba-
bility density functions P (ΔE;E) for an energy loss ΔE by an electron with kinetic
energy E. The plasmon energy Ep = ωp ≈ 17 eV with the plasma frequency ωp is
shown as a vertical line. For all E, energy losses around Ep±10 eV are the most prob-
able energy losses. (b) Elastic probability density functions P (θES;E) for an elastic
scattering angle θES by an electron with kinetic energy E. The average scattering
angle increases with lower electron energies.
dielectric constants to calculate the optical energy loss function were compiled by
Bichsel [64]. Penn’s model cross sections describe the eﬀects of bulk plasmon ex-
citations, interband transitions and inner-shell ionization. The ﬁrst moment of the
doubly diﬀerential cross section is the inelastic mean free path, the second moment
is the stopping power (SP). The mean free path is shown in Figure 4.4(a). The
probability density functions are available for electron energies 1 eV < E < 50 keV
in KESS and were supplied in electronic format by Z. Chaoui [75].
4.2.2 Elastic scattering cross sections
To describe elastic scattering in KESS, the elastic diﬀerential cross sections (DCS)
per unit solid angle dσ/dΩ and the total elastic cross section
σ(E) =
π∫
0
dσ
dΩ
2π sinΘdΘ (4.21)
are needed.
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While many sources for elastic diﬀerential cross sections are available [77], a recent
code (ELSEPA) can compute the elastic diﬀerential cross sections based on ﬁrst
principles over an incident electron energy range of 50 eV to 100MeV [78]. The
diﬀerential cross sections are calculated from the solution of the Schro¨dinger or
Dirac equation, using the partial wave expansion method for the direct scattering
amplitude f(Θ) and the spin-ﬂip scattering amplitude g(Θ), to ﬁnally yield
dσ
dΩ
= |f(Θ)|2 + |g(Θ)|2. (4.22)
The elastic scattering between incident electron at r and the target is described by
a optical-model potential
V (r) = Vst(r) + Vex(r) + Vcp(r)− iWabs(r) (4.23)
where Vst(r) is the electrostatic interaction potential, Vex(r) is the electron exchange
potential, Vcp(r) is the correlation-polarization potential, and iWabs(r) is the mag-
nitude of the imaginary absorption potential. Spherical symmetry is assumed for
the atomic charge distribution and the potential from Eq. 4.23. For Vst(r) the static
exchange approximation is completely determined by the adopted nuclear and elec-
tronic charge-density models. Various options are included in the code. Following
the recommendation of the authors [79, 78], Vst(r) was calculated with the Fermi
distribution for the nuclear and the numerical Dirac-Fock densities for the electronic
charge-density.
Finally, for Vcp(r), the local-density-approximation correlation-polarization potential
can be used. The imaginary absorption potential iWabs(r) as proposed by Salvat [78]
can be used to account for the loss of particles from the elastic to inelastic channels.
For solids however, no accurate approaches for the absorption potential and the
correlation-polarization potential exist. The authors of the code compare calculated
atomic diﬀerential cross sections with measurements obtained from solids [79]. They
conclude that atomic diﬀerential cross sections with the potentials from Eq. 4.23 but
without the exchange potential Vex(r) can be used for electrons in solids.
The diﬀerences between the cross section models for diﬀerent interaction potentials
are below 8%. The cross sections were evaluated and compared to measurements
[80, 79]. Diﬀerential cross sections computed with this code are also included in
the NIST database [81]. Probability density functions for electron energies from
1 eV < E < 400 keV are included in KESS. The data tables containing the probability
density functions P (θES;E) are used in a similar way as described in Section 4.2.1
and are shown in Figure 4.5(b).
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Figure 4.6: Schematic energy levels of solid silicon with the silicon shell binding
energies, the silicon electron aﬃnity χ and workfunction φw, the Fermi energy EF,
the vacuum energy Evac, the indirect silicon band gap Eg and the conduction band
minimum ECBM.
4.3 Secondary electron production
4.3.1 Ionization and knock-on electrons
It is assumed that each inelastic collision with an energy loss ΔE ionizes an inner
shell or excites the valence band. Furthermore, each inelastic collision creates a
knock-on electron (KE), which continues to interact with the silicon. This electron
is also called delta ray in the literature. From a simulation point of view, it is
not treated diﬀerent from a simulation primary. It has to be emphasized here that
generally an energy loss is not equal to an energy deposition, since most of the lost
energy is transferred to a knock-on electron. Although the primary elecron lost
energy in the sensitive detector region, secondaries can escape the silicon (Sec. 5.2)
or travel to insensitive detector regions like the dead layer (Sec. 5.3). The inﬂuence
of secondary electrons on the detector response and backscattering is discussed in
Section 5.1.
A knock-on electron produced from an inner shell has an energy EKE = ΔE −
Eb where Eb = EK, EL1, EL2,L3 is the corresponding binding energy of the shell
electron (Fig. 4.6). For M-shell excitations, Eb is randomly sampled from a uniform
distribution in an interval 0 < Eb < EM, since the M-shell in crystalline silicon is
broadened to a continuous valence band.
To ﬁnd the probability to ionize a certain shell in dependence on ΔE, the interaction
of the incident electron and the shell electron is described via a virtual photon. The
ionization probability is taken from [82] and shown in Figure 4.7. For all ΔE > EK,
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there is a constant 92% probability to ionize the K-shell and 8% for the L1-shell.
For EL2,L3 < ΔE < EK the probabilities for L1, L2, L3 and M-shell ionization are
strongly dependant on ΔE. Note that the L2- and L3-shell are are treated separately
here, although they are energetically degenerate. Finally, all ΔE < EL2,L3 excite
the valence band. The actual number of ionizations per simulated track for diﬀerent
energies is shown in Tab. 4.1.
The scattering angle ΘIS of the incident electron is determined by the energy loss ΔE
from Eq. 4.42. For the polar emission angle of the knock-on electron, two approaches
can be used. Both are included as an option in KESS. One is based on momentum
conservation: the polar angle ΘKE is correlated with the incident electron trajectory,
the energy loss ΔE and the incident energy E by
sinΘKE = cosΘIS (4.24)
where ΘIS = arcsin
√
ΔE/E is the angle between the incoming and outgoing trajec-
tory of the the incident electron. Since this implies a binary collision, the scattering
can be described on one plane. Therefore, the azimuthal angle is
ΦKE = π + ΦIS, (4.25)
with ΦIS being the azimuthal scattering angle of the incident electron from Eq. 4.41.
The second approach included as an option assumes spherical symmetry for the emit-
ted knock-on electron. Since the emission is taking place in a solid, the emission
angle can be inﬂuenced by interactions of the knock-on electron with shell electrons,
the nucleus or the crystal lattice. Therefore, one can assume that its emission is
not correlated with the incident electron trajectory at all and thus violates momen-
tum conservation in a classical two-body sense. The corresponding angles are then
sampled with two uniformly distributed random numbers R1, R2 ∈ [0, 1] with
cos θKE = 1− 2R1 (4.26)
φKE = 2πR2. (4.27)
A second approach to shell ionization is to use ionization cross sections (ICS). While
only limited experimental data for the low energy range is available, theoretical
approaches exist. One expression was derived by Gryzinski [84] from the classical
theory of atomic collisions. A second expression was derived by Casnati et al. [85,
86] from ﬁts to measured K-Shell ionization cross sections. Seah and Gilmore [87]
showed that the given expression can also be used for L-shell ionizations. Bote
and Salvat proposed a theoretical model from distorted-wave and plane-wave Born
approximations [88] yielding ionization cross sections from the shell binding energies
up to 1GeV. These cross sections were approximated by ﬁts with an accuracy of
∼1% [89].
A review showing the relative diﬀerences of these three ionization cross sections
models and their comparison to data was recently published [90, 91]. These Ioniza-
tion cross sections are not yet implemented in KESS. However, all three approaches
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Figure 4.7: Ionization probabilities for the silicon K-, L- and M-shell over the
energy loss ΔE for electrons, assuming an interaction via a virtual photon [83].
to ionization cross sections from the models described above were calculated and are
available in tabulated form.
4.3.2 Auger electrons
Each ionization of an inner shell leaves the silicon atom in an excited state. During
the subsequent rearrangement of shell electrons, the atom can relax through the
Auger and Coster-Kronig eﬀect. The empty shell is ﬁlled by electrons from other
shells (Auger) or from sub-shells (Coster-Kronig) with lower binding energies. The
surplus energy is transferred to another electron, which is then emitted. This process
continues until all inner shells are ﬁlled and all vacancies are transfered to the valence
band. The result is a cascade of Auger electrons6 (AE) [83].
A competing process is relaxation through ﬂuorescence. The empty shell is directly
ﬁlled with an electron from the valence band and the surplus energy is emitted by a
photon. The probabilities for ﬂuorescence are small compared to the Auger eﬀect.
They are 4.4% for K-shell, 0.01  for L1-shell and 0.1% for L2, L3-shell vacancies.
Since inner shell ionizations are already rare (Tab. 4.1), ﬂuorescence is omitted and
a 100% Auger emission is assumed for KESS.
The transition chains and their corresponding probabilities for all shell vacancies
are listed in tables 4.3 and 4.4. They are named in a 123 scheme, where 1 is the
6Auger electrons and Coster-Kronig electrons are both included in the term ’Auger electrons’.
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vacant shell which is ﬁlled from shell 2 ; the Auger electron is emitted from shell
3. E1,E2 and E3 are the binding energies of the corresponding shell. The Auger
electron energies are
  EAE = E1 − E2 − E3 for KLL transitions,
  EAE = E1 − E2 − EH for KLM and LLM transitions, and
  EAE = E1 − (1 + S)EM for KMM and LMM transitions.
EH is randomly uniformly distributed in 0 ≤ EH ≤ EM, and S is randomly dis-
tributed in −1 ≤ S ≤ 1 with a probability P (S) = 1− |S| [92].
The emission of Auger electrons is spherically symmetric. The polar angle θAE and
the azimuthal angle φAE can be sampled from
cos θAE = 1− 2R1 (4.28)
φAE = 2πR2. (4.29)
with two uniformly distributed random numbers R1 and R2.
After the ionization of an atom or after emitting an Auger electron, the central
atomic potential is abruptly changed and an electron can be emitted from the
outer shells. Shakeoﬀ probabilities and electron energies for each shell are shown
in Tab. 4.2. Again, this process is not included in KESS due to the rare inner-shell
ionizations and the low shakeoﬀ electron energies (Tab. 4.1).
4.4 The surface escape process
The silicon detector surface is the interface from vacuum to bulk silicon. In metals,
the kinetic energy lost while overcoming the potential barrier to exit the solid is the
workfunction φw. It is the diﬀerence of the vacuum potential Evac and the Fermi
level EF inside the solid (Fig. 4.6). Since the Fermi level in semiconductors is not
accessible, the relevant quantity is the electron aﬃnity χ deﬁned as
χ = Evac − ECBM, (4.30)
with the conduction band minimum ECBM. A second characteristic property of the
silicon-vacuum interface is the shape of the potential inside the silicon. Potential
walls, wells or smooth curves are possible in the ﬁrst few nanometers. Furthermore,
the Fermi level can slowly change throughout the complete depth of a material. All
these properties are inﬂuenced by surface contamination, temperature, doping and
applied electric ﬁelds [93, 94].
The KATRIN detectors (Sec. 3) are not metalized on the surface to minimize en-
ergy losses and thus ensure a maximum detection eﬃciency for electrons. The silicon
crystal is only passivated by a natural thin layer of SiO2. Since multiple re-entries of
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Table 4.1: Average number of ionized shells per track caused by electrons
with kinetic energy E. Electrons are tracked until they reach an energy of 4 eV. The
values were computed with 105 incident electrons and include ionization by secondary
electrons.
E [keV] K L1 L2 L3 M
5 0.03 1.5 3.1 6.2 1281
15 0.5 4.6 9.8 19.4 3837
18 0.64 5.6 11.8 23.4 4604
25 1.0 7.8 16.5 32.8 6392
35 1.6 10.9 23.5 46.3 8948
Table 4.2: Shakeoﬀ probability PSO(x) to emit an electron with energy ESO(x)
after an ionization in shell x for silicon [83].
shell x K L1 L2,3 M
PSO(x) [%] 19.75 9.45 9.65 4.4
ESO(x) [eV] 19.2 6.25 6.65 2.2
Table 4.3: Transition probabilities for K-shell vacancies. The transition chain
with their relative probability and the remaining vacancies are listed [83].
KL1L1 KL1L2,3 KL2,3L2,3 KL1M KL2,3M KMM
probability (%) 19.2 38.9 23.3 7.5 10.4 0.8
vacancies L1, L1 L1, L2,3 L2,3, L2,3 L1, M L2,3, M M, M
Table 4.4: Transition probabilities for L-shell vacancies. The transition chain
with their relative probability and the remaining vacancies are listed [83].
L1MM L1L2,3M L2,3MM
probability (%) 2.5 97.5 100
vacancies M, M L2,3, M M, M
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Figure 4.8: The transmission probability at the silicon-vacuum interface in
dependence on the electron energy E and the incident angle θ. A step potential of
χ = 4.05 eV was assumed.
backscattered electrons occur through the electromagnetic design of the spectrome-
ters, great care is taken in surface preparation and general detector handling. The
detectors are only cooled and operated in ultra-high vacuum conditions to prevent
contamination.
As a basic and general model for the vacuum-to-solid border, a potential step with
height V at z = 0 is assumed for KESS. Furthermore, the conduction band minimum
ECBM (Fig. 4.6) inside the silicon is assumed to be constant [95] and independent
from the temperature. Electrons crossing the step have a probability T to be trans-
mitted and 1− T to be reﬂected depending on their incident energy E and incident
angle θ at the surface barrier.
The transmission probability is derived from the continuity of the wave function at
z = 0 as
T =
{
4A/ (1 + A)2 if E cos2 θ ≥ V
0 otherwise
(4.31)
with A =
√
1− V
E cos2 θ
,
and is shown in Figure 4.8.
For each crossing of the barrier, a uniformly distributed random number R is thrown.
The electron is transmitted if R < T and a new polar angle θT is derived from the
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momentum conservation parallel to the surface:
cos2 α =
E cos2 θ − V
E − V (4.32)
and
θT =
{
α if θ < π
2
π − α if θ > π
2
. (4.33)
For R > T , the electron is reﬂected with a new angle θR
θR = π − θ. (4.34)
Since the potential energy is changed for transmitted electrons, the new kinetic
energy ET is
ET = E − χ. (4.35)
Equations 4.31 to 4.35 are valid for both directions approaching a step function, if
V = χ for entering and V = −χ for leaving the silicon is used. For pure crystal
silicon, the electron aﬃnity is χ = 4.05 eV [95].
The inﬂuence of the surface barrier on the backscattering yield and the energy
distribution is only observable below ∼500 eV as indicated by Figure 4.8. It will
be shown in Section 5.2 that the transmission probability and the electron aﬃnity
are important for the ’true’ secondary electron peak (EBS < 50 eV) in the energy
spectrum of backscattered electrons.
The detector response is not inﬂuenced signiﬁcantly by the transmission probability
T itself, since reﬂected electrons have only a small chance to travel from the dead
layer to the sensitive detector regions. However, the electron aﬃnity does inﬂuence
the complete detector response, since it is shifted by χ following Eq. 4.35. The
tracking of reﬂected electrons is continued, since they have a chance to escape the
silicon in subsequent attempts.
4.5 Electron track generation
It can be assumed that electron scattering is a stochastic process. In traversing a
path of length s the mean number of collisions is y = s/λ. The probability for a
number of collisions k along s is given by the Poisson distribution
Pk(y) =
yk
k!
e−y. (4.36)
For k=0 (no collision), Equation 4.36 becomes the exponential distribution P0(y) =
e−y. Then s is the free path or step length, and λ is the mean free path. The
probability density function (PDF) p(s) of this exponential distributions is
p(s) = −1
λ
e−
s
λ (4.37)
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Figure 4.9: Simulated tracks of electrons in Si mapped to the x-z-plane. The
points represent the position of inelastic collisions. Elastic collisions are simulated but
not marked in the plot. Electrons enter the detector at x = z = 0 in z- direction.
Backscattered electrons exit the detector at x = 0. (left) Incident angle θI = 0◦ and
incident energy EI = 18 keV, (center) θI = 60
◦ and EI = 18 keV, (right) a typical
backscattered electron re-entering the detector with θI = 45
◦, EI = 5keV.
The cumulative distribution function (CDF) is
F (s) =
s∫
0
p(s
′) ds′ = 1− e−s/λ (4.38)
Using the inverse transform method to replace F (s) with random numbers R uni-
formly distributed in [0,1] and solving for s yields the sampling formula
s(R) = −λ ln(1−R) ≡ −λ lnR (4.39)
The total mean free path λ is related to the inelastic mean free path λin and the
elastic mean free path λel by
λ−1 = λ−1el + λ
−1
in . (4.40)
For each step, a random number R1 is thrown determining the steplength s from
Eq. 4.39. The collision is elastic, if R1 < λel/λ. Otherwise, the collision is inelastic.
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Figure 4.10: Overview of angles used in the simulation. (A) Solid sample
coordinates (x, y, z, θ, φ) with the surface at z = 0. The moving electron frame is
(x′, y′, z′,Θ,Φ). (B) Refraction of the electron when entering silicon with transmitted
electron angle θT. (C) Inelastic scattering deﬂects the primary electron by ΘIS. A
knock-on electron is emitted with an angle ΘKE. The silicon atom relaxes by isotrop-
ically emitting an Auger electron at θAE. (D) Electron leaving the silicon with angle
θT = π − α. (E) Elastic scattering deﬂects the electron by ΘES. (F) Reﬂection of an
electron at the silicon surface with emergent angle θR.
In case of elastic scattering, the polar scattering angle ΘES relative to the incident
electron direction is sampled from the probability density function obtained from
Eq. 4.22. The relative azimuthal scattering angle ΦES is sampled isotropically from
ΦES = 2πR2 (4.41)
with a random number R2, because there is no distinguished plane for the scattering.
The direction of the electron is changed and the step is ﬁnished.
In case of inelastic scattering, the energy loss ΔE is determined by Eq. 4.9 and is
subtracted from the kinetic electron energy E. After each inelastic collision, the
polar scattering angle ΘIS is calculated from
sin(ΘIS) =
√
ΔE
E
, (4.42)
following the binary collision model. The relative azimuthal angle ΦIS is sampled
following Eq. 4.41. The direction and energy of the electron is changed, secondary
electrons are produced and the step is ﬁnished.
Scattering angles Φsc and Θsc in the reference frame moving with the electron
(x′, y′, z′,Θ,Φ), with z′ parallel to the electron momentum, are transformed to the
reference frame of the silicon solid (x, y, z, θ, φ) by calculating the new direction p
with
pz = A cos θ + cosΦsc cos(Θsc + θ) (4.43)
px = A sin θ cosφ+ cosΦsc sin(Θsc + θ) cosφ+ sinΦsc sinΘsc sinφ (4.44)
py = A sin θ sinφ+ cosΦsc sin(Θsc + θ) sinφ− sinΦsc sinΘsc cosφ (4.45)
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and
A = cosΘsc(1− cosΦsc) (4.46)
Several simulated tracks for electrons in silicon are shown in Figure 4.9. An overview
of the various angles used in this chapter and in the simulation is given in Figure
4.10.
4.6 KESS in the global KATRIN simulation
framework Kassiopeia
To simulate stand alone components, commissioning experiments and the complete
KATRIN setup, the global simulation framework Kassiopeia was developed by the
KATRIN collaboration. It consists of three logical parts:
1. particle generation (e.g. KPAGE)
2. particle tracking (e.g. KTRACK)
3. particle detection (e.g. KESS)
Particles can be generated with given distribution of angles and energies from various
sources, such as electrons emitted from e-guns and spectrometer walls, and especially
β-decay from the WGTS [96, 97, 98, 99]. Pre-calculated electric and magnetic ﬁelds
from the actual experimental geometry are used as the input for the Lorentz equation
(Eq. 4.47), which is solved with KTRACK [100, 99, 101]. The motion of the electron
in an electric ﬁeld E and a magnetic ﬁeld B is fully described by the Lorentz force
F = e
(
E + v × B
)
. (4.47)
For a MAC-E ﬁlter and in the adiabatic approximation, this results in three separate
motions (Fig. 4.11), often called magnetron motion:
  An axial movement along the magnetic ﬁeld line. Electrons are accelerated or
decelerated by the electric ﬁeld (Sec. 2.3).
  A helical cyclotron motion around the magnetic ﬁeld line.
  A radial magnetron drift around the spectrometer symmetry axis.
Scattering with gas molecules can also be included in the simulation while tracking
the particle through the KATRIN beam line.
Particle detection is handled by KESS and a DAQ-simulation currently under de-
velopment. Kassiopeia and all its components are written in object-oriented c++,
which allows for high ﬂexibility and a large area of application. Kassiopeia and its
predecessors have been successfully used to model various experimental setups and
to answer design questions. Two examples for the application of KESS in Kassiopeia
are given in Chapter 6.
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Figure 4.11: Magnetron motion in inhomogeneous magnetic ﬁelds. No elec-
tric ﬁeld is present. (left) Viewed from the side of the spectrometer. The guiding
center follows the magnetic ﬁeld line. The electron performs a cyclotron motion around
the z-axis. (right) The cross section of the spectrometer is shown. The cyclotron mo-
tion around the magnetic ﬁeld causes an oscillation of the electron between lower (B2)
and higher magnetic ﬁelds (B1). This results in a magnetron drift B × ∇| B| of the
guiding center around the symmetry axis of the spectrometer.
Kassiopeia uses the mathematical functions of the ROOT package [102] as well as the
ROOT ﬁle format. The random number generator used in Kassiopeia (and therefore
KESS) is based on a Mersenne Twister algorithm [103] and is implemented in ROOT
in the TRandom3 class.
A KESS simulation of 106 primary particles with energy E = 18 keV and normal
incidence will take 15minutes on a single processor core with secondary production
disabled. With secondary production enabled and standard settings (Tab. A.1), the
computation time is 35 h. The computation time is strongly correlated with the
minimum tracking energy. The computation times stated here were obtained with
a minimum tracking energy of 4 eV.
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Here, the simulation described in Chapter 4 is evaluated and compared to published
experimental data. Included are the inﬂuence of secondary electrons (delta rays,
Sec. 5.1), backscattering (Sec. 5.2) and dead layer eﬀects (Sec. 5.3) on the detector
response.
While primary electrons are losing energy along their track, not all energy is de-
posited where it is lost. It can be carried away by secondary electrons produced by
ionization or Auger eﬀect and deposited elsewhere. This is especially important for
dead layer and backscattering eﬀects. Here, the inﬂuence of the detailed modeling
of secondary electrons on the energy deposition in the dead layer and the sensitive
volume, as well as on the backscattered electron energy distribution is shown. Apart
from the application in KATRIN, the ability to model very thin layers and produce
secondary electrons in an event-based way allows the use of KESS for transmission
electron energy-loss spectroscopy (TEELS)
The absolute electron backscattering is usually described by two ratios. The pri-
mary backscattering coeﬃcient is the ratio of the number of incident electrons to the
number of backscattered electrons with energies greater than 50 eV. The secondary
backscattering yield is deﬁned as the ratio of the number of incident electrons to
the number of backscattered electron with energies less than 50 eV. Both ratios are
calculated with KESS and are compared with several experiments for diﬀerent inci-
dent energies. The secondary backscattering yield depends strongly on the electron
aﬃnity of the specimen and the associated surface escape process. This well known
fact is the base of the x-ray photoelectron spectroscopy (XPS) technique to examine
surfaces. Additionally, to validate KESS, the dependence of the primary backscatter-
ing yield on the electron angle of incidence is compared to experimental data. While
the results are generally in good agreement with the experiments and do reﬂect the
trends observed in experiments well, some systematic oﬀsets can be observed. Un-
fortunately, the available experimental results are published without an estimate
of systematic errors. The measurements are from the sixties and seventies, thus it
has not been possible to discuss experimental questions. Comparable, more recent
experiments [104] with non-silicon specimen estimate a relative systematic error of
10% on the primary backscattering coeﬃcient. With this uncertainty, results from
simulation and experiment are in agreement.
The situation is better for the energy distribution of backscattered electrons. High
quality data of a spectroscopic measurement with a relative energy resolution of
ΔEFWHM = 0.24% are available [61]. The corresponding simulation shows all
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eﬀects observed in the experiment: Fully elastic backscattering, plasmon peaks,
Auger peaks and the ’true’ secondary electron peak. The detailed description of the
backscattered energy spectrum means that KESS can be used to model results from
Auger electron spectroscopy (AES) or reﬂective electron energy-loss spectroscopy
(REELS).
Another important parameter for KATRIN is the angular distribution of backscat-
tered electrons. The polar angle of backscattering deﬁnes the component of the
kinetic electron energy parallel to the magnetic ﬁeld. As mentioned before, the
electromagnetic design of the main spectrometer and focal plane detector region
is very sensitive to this component. The observed polar and azimuthal angles of
backscattering, as well as the energy distribution of backscattered electrons with
respect to the polar angle are discussed in Section 5.2.4. Angular-resolved electron
energy-loss spectroscopy (AREELS) exploits this dependence of the backscattered
energy distribution on the polar backscattering angle.
To investigate the inﬂuence of dead layers on the detector response, several models
for their geometry (i.e. spatial charge collection eﬃciency) are presented and evalu-
ated.
5.1 The inﬂuence of secondary electrons
Secondary electrons are created by ionization or excitation of silicon atoms (knock-
on electrons or delta rays) and the subsequent re-arrangement of the shell electrons
(Auger electrons). As discussed in Section 4.1, secondary electrons can deposit
energy away from the primary particle track.
To give an overview of quantities needed for the detailed description of the detector
response, the tracks of primary electrons with EI = 18 keV were simulated. The
distribution of the kinetic energy of outgoing backscattered electrons (Fig. 5.2), and
the energy deposited by those backscattered electrons in the dead layer (Fig. 5.1(a))
and sensitive volume (Fig. 5.1(b)) has been calculated with simulations. The energy
deposited in the sensitive volume folded with the energy resolution is the detector
response of a detector. The three distributions in each ﬁgure are:
  Primary electrons (PE): Only the incident (primary) electrons are followed
in the simulation. No secondary electrons are created. The energy lost by the
primary in a single collision is deposited locally. The individual energy losses
are treated as deposited energy and are summed along the track of the primary
electron.
  Individual electrons (IE): Additionally to the primary electrons, secondary
electrons from ionization and the Auger eﬀect are included and followed. For
all electrons, only that part of the energy lost in a single inelastic collision is
deposited locally, which is not carried away by the emitted knock-on electron
60
5.1 The inﬂuence of secondary electrons
and Auger electrons. The individual, localized energy deposits along an elec-
tron track are summed for each electron. Primary and secondary electrons are
treated equally.
  Sum over individual electrons (ΣIE): Secondary electrons from ionization
and the Auger eﬀect are created and followed. The energy deposits described
above are summed for each individual electron track. However here, all energy
deposits of the primary electron and all secondaries it produced are again
summed up. Therefore, only one entry in the energy distribution is produced
per primary, which is the eﬀect observed in real detectors: All energy deposits
from the primary and its secondaries are collected and analyzed as one signal.
For the dead layer and the sensitive volume, the categories PE and ΣIE can therefore
be seen as a simulation neglecting secondary electrons (PE), or including secondary
electrons (ΣIE). Note that in the simulation, the energy is deposited at the point of
the collision. A single energy deposit can thus be assigned either to the dead layer
or to the sensitive volume
Figure 5.1(b) shows the distribution of the energy deposited in the sensitive vol-
ume. The distributions of PE and ΣIE show the expected behavior also observed
in measurements. In the sensitive volume, a strong peak at the incidence energy is
observed. Its low-energy tail is caused by energy losses in the dead layer. A plateau
of partial energy deposits by backscattered electrons is visible for Edep < 10 (see
also Fig. 4.1). Diﬀerences in these distributions are only found for the low-energy
tail of the peak which are described below. The distribution of individual electrons
(IE) is not of practical interest for measurements. However, it shows the total en-
ergy deposited for each individual electron in the simulation, including the incident
primary. The absence of energy deposits above 4 keV per electron emphasizes that
the distribution PE is based on energy loss and not energy deposit. It is clear from
IE that the primary electron too does not deposit more than Edep < 4 keV along
its track, although it does lose all its energy EI. The diﬀerence of EI-Edep for the
primary was transferred to secondary electrons.
The energy deposit in a step function dead layer λD = 100 nm for electrons with
energy EI = 18 keV is shown in Figure 5.1(a). While the distributions of PE and ΣIE
agree for the low-energy peak, they show a diﬀerent slope towards higher deposited
energies Edep. The distribution of energy deposited by PE is generally greater for
Edep > 5 keV. This is again understandable from the diﬀerence of lost and deposited
energy. For both distributions the primary electron loses the same energy in the dead
layer, but the energy deposition diﬀers. For ΣIE, the created secondary electrons
take a part of the energy lost by the primary with them, and move into the sensitive
volume or leave the detector. It is easier for high-energy secondary electrons to
escape the dead layer, since their range is longer. Therefore, the diﬀerence is more
pronounced at larger energy losses.
The competing eﬀect is seen for Edep < 5 keV. Secondary electrons created in the
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(a) energy deposited Edep in the dead layer
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(b) energy deposited Edep in the sensitive volume
Figure 5.1: Energy deposit by electrons with energy EI = 18 keV in a de-
tector for three simulation modes. Shown are primary electrons (PE), individual elec-
trons including secondary electrons (IE), and the sum of individual electrons (ΣIE).
For ΣIE, all energy deposits by the primary and secondary electrons are summed and
assigned to the primary electron. IE is only of scientiﬁc interest here. (a) Energy
deposited in a step function dead layer with thickness λD = 100 nm (for deﬁnition see
Sec. 5.3.1). (b) Energy deposited in the sensitive volume. IE or ΣIE folded with the
energy resolution is the detector response.
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sensitive volume move to the dead layer and deposit energy there. These secondary
electrons can come from a depth more than one dead layer thickness deeper into
the sensitive volume, although with a lower average energy. Thus, the slope of the
distribution ΣIE is steeper than PE for Edep < 5 keV.
The overall inﬂuence of the simulation of secondary electrons is thus also visible in
the energy deposit in the sensitive volume in the low-energy tail (Fig. 5.1(b)). The
tail for PE has a steeper slope; on average, less energy is deposited in the dead
layer. In conclusion, a simulation not including the creation of secondary electrons
eﬀectively decreases the dead layer eﬀect.
In Chapters 5 and 6, a region of interest (ROI) with 15 < Edep < 21 keV is used to
obtain the detection eﬃciency ε. The eﬃciency ε is deﬁned as the number of electrons
NROI in the region of interest, normalized to the number of incident electrons NI.
To investigate the inﬂuence of secondary electrons on the detection eﬃciency, ε was
calculated for a simulation with primaries only (PE) and the creation of secondaries
(ΣIE):
εPE = 0.8049± 9× 10−4 for PE (5.1)
εΣIE = 0.8040± 9× 10−4 for ΣIE. (5.2)
The detection eﬃciencies agree inside their statistical errors. This agreement does
not depend on the incident energy EI, since secondary electrons can only have a
maximum kinetic energy of EI/2. The inclusion of a reasonable energy resolution
(ΔEFWHM < 4 keV) does not change this agreement.
The creation of secondaries can thus be neglected for detection eﬃciency calcula-
tions, which is a big advantage with regard to CPU time (Sec. 4.6). Secondary
electrons should be included for the simulation of the detector response, since they
eﬀectively change the shape of the energy spectrum. Of course, the need for the
simulation of secondaries depends on the energy resolution and therefore the lower
detection threshold of the detector.
For the energy distribution of backscattered electrons, the situation is diﬀerent.
While all the charge carriers created by energy deposits in the detector are collected
to form the signal, electrons leaving the detector have to be treated individually.
Thus, ΣIE is not useful here and is only shown for consistency. The energy distri-
bution for backscattered electrons produced by incident electrons with EI = 18 keV
is shown in Figure 5.2. As shown in Section 5.2.3, the distribution of individual
electrons including secondary electrons (IE) shows very good agreement with mea-
surements. The distribution of primary electrons (PE) and and individual electrons
(IE) show good agreement above 9 keV. At lower backscattered energy EBS, the dif-
ferences increase. This is due to the fact that the primary electrons can only lose
half of their energy in a single collision. Therefore the contribution of secondary
knock-on electrons to the backscattered electron energy spectra starts at 9 keV and
increases to lower energies. At 1.8 keV an Auger K-Shell peak is visible. Since PE
does not produce any secondary electrons, the contribution of secondary electrons is
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Figure 5.2: Simulated energy distribution of backscattered electrons for
incident electrons with EI = 18 keV. The backscattered electron energy EBS is shown
for primary electrons (PE), individual electrons (IE) including secondary electrons,
and the sum of individual electrons (ΣIE). For ΣIE, all energy deposits by the primary
and secondary electrons are summed and assigned to the primary electron. ΣIE is not
useful for backscattered electrons. The diﬀerence between the distributions IE and PE
is the contribution of secondary electrons. At EBS ≈ 1.8 keV, a K-Shell Auger peak is
visible. Note the magnitude of the ’true’ secondary electron peak at EBS < 50 eV.
the diﬀerence between IE and PE. Note the magnitude of the ’true’ secondary elec-
tron peak at EBS < 50 eV. In conclusion, for backscattering eﬀects, electrons should
be treated individually (IE). Simulating primary electrons (PE) only is a valid ap-
proximation, if only the highest backscattered electron energies are of interest.
5.2 Backscattering from the detector surface
Incident electrons have a probability of being backscattered from solids, depending
on the absorber material, the electron incident angle θI and the electron incident
energy EI. From a simulation point of view, the probability depends on the energy
losses, the associated deﬂection and the elastic deﬂection. For energies E < 500 eV,
the surface escape eﬀect has to be included and the electron aﬃnity becomes impor-
tant (Fig. 4.8).
The literature distinguishes between primary electron backscattering and ’true’ sec-
ondary electron backscattering [105]. It has to be noted that this nomenclature is
coming from experiments, where it is impossible to know the origin of backscattered
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Figure 5.3: The primary backscattering coeﬃcient η for electron incidence on
silicon calculated with KESS. η is shown for incident energies EI < 40 keV and incident
angles θI < 75
◦.
particles1 and must not to be mistaken with primary and secondary electrons in
simulations. The primary backscattering coeﬃcient η is deﬁned as the ratio of the
incident electrons to the sum of all electrons emitted from the specimen surface with
an energy EBS > 50 eV (Sec. 5.2.1). The secondary backscattering yield δ is deﬁned
respectively for backscattered electrons with EBS < 50 eV (Sec. 5.2.2). With the
initial electron, additional knock-on and Auger electrons, these ratios are allowed to
be greater than one.
Energy spectra of backscattered electrons show the characteristics of the physics
processes used in the simulation. The elastic peak, plasmon peaks, Auger lines
and the ’true’ secondary peak (EBS < 50 eV) can be observed and compared to
experiments (Sec. 5.2.3).
5.2.1 Primary backscattering coeﬃcient η
The primary backscattering coeﬃcient η is the ratio of electrons emitted from silicon
with an energy EBS > 50 eV to the number of incident electrons. Figure 5.3 shows
the primary backscattering coeﬃcient η for diﬀerent incident angles θI and incident
energies EI calculated with KESS. For incident energies 15 < EI < 40 keV the primary
backscattering coeﬃcient η is almost constant. However, especially for θI > 30
◦ a
strong correlation of η with the incidence angle θI can be observed. For a typical
1With the exception of Auger electron peaks and electrons with backscattered energy EBS > EI/2.
65
5 KESS benchmarks and results
0 5 10 15 20 25 30
0.0
0.1
0.2
0.3
 Exp. 1       Geant4
 Exp. 2       Penn SPS
 Exp. 6       Penn MOC
 Exp. 8       BeFa SPS
 Exp. 15     Penn primOnly
 Exp. 106
 
 
pr
im
ar
y 
ba
ck
sc
at
te
rin
g 
co
ef
fic
ie
nt
 η
incident energy EI [keV]
Figure 5.4: The primary backscattering coeﬃcient η in dependence on the elec-
tron incident energy EI for normal incidence. KESS results obtained with Penn’s (Penn)
and Bethe-Fano’s (BeFa) inelastic collision cross sections, and knock-on secondary an-
gle models based on spherical symmetry (SPS) and momentum conservation (MOC)
are compared to experimental results collected in the D.C. Joy database [62]. Results
from simulations with the Geant4.9.1 low-energy package are shown. To emphasize
the contribution of secondary electrons with a backscattered energy EBS > 50 eV,
KESS results neglecting secondaries are also shown (PrimOnly). The numbers of the
experiments given in the legend correspond to the references found in the database
[62].
tritium β electron hitting the focal plane detector with EI = 18.6 keV and 0
◦ < θI <
45◦, the primary backscattering coeﬃcient η ranges from 20% to 32%.
For evaluation, KESS is compared to a collection of experimental data. The D.C. Joy
database on electron-solid interactions [62] covers primary and secondary backscat-
tering for over 40 elements. Figure 5.4 shows a comparison of η between available
experiments and KESS for incident energies 0.06 < EI < 30 keV and θI = 0
◦.
To show the inﬂuence of the diﬀerent models on how to determine the emittance
angle of knock-on electrons during ionization processes (Sec. 4.3.1), results obtained
with the spherical symmetry (SPS) and the momentum conservation (MOC) model
are shown in Figure 5.4. Both use Penn’s inelastic cross sections (Penn). The rel-
ative diﬀerence of SPS to MOC is 3.8% at EI = 2keV and is 1.8% on average over
the whole energy range shown. SPS results are generally higher, since the SPS
knock-on electrons are not focused in the direction of the ionizing electron. There-
fore, electrons travelling from the detector surface into the silicon also contribute to
backscattering through knock-on secondaries.
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Simulations with the Bethe-Fano inelastic collision cross sections (BeFa) are shown
in Figure 5.4. The average relative diﬀerence of Penn to BeFa results for EI >
4 keV is 0.6%. However, this agreement is misleading. It must be noted again that
the primary backscattering coeﬃcient η sums over the number of all backscattered
electrons with energy EBS > 50 eV. Apart from that, η is not sensitive to EBS. The
distribution of backscattered electron energies is discussed in Section 5.2.3. With
Bethe-Fano’s inelastic collision cross sections, tracking is feasible down to electron
energies of Emin ≈ 100 eV (Sec. 4.2.1). Thus, no electrons below Emin are created or
backscattered. Since the contribution of electrons with 50 < EBS < 100 eV becomes
larger towards lower incident energies, the agreement below 4 keV is worse.
The contribution of knock-on and Auger electrons to the primary backscattering
coeﬃcient η is the relative diﬀerence between the KESS results including secondary
production (Penn SPS) and the ones neglecting it (PrimOnly) (Fig. 5.4). The max-
imum relative contributions of secondary electrons to η is 15.6% at EI = 2keV and
is 8% on average. The contribution of secondary electrons to the backscattered
electron energy distribution is discussed in Section 5.1.
Simulation results obtained with the Geant4 low-energy package are shown in Fig-
ure 5.4. While in the incident energy region EI > 5 keV η shows agreement with
experimental results, the characteristic rise at lower energies was not produced in
Geant4. Additionally, η is no longer observable below 2 keV. This is caused by the
fact that Geant4 only tracks electrons with E > 250 eV [106]. More importantly,
a strong correlation on Geant4 simulation parameters describing electron transport
was found (see also [67, 68]). These are the step size limitation, the fraction of the
allowed step size of the assumed particle range, and the parameter controlling the
step size after a boundary crossing. With still reasonable parameter settings, it was
possible to shift values from η over the whole range of experimental results. This
indicates an intolerable systematic dependence on simulation parameters. KESS uses
the physics models described in Chapter 4 where no such dependencies on technical
simulation parameters can emerge.
The peak of η below incident energies of 5 keV observed in experiments is produced
in all KESS simulation settings. This rise is caused by the decrease of the electron
range (Fig. 4.4(a)). Additionally, the deﬂections in elastic collisions become larger
at lower energies (Fig. 4.5(b)). Due to the wide spread of experimental values and
missing experimental errors in [62] and other references, no statement can be given
on the single simulations settings. Recent experiments with non-silicon specimen
report relative errors larger than 10% [104]. In general, a good agreement with
the data can be stated. To overcome the insensitivity of η on the backscattered
energy EBS, complementary comparisons to experimental energy distributions of
backscattered electrons are needed (Sec. 5.2.3).
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Figure 5.5: The primary backscattering coeﬃcient η over the incident angle
θI with ﬁxed incident energy EI = 25 keV. Results obtained with KESS are compared
to experimental values from [107]. No experimental errors are stated in [107].
Dependence of the primary backscattering coeﬃcient η on the electron
incident angle θI
One of the experiments [107] included in the D.C. Joy database also measured the
primary backscattering coeﬃcient η for diﬀerent incident angles θI at a ﬁxed in-
cident energy EI = 25 keV. Figure 5.5 compares the experimental results to KESS
simulations. A very strong correlation of η on θI is found in the experiment and
simulation. For high incident angles, electrons are generally close to the surface
(Fig. 4.9) and the primary backscattering coeﬃcient becomes as large as η = 0.8.
The detectors in the KATRIN experiment and especially the focal plane detector
will see electrons with incident angles θI  30◦. Thus, it is crucial to know the
angular distribution of the incident electrons in order to obtain a detailed detector
response from simulations.
This is of importance, as most calibration measurements at KATRIN are made with
artiﬁcial electron sources with ﬁxed angle of emittance [108, 109]. On the other hand,
this means that calibration data must be extrapolated to isotropic emission, e.g. as
it is the case for the tritium source. While the shapes of simulation and experimental
results are in good agreement, an average relative systematic diﬀerence between KESS
results and the experimental values of −12.5% is observed. Assuming an estimated
relative systematic error larger than 10% given for a similar experiment [104], the
agreement is acceptable.
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Figure 5.6: The secondary backscattering yield δ over the electron incident
energy EI for normal incidence. KESS results obtained with the spherical symmetry
(SPS) and momentum conservation model (MOC) for the generation of knock-on
electrons during inelastic collisions are compared to experimental results included
in the D.C. Joy database [62]. To show the inﬂuence of the surface escape process,
results with a transmission probability T = 1 are also plotted (noTrans). Additionally,
δ for diﬀerent electron aﬃnities χ =2, 4, 6, 8 eV for EI = 1keV are included. δ
increases with χ. The numbers of the experiments given in the legend correspond to
the references found in the database [62].
5.2.2 Secondary backscattering yield δ
As mentioned above, the secondary backscattering yield δ is the ratio of electrons
emitted from silicon with a backscattered energy EBS < 50 eV to the number of
incident electrons. Data for the secondary backscattering yield δ from four experi-
ments available in the D.C. Joy database [62] are compared to simulations (Fig. 5.6).
KESS results with the spherical symmetry (SPS) and momentum conservation model
(MOC) for the generation of knock-on electrons during inelastic collisions are shown.
Similar to the primary backscattering coeﬃcient, a peak of δ at low incident energies
is visible. It is explained by the decreasing electron range and increasing average
deﬂection angles in elastic collisions with decreasing incident energy. For electron
energies E < 100 eV, the electron range increases again (Fig.4.5(a)).
One simulation was made without taking into account the surface escape process
and thereby assuming a transmission probability from silicon to vacuum of T = 1
(Fig. 5.6). The others include the surface escape process with an electron aﬃnity
χ = 4.05 eV. While the relative diﬀerence of the two simulations including surface
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eﬀects is 4.7% on average, it is 33% to the simulation neglecting it. This shows the
inﬂuence of the surface escape process on δ as expected from Figure 4.8 and hints to
a strong dependence on the electron aﬃnity χ. The dependence is shown in Figure
5.6 for 2 < χ < 8 eV and EI = 1keV.
While the comparison to data shows the importance of including the surface escape
process (Sec. 4.4), it also shows the strong dependence on the electron aﬃnity χ.
Reasonable agreement for δ between KESS simulations including the surface escape
process and the experiments can be stated.
It should however be noted that the secondary backscattering yield is not a good
benchmark. It depends strongly on surface eﬀects, which makes it diﬃcult to com-
pare to simulations or even compare experiments among each other. The electron
aﬃnity (Sec. 4.4) is temperature dependent. It changes if, for example, a silicon
oxide layer is passivating the silicon surface [110]. The electron aﬃnity as well as
the shape of the potential barrier of the surface are unknown parameters, until mea-
sured or calculated. For the KESS simulations, the literature value χ = 4.05 eV for
clean crystalline silicon is used [95].
5.2.3 Energy spectra of backscattered electrons
The energy distribution of electrons emitted from silicon due to electron incident
shows many physics eﬀects and can be used as a check for simulations. Elastically
backscattered electrons, plasmon peaks, inelastic energy loss, ionization and the
Auger eﬀect can be compared to experiments.
In Figure 5.7(b) a comparison is shown between simulated and experimental results
for the number of backscattered electrons NBS = N(EBS) in dependence on the
backscattered electron energy EBS for EI = 1keV. The experimental results from
[61] were obtained with a cylindrical mirror analyzer with an energy resolution of
0.24% and a faraday cup with an eﬃciency greater than 99%. To show the structures
in the energy spectra, the NBS spectrum is multiplied by EBS. KESS results obtained
with Penn’s inelastic collision cross sections and spherical symmetry (SPS) and
momentum conservation (MOC) model for the knock-on secondary electron angle are
shown. Results obtained with Bethe-Fano’s collision cross section are also included.
Good agreement can be found in the higher energy region where the elastic peak and
plasmon peaks are visible. The elastic peak is formed at EI by electrons that were
backscattered elastically only. The peaks visible at multiples of the plasmon energy
EP ≈ 17 eV below the elastic peak reﬂect the fact that plasmon excitations are the
most probable energy loss mechanism in a single collision (Fig. 4.5(a) and [111, 112]).
Below EBS < 100 eV, a pronounced L-shell Auger electron peak followed by the
corresponding plasmon resonance is visible. The so-called ’true’ secondary electron
peak is observed below EBS < 50 eV. Penn’s inelastic collision cross sections with SPS
and MOC models show all eﬀects visible in the experimental spectrum. However,
the SPS model produces better agreement in the energy regime 100 < EBS < 500 eV.
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Figure 5.7: Energy spectrum of backscattered electrons with incident energy
EI = 1keV. KESS simulation results are compared to measurements from [61]. (a)
Results obtained with Bethe-Fano’s (BeFa) and Penn’s (Penn) inelastic collision cross
sections are shown. (b) Additionally, the inﬂuence of the spherical symmetry (SPS)
and momentum conservation (MOC) model for the knock-on electron emittance angle
is shown. Simulation counts were normalized to the number of incident electrons and
multiplied by EBS. Experimental values are normalized to match the average Penn
SPS model counts in the interval 450 < EBS < 550 eV.
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Figure 5.8: Energy spectrum of backscattered electrons in dependence on the
electron incident energy EI = 0.5, 1, 1.5, 2, 3, 5 keV for normal incidence. KESS results
obtained with Penn’s inelastic collision cross sections, and knock-on secondary angle
model based on spherical symmetry (SPS) are compared to measurements from [61].
To evaluate the two inelastic collision cross section models examined in this study,
results obtained with Penn SPS and Bethe-Fano SPS model are compared to an
experiment (Fig. 5.7(a)). While reasonable agreement over the whole energy range
is found, no backscattered electrons can be produced below 100 eV when using the
Bethe-Fano model. Therefore, L-shell Auger electrons and the true secondary peak
can not be described.
The simulation underestimates the count rate in the region between the elastic peak
and the ﬁrst plasmon peak (EI − 17 eV). In the experiment, a peak at EI − 10 eV
is observed. The diﬀerence between experiment and simulation gets smaller with
increasing incident energy EI. Therefore, this diﬀerence is probably caused by energy
losses through surface excitations which are not included in KESS. At the detector
surface, surface plasmons with ES = ωS ≈ 11 eV and surface-state transitions with
EST ≈ 2 and 7.5 eV are expected. Obtained spectra from reﬂective electron energy-
loss spectroscopy for a clean surface and after an exposure to O2 are shown in [113,
Fig. 1]. The surface plasmon could explain the observed peak at EI − 10 eV.
In summary, Penn’s inelastic collision cross sections with the spherical symmetry
model for knock-on electron generation produced the best results for backscattered
electrons and should be preferred for incident energies EI < 40 keV.
More energy spectra of backscattered electrons [61] are shown in Figure 5.8. They
cover an incident energy range from 0.5 < EI < 5 keV. The agreement is reasonable
for all available data. In the peak region, energy shifts by a few eV are observed.
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Additionally, the simulation overestimates the number of backscattered electrons
with an energy a few hundred eV below the elastic peak for high EI. Note that the
simulated spectra are normalized to match the experimental results around EI/2
since no absolute calibration is available from the measurement. Therefore, it is not
certain at which EBS the diﬀerences arise. Also it is unclear, if these diﬀerences are
caused by simulation or experimental uncertainties. In conclusion, KESS shows good
agreement with the available data and reproduces all observed features. However,
more measurements are desirable to further evaluate KESS. Since such data are rarely
published, a measurement campaign investigating the backscattering eﬀects in detail
is proposed.
Spatial distribution of the energy of backscattered electrons
Besides the energy distribution of all backscattered electrons, the spatial distribution
of the backscattered energy is of interest. Figures 5.9(a) to 5.9(c) show the total
energy emitted from the detector surface from a mono-energetic electron beam with
EI = 18 keV and three polar incident angles θI. The azimuthal incidence angle
was kept at φI = 0
◦. The total energy was normalized to the number of incident
electrons NI. It can be regarded as an energy density dE/dA, where A is a small
surface area. The maximum distance of backscattered electrons to the point of
incident (x = y = 0) is just below 5 m. The energy density is highest at the point
of incidence and decreases towards the edge of the spatial distribution. For higher
azimuthal incident angles θI, the area of highest energy density is enlarged in the
direction of the incoming electron beam.
The spatial distribution for increasing θI is only signiﬁcantly changed for high θI,
the distribution in x is not aﬀected at all. The distribution in y is compressed for
y < 0 and marginally stretched for y > 0. This behavior is expected from the model
used to determine the angles of emittance of secondary electrons. The SPS model
based on spherical symmetry for knock-on electrons is used and Auger electrons
are generally emitted randomly into 4π. This means that the point of emittance of
secondary electrons depends only on the position they were created. Beyond that,
the secondary electron track is not correlated with the trajectory of the primary
electron.
Figure 5.9(d) shows the total energy of backscattered electrons ΣEBS normalized to
the number of backscattered electrons NBS. This yields the average backscattered
electron energy for every position on the detector surface. Note that the energy
distribution of backscattered electrons is broad and reaches from 1 eV to EI. At the
point of incidence, mostly low-energy secondaries are emitted. However, it is clear
from Figure 5.9(a) that at this point the energy density is largest, too. It can be
concluded that at the point of incidence a large number of low-energy electrons are
backscattered.
Around the point of incidence, the average backscattered energy suddenly rises due
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Figure 5.9: The spatial distribution of the total backscattered energy ΣEBS
at the detector surface for a mono-energetic electron beam with energy EI =
18 keV, azimuthal incident angle φI = 0
◦, point of incidence x = y = 0 and (a) a polar
incidence angle θI = 0
◦, (b) θI = 30◦ and (c) θI = 60◦. (a)-(c) were normalized to
the number of incident electrons NI resulting in the energy density per area. (d) The
ratio of ΣEBS to the number of backscattered electrons NBS, resulting in the average
backscattered energy. Backscattered electrons exit the detector up to 3 m away from
the point of incidence with EBS > 12 keV. The comparison of (a) and (d) at the point
of incidence shows that here a large number of low-energy electrons (mainly secondary
electrons) are backscattered.
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to the contribution of primary electrons (see Figure 5.9(d)). It then slowly decreases
towards the edge of the distribution. At the outer edge, the number of backscattered
electrons NBS decreases and single electrons gain a a large inﬂuence on the average
backscattered energy. Electrons with EBS > 12 keV are observed here, which proves
that they are primary electrons. Primary electrons are able to travel up to 3  m in
x-y-direction before they are emitted from the silicon solid. And, more importantly,
they still have a large part of their incident energy.
At the surface of the focal plane detector, the point of emittance of a backscattered
electron is in a ﬁrst approximation also the point of re-entry, since electrons are
guided magnetically. Electrons can be backscattered and re-enter the detector up
to 14 times (Sec. 6.2.2). Therefore, the position of re-entry may move multiples of
the generally assumed 5 m. As described above, this is also true for high-energy
electrons. This eﬀect is small compared to a cyclotron radius of 126  m for electrons
with E = 18 keV and B = 3.6T. However, both eﬀects should be considered when
investigating electron impact close to the border of adjacent detector pixels.
5.2.4 Angular distribution of backscattered electrons
For the KATRIN experiment, the energy distribution and the angular distribution
of backscattered electrons is important. The polar angle of backscattered electrons
θBS determines the ratio of the transversal energy E⊥ to the longitudinal energy
component E‖. If E‖ is greater than the main spectrometer retarding potential UR,
the electron may be to be transmitted towards the source region and is lost for
the measurement. Electrons can be magnetically reﬂected at the detector or pinch
magnet depending on θBS. The path along a magnetic ﬁeld line in one cyclotron
gyration and therefore the time diﬀerence between sequential detector impacts of
the electron is also deﬁned by E‖.
θBS and φBS are the polar and azimuthal angles of backscattered electrons. The
distribution θBS over φBS for three diﬀerent polar angles of incidence θI is shown in
Figures 5.10(a)-5.10(c). For θI = 0
◦, the distribution of θBS is uniform over φBS, but
gets more focused for larger θI. The most probable values (MPV) for θBS are
θMPV (θI = 0
◦) = (137± 0.5)◦
θMPV (θI = 30
◦) = (135± 0.5)◦
θMPV (θI = 60
◦) = (124± 0.5)◦
To investigate the dependence of the backscattered electron energy EBS on the polar
angle of backscattering θBS, the energy distributions for small, medium and large θBS
for φI = θI = 0
◦ are shown in Figure 5.10(d). The distributions are normalized to the
number of incident electrons. Their integral reﬂects the distribution of θBS in Figure
5.10(a). Therefore, the energy distribution for medium θBS (120
◦ < θBS < 150◦)
is dominating over the whole energy range. While the spectral shapes of large and
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Figure 5.10: Angular distribution of backscattered electrons for an electron
beam with incident energy EI = 18 keV, azimuthal incident angle φI = 0
◦ and polar
incident angle (a)+(d) θI = 0
◦, (b) θI = 30◦ and (c) θI = 60◦. All plots are
normalized to the number of incident electrons NI. In (a)-(c) the polar angle of
backscattered electrons θBS is plotted over the azimuthal angle φBS. (d) The energy
spectrum of backscattered electrons with respect to their polar angle θBS for θI = 0
◦.
It can be concluded from (d) that primary electrons are preferentially scattered into
shallow θBS.
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medium θBS agree, a surplus of high-energy electrons is visible for small θBS. The
high energy part of the spectrum with EBS > EI/2 is fully characterized by incident
primary electrons (Sec.5.1). It can therefore be concluded that the high-energy
primary incident electrons are preferentially scattered into shallow polar angles θBS.
This is important for the KATRIN experiment, since this shallow θBS translates to
low values of E‖. As mentioned before, E‖ deﬁnes the point of reﬂection in the
KATRIN electromagnetic setup and therefore also deﬁnes the travel times between
two subsequent detector hits. While the distribution of φBS is of less importance here,
the distribution of θBS should not be approximated. Both, the detailed description of
the polar angle and of the energy of backscattered electrons have to be used for the
KATRIN beam line simulations to account for the sensitivity of the electromagnetic
design on E‖.
5.3 Dead layer eﬀects
A ﬁrst approach to quantify the inﬂuence of the dead layer of silicon detectors is
to study it separately. Figure 5.11 shows the energy distribution of mono-energetic
electrons with EI = 18 keV having traveled through a slab of silicon with a thickness
λD = 100 nm. The energy distribution of the mono-energetic beam is broadened
towards lower energies after passing the silicon slab.
Primary electrons are found in an interval of the transmitted electron energy 9 <
Et < 18 keV, secondary electrons in Et < 8 keV. This is explained by the low average
number of inelastic collisions 〈N〉 = 3.8 in the slab and the fact that electrons can
lose a maximum of half their kinetic energy in one collision. For thicker slabs, the
distribution of primary electrons would stretch to lower energies. A K-shell Auger
electron peak is visible at around 1.8 keV.
The inlay in Figure 5.11 shows the region of the transmitted energy Et close to
EI. Electrons without energy loss, plasmon peaks and the contribution of L-shell
ionizations (Et < 17.9 keV) are visible. This shows that it is crucial to describe
the energy loss straggling of electrons in detail to describe thin layers (see also
[114, 111, 64, 69]).
5.3.1 Dead layer models
Ideally, all energy deposited in a silicon detector creates charge carrier pairs (CC),
which are then separated by the electric ﬁeld. The charges are collected and even-
tually becomes an entry in a histogram after ampliﬁcation and analog-to-digital
conversion (ADC). The resulting ADC spectrum would show a strong and sharp
peak at the electron incident energy EI and an almost ﬂat contribution of backscat-
tered electrons only depositing a part of their energy (see C(z) = 1 in Fig. 5.13).
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Figure 5.11: Energy distribution of an EI = 18 keV electron beam after
traversing a dead layer with thickness λD = 100 nm normalized to the number of
incident electrons. Primary (PE) and secondary electrons (SE) are shown. A K-shell
Auger peak is visible at Et ≈ 1.8 keV. The inlay shows the region close to EI in a 1 eV
binning. Electrons without energy loss, plasmon peaks and the contribution of L-shell
ionizations (Et < 17.9 keV) are seen.
Depending on the electronic readout performance, the energy deposits would have
to be convoluted with the electronic noise contributions. However, the charge collec-
tion eﬃciency C(z) is not equal to one for every position within the detector, even
when neglecting thermal noise contributions or crystal lattice defects.
The opposing surfaces of semiconductor detectors are n-type and p-type doped to
create an electric ﬁeld and thereby deplete the material of free charge carriers. An
external ﬁeld is usually applied to maximize this eﬀect. However, the depletion
zone can not be extended to the very end of the solid because of the doping proﬁle
and its intrinsic ﬁeld. Typically, the dopant ions are shallow implanted into the
substrates, leading to a ﬁnite depth proﬁle. Therefore, free charge carriers remain
in the surface area. This layer is usually a few 100 nm and is called the dead layer.
Charge carriers created here have a chance to recombine with free intrinsic electrons
or holes. Additionally, the electric ﬁeld is low compared to the full bias voltage which
makes separation of charge carriers slow. The dopant does however not introduce
additional trapping or recombination centers, because the energy levels are close to
allowed energy bands.
The charge collection eﬃciency C(z) depending on the depth z is deﬁned as the
ratio of charge reaching the read-out pads to the charge created by the incident
particle at z. While no charge carriers are explicitly created in KESS, it is possible to
include C(z) into the simulation, since the relation between charge carriers created
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Figure 5.12: Overview of dead layer models represented by charge collection
eﬃciencies C(z) described in the text and plotted over the detector depth z. The
energy deposition Edep(z) is normalized to its maximum for incident electrons with
EI = 18 keV. The integrated charge detection eﬃciencies (C(z)) for each C(z) were
determined by integrating Edep(z) ·C(z) over z. The depth of partial charge collection
is exaggerated to emphasize the arising eﬀects. The parameters used to calculate each
C(z) were chosen to yield the same total charge detection eﬃciency T(C(z)).
and energy deposited is linear.
The eﬀect described above can be approximated as a Heaviside step function in
CS(z) with
CS(z) = Θλ(z), (5.3)
where λ is the step function dead layer thickness λD. This approach is widely used
in the literature [115, 116, 54].
A second, simple model CL(z) can be applied describing a linear increase from 0 to
1 over the depth L:
CL(z) =
⎧⎨
⎩
z
L
if z < L
1 otherwise
(5.4)
More realistically, the charge collection eﬃciency C(z) depends on doping strength,
implantation depth, the crystal structure and the bias voltage. With detailed calcu-
lations, it is possible to derive the charge collection eﬃciency even for complicated
structures. To see the inﬂuence of such an exponential dead layer model [117] on the
detector response, the charge collection eﬃciency shown in [118] for a <100> silicon
crystal with a shallow p+ implant is approximated by a charge collection eﬃciency
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CE(z) following
CE(z) = 1− e−z/τ . (5.5)
The relative charge collection eﬃciency (C(z)) representing the ratio of deposited
and collected charge in dependence on z is given by
(C(z)) =
z∫
0
Edep(z
′) · C(z′) dz′. (5.6)
With z equal to the detector thickness, Eq. 5.6 yields the total charge collection
eﬃciency T(C(z)).
The charge collection eﬃciency, the relative charge collection eﬃciency and the depth
proﬁle of the energy deposition Edep(z) of electrons with incident energy EI = 18 keV
are shown in Figure 5.12. To emphasize the visible eﬀects, a 400 nm step dead
layer was assumed. The parameters for linear and exponential charge collection
eﬃciencies were chosen that T(C(z)) agrees for all C(z) within a 0.1% uncertainty.
This however, does not necessarily indicate the same overall detection eﬃciency
ε for electrons. The shapes of (C(z)) below 1000 nm are signiﬁcantly diﬀerent.
The deposited energy Edep(z) shown is the average of 10
6 electrons and does not
reﬂect the structures seen in Figure 5.11. Furthermore, T(C(z)) assumes a region of
interest over all deposited energies, while the detection eﬃciency ε is usually deﬁned
as the ratio between incident electrons and counts in region of interest around the
incident energy.
5.3.2 Inﬂuence on the detector response
To analyze the possible eﬀects of the charge collection eﬃciency models C(z) on
the detector response and the detection eﬃciency ε, the energy spectra obtained for
EI = 18 keV with the C(z) models described above are calculated. In this case, a step
dead layer thickness λD = 100 nm was used. Again, the parameters used to calculate
CE(z) were chosen to yield the same total charge detection eﬃciency T(C(z)). The
linear charge collection eﬃciency is no longer considered for the following, since it
showed similar eﬀects as CE(z). CE(z) is considered a more realistic approach.
The high energy part of the energy deposition spectrum is shown in Figure 5.13,
since here the dead layer eﬀects are visible. While the spectra obtained assuming a
step function dead layer show the structure from single inelastic collisions also visible
in Figure 5.11, the structure is not visible for CE(z). The exponential distribution
aﬀects a thicker layer and therefore the number of inelastic collisions is larger. To-
gether with the folding of this more complex dead layer model, the structures smear
out. The assumption of no dead layer does only show the partial energy deposition
by backscattered electrons or secondary electrons escaping the silicon wafer.
Again, the eﬃciency ε is deﬁned as the ratio between the counts in an energy region
of interest (ROI) from 15 < Edep < 21 and the number of incident electrons. The
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Figure 5.13: Energy spectra obtained from diﬀerent dead layer models
represented by the charge collection eﬃciencies C(z) for electrons with EI = 18 keV.
A step dead layer of 100 nm was used for CS(z). The parameters used to calculate
the exponential charge collection eﬃciency CE(z) were chosen to yield the same total
charge detection eﬃciency T(C(z)).
results for ε with incident energy EI = 18 keV and the diﬀerent dead layer models
are
ε = 0.8208± 0.0009 for C (z) = 1
ε = 0.8040± 0.0009 for CS (z)
ε = 0.8088± 0.0009 for CE (z) .
The inclusion of a 100 nm dead layer in the simulation results in an absolute 2%
decrease in eﬃciency. This diﬀerence increases drastically with decreasing incident
energy.
The detection eﬃciency for the charge collection eﬃciencies CE(z) and CS(z) only
diﬀers on a per mille level. However, this agreement is not independent from the
electron incident energy EI and the width of the energy region of interest. The dead
layer is a physical property and does not change with EI. It is clear from the depth
proﬁle of the energy deposition (Fig. 5.13) that a step function and an exponential
dead layer will not yield the same detection eﬃciency for all EI. For EI = 10 keV,
the absolute diﬀerence is just below 1%, but increaes to 5% at 5 keV.
The dead layers of silicon detectors lead to an eﬀective broadening of the incident
electron peak. Additionally, when applying an energy resolution, the peak is shifted
towards lower energies by the low-energy tail caused by the energy deposits in the
dead layer. Therefore, only energy resolutions measured with gamma lines should
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be folded with the energy deposition spectra of KESS simulations for electrons.
In conclusion, dead layer eﬀects have to be included for detection eﬃciency calcu-
lations and especially for simulations of the shape of the detector response. Dead
layer eﬀects get more important as EI drops. The step dead layer is a valid ap-
proximation, as long as sophisticated calculations or measurements of the charge
collection eﬃciency are not available. Especially for measurements with varying in-
cident energies, detailed calculations for the detector used are encouraged. For the
focal plane detector in the KATRIN experiment, the interval of incident energies
18.4 < EI < 18.6 keV is small. Thus, the choice of the dead layer model does not
introduce systematic uncertainties on the total detection eﬃciency above a per mille
level.
5.3.3 Comparison to continuous-slowing-down-approximation
dead layers
The continuous-slowing-down-approximation (CSDA, Sec. 4.1.3) is often used by
manufacturers and in the literature [115, 116, 54] to determine the step function
dead layer thickness of semiconductor detectors. In the measurement, the detector
response to electrons with diﬀerent incident energies EI is recorded and the mean
energy Em of the measured peak is obtained through ﬁtting procedures. The shift
of the peak mean to lower energies is then used as dE = EI − Em in Eq. 4.5. The
dead layer thickness dx = λCSDA is then obtained with a theoretical or experimental
stopping power S(E) = −dE/dx. Usually, this analysis is repeated for diﬀerent EI.
Independent from the choice of the stopping power, the continuous-slowing-down-
approximation can not give accurate dead layer thicknesses. The energy loss in a
single collision can be up to EI/2 with a most probable energy loss of ∼17 eV. With
an average number of 3.8 inelastic collisions for electrons with EI = 18 keV in a
100 nm step function dead layer, the total energy loss is always completely random
[60]. The simulated, broad energy distribution after a 100 nm silicon layer is shown in
Figures 5.11 and 4.2. With the continuous-slowing-down-approximation, all primary
electrons have a discrete energy and suﬀered the same energy loss (Fig. 4.2).
Since S(E) only depends on the incident energy EI, the continuous-slowing-down-
approximation yields a linear relation of the total energy loss to the dead layer
thickness. This strongly contradicts the distribution of deposited energy over the
detector depth z shown in Figure 5.12.
To determine a single value dE = EI−Em, the ﬁnite energy resolution of a detector
systems is exploited. This introduces more uncertainties, since the peak shift then
is a combination of dead layer and backscattering eﬀects (Fig. 4.1 and Fig. 5.13).
The inﬂuence of each eﬀect then depends on the energy resolution. The inﬂuence of
backscattering increases with an increasing energy resolution.
Dead layer thicknesses λD obtained with KESS are compared to dead layer thicknesses
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Figure 5.14: Comparison of KESS and continuous-slowing-down-
approximation (CSDA) dead layers. Spectra of the energy deposit of electrons
with incident energy EI and dead layer thickness λD were simulated with KESS. The
diﬀerence of incident energy and the peak mean EI −Em is used to calculate the cor-
responding dead layer thickness λCSDA obtained with the continuous-slowing-down-
approximation. The KESS result were ﬁtted with a second order polynomial function.
The ﬁt parameters are shown in Tab. 5.1
λCSDA obtained with the continuous-slowing-down-approximation in Figure 5.14.
The peak shift EI − Em is plotted over the corresponding dead layer thickness. To
obtain this plot, spectra of the energy deposition in the sensitive detector volume
were simulated for diﬀerent EI and λD. The spectra were folded with an energy
resolution of ΔEFWHM = 1.5 keV and the peak mean Em was obtained by Gaussian
ﬁts. As described above, dE = EI − Em was used to calculate the corresponding
λCSDA. Stopping powers derived from the Bethe formula were used (Eq. 6.3, [58]).
Results obtained with KESS were ﬁtted with a second order polynomial function
(Fig. 5.14 and Tab. 5.1). The non-linear relation between λD and the energy de-
posited in the dead layer is clearly visible for low EI. For larger incident energies,
the distribution is stretched and the relation is almost linear for EI = 30 keV and
λCSDA < 500 nm. For thicker λCSDA, the same behavior as for EI = 10 keV is ob-
served since it is caused by the average energy deposition along z.
The diﬀerence of λD and λCSDA increases for increasing EI. This is understandable,
since the average number of inelastic collisions in the dead layer is decreasing with
increasing EI. Again, the most probable energy loss in a single inelastic collision is
only ∼17 eV and does not depend strongly on EI (Fig. 4.5(a)).
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Table 5.1: Fit parameters for the peak shift EI − Em over the dead layer
thickness obtained with KESS from a second order polynomial ﬁt (pol2) f(x) =
p0 + p1x
1 + p2x
2 (Fig. 5.14).
EI [keV] p0 [keV] p1 [keV/nm] p2 [keV/nm
2]
10 (−9.1± 6.3)× 10−3 (306± 7)× 10−5 (16± 1)× 10−7
18 (−5.1± 4.5)× 10−3 (180± 4)× 10−5 (41± 8)× 10−8
30 (−3.1± 2.7)× 10−3 (120± 2)× 10−5 (9± 4)× 10−8
From the points raised above, it is concluded that the complete spectral information
of the detector response must be used to determine the dead layer thickness of silicon
semiconductor detectors (see also [117]). The simulation of the detector response
with KESS including dead layer and backscattering eﬀects is shown in Section 6.1.1.
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Having validated KESS in the previous section, applications for the KATRIN analysis
are presented in this chapter. The higher precision of the simulations permits a
detailed study of systematic eﬀects on the analysis of the neutrino mass caused by
the focal plane detector.
In the ﬁrst part of this chapter (Sec. 6.1), the detector response of two diﬀerent
detectors is compared to simulations. Data from the focal plane detector commis-
sioning phase is compared to simulations with the dead layer as a free ﬁt parameter.
Furthermore, the variation of the ADC-to-energy calibration inside their generally
large errors is used to successfully improve the agreement. Good agreement is found
for two of the three analyzed detector pixels (Sec. 6.1.1).
As a second example for the detector response, data from the forward beam monitor
detector system are used (Sec. 6.1.2). Since this detector will see rates up to 105 cps,
KESS was combined with a simulation, which models the signal ampliﬁcation and
the data acquisition to account for pile-up eﬀects [40]. It will be shown that KESS
can generally be used as an input for DAQ simulations (i.e. the DAQ simulation for
the focal plane detector system currently under development) and is also applicable
to silicon drift diode technology.
The second part of the chapter (Sec. 6.2) focuses on the interplay of the electromag-
netic design in the spectrometer and detector region, and detector related eﬀects.
A drop in count rate for electrons with energies much larger than the retarding
potential was measured at the pre-spectrometer [3]. This eﬀect can not be un-
derstood from the electromagnetic characteristics of an adiabatically transmitting
spectrometer. It will be quantitatively shown that this eﬀect is caused by electron
backscattering and a non-adiabatic e-gun by the means of a simulation combining
electromagnetic tracking and KESS in the Kassiopeia framework (Sec. 6.2.1).
Another combined simulation focuses on the main spectrometer, the focal plane
detector, and again includes full electromagnetic tracking (Sec. 6.2.2). The detector
response is analyzed with regard to the transmission characteristics of the main
spectrometer, the electron angle, the electron energy, backscattering eﬀects and dead
layer eﬀects. From the results of this simulation, contributions on the systematic
and statistical errors on m2ν are derived. It is generally assumed that backscattered
electrons which re-enter the detector and thereby create timely separated energy
depositions are analyzed as one event by the DAQ. This assumption will be studied
by the simulated time distribution of multiple re-entries of electrons at the focal
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plane detector.
6.1 The detector response of KATRIN detectors
6.1.1 Focal plane detector
The focal plane detector system is currently being completed and operated in stand-
alone mode at the University of Washington (UW). The full experimental setup
is shown in Figure 3.1. While this eﬀort is ongoing, it is possible to use a focal
plane detector wafer in a separate test setup. For this, the detector is housed in a
vacuum vessel on a movable mount, which makes it possible to target single pixels.
The electrons are yielded from a stainless steel surface by the photoelectric eﬀect,
accelerated by an electrostatic potential and focused by an einzel lens onto the
desired detector pixel [54]. The KATRIN group at the University of Washington
recorded energy spectra for incident electron energies 10 < EI < 30 keV for detector
wafer No.76042 and several detector pixels. Three randomly chosen pixels were
analyzed and compared to simulation. This section shows the analysis for pixel 141
and the results of all three pixels are summarized.
Due to a vacuum failure, a surface contamination on the detector wafer can not
be excluded. Therefore, it is interesting to compare the results of the dead layer
thickness with measurements of a comparable detector wafer with a 119 nm dead
layer [54].
Since the electro magnetic design of the test setup is simple, KESS can be used as a
stand-alone simulation tool. From the test setup geometry, a normal incident angle is
assumed. Systematic studies with a tilt between electron beam and detector (< 5◦)
or a Gaussian smearing (σ = 10◦) show no signiﬁcant eﬀect in the analysis (i.e. shifts
and broadenings of the detector response). Figure 5.5 suggests only angles higher
than 20◦ could lead to signiﬁcant eﬀects. Electrons backscattered from the detector
surface are not guided back to the detector and can only contribute once through
partial energy depositions.
Although manufacturers of detectors state an approximate dead layer thickness, it
can vary because of uncertainties during manufacturing, surface contamination or
incomplete depletion. Additionally, the dead layer thickness stated is usually depen-
dent on the measurement technique or theoretical models used (Sec. 5.3). Therefore,
the dead layer generally has to be treated as a free parameter. Simulations of dead
layers from 100 ≤ λD ≤ 400 nm in 20 nm steps were prepared for all incident en-
ergies EI. The incident beam energy is taken from the cathode voltage monitoring
and is corrected for the positive bias voltage (+120 V) of the detector, which was
applied to the surface of the focal plane detector. The incident energies used are:
30.13 keV, 25.12 keV, 20.12 keV, 17.62 keV, 15.12 keV, 12.62 keV and 10.12 keV. The
experimental errors on the incident energies have been neglected in the analysis as
86
6.1 The detector response of KATRIN detectors
they are expected to be well below a 10−3 precision.
The experimental data was provided in calibrated format. The ADC-to-energy cali-
bration was performed with a 241Am gamma source by ﬁtting the 59.5 keV and 26.3
keV peaks from the 237Np de-excitation with Gaussian functions and performing a
linear regression through the means. The energy calibration used is
E(in keV) = (3.13± 0.05) · 10−2 keV/chan. · ADC+ (0.39± 0.60) keV (6.1)
where ADC is the ADC channel.
The energy resolution was obtained by ﬁtting a Gaussian distribution to the 59.5 keV
241Am gamma line for each pixel. The energy resolution was set to ΔEFWHM =
1.41 keV. In a further step, the electronic noise contribution can be added as a free
ﬁtting parameter as well. Especially, if ﬂuctuations of the energy resolution over
time are found.
Comparison of simulated and experimental data
To determine the dead layer thickness λD, the experimental data are compared to
simulations of diﬀerent λD. As a goodness-of-ﬁt indicator, χ
2 has been used:
χ2 =
∑ (nexpi − nsimi (λD))2
nexpi
(6.2)
For comparison, the simulation results were normalized to the number of experimen-
tal events in the peak area. The test was performed over these energy bins i, with
nexpi being the experimental counts in bin i and n
sim
i being the expectation from
simulations. The corresponding number of degrees of freedom is 95 < NDF < 190
and depends on the peak width.
To ﬁnd the best ﬁt, this χ2-test was applied for every simulated dead layer and
incident energy in the aforementioned energy range. The χ2-value was normalized
to the degrees of freedom, i.e. the number of energy bins (minus one) in this energy
range. Therefore, all χ2-values stated here are reduced χ2-values. The best λD was
obtained by determining the minimum of a second order polynomial ﬁt of χ2 over
λD. In Figure 6.2 the two simulations for λD closest to the best ﬁt value are shown
for two incident energies.
In Figure 6.1(a) the best-ﬁt values for λD over the incident energy are shown.
The statistical errors for the KESS results are determined from ﬁnding the best-
ﬁt λD with the lowest χ
2
min. The statistical margin of error λD,min,max is deﬁned by
χ2(λD,min,max) = χ
2
min + 1.
Already at this point a contradiction of the extracted dead layers occurs which can
not be explained by statistical uncertainties of the measurement. As mentioned
above, a constant dead layer value independent of the incident electron energy is
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Figure 6.1: Best-ﬁt dead layer values for pixel 140. Plotted are the KESS dead
layer thicknesses λD with lowest χ
2 over the incident energy EI. The error shown
is the uncertainty of the χ2-ﬁt. Results obtained with the continuous-slowing-down-
approximation (CSDA) are shown for comparison. (a) No changes to the central
values of the energy calibration were applied. (b) The energy calibration oﬀset was
changed by δ = −0.19 keV and the slope by γ = 0.41× 10−3 keV/channel.
expected. A clear trend of decreasing dead layer thickness with increasing energy is
visible.
Calculations using the continuous-slowing-down-approximation (CSDA, Sec. 4.1.3
and Sec. 5.3.3) are shown for comparison in Figure 6.1(a). The dead layer thickness
λCSDA is derived by
λCSDA =
EI − Em
dE/dx
(6.3)
where Em is the mean of the measured experimental peak. The mean was found by
applying a Gaussian ﬁt at the peak region. The energy dependent stopping powers
S(E) = −dE/dx are derived with the Bethe formula and are taken from the ESTAR
database [58].
For dead layers obtained with the continuous-slowing-down-approximation, the trend
is even more pronounced (Sec. 5.3.3). The determined dead layers are not compat-
ible to earlier measurements with the pre-spectrometer segmented PIN diode [54],
which has undergone the same manufacturing process as the focal plane detector
wafer. The earlier measurements resulted in λCSDA = 119 nm and were performed
in the same test setup [54]. Since results from KESS and the continuous-slowing-
down-approximation show the same trend, a likely reason is the uncertainty of the
experimental energy calibration.
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Figure 6.2: Comparison of KESS simulations to focal plane detector data
for pixel 140. Measurement data (black) is compared to the two simulations with
lowest χ2. No modiﬁcations to the central values of the calibration were applied. (a)
incident energy EI = 10.12 keV (blue) dead layer thickness λD = 280 nm, χ
2 = 2.39,
(red) λD = 300 nm, χ
2 = 1.5, and (b) EI = 30.13 keV (blue) λD = 200 nm, χ
2 = 2.18
(red) λD = 220 nm, χ
2 = 2.1
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Figure 6.3: Comparison of KESS simulations to focal plane detector data
for pixel 140 with a modiﬁed energy calibration. Measurement data (black)
is compared to the two simulations with lowest χ2. The energy calibration oﬀset
was changed by δ = −0.19 keV and the slope by γ = 0.41 × 10−3 keV/channel. (a)
incident energy EI = 10.12 keV (blue) dead layer thickness λD = 260 nm, χ
2 = 1.78
(red) λD = 280 nm, χ
2 = 1.77 and (b) EI = 30.13 keV (blue) λD = 280 nm, χ
2 = 1.25
(red) λD = 300 nm, χ
2 = 1.52.
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Figure 6.4: Averaged χ2-values in dependence on the oﬀset variation δ and the
slope variation γ of the energy calibration of the focal plane detector. The units for γ
are γ × 10−3 [keV/channel].
Inﬂuence of ADC-to-energy calibration errors
To take the uncertainty of the energy calibration from Eq. 6.1 into account, the
slope of the linear regression p1 and the oﬀset p0 were both varied. The slope was
varied in the range γ = p1 ± 1.02 × 10−3 keV/channel and the oﬀset was varied up
to δ = p0 ± 700 eV. This rather large change is reﬂecting the uncertainty of this ﬁt
parameter. We deﬁne an energy-averaged χ2 for the goodness of ﬁts
χ2(λD) =
∑
i
χ2i (λD) (6.4)
with χ2i being the reduced χ
2-value for each incident energy EI.
Selected averaged χ2-values are shown in dependence on the energy shift δ and
slope shift γ in Figure 6.4. It is evident that the χ2-values depend strongly on
the parameters δ and γ. A ﬁner grid of δ and γ was used to ﬁnd the lowest χ2-
value. It is obtained for a change of the energy calibration with δ = −0.19 keV and
γ = 0.41× 10−3 keV/channel.
For this modiﬁed energy calibration, the dead layer thicknesses λD with the lowest
value of χ2 are shown in Figure 6.1(b). For comparison dead layer thicknesses
obtained with the continuous-slowing-down-appoximation λCSDA are shown for this
modiﬁed energy calibration. Considering the errors, the dead layer can be regarded
as nearly independent of EI. The average dead layers determined and the lowest χ
2-
values obtained for all analyzed pixels are listed in Table 6.1. In Figure 6.3 the two
simulations for λD closest to the best ﬁt value are shown for two incident energies.
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Table 6.1: Summary of the comparison of KESS simulations to the detector
response of the focal plane detector. The lowest obtained χ2-values in the com-
parison of KESS to data are stated for each incidence energy EI and detector pixel. The
number of degrees of freedom ranges from 95 to 190 and depends on the peak width.
χ2-values printed slanted have a p-value p > 0.05. χ2 is the average over all EI for
each pixel. The errors on χ2 and the average p-value are the standard deviation from
the arithmetic mean. The best-ﬁt dead layers averaged over all EI and obtained with
KESS λD and the continuous-slowing-down-approximation (CSDA) λCSDA are given.
All values are for a modiﬁed energy calibration.
pixel 140 52 61
χ2 for EI = 10.12 keV 1.03 1.13 1.20
χ2 for EI = 12.62 keV 1.15 2.30 1.20
χ2 for EI = 15.12 keV 1.16 2.01 1.12
χ2 for EI = 17.62 keV 1.03 1.83 1.09
χ2 for EI = 20.12 keV 1.41 1.59 1.12
χ2 for EI = 25.12 keV 0.95 1.51 1.21
χ2 for EI = 30.13 keV 1.23 1.80 1.12
average χ2 1.14± 0.15 1.74± 0.40 1.15± 0.05
average p-value 0.24± 0.24 0.02± 0.05 0.11± 0.7
λCSDA [nm] 204± 9 275± 11 216± 9
λD [nm] 260± 8 329± 8 272± 8
Conclusion
Even with a modiﬁcation of the central values of the energy calibration within
their 2σ uncertainty, the obtained dead layer thicknesses (Tab. 6.1) are not com-
patible with earlier measurements of the pre-spectrometer segmented PIN diode
(λCSDA = 119 nm). This detector was manufactured with the same wafer processing
parameters as the focal plane detector wafer and should therefore show the same
properties. This supports the hypothesis of surface contamination due to a vac-
uum incident. A likely reason for this discrepancy was a sudden air leak of the test
chamber which lead to a vacuum breakdown [119]. Because the detector is cooled
to −60◦C, water and other molecules have a high probability to stick to the detec-
tor surface and thereby enlarge dead layer eﬀects. Further measurements including
other detector wafers are being carried out at the University of Washington.
In conclusion, agreement between KESS simulations of the detector response and
focal plane detector commissioning data was found, if the parameters of the ADC-
to-energy calibration were allowed to vary within their 2σ uncertainty. The dead
layer values and energy spectra for pixel 52 and 61 are shown in Sec. A.2.The ob-
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tained reduced χ2-values are given in Table 6.1 for three detector pixels. For pixel
no. 52, the agreement is worse for all incident energies. The reasons are unclear at
the moment, but are most likely caused by experimental issues. The error on the
oﬀset of the energy calibration allows to eﬀectively shift the complete recorded en-
ergy spectra. The error on the slope stretches or compresses the energy spectra and
thereby eﬀectively changes its shape. Therefore, low uncertainties on these param-
eters and especially on the slope are preferable. While the focus of this study lies
on the simulation of the detector response, this analysis can also be used to deter-
mine step dead layer thicknesses for silicon semiconductor detectors without relying
on the continuous-slowing-down-approximation. Note that the detailed calculation
of an exponential charge collection eﬃciency and its use in KESS is suggested from
Section 5.3.
6.1.2 Forward beam monitor detector
The forward beam monitor detector (FBMD) is used to monitor the tritium source
activity. More details about the detector and its purpose are found in Section
3.3. Since this detector will be used to spectroscopically measure the complete
β-spectrum, it will see rates up to 105 cps. Simulating the energy deposition in
the sensitive volume only will not describe the observed energy spectra, because
additional eﬀects (i.e. pile-up) are introduced by the ampliﬁcation chain and DAQ.
To show that KESS simulations can be used as an input to DAQ simulations, energy
spectra with high incident rate are compared to simulations. The DAQ simulation
KDES was written by M. Babutzka and is described in detail in [40]. The following
eﬀects are described by the KDES package:
  Electronic noise: Various sources of electronic noise contribute to the energy
resolution of a detector system. The average energy needed to create a charge
carrier pair in silicon is ω = 3.6 eV. The Fano noise reﬂects the ﬂuctuation of
ω. It is an intrinsic material property and cannot be overcome. It therefore
deﬁnes the minimum achievable energy resolution. Further noise sources from
the detector wafer and electronics can be divided in serial and parallel noise
contributions to the signal. While these contributions can be measured and are
included in the simulation, low-frequency 1/f-noise and random noise sources
are neglected.
  DAQ: The data acquisition digitalizes the analog signal and analyzes it with
a 10MHz sampling rate. The signal is analyzed by diﬀerentiating ﬁlters. If a
signal above an adjustable threshold is found, a trigger is set and a time interval
around the trigger is analyzed. This shaping time τ has a direct inﬂuence on
the energy resolution, since its integrating nature allows noise contributions to
cancel out.
  Pile-up: At high incident rates, the DAQ is no longer able to resolve single
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Figure 6.5: Simulated and experimental detector response of the forward
beam monitor detector. Simulation results are obtained with KESS and KDES,
experimental results are obtained with a silicon drift diode [40]. (a) The detector
response to electrons with incident energy EI = 17 keV and an incident rate of 10
4 cps.
(b) The detector response to electrons with EI = 8keV and an incident rate of 4.5×
104 cps. Pile-up eﬀects are visible for E > 8 keV.
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electrons. When multiple electrons are depositing energy within a time diﬀer-
ence lower than the DAQ signal shaping time, the energy of these electrons
will be summed and registered as a single electron. This eﬀect leads to counts
with energies higher than the single electron energies. This eﬀect also includes
partial energy depositions (e.g. from backscattered electrons).
KDES deﬁnes the initial time of the electron from the desired event rate at the detec-
tor. The parameters deﬁning the electron are handed to KESS which performs the
simulation inside the silicon and returns the total energy deposited in the sensitive
detector volume. The deposited energy is converted to the number of charge carrier
pairs NCC = Edep/3.6 eV and the corresponding voltage signal is calculated. From
here, KDES simulates the signal chain with the eﬀects described above. Finally, the
events are sorted into ADC bins and the energy calibration is applied. The energy
calibration from the experiment is used. Similar to the analysis in Section 6.1.1, a
step function dead layer was used and the dead layer thickness λD was treated as a
free parameter. The best agreement with data was found for λD = 115 nm, which
corresponds to a dead layer thickness obtained from the continuous-slowing-down-
approximation of λCSDA = 80nm.
The experimental spectra were taken at the e-gun test stand at the Karlsruhe In-
stitute of Technology (KIT) by M. Babutzka et al. [40]. Electrons are produced
by the photoelectric eﬀect from a thin gold layer. They are accelerated by an elec-
trostatic potential to their designated incident energy EI. Since the gold layer is
back-illuminated by UV-light, the electron beam is magnetically bent and refocused
to the detector to prevent a direct line-of-sight for the light. Backscattered electrons
do not re-enter the detector. Two options for the detector technology used in the
forward beam monitor detector system exist. The experimental data presented here
is from the silicon drift diode (Sec. 3.3). For details on the measurement see [40].
The simulated and measured detector response of the silicon drift diode to incident
electrons with EI = 17 keV is shown in Figure 6.5(a). The incident rate was 10
4 cps.
Eﬀects arising from pile-up are not visible, because the shaping time is a few  s.
Slight disagreement in the energy range 14 < E < 17 keV and a 160 eV shift of
the peak mean can be observed. This disagreement arises from the uncertainties of
the energy calibration (Sec. 6.1.1). The energy calibration for the the forward beam
monitor detector suﬀers from uncertainties in the same order of magnitude as the
focal plane detector. The ADC-to-energy calibration used was
E(in eV) = (42.6± 0.3)eV/chan. · ADC+ (390± 190) eV. (6.5)
It is therefore plausible to obtain better agreement if the energy calibration pa-
rameters are allowed to vary inside a 2σ interval. Since the method to do so is
already described and proved successful (Sec. 6.1.1), this approach is not followed
here. However, it has to be emphasized that the eﬀective energy resolution of the
forward beam monitor detector system is well described by the KDES package. To-
gether with Section 6.1.1, it was shown that KESS can describe the detector response
of silicon PIN diodes and silicon drift detectors.
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To show the inﬂuence of high incident rates on the energy spectra, simulations
are compared to experimental spectra with EI = 8keV and an incident rate of
4.5× 104 cps. The spectrum (Fig. 6.5(b)) shows the following eﬀects:
  2 < E < 5 keV: Backscattered electrons only deposit a part of their energy
before leaving the sensitive volume of the detector.
  5 < E < 8 keV: A low energy tail and a shift of the peak mean below the
incident energy is observed. This is an expected eﬀect of the dead layer.
  8 < E < 16 keV: Events registered here are caused by pile-up eﬀects. In
ﬁrst approximation, the energy deposit of two electrons are analyzed and con-
tributed to one event. The ﬂat continuum is caused by the simultaneous
analysis of electrons with partial energy deposition. The expected peak of two
electrons with full energy deposition at roughly two times EI is only visible in
the simulation.
  E > 16 keV: At least three electrons are registered and assigned to one event.
The overall agreement between simulations and experiment is good. This not only
shows that KESS and KDES can reproduce experimental data, it also shows that KESS
can be successfully used as the input for detector electronics and DAQ simulations.
6.2 The detector response including electromagnetic
design
6.2.1 Pre-spectrometer transmission at high surplus energies
The KATRIN experiment relies on an adiabatic transmission of β-decay electrons
from the source region to the analysis plane of the main spectrometer. Each of
the components described in Chapter 2 must fulﬁll this requirement. Especially in
the two spectrometers, with their drop in magnetic ﬁeld strength by many orders of
magnitude, test experiments must conﬁrm this property. A ﬁrst step in checking the
adiabatic transmission is to shoot electrons with constant kinetic energy E through
the pre-spectrometer while varying the negative retarding potential UR. With a
retarding potential UR > qE the electrons will be reﬂected. For UR  qE, all
electrons are transmitted and reach the detector. This experiment was conducted
by M. Prall (Universita¨t Mu¨nster). All details concerning the measurement can be
found in [3, 120]. However, it is not suﬃcient to obtain 100% transmission through
the pre-spectrometer to verify adiabaticity. The adiabaticity has to be measured
later together with the main spectrometer and an electron emitter [30].
The pre-spectrometer will be installed between the transport section and the main
spectrometer in the ﬁnal KATRIN setup. In the test setup described here however,
an e-gun and a detector system are attached to the ends of the pre-spectrometer
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Figure 6.6: Simulation setup of the pre-spectrometer with the e-gun, two
superconducting coils (SC1,SC2), the pre-spectrometer and the segmented PIN diode
(SPD, red). The inlay shows an enlarged view of the e-gun geometry. The e-gun
angle towards the z axis is 18◦ which corresponds to 72% of the ﬂux tube radius. The
segmented PIN diode at z = 2.3m is not to scale since, in the experiment, it was
moved within the x-y plane to detect the electrons.
(Sec. 3.2 and Fig. 6.6). This permits the measurement of the electromagnetic prop-
erties of the pre-spectrometer.
For the measurement [3], the retarding voltage UR was varied between -17.5 kV and
-0.5 kV in 1 kV steps, while the electron energy was kept constant at E = 18 keV
with a precision of 10−4. This measurement was repeated for two diﬀerent magnetic
ﬁeld strengths (B = 4.5T and 2.3T). For each magnetic ﬁeld, three diﬀerent e-gun
positions corresponding to diﬀerent areas of the ﬂux tube were used. An e-gun angle
of α = 0◦ results in an on-axis electron trajectory, α = 15◦ corresponds to 45% of
the ﬂux tube radius and α = 19◦ corresponds to 72% of the ﬂux tube radius. For the
recorded energy spectra, a region of interest (ROI) is deﬁned as the energy interval
15 < E < 21 keV.
The number of counts in this region of interest for the measurement [3] are shown
in Figures 6.7(a) and 6.7(b). For all experimental settings (except B = 4.5T with
an e-gun angle α = 0◦), a signiﬁcant drop in count rate for high surplus energies of
E−qUR can be observed. To understand this eﬀect, backscattering from the detector
and a detailed model of the e-gun must be included in the simulations. Note that
pure electromagnetic simulations of the pre-spectrometer without e-gun and detector
showed adiabatic and 100% transmission for all settings of this experiment [121, 122].
96
6.2 The detector response including electromagnetic design
Backscattering and magnetron drift
Electrons impinging on the detector with an incident energy EI = 18 keV and an
incident angle θI = 0
◦ have a probability of 20% to be backscatterd (Fig. 5.4).
Higher incident angles further increase this probability. Most of the backscattered
electrons have lost energy in the detector and are again reﬂected by the spectrometer
potential or by the magnetic mirror eﬀect towards the detector. Electrons with only
a small total energy loss in the backscattering process have an energy E > qUR and
can be transmitted towards the e-gun. The electrons enter the e-gun area and are
reﬂected by its electrostatic potential between the e-gun tip and the ground blind.
This continues until all energy is ﬁnally deposited inside the silicon. Even at high
electron surplus energies, the count rate at the detector should be constant. Travel
times in the pre-spectrometer are of the order of 10 ns which is far below a  s shaping
time of the DAQ. Therefore, only electrons with large energy losses in the deadlayer
will deposit an energy lower than the region of interest in the sensitive volume. This
can explain the measurement at B = 4.5T and α = 0◦, where no loss in count rate
is observed.
The description above is also valid for the oﬀ-axis e-gun settings with α = 15◦ and
α = 19◦. But additionally, the full magnetron motion must be considered. On-
axis electrons gyrate around the central magnetic ﬁeld line in a helical cyclotron
motion. Since the magnetic ﬁeld is axially symmetric and the cyclotron radius is
changing slowly, the electrons are in a quasi-constant magnetic ﬁeld. For oﬀ-axis
electrons however, the magnetic ﬁeld is asymmetric during a cyclotron motion. This
gradient ∇ B results in a radial B ×∇| B| drift of the guiding center along a plane
with constant magnetic ﬁeld (Fig. 4.11). This axial rotation can cause the electron
to eventually hit the electron ground blind depending on ∇ B, the electron energy
(i.e. the cyclotron radius) and the total path length. The axial rotation is only
dependent on the energy and not on the direction of the speed of the electron.
The path for the electrons in the pre-spectrometer is elongated by reﬂections at the
detector, e-gun, magnets and spectrometer potential and can be multiples of the
spectrometer length. The higher the surplus energy, the higher the probability for a
backscattered electron to overcome the spectrometer potential after energy deposits
in the detector. Therefore, the count rate in the region of interest decreases with
higher energy. With this, all measurements at B = 4.5T can be explained .
Non-adiabatic e-gun and electromagnetic tracking
For B = 2.3T a loss in count rate is observed for all e-gun settings, including the
on-axis one. It is not possible to explain this eﬀect with backscattering and the
B ×∇| B| drift alone.
The electric ﬁeld gradient in the e-gun is large compared to the pre-spectrometer,
since the potential diﬀerence of 18 kV is applied across a distance of only a few
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cm. Together with the 50% lower magnetic ﬁeld in the center of the magnets, this
can lead to a non-adiabatic transport in the e-gun region [123]. The e-gun itself is
located at a magnetic ﬁeld of B ≈ 0.018T. Thus, a backscattered electron entering
the e-gun through the ground blind has a probability to change its angle towards
the magnetic ﬁeld line non-adiabatically. Depending on the new angle and the
electron energy, it can be trapped between the e-gun and the closest magnet or the
spectrometer potential. Thus, a loss in count rate in the region of interest will also
be observed for on-axis measurements. This assumption is therefore able to explain
the measurement for B = 2.3T and α = 0◦
Simulation
It is diﬃcult to validate the above assumptions analytically. Since it was not clear if
these assumptions do explain the observed loss in count rate, a detailed Kassiopeia
simulation (Sec. 4.6) was set up. The Kassiopeia package KTRACK was used for
electromagnetic tracking and was extended by a detailed and tiltable e-gun model
by S. Mertens [124]. KESS was responsible for energy loss, detector response and the
angular and energy distribution of backscattered electrons.
The electrons were started with a uniform random kinetic energy of 0 < E < 2 eV.
They were uniformly distributed on a disc with diameter d = 1mm in front of the
actual gold tip. As the angular distribution, θ = arcsin(R) from [51] and φ = 2πR
with a uniformly distributed random number R ∈ [0, 1] was used. KTRACK was used
in the ”exact calculation mode” which in contrast to ”adiabatic approximation” also
allows for non-adiabaticities. However, earlier simulations showed no adiabaticity
violations in the pre-spectrometer. This option was chosen to account for non-
adiabaticities in the e-gun. The detector with a step-function dead layer of λD =
150 nm and an energy resolution of ΔEFWHM = 3.5 keV was simulated by KESS .
As mentioned before, the time an electron travels between two subsequent detec-
tor hits is more than two magnitudes smaller than the DAQ shaping time. This
means, subsequent hits are analyzed by the DAQ as one hit. Therefore, each energy
deposition in the sensitive detector volume per electron was summed up, even for
electrons with multiple detector entries. The total deposited energy for each electron
was convoluted with the energy resolution. The ﬁnal detected energy was randomly
sampled from a Gaussian distribution with a FWHM of 3.5 keV and with the mean
equal to the deposited energy. As in the experimental data analysis, all electrons
with energies 15 < E < 21 keV were counted.
Possible exit conditions of KESS and KTRACK were:
  electron hit e-gun ground blind
  electron energy lower than 100 eV
  electron turned around more than 20 times (trapping)
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Figure 6.7: Pre-spectrometer transmission at high surplus energies for (a)
B = 4.5T and (b) B = 2.3T and various e-gun angles α. The experimental data
from [3] are compared to Kassiopeia (including KESS) simulations. The statistical
uncertainty for the simulation is shown. Experimental errors include statistical and
systematic uncertainties [3]. Experimental and simulation results were each normal-
ized that the sum of all counts in the region of interest over all settings of UR is equal
to one.
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Conclusion
Experimental and simulation results were each normalized that the sum of all counts
in the region of interest over all settings of UR is equal to one. Figures 6.7(a) and
6.7(b) show the normalized simulation and experimental results. Good agreement
for the measurements at B = 2.3T and B = 4.5T and all e-gun angles α is found.
Since the pre-spectrometer was designed to transport all electrons adiabatically and
the same electromagnetic simulations used here conﬁrmed the adiabaticity, the loss
in count rate can be fully accounted by the aforementioned assumptions. All losses in
count rate are explained by backscattering from the detector, the B×∇| B| drift and
a non-adiabatic electron transport inside the e-gun. This example emphasizes the
need for detailed simulations of the detector response, backscattering and the elec-
tron transport in electromagnetic ﬁelds to understand and investigate unexpected
eﬀects.
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Figure 6.8: Energy dependent detection eﬃciency. The boundaries of the
region of interest shown as green dotted lines are calibrated with x-rays, which fully
deposit their energy in the sensitive detector volume. Simulated detector response
spectra for electron incident with two incident energies EI calculated with KESS are
shown. Because of the low-energy tail a reduced count rate in the region of interest is
measured for the electrons with the lower energy. This leads to an energy dependent
detection eﬃciency dε/dE.
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6.2.2 Eﬃciency of the focal plane detector in the ﬁnal KATRIN
setup
In the current picture of systematic error contributions to the neutrino mass mea-
surements, the focal plane detector does not play any role (Sec. 2.4). This is sug-
gested by the fact that the detector eﬃciency ε does not enter directly into the
analysis of the neutrino mass. Its true value is hidden in the analysis by uncon-
straining the ﬁt with regard to the total number of counts. From this point of view,
the detection eﬃciency does not play a role as long as it does not change the spectral
distribution of the measured spectrum. This means in particular: the detection eﬃ-
ciency is independent of the kinetic energy (ε = f(E)) or any high voltage settings
(ε = f(UR)). The eﬃciency is then even allowed to ﬂoat over long time scales.
However, the assumption of an energy independent detection eﬃciency is not correct
due to dead layer eﬀects (Fig. 6.8). In practice, one has to deﬁne a region of interest
(ROI) in which a signal is expected for the energy deposited. Due to backscattering
processes and energy losses in the dead layer of the detector, the detector response
to a mono-energetic electron will have a low energy tail. It reaches below the energy
threshold of the detector system and thus below any lower limit for a region of
interest. The detector eﬃciency then depends on the fraction of energy an electron
loses on average in the given region of interest and thus on the incident energy.
In general the detection eﬃciency for a given region of interest is a function of
its value at the center and its boundaries. In addition it depends on the incident
electron energies and angles, insensitive detector volumes, the detector resolution
and ﬁnally the transport mechanism of backscattered electrons. All these eﬀects are
included in the KESS and Kassiopeia simulations.
Simulation setup
A simulation with Kassiopeia including KESS was set up which allows the inves-
tigation of the inﬂuence of the focal plane detector system on the neutrino mass
measurement. The setup is geometrically limited to the main spectrometer and the
focal plane detector system (Fig. 6.9), but includes all magnets and air coils of the
ﬁnal KATRIN beam line. The simulated detector magnet was set to produce a
central magnetic ﬁeld of Bdet = 3.6T, the magnet between pre- and main spectrom-
eter produces a 4.5T and the pinch magnet a 6T center magnetic ﬁeld, which each
corresponds to the design values. Electrons are started in the center of the magnet
between pre- and main spectrometer (PMS) and are guided to the detector, if the
transmission conditions of Eq. 2.9 are fulﬁlled.
The following simulation parameters can be varied:
  The electrostatic retarding potential UR,
  the kinetic electron initial energy EPMS,
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Figure 6.9: Simulation setup for the mainspectrometer and focal plane de-
tector with the superconducting magnet between pre- and mainspectrometer (PMS,
BPMS = 4.5T), the pinch magnet (PIN, Bpin = 6T) and the detector magnet (DET,
Bdet = 3.6T). A retarding potential is applied in the spectrometer with a maximum
UR near z = 0. Electrons are started in the center of the PMS magnet with an
energy EPMS and a polar angle θPMS. Note that for the ﬁrst detector incidence of
each electron, the incident energy EI = EPMS. The focal plane detector is situated at
z = 13.94m, oﬀ-center in the detector magnet. The blue line shows the track of an
oﬀ-axis electron.
  the initial azimuthal angle φPMS relative to the x-z-plane and the initial polar
angle θPMS relative to the z-axis. Both can be chosen as discrete angles or
to have a uniform distribution in a speciﬁed interval. The maximum initial
polar angle in the center of the magnet between pre- and mainspectrometer
transmitted to the focal plane detector is θPMS = 60
◦ (Eq. 4.2).
  the detector dead layer λD,
  the x-component of the initial position; the outer edge of the ﬂux tube is
xmax = 0.036m,
  the number of initial electrons NI.
Each setting was simulated with NI = 10
6 electrons. The region of interest was
set to 15 < E < 21 keV and the statistical errors are determined by the number of
counts in the region of interest NROI by σstat = 1/
√
NROI. No signiﬁcant dependence
on the x-position was found. All results shown here were obtained with x = 0.
For the electromagnetic tracking of the particle (KTRACK), the adiabatic approxima-
tion was used, since the main spectrometer is designed to transmit fully adiabatic and
the retarding potential as well as the initial electron energy are maximally lowered
by 200V (eV) below the assumed tritium β-decay endpoint energy E0 = 18575 eV.
The full magnetron motion including the gyration around the electron guiding center
are modeled in detail, so that incident angle and position at the detector are exact
(Sec. 4.6). No interactions of the electron with residual gas molecules were taken
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into account.
KESS was set up to only consider primary electrons, since only the high energy part of
the detector response is of interest (Sec. 5.1). When the combined main spectrom-
eter and focal plane detector commissioning is completed and more experimental
information on the systems is available, simulations taking into account secondary
electrons must be considered as suggested by Section 5.1.
The energy resolution of the focal plane detector for gamma rays was assumed to
be ΔEFWHM = 1.5 keV. Other than that, the standard KESS settings described in
Table A.1 were used.
Simulation results concerning statistical uncertainties
As a ﬁrst step, the dependence of the detection eﬃciency ε on the initial polar
angle θPMS is examined. θPMS was varied while all other parameters were ﬁxed
(Fig. 6.10). The observed eﬀect is an absolute decrease of the eﬃciency by 5% from
ε(0◦) to ε(60◦). This decrease towards higher incident angles is explained by the
increasing backscattering probability (Fig. 5.5). Additionally, high incident angles
elongate the track length in the dead layer, which increases the eﬀective dead layer
thickness. Assuming a uniform distribution of θPMS, the average eﬃciency over θPMS
is ε = 0.92. This is compatible with the average eﬃciency of ε = 0.9 used to calculate
the statistical uncertainty on the neutrino mass m2ν .
Note that the dependence of the detection eﬃciency ε on the initial polar angle
θPMS is of importance, as most calibration measurements at KATRIN are done
with electron emitters (i.e. e-gun) with ﬁxed angles of emittance [108, 109]. It is
therefore necessary to include ε(θPMS) in the analysis and when extrapolating to an
isotropically emitting source.
To investigate the inﬂuence of the dead layer thickness λD, the focal plane detector
eﬃciency was simulated for several values of λD and two initial polar angles θPMS =
0◦ and 60◦ (Fig. 6.11). For θPMS = 0◦ the absolute decrease of ε(λD) is 17% and 31%
for θPMS = 60
◦. In order to reduce the measuring for the KATRIN experiment thin
dead layers should be use. Additionally, it should be noted again that the dead layers
in KESS are generally larger than the ones quoted by manufacturers or measurements
using the continuous-slowing-down-approximation (CSDA, Sec. 5.3.3). A λCSDA =
100 nm focal plane detector dead layer calculated with the continuous-slowing-down-
approximation corresponds to a λD = 142 nm dead layer in KESS.
To quantify the inﬂuence of the dead layer on ε, a linear and a second order poly-
nomial ﬁt were applied to the simulation results. From the linear ﬁt, a drop in
eﬃciency of Δε = 7 × 10−3 for an increase of ΔλD = 10nm can be derived. The
dead layer thickness can slowly increase over time through sticking of residual gas
molecules to the cold detector. This has no direct inﬂuence on the systematical error
on m2ν , since KATRIN is only sensitive to the shape of the measured spectrum. A
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Figure 6.10: Simulated focal plane detector eﬃciency ε(θPMS) over the
initial polar angle θPMS for a retarding potential UR = −18570V, initial energy
EPMS = 18575 eV and a dead layer thickness λD = 100 nm. The statistical errors are
shown. The region of interest is 15 < E < 21 keV.
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Figure 6.11: Simulated focal plane detector eﬃciency ε(λD) over the dead
layer thickness λD for a retarding potential UR = −18570V, initial energy EPMS =
18575 eV and initial polar angle θPMS = 0
◦ and 60◦. The region of interest is 15 <
E < 21 keV. The statistical errors are shown.
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regular monitoring of the dead layer thickness is advisable to ﬁnd an optimal com-
promise between detector re-commissioning and neutrino mass measurement time.
A possible systematic eﬀect of an unaccounted for increase in dead layer thickness
in combination with an energy dependent detection eﬃciency is discussed below.
Simulation results concerning systematic uncertainties
As mentioned before, the focal plane detector eﬃciency ε contributes to the sys-
tematic error on m2ν , if it is not constant over the spectrometer retarding potential
UR or the electron energy EPMS. Figure 6.12 shows the inﬂuence of a varying UR
for a ﬁxed dead layer and incident energy for two initial polar angles θPMS = 0
◦
and 60◦. This simulation is very sensitive to the energy and angle of backscattered
electrons due to the retarding potential UR again seen by backscattered electrons.
If the electron energy and the alignment of its momentum with the magnetic ﬁeld
lines is suﬃcient, the electron is transmitted through the spectrometer in reverse
direction. The electron is transported to the source region and is lost for detection.
Obviously, this is only possible for electrons backscattered elastically or with small
total energy losses ΔE < EPMS − qUR.
Therefore, more data points were simulated in the region where EPMS ≈ qUR. With
higher statistics and a more dense grid of values for UR, the structure of the energy
spectra of backscattered electrons just below the incident energy shown in Figure
5.7(b) should be visible in ε(UR). However, no statistical signiﬁcant slope of the
eﬃciency is observed over the simulated range of UR (Fig. 6.12). Since the statistical
error is already at the 10−3 level, the expected systematic errors on m2ν are well
below the maximum allowed contribution to the systematic error of Δm2sys,max <
7.5× 10−3eV2.
Table 6.2: Fit parameters for dε(EPMS)/dE from Fig. 6.13 for a linear ﬁt f(x) =
p0 + p1x.
λD p0 [×10−2] p1 [×10−5/eV]
100 nm 39.35± 2.92 2.78± 0.16
150 nm 12.13± 4.20 3.96± 0.23
200 nm −8.05± 3.51 4.78± 0.19
300 nm −38.50± 6.54 5.94± 0.35
The dependence of the detection eﬃciency ε on the initial energy EPMS is examined
in Figure 6.13. Note that the initial energy EPMS is equal to the incident energy
EI at the detector. The results were calculated with a ﬁxed retarding potential UR
and a uniformly distributed initial polar angle θPMS between 0
◦ and 60◦ for various
dead layer thicknesses λD. A signiﬁcant slope of ε(EPMS) is visible for all λD. To
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Figure 6.12: Simulated focal plane detector eﬃciency ε(UR) over the re-
tarding potential UR for a dead layer thickness λD = 100 nm, initial energy
EPMS = 18575 eV and polar initial angle θPMS = 0
◦ and 60◦. The statistical errors
are shown. The region of interest is 15 < E < 21 keV.
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Figure 6.13: Simulated focal plane detector eﬃciency ε(UR) over the initial
energy EPMS for a retarding potential UR = 18370V, a initial polar angle θPMS
uniformly distributed between 0◦ and 60◦ and for dead layer thicknesses of λD =
100, 200 and 300 nm. The statistical errors are shown. The region of interest is
15 < E < 21 keV.
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quantify the slope dε(EPMS)/dE, a linear ﬁt taking into account the statistical errors
of ε(EPMS) was applied. The values for slope and oﬀset can be found in Tab. 6.2.
Additionally to the average decrease of ε(EPMS) for thicker dead layers λD also shown
in Figure 6.11, the steepness of the slope dε(EPMS)/dE increases too. Both eﬀects
can be understood from the shape of the average energy deposition Edep(z) over the
depth z in the detector shown in Figure 5.12. The decrease of ε for lower EPMS
is caused by the fact that the Edep(z) distribution is basically being compressed
for lower incident energies. Therefore the energy deposited in the dead layer is
increasing. Thicker dead layers emphasize this eﬀect because they aﬀect areas with
an already higher energy deposit. Since all simulated λD cut into the region with
still rising Edep(z), a steady increase of dε(EPMS)/dE towards higher λD is observed.
The eﬀect of the statistically signiﬁcant dependency of ε on EPMS is discussed below.
The maximum allowed slope of dε(EPMS)/dE
The maximum allowed slope dε(EPMS)/dE of the detection eﬃciency over the elec-
tron energy was determined via KATRIN sensitivity calculations under the premise
that such an eﬀect would not be corrected for in the analysis.
The detector eﬃciency is deﬁned as:
ε(E) = ε(E0)× (1− dε
dE
× (E0 − E)) (6.6)
Here, E0 denotes an arbitrary reference energy. For convenience the endpoint energy
of the tritium spectrum is taken. As noted, the analysis is insensitive on the absolute
value of ε(E0) since it is treated as a free parameter.
A large number (10,000) of tritium β-spectra were simulated with the KATRIN de-
sign values, taking into account dε/dE = 0. The simulated spectra are analyzed
with a response function which still assumes dε/dE = 0. This leads to a bias in the
mean values of the ﬁt parameters; especially for the ﬁt parameters m2ν and E0. This
is understandable, since in the simulated measurement events below the endpoint
are ”missing” due to the decrease in detection eﬃciency . The ﬁtting procedure will
try to recover this by attributing the deﬁcit to the eﬀect of a ﬁnite neutrino mass.
The shift of the mean values of the ﬁt parameters is then interpretable as a system-
atic error on the ﬁt parameters. To meet the KATRIN sensitivity of mν < 0.2 eV
(90% C.L.), a single contribution must not exceed Δm2sys,max < 7.5× 10−3 eV2.
This kind of statistical approach to determine a systematic error contribution, which
is introduced by an unaccounted for correction, is described in detail in the KATRIN
Design Report [30]. The analysis package KSOP [98, 97] has been used for these sim-
ulations and ﬁtting procedures.
In Figure 6.14, the shift Δm2ν is plotted against diﬀerent assumptions for dε(E)/dE.
Each curve represents a diﬀerent assumption on the ﬁt interval below the endpoint.
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As expected, the larger the chosen ﬁt interval below the endpoint, the stronger
the associated bias. Thus, the contribution to the systematic error is increased.
The horizontal dashed line shows the KATRIN requirement. For a reference ﬁt
interval 50 eV below the endpoint and a maximum contribution of Δm2sys,max <
7.5× 10−3 eV2, the simulation gives a maximum allowed slope of
dε
dE
= 7.1× 10−5/ eV. (6.7)
It should be emphasized that even if dε/dE is measured in advance by a dedicated
calibration measurement, changes in the measured slope of the same size must be
avoided. The measurement of dε(E)/dE will be accessible through the calibration
electron disc of the focal plane detector system (Sec. 3.1).
Conclusion
The thickness of the dead layer has a signiﬁcant inﬂuence on the detection eﬃciency
as one can see in Figure 6.11. One can derive that for each additional 10 nanometers
of dead layer thickness, the total detection eﬃciency decreases by 0.7% for incident
angles of 0◦. The eﬃciency loss is 1.3% for initial angles of θPMS = 60◦. Again, the
reason is the increased deposited energy in the detector deadlayer, leading to lower
energy deposits in the sensitive detector volume. Therefore, the fraction of events
in the region of interest is lowered. This means that not only ε(EPMS) will be a
function of the deadlayer thickness, but also dε/dE.
Figure 6.13 shows the simulated detection eﬃciency as a function of the initial energy
for three diﬀerent assumptions on the dead layer (λD = 100 nm, 200 nm, 300 nm) for
an electron source with isotropic emission up to 60◦. A linear ﬁt to the simulation
points gives the corresponding eﬃciency slopes:
dε
dE
(100 nm) = (2.78± 0.16)× 10−5/ eV (6.8)
dε
dE
(200 nm) = (4.78± 0.19)× 10−5/ eV (6.9)
dε
dE
(300 nm) = (5.94± 0.35)× 10−5/ eV (6.10)
The slope for each dead layer thickness is still under the upper allowed limit from
Eq. 6.7. The sensitivity of the focal plane detector calibration devices allows to
monitor changes of the detector dead layer with 20 nm accuracy [125]. Despite the
visible eﬀects of the dead layer in the detector response, a signiﬁcant contribution
to the neutrino mass analysis can be excluded.
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Figure 6.14: Systematic error on m2ν as a function of an energy dependent de-
tection eﬃciency ε, which is characterized by the slope dε/dE. Each curve represents
an analysis with diﬀerent energy ranges of the examined beta spectrum below the
endpoint (red 50 eV, blue 30 eV). The vertical lines show the KESS results for three
diﬀerent dead layer thicknesses λD, the grey shade shows the statistical error.
Time distribution of detector hits
The simulation results presented above assume a low rate of incident at the detec-
tor. The maximum time diﬀerence between the ﬁrst and last energy deposit in the
sensitive volume is smaller than the DAQ shaping time. For the KATRIN analy-
sis, only the energy interval 50 eV below the tritium endpoint energy is used. The
expected count rate is 100 cps, from which in ﬁrst approximation no pile-up eﬀects
are expected. A shaping time of a few  s is four orders of magnitude below the av-
erage time interval between two β-decay electrons. Rarely, pile-up eﬀects can arise
because the events are of course not equally distributed over time.
While partial energy deposits from backscattered electrons and the dead layer are
described by KESS, partial energy deposits caused by the time distribution of the
re-entry of backscattered electrons are a DAQ eﬀect. For the pre-spectrometer test
experiment, travel times are of the order of 10 ns. For the main spectrometer, much
larger travel times can be expected. The dimensions of the main spectrometer are 5.3
times bigger, which elongates the electron trajectory. High magnetic ﬁelds increase
the ratio of the transversal energy component to the longitudinal energy component.
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Therefore, the electron path is elongated, since the eﬀective movement in z-direction
is shortened. The volume with high magnetic ﬁelds which backscattered electrons
will traverse is larger for the main spectrometer and focal plane detector setup
(Fig. 6.9 and 6.6). The longest time-of-ﬂight for the return of electrons is observed
in case of reﬂection at the main spectrometer potential. The time-of-ﬂight in the
main spectrometer is large due to the small longitudinal energy of the electrons.
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Figure 6.15: Multiple focal plane detector hits by one electron.
(a) Number of focal plane detector re-entries of electrons with incidence energy EI =
18.575 keV and uniformly distributed initial polar angles 0◦ < θPMS < 60◦. A single
electron can re-enter the detector up to 14 times. (b) The time diﬀerence Δt between
the ﬁrst and the last incidence at the focal plane detector for each primary electron is
shown.
The distribution of subsequent re-entries per single electron is shown in Figure
6.15(a). A single electron can re-enter the focal plane detector up to 14 times.
The electrons can be reﬂected at the detector magnet, the pinch magnet or the
spectrometer potential. The time between the ﬁrst and last detector hit of a single
electron is shown in Figure 6.15(b). While the mean of the time distribution is
0.33  s, events with time diﬀerences up to 52  s are observed. The DAQ shaping
times currently available with the IPEv4 DAQ range from 0.1  s to 12.8  s.
It is therefore necessary to extend KESS with a full DAQ simulation for the focal
plane detector system, to study the inﬂuence of the time distribution of detector
re-entries (Fig. 6.15(b)) on the detection eﬃciency. It was shown in Section 6.1.2
that KESS can be used as an input for such a DAQ simulation.
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7.1 Summary
The evidence for massive neutrinos and its impact on particle physics and cosmology
has triggered the need for the measurement of the neutrino mass. The Karlsruhe
Tritium Neutrino experiment KATRIN will determine the electron antineutrino
mass with a sensitivity of m(νe) ≤ 0, 2 eV/c2 (90% C.L.). It uses a direct approach
by measuring the tritium β-decay spectrum accurately. From the spectral shape, the
neutrino mass can be derived. The current upper limit from direct measurements is
m(νe) < 2.3 eV/c
2 (95% C.L.) [1].
In the KATRIN experiment, β-electrons emitted from a gaseous tritium source are
magnetically guided to the focal plane detector (FPD) system. The electrons are
analyzed in energy by a large electrostatic spectrometer. Electrons with a longi-
tudinal kinetic energy component larger than the spectrometer retarding potential
are transmitted and re-accelerated to their original energy and ﬁnally hit the focal
plane detector.
The focal plane detector is a large (φ = 50mm), monolithic, 148-fold segmented
silicon PIN diode and is used to detect electrons with kinetic energies E ≤ E0, where
E0 = 18.6 keV is the tritium end-point energy. In the current picture of systematic
uncertainties on the KATRIN observable m2ν , no contribution from the focal plane
detector is considered. The main purpose of this study was to provide a simulation
to determine this contribution by modeling the detector response to low-energy
electrons in detail. Due to the electromagnetic design of the main spectrometer and
focal plane detector region, backscattering must be described accurately. Note that
multiple passages through insensitive detector regions (i.e. dead layer) can occur.
After the development and validation of the simulation, it was used to quantify the
systematic eﬀects on the neutrino mass measurement for the ﬁrst time (see below).
It was shown in this study that neither general purpose codes like Geant4 or Pene-
lope2008, nor simple theoretical approaches like the widely used continuous-slowing-
down-approximation are suﬃcient in the case of KATRIN. To successfully describe
the detector response of silicon semiconductor detectors to tritium β-electrons, the
following must be modeled precisely:
  The energy loss of low-energy electrons in silicon,
  the trajectory of the electron, which can lead to backscattering,
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  the energy deposition in the detector including the production and tracking of
secondary electrons,
  the charge collection eﬃciency, where dead layers lead to partial charge collec-
tion,
  the ampliﬁcation chain of the detector signal, and
  the analysis of the detector signal (i.e. data acquisition system, DAQ).
To fulﬁll these requirements, an event-based Monte Carlo simulation KESS (KATRIN
Electron Scattering in Silicon) based on ﬁrst principles was developed. It uses
doubly diﬀerential inelastic collision cross sections to describe the energy loss of
electrons in crystalline silicon. Elastic diﬀerential cross sections describe the angular
deﬂections during scattering of the electrons with silicon atoms. Knock-on electrons
are created from the ionization of inner shells or the collective excitations of the
valence band. During the subsequent rearrangement of the shell electrons, Auger
electrons are emitted. These secondary electrons take the major part of energy lost
by the incident electron away.
The relation between ’energy deposited’ and ’charge carriers created’ is linear and is
accounted for experimentally by the ADC-to-energy calibration. Thus, the explicit
creation of charge carrier pairs is omitted in the simulation. KESS is a major part of
the KATRIN global simulation framework Kassiopeia. With the available particle
generation and electromagnetic tracking modules, it is possible to simulate complex
experimental setups.
Two models to describe the inelastic collisions were compared in this study. One is
based on a model dielectric function proposed by Penn [72], the other is based on the
ﬁrst Born approximation for inelastic scattering on free atoms and was proposed by
Bethe and Fano [73]. The models agree for electron energies E > 500 eV. At lower
electron energies, the speeds of the silicon shell electrons become comparable and the
Born approximation brakes down. With Penn’s cross sections tracking is possible
for electron energies down to 1 eV. Electrons with only a few tens of eV can lead
to background for the KATRIN experiment, if they are electromagnetically trapped
and ionize residual gas molecules. Here, the Penn model cross sections should be
used for electrons with E < 40 keV.
The inﬂuence of secondary electrons on the detector response and on backscattering
eﬀects was shown in this study. The production and tracking of secondary electrons
should be included in the simulation. They contribute to the lower half of the
backscattered electron energy spectrum. This includes Auger lines and the ’true’
secondary electron peak (E < 50 eV). For comparison, simulations not including the
creation of secondary electrons were carried out. They show an eﬀective decrease of
dead layer eﬀects. If only the highest-energy electrons and the counts in an energy
region of interest are required for an analysis, secondary electrons can be neglected.
The primary backscattering coeﬃcient and the secondary backscattering yield in
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Figure 7.1: Comparison of KESS to experimental data. (a) The energy distri-
bution of backscattered electrons obtained with KESS is compared to data from [61].
The incident electron energy is EI = 1keV. EBS is the energy of backscattered elec-
trons and NBS(EBS) is the number of backscattered electrons. For details see Section
5.2.3. (b) The detector response of the focal plane detector to electrons with kinetic
energy EI = 30.13 keV obtained with KESS is compared to measurements carried out
by the KATRIN group at the university of Washington (FPD data).
dependence on the incident energy were compared to published experimental data.
It was shown from simulations that the secondary backscattering yield is strongly
dependent on the electron aﬃnity of the detector surface. The primary backscatter-
ing coeﬃcient depends strongly on the polar incident angle. This dependence was
veriﬁed by comparing KESS simulations to experimental results. For all comparisons
good agreement within experimental uncertainties was found.
Experimental data from a spectroscopic measurement [61] was used to evaluate the
energy distribution of backscattered electrons. KESS reproduces all visible eﬀects in
detail: The elastic peak, plasmon peaks, Auger electron lines and the true secondary
peak (Fig. 7.1(a)). The good agreement shows that KESS can be applied to model
the backscattering from the focal plane detector and can in principle be used in
Auger electron spectroscopy (AES) and reﬂective electron energy-loss spectroscopy
(REELS). The spatial energy distribution at the detector surface and the angular
distribution of backscattered electrons were also examined by simulations.
To account for partial charge collection over the depth z in the detector, two models
describing the dead layer were evaluated. The ﬁrst approach is the commonly used
step function dead layer CS(z) = Θλ(z), where no charge is collected in a thickness
λ below the detector surface. The second approach approximates detailed calcu-
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lations of the charge collection eﬃciency by assuming CE(z) = 1− e−z/τ . It was
shown that a step function dead layer is a good approximation for the focal plane
detector in neutrino mass measurements, since the interval of incident energies is
small. However, the detailed calculation or measurements of the charge collection
eﬃciency is preferable to overcome systematic eﬀects in the simulation, depending
on the incident energy.
KESS results were compared to experimental energy spectra of the focal plane detec-
tor as well as the forward beam monitor detector to show the application of KESS
to KATRIN detectors. The analysis for three arbitrary focal plane detector pixels
were shown. The dead layer was treated as a free parameter and the central values
of the ADC-to-energy calibration were modiﬁed inside their errors. The reduced χ2
and p-values, averaged over all incident energies for each pixel are
Pixel 52 : χ2 = 1.74, p = 0.02
Pixel 61 : χ2 = 1.15, p = 0.11
Pixel 140 : χ2 = 1.14, p = 0.24.
The worse agreement for pixel 52 remains unexplained, but is most likely related
to experimental issues. However, the simulated detector response of the focal plane
detector agreed well for pixel 61 and 140 (Fig. 7.1(b)). The calculated dead layer
thicknesses disagree with earlier measurements of a detector with the same man-
ufacturing technique [54]. The same disagreement is also found from an analysis
independent from KESS simulations. This can be explained by a vacuum breakdown
prior to the focal plane detector measurement [119]: Gas molecules have a prob-
ability to stick to the cold detector surface and eﬀectively enlarge the dead layer
thickness. It is suggested that the analysis be repeated for measurements with a
clean detector surface and extended to all focal plane detector pixels. To obtain
the dead layer thickness from experimental data, the spectral shape of the detector
response has to be taken into account. Dead layer measurements have to be inter-
preted by detailed simulations (i.e. KESS) to yield accurate results. A simpliﬁed
theoretical model, the continuous-slowing-down-approximation, leads to systemati-
cally lower dead layer thicknesses of ∼30%.
The forward beam monitor detector will detect the complete β-spectrum and will
have high count rates. In contrast to the focal plane detector, it is based on silicon-
drift-detector technology. To account for eﬀects (i.e. pile-up) arising from the signal
ampliﬁcation and signal analysis at high rates of incidence, KESS was extended by
the KDES package written by M. Babutzka [40]. The good agreement with the ex-
perimentally obtained detector response implies that KESS can be used as an input
for simulations of the detector electronics. In addition, it was shown that KESS can
model the detector response of PIN diodes and silicon drift detectors.
Measurements of transmission functions of the pre-spectrometer test experiment [3]
showed a loss in count rate for electrons with increasing energies greater than the
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spectrometer retarding potential. If this eﬀect would have been caused by the pre-
spectrometer itself, the requirement for adiabatic transport would not be fulﬁlled.
Detailed simulations with KESS as a part of Kassiopeia showed that the eﬀect is fully
accounted for by electron backscattering from the detector, the magnetron drift and
non-adiabatic transport of backscattered electrons in the electron emitter (e-gun).
The loss in count rate is caused by the external components (i.e. detector and e-gun)
of the test experiment. No violation of adiabaticity in the pre-spectrometer itself was
observed. Therefore, the pre-spectrometer fulﬁlls the requirements for KATRIN with
regard to adiabatic transport. Moreover, this analysis showed unambiguously the
need to include detailed backscattering simulations in the data analysis to describe
and understand the measured spectra correctly.
Finally, the expected contribution of statistic and systematic errors on the KATRIN
observable m2ν were calculated with Kassiopeia simulations. The average detection
eﬃciency was calculated, taking into account the angular distribution of electrons
hitting the focal plane detector and a dead layer of λD = 100 nm. It is compatible
with the estimated detection eﬃciency of ε = 0.9 used to calculate the expected
statistical error. However, the design values and the measurements [54] of the dead
layer had been derived by the continuous-slowing-down-approximation. KESS dead
layers are generally thicker, since KESS accounts for energy loss straggling in de-
tail. Therefore, the detection eﬃciency ε in dependence on the dead layer thickness
was also calculated. Note that the dependence of the detection eﬃciency on the
polar incident angle is of special importance, as most calibration measurements at
KATRIN are done with artiﬁcial electron emitters with ﬁxed angle of emittance
[108, 109]. It is therefore necessary to include this dependency in the analysis and
when extrapolating to an isotropically emitting source (e.g. transmission function
measurements).
For the ﬁrst time the eﬀects on the systematic error were examined under the as-
sumption that the detection eﬃciency shows a dependence on the electron energy
or the spectrometer retarding potential. This analysis sets upper limits for allowed
unaccounted slopes of dε/dE < 7.1 × 10−5/ eV from the restriction of a maximum
allowed contribution to the systematic error of Δm2sys,max < 7.5× 10−3eV 2. No sta-
tistically signiﬁcant slope dε/dUR with regard to a changing spectrometer retarding
potential UR was found. For the dependence on the electron energy, the following
slopes
dε
dE
(λD = 100 nm) = (2.78± 0.16)× 10−5/eV
dε
dE
(λD = 200 nm) = (4.78± 0.19)× 10−5/eV
dε
dE
(λD = 300 nm) = (5.94± 0.35)× 10−5/eV
for diﬀerent dead layer thicknesses λD were found. Note that a λD = 300 nm KESS
dead layer corresponds to a dead layer calculated from the continuous-slowing-down-
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approximation of λCSDA = 223 nm. The slopes for each dead layer are less than the
upper allowed limit. The sensitivity of the focal plane detector calibration devices
allow to monitor changes of the detector dead layer with 20 nm accuracy. Therefore,
it can be concluded that despite the visible eﬀects of the dead layer in the detector
response, the contribution to the neutrino mass analysis will be small.
Finally, the time interval between the ﬁrst and last detector incident Δt for a single
electron were investigated. While the mean of the time distribution is Δt = 0.33  s,
the distribution is broad and events with time diﬀerences up to Δt = 52  s were
observed. The DAQ shaping times currently available range from 0.1 s to 12.8  s.
It is therefore necessary to extend KESS with a full DAQ simulation for the FPD
system, to investigate the impact on the detection eﬃciency. As mentioned above,
it was shown in this study that KESS can be used as an input for such a DAQ
simulation.
7.2 Outlook
In a future version of KESS, the energy losses during elastic collisions should also be
considered. A worst case estimate shows that 18 keV electrons will lose up to 1.4 eV
in an elastic collision with a free silicon atom in case of total reﬂection. As a ﬁrst
step, the energy loss ΔEES can be calculated from the collision with a free atom
[126] following
ΔEES = 4
me
MSi
E · sin2 ΘES
2
, (7.1)
with the electron massme, the mass of the silicon atomMSi and the elastic scattering
angle ΘES. Note that this elastic energy loss depends on the electron energy E. For
small scattering angles (ΘES < π/2) equation 7.1 overestimates the energy loss, since
the inﬂuence of the crystal on the eﬀective mass of MSi increases. More details and
references to theoretical descriptions can be found in [127]. The results obtained
from the simulation can then be compared to the incident-energy dependent shift
of the elastic peak, observed in reﬂective and especially angular resolved energy-loss
spectroscopy experiments.
Bulk plasmon and interband transitions are included in the Penn model inelastic
collision cross sections. At the detector surface however, surface plasmons with
ES = ωS ≈ 11 eV and surface-state transitions with EST ≈ 2 and 7.5 eV are
neglected in KESS. Spectra from reﬂective electron energy-loss spectroscopy for a
clean surface and after an exposure to O2 are given in [113, Fig. 1]. It is likely that
these energy dependent energy losses, occurring during the surface escape process,
can improve the agreement between measurement and simulation in Figure 5.7(b).
A diﬀerence is visible in the energy range between the elastic peak and the ﬁrst bulk
plasmon peak for low incidence energies.
KESS calculations can easily be extended to keV x-rays. In ﬁrst approximation, x-
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rays transfer their full energy to an electron in a single interaction. In principle, only
the position where this photoelectron is created, its direction and its kinetic energy
must be given to KESS. The detector response is then calculated in the usual way.
This would also allow the comparison to x-ray photoelectron spectroscopy (XPS)
measurements. In a second step, Compton scattering can be included to further
increase the detail.
It was shown in Sections 6.2.2 and 5.2 that 25% of all incident electrons are backscat-
tered at least once from the focal plane detector. Together with multiple backscat-
tering (Fig. 6.15(a)) and additional secondary electrons emitted from the detector
(Sec. 5.2), the number of electrons between the spectrometer retarding potential
and the focal plane detector is signiﬁcantly increased. These electrons can collide
with residual gas molecules. This can lead to a non-adiabatic change of the angle
between electron momentum and the magnetic ﬁeld line. Thus, electrons can be
trapped electromagnetically (e.g. in Penning traps). These traps can ﬁll and con-
tribute to background by subsequent collisions with residual gas molecules. KESS
models the electron backscattering and the production of secondary electrons in
detail. Therefore, it is now feasible to investigate this possible background. A sim-
ulation taking into account electromagnetic tracking and detector backscattering is
proposed, similar to the one in Section 6.2.2. However, the production of secondary
electrons (available in KESS) and the scattering with residual gas molecules (available
in Kassiopeia) must be included in this new simulation.
117
118
A Appendix
A.1 Standard KESS simulation settings
Table A.1: Standard simulation settings used, if not stated otherwise.
parameter symbol value
dead layer thickness λD 100 nm
detector thickness t 500  m
incident angle θI 0
◦
electron aﬃnity χ 4.05 eV
ECBM − EF 0.56 eV
transmission probability T yes
electron energy cut EC χ− 0.5 eV
create secondaries yes
inelastic model CCS Penn
elastic model DCS see sec. 4.2.2
knock-on secondary angle spherical symmetry
ionization model ICS see sec. 4.3.1
energy region of interest ROI 15 < E < 21 keV
number of incident electrons NI 10
6
A.2 Additional focal plane detector ﬁgures
This section shows the ﬁnal results of the comparison of KESS simulations to focal
plane detector data from Sec. 6.1.1 for pixel 61 and pixel 52.
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Figure A.1: Best-ﬁt dead layer values for pixel 61. Plotted are the KESS dead
layer thicknesses with lowest χ2 over EI. The error shown is the uncertainty of the
χ2-ﬁt. Results obtained with the continuous-slowing-down-approximation (CSDA)
are shown for comparison. The energy calibration is E(in keV) = (3.83 ± 0.04) ·
10−2 keV/chan. · ADC + (0.07 ± 0.58) keV. In addition, the energy calibration oﬀset
was changed by δ = −0.49 keV and the slope by γ = 0.82× 10−3 keV/channel.
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Figure A.2: Comparison of FPD data to simulations for pixel 61 with a
modiﬁed energy calibration. Measurement data (black) compared to the two sim-
ulations with lowest χ2. The energy calibration oﬀset was changed by δ = −0.49 keV
and the slope by γ = 0.82 ∗ 10−3 keV/channel. (a) Incident energy EI = 10.12 keV
(blue) dead layer thickness λD = 280 nm, χ
2 = 1.08 (red) λD = 300 nm, χ
2 = 2.35 and
(b) EI = 30.13 keV (blue) λD = 300 nm, χ
2 = 1.67 (red) λD = 320 nm, χ
2 = 1.13.
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Figure A.3: Best-ﬁt dead layer values for pixel 52. Plotted are the KESS dead
layer thicknesses with lowest χ2 over EI. The error shown is the uncertainty of the
χ2-ﬁt. Results obtained with the continuous-slowing-down-approximation (CSDA)
are shown for comparison. The energy calibration was E(in keV) = (4.09 ± 0.04) ·
10−2 keV/chan. · ADC + (0.60 ± 0.55) keV. In addition, the energy calibration oﬀset
is changed by δ = −0.34 keV and the slope by γ = 0.82× 10−3 keV/channel.
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Figure A.4: Comparison of FPD data to simulations for pixel 52 with a
modiﬁed energy calibration. Measurement data (black) compared to the two sim-
ulations with lowest χ2. The energy calibration oﬀset was changed by δ = −0.34 keV
and the slope by γ = 0.82 ∗ 10−3 keV/channel. (a) Incident energy EI = 10.12 keV
(blue) dead layer thickness λD = 320 nm, χ
2 = 1.83 (red) λD = 340 nm, χ
2 = 1.56 and
(b) EI = 25.13 keV (blue) λD = 320 nm, χ
2 = 1.66 (red) λD = 340 nm, χ
2 = 1.68.
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