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Abstract 
This paper proposes a method for monitoring the position of a vehicle on a lane. Cameras are mounted on the sides of 
vehicle and focus downwards on the road to capture images containing the lane lines and wheels/vehicle boundaries. The 
Hough transform (HT) is employed to detect the lane from the captured images. The correlation of sequential images and 
the constraints of lane lines and cameras are used to minimize the region of interest (RoI) in both image space and HT 
space, which increases the capture accuracy and decrease the computation complexity. The lane position monitoring 
system is assumed to be useful for unmanned vehicles, and can also provide warmings in normal vehicles to enhance 
driving safety. The experiments show the method is effective on various roads and driving situations. 
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1. Introduction 
The Hough transform(HT) Hough PVC., 1962 is a common technique for straight line detection. 
Numerous varieties and applications of lane lines detection can be found in the literatures: Cualain DO et. al., 
2012 proposed a method to detect lane departure in forward-facing video based on subtractive clustering and 
Kalman filtering in the Hough transform domain; Liu GL et. al, 2010 proposed a tracking method based on 
combined Statistical Hough transform with a Particle filter for robust lane tracking; Kuk JG et. al. 2010 
introduced a lane detection method using Hough transform, that saves memory space and decrease 
computations; Wang JF et. al., 2010 used the ideas of region of interest (RoI) and Random Hough transform 
(RHT) to detect road edges; Felix M et. al., 2012 proposed a method that detected the lane marks based on 
Hough transform; Ghazali K et. al., 2012 proposed an algorithm to recognize unexpected lane changes.   
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All these works are based on cameras focusing forward and on the road. Real-time videos are analyzed 
with significant disturbances present in the images. This causes these methods to have to deal with low 
signal/noise ratios. The computational complexity is one of the most common concerns for real-time 
applications based on these methods. This paper addresses the monitoring of the vehicles’ position. Cameras 
are mounted on the sides of vehicles to capture the lane lines. Each frame in the video is an input to the HT to 
detect the lane lines and in real-time detect the distance between the lane lines and the vehicle. Usually the 
sequential frames have strong correlation and the direction of the lane line only has little changes in sequential 
frames. The detected lane line in a frame provides heuristic information for the next frame, so only a very 
small component of the HT matrix is needed to detect the lane line in the next frame. Hence only the needed 
area of HT matrix is calculated, which greatly reduces the computation complexity. 
The application in this paper utilizes strong constrains on the objects, such as the shape and the size of lane 
lines. Furthermore the vehicle always occupies a fixed position in the images because the cameras are 
mounted on the sides of the vehicle. These constrains are helpful to build a strong and fast solution for the 
application. This paper discusses how these constrains are used to increase the lane line capture rate, decrease 
the computational load and remove disturbing objects.  Experiments show the proposed method is effective. 
The rest of the paper is organized as follows: Section 2 addresses the proposed method; Experiments are 
designed and implemented in Section 3; Section 4 concludes the paper. 
2. The proposed vehicle position monitoring method 
Since the application is based on mounted cameras, there exist some strong constraints on the captured 
images. This paper aims to make full use of these constraints for detecting lane lines.  
2.1. Constraints on the objects and their heuristic knowledge  
The application has constraints on both lane lines and cameras. These constraints generate some useful 
heuristic knowledge. 
2.1.1. Constraints on the lane lines 
Firstly, the lane lines have regular shapes, furthermore one may expect the lane direction falling in a 
narrow range. 
     
Fig. 1. (a) Lane line to be detected; (b) Stop line to be excluded 
2.1.1.1. The direction of the lane lines  
In this application it is assumed that the vehicle is running on a road having lane lines. So the lane lines can 
be captured by the mounted cameras. In the captured videos the lane lines have similar direction of movement 
as the vehicle as shown in Fig. 1.(a). Other lines on the road such as the stop line can be easily excluded based 
on their directions as shown in Fig. 1.(b).   
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2.1.1.2. The shape of the lane lines 
The lane lines marked on road have to abide by specific regulations, e.g. the color and the width. Although 
sometime the lane lines fragmented, the shape is more or less constant.  
2.1.2. Constraints on the cameras 
To facilitate edge detection, lane line detecting, and distance measuring processes, the cameras are 
mounted on the sides of the vehicle and focus on the downward scene, so that the boundaries of the  vehicle 
appearing in the images is vertical. In this way, many parameters will be fixed or easily calculated. As shown 
in Fig. 1.,  the captured images always contain a component of vehicle boundaries. These areas are constant in 
all images and can be excluded in the processes of edging and straight line detecting. 
2.1.3. The heuristic knowledge facilitating the edging algorithms and the SHT 
Based on the constraints of the lane lines and vehicles, one may expect the lane lines in the HT space to 
have the following features: 
x Double peaks: since edge detection  method will generate two lines for a wide stripe, the HT will 
generate a peak for each line; 
x The distance between the double peaks: since the width of the lane line is fixed, the distance of the 
double peaks falls in a narrow range (although it might have small changes due to its position in the image); 
x Height difference between the double peaks: the height of the double peaks are similar if both side of the 
lane lines are captured; 
x Similar angle of the double peaks: since the sides of a lane line are approximately parallel and the 
cameras focus on the downward scene, the boundaries of the captured lane are also approximately parallel and 
hence the peaks appear in the same column or two columns lying very close to each other; 
x High double peaks: since the lane line is the dominate object in the scene, its boundaries are usually 
longer than other smaller objects; 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Double peaks generated from the image shown in Fig. 1.(a) . 
The HT is applied to the image shown in Fig. 1.(a), and the generated double peaks are shown in Fig. 2. 
The double peaks have all the features discussed above. These features are helpful for a clear definition of 
lane lines, and hence may be used to detect lane lines and exclude other disturbances at the same time.  
2.1.3.1. Predictive knowledge for edge detection  method (direction and the RoI in the image space) 
Prior knowledge is usually very helpful to improve the performance of edge detection methods, such as, 
the Sobel algorithm. In this application, the cameras are mounted at a specific position so that the boundaries 
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of the vehicle are almost vertical in the images as shown in Fig. 1. Since the direction of the lane lines is close 
to the direction of vehicle movement, the edges of lane lines are almost vertical. This prior knowledge may be 
used to constrain the edge detection algorithms in a narrow arrange of directions, which will greatly reduce 
the computational complexity. 
Since the vehicle always occupies a fixed area in the images, this part can be excluded from edge detection. 
Furthermore, a lane line appears at the similar positions in sequential frames of the video when the frame 
rate is relatively high. By denoting the length of a lane line as l , the frames rate as f , and the vehicle 
running speed as v , one finds 
                                                               
v
lfn  , 
 (1) 
where n  is the number of frames containing the same lane line. For example, the frame rate in this 
application is 30 frames per second and every component is 4 meters (dashed lane lines), which means the 
component will appear in more than 3 frames when the vehicle runs at 120km per hour. Moreover, the lateral 
movement of the vehicle between two sequential frames is quite small, which results in the lane position only 
having small differences in these frames. This prior knowledge can be used to predict the lane line position in 
the next frame, so that the edge detection algorithm can only consider a small area of the image. This further 
reduces the computational load. 
2.1.3.2. Deriving the distance from lane line to the vehicle 
After the cameras are mounted on the vehicle, a tape measure is put on the lane with the 0cm mark aligned 
to the boundary. An image is captured as shown in Fig. 3. The distances from the marks on the tape to the left 
edge of the image are measured to build a look-up table, as shown in Fig. 4, to represent the relationship 
between image distance and physical distance.  
 
 
 
 
 
 
 
 
Fig. 3. The vehicle bound line is vertical in the images   Fig. 4. The look-up table for measuring distance 
2.2. The proposed system 
The structure of the proposed system is shown in Fig. 5.  
 
After the image is captured, the system checks whether predictive knowledge (i.e. the lane line information 
detected in the former frame) is available: if yes, the RoI in the image will be precessed by the Sobel edge 
detection algorithm; otherwise the Sobel algorithm will process the whole image. Note that both the local and 
global Sobel only detect approximately vertical edges because of the constraints of lane lines.  
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Once the edge image is obtained, the SHT is employed to detect the double peaks: if the predictive 
knowledge is available from the former frame, only the RoI in the HT space is calculated; otherwise, the 
whole range of T  obtained from the constraints of  lane lines is considered. 
 
In the HT data, the peak height is first checked: if the height is too low then it means no lane line is present 
in the image and the system jumps to the next frame immediately; otherwise, the system looks for another 
peak and check whether these two peaks satisfy the constraints of the double peaks. If a double peak 
satisfying all the constraints is captured, then the position and direction of the lane line are calculated and 
stored as predictive knowledge for the next frame; otherwise, the current predictive knowledge (if any) is 
cleared because if the current frame does not contain a lane line, then the lane line appearing in the next frame 
might not have similar parameters as the last detected one. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. The structure of the  proposed system 
3. Experiments and performance evaluation 
3.1. Experiment design 
Several situations were considered when designing experiments to verify the performance of the proposed 
method, such as high speed driving, bad lane line situations, other disturbing objects, and disturbance from 
shade. All experiments were conducted on urban roads since the situation is more challenging than freeways.  
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3.2. Evaluation 
Table 1. shows the capture rates for each experiment. Note that the experiments are implemented on 
different roads, so the capture rates are not always comparable with other situations. However, for each 
situation one may find that the capture rate is acceptable.  
Table 1. Capture rate under various situations (driving, road, light) 
Situations Representative scene Frames Capture rate 
high speed 
80km per hour 
 
 
115 92.17 
shade  
 
 
 
 
 
696 91.98 
no shade 
 
 
 
 
 
226 98.67 
Disturb and shade 
 
 19 
 
 
 
89.47 
Fragmentary line  73 100 
 
4. Conclusion 
The paper proposed a vehicle position monitoring method by mounting cameras on the sides of vehicles. 
The constraints of lanes and cameras are used to build a robust detection system with a high capture rate and a 
low computational load. The RoI in both the image space and the HT space are defined by the correlation 
between sequential frames. The experiments verified the performance of the proposed method. It is shown the 
proposed method works well in various situations. 
More challenging situations will be considered in the future. Videos captured by forward facing cameras 
will be considered to improve the prediction of the vehicle position.  
322   C. Tu et al. /  IERI Procedia  4 ( 2013 )  316 – 322 
 
References 
[1] Hough PVC. A method and means for recognizing complex patterns. US Patent 3,069,654, 1962. 
[2] Cualain DO,  Hughes C, Glavin  M, Jones E. Automotive standards-grade lane departure warning system. 
Intelligent Transport Systems, IET , vol.6, no.1, pp.44-57, March 2012. 
[3] Liu GL , Worgotter F,  Markeliü  I. Combining Statistical Hough Transform and Particle Filter for 
robust lane detection and tracking.  Intelligent Vehicles Symposium (IV), 2010 IEEE , vol., no., pp.993-997, 
San Diego, CA,USA, 21-24 June 2010. 
[4] Kuk JG, An JH, Ki HY, Cho NI. Fast lane detection & tracking based on Hough transform with reduced 
memory requirement.  Intelligent Transportation Systems (ITSC), 2010 13th International IEEE Conference 
on , vol., no., pp.1344-1349, Madeira Island, Portugal, 19-22 Sept. 2010. 
[5] Wang JF , Wu Y, Liang ZH, Xi YJ. Lane detection based on random hough transform on region of 
interesting.  Information and Automation (ICIA), 2010 IEEE International Conference on , vol., no., pp.1735-
1740, Harbin, China,  20-23 June 2010.  
[6] Felix M,  Cristian F, Daniel P. Lane mark detection using Hough transform.  Electrical and Power 
Engineering (EPE), 2012 International Conference and Exposition on , vol., no., pp.871-875, 25- Iasi, 
Romania, 27 Oct. 2012. 
[7] Ghazali K, Rui X, Jie M. Road Lane Detection Using H-Maxima and Improved Hough Transform. 
Computational Intelligence, Modelling and Simulation (CIMSiM), 2012 Fourth International Conference on. 
vol., no., pp.205-208, 25-27 Sept. 2012. 
