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Chapter 1
Automatic classification of intramuscular EMG
to recognize pathologies
Alban Gallard, Konstantin Akhmadeev, Eric Le Carpentier, Raphaël Gross, Yann
Péréon, and Yannick Aoustin
Abstract This paper proposes to assess the relevance of new automated tools for
electromyography (EMG) analysis, in order to differentiate neuropathic from myo-
pathic patterns. The challenge is to define the diagnosis with only one iEMG signal
per patient. Our proposed method uses the decomposition of the EMG signal to char-
acterize motor unit action potentials (MUAPs). The decomposition of each iEMG
signal is carried out with EMGLAB. For each signal, the decomposition provides a
code which is used by the automated classification algorithms.We use here the linear
Support Vector Machine (SVM) and the Bagging Trees methods. For the learning
process we use several EMG signals and in different parts of the muscle. Only one
recorded electromyography EMG signal per subject is used for the diagnostic test.
We evaluate the k−fold cross-validation and the confusion matrix for both models.
The accuracy is 77.3% for the SVM and 68.2% for the Bagging Trees. These are the
first developments of this tool to make it useful for clinical practice.
Keywords: Quantitative electromyography·Motor unit action potential·Classification·
Support Vector Machine·Bagging Trees.
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1.1 Introduction
Electromyography (EMG) is used in routine in clinical practice. Electrodes are
inserted into the muscle (intramuscular EMG, iEMG) or placed on the skin (surface
EMG, sEMG) to record the muscular electrical activity. The measured EMG signal
is a sum of elementary contributions. Each contribution is a wavelet train produced
by a motor unit (MU) in the electrode vicinity. A MU corresponds to a spinal
motoneuron (MN) and the muscle fibers it innervates Heckman and Enoka (2012),
and the wavelet is called the Motor Unit Action Potential (MUAP). A variation of
muscle activation level produces a variation of the number of activeMUs in a process
called ”spatial recruitment”, and a variation of the discharge rate (that is the number
of MUAPs per time unit) of the active MUs, called ”temporal recrutement”.
EMG signals study can be used to detect neuromuscular diseases. It provides
information in favor of either muscle lesions (so-called myopathic pattern) or nerve
lesions (so-called neuropathic pattern). Nerve and muscle lesions affect both indi-
vidual MUAP characteristics and recruitment pattern during contraction. In routine,
neurologists assess both through a visual and auditory analysis, but differentiating
normal recordings frommyopathic or neuropathic ones can be difficult with possible
misdiagnosis Pereon (2015), Harwood et al. (2012).
EMG can also be used to gain knowledge about the neuromuscular mechanisms
involved in the force and movement control. For example, in Gross et al. (2016),
EMG data and capture motion data are used to analyze children walking along a
curved path. This study investigated the EMG activity in the lower limbs of typically
developing children during turning trajectories with increasing curvature resulting
from changes of direction towards targets, and evidenced that differences exist in
curved compared with straight walking.
Despite the medical doctors’ expertise a purely descriptive approach is not suffi-
cient. An automated analysis can lead to an objective diagnosis minimizing observer
bias, Dorfman and McGILL (1988). For a few decades now different approaches
have been proposed for rendering the EMG examination more quantitative and more
automatic to permit precise interpretation of the findings, to minimize observer bias,
to facilitate comparative studies over time for different methodologies. An automated
analysis relies on a preliminary decomposition of the processed signal, that is the
separation of the active MUs contributions together with MUAPs shapes and trains
characteristics estimation, to provide EMG features. Pattichis and al. Pattichis et al.
(1995) proposed artificial neural networks for the automatic classification of EMG
features, which are recorded from normal individuals and patients suffering with
neuromuscular diseases. In the field of machine learning, Katsis et al. used a Sup-
port Vector Machine (SVM) algorithm Katsis et al. (2006), or a radial basis function
network and a decision tree Katsis et al. (2007) for automated EMG decomposition
and MUAPs classification. Let us remark that several methods exist to carry out
this automated EMG decomposition: the Convolution Kernel Compensation (CKC)
Holobar and Zazula (2007); Holobar et al. (2009), Monte Carlo Markov Chain based
decomposition Ge et al. (2011), Bayesian filtering based on a hidden Markov model
of the intramuscular EMG (iEMG)Monsifrot et al. (2014). They allow a full decom-
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position of single-channel iEMG signals produced during contractions at moderate
force levels but presenting superimposed MUAPs. Farina et al Farina et al. (2001)
propose a tool to evaluate and compare EMG signal decomposition algorithms.
Note that these previous works to help to diagnosis are about the MUAP classi-
fication. Another way can be to make the EMG classification. Pattichis and Schizas
Pattichis and Schizas (1996) studied a hybrid diagnostic system that combines both
neural network and genetics-based machine learning models to diagnose certain
neuromuscular diseases from EMG data. 680 MUAP’s are collected from twelve
healthy subjects, 11 patients with neuropathy and 11 patients with myopathy. The
experimental protocol therefore uses 20MUAPS per patient. Eight people from each
group formed the training set, and the other 10 subjects formed the evaluation set. The
considered MUAP parameters are duration, spike duration, amplitude, area, spike
area, phases, and turns. Each subjects are described mean and the standard deviation
of each MUAP parameter in order to characterize the EMG signals and perform the
diagnosis. They showed that the diagnostic performance of neural network genetics-
based machine learning models is enhanced by the hybrid system. In this paper, a
unique EMG signal per subject is used to make a targeted analysis of the MUAP
shape, in order to provide a patient diagnosis based on full recorded iEMG signal
classification. This paper is also focused on the EMG classification. Sadikoglu et al
Sadikoglu et al. (2017) analyzes the power spectrum of patients’ EMG signals to
describe parameters such as mean frequency, median frequency, amplitude in terms
of root mean square spectral density, minimum and maximum. The classification
results distinguish between healthy EMG signals and EMG signals from neuropathic
patients. Yousefi and Hamilton-Wright Yousefi and Hamilton-Wright (2014) provide
a critical review of several classification methods including Bayesian techniques,
neural networks, multilayer perceptrons, fuzzy approaches, SVM, and neuro-fuzzy
systems for EMG signal characterization. They conclude that SVM is a remarkably
robust classification method in disease diagnosis. Subasi Subasi (2013) proposed
to combine the particle swarm optimization (PSO) and SVM to improve the EMG
signal classification accuracy. The EMG signals are decomposed into the frequency
sub-bands using discrete wavelet transform (DWT). A set of statistical features are
extracted from these sub-bands to represent the distribution of wavelet coefficients.
The presented results show that the strategy is very efficient. However, the features
deduced from the decomposition are not physiologically interpretable.
In this paper, our goal is to mimic the practitioner behavior, that is a combination
of overall aspect of the EMG signal with a more targeted analysis of the MUAP
shape, in order to provide a patient diagnosis based on full recorded iEMG signal
classification. However our method is based on a unique recorded EMG signal
per patient. This method necessarily leads to poorer results than those of Pattichis
and Schizas (1996) but it is less tedious at the level of the experimental protocol.
Since the purpose of this paper is not to compare decomposition tools, we will use
a semi-automatic decomposition by means of the EMGLab software with manual
corrections EMG (2007); Florestal et al. (2006). Each signal will be encoded by the
number of active MU, an average MUAP shape and a firing rate for each active MU.
Then, we will focus on the use of machine learning tools for the EMG classification
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stage. Two algorithms are considered: the linear SVM Breiman (1995), Yousefi
and Hamilton-Wright (2014) and the Bagging Trees Breiman (1996). The bagging
method is a suitable mean for increasing efficiency of standard machine learning
algorithms, see Machova et al. (2006) and Gokgoz and Subasi (2015).
This paper is outlined as follows: section 1.2 where presents the decomposition
of the EMG signal, the Motor Unit, the general features of the myopathic and
neuropathic patterns, the features and the classification of theEMGsignal; section 1.3
shows the different numerical results; then section 1.4 discusses about these results
and finally the section 1.5 offers our conclusions and perspectives.
1.2 Methods
The method is composed of five steps. First, the decomposition of the EMG signals
gives the MUAPs. Secondly, we need to understand how the MUs work. We also
need to know how the pathologies modify EMG signals and more particularly the
MUAPs. With the second and third steps, the best features to classify the signal
can be found. Finally, the computation of the machine learning algorithms can be
performed with the features created in the previous step.
1.2.1 Data
Miki Nikolic from the Rigshospitalet of Copenhagen presented in his Ph.D thesis
Nikolic (2001) an automatic system called EMGPAD to decompose the clinical EMG
signal into its constituent motor MUAPs and their corresponding firing patterns
(FPs). The signals used for this paper were made available by Miki Nikolic on the
website of EMGLab EMG (2007); Florestal et al. (2006). Only the Biceps Bracii
muscle has been studied to eliminate variations in EMG in the different muscles.
Five healthy people (age rank 21-37 years) were studied, as well as five patients
presenting with myopathic lesions (age rank 19-63 years) and five patients with
neuropathic lesions (age rank 35-67 years).
1.2.1.1 Preprocessing
The EMG signal was recorded using intramuscular needle electrodes with a cross-
section of 0.07 mm2. A surface electrode has been placed on the limb to allow single
pole work. The signal was measured for 11.2 s in each case.
The signals were amplified 4000 times and filtered with a bandpass filter between
2 Hz and 10 kHz. Then, they were sampled and digitized. The sampling frequency
was 23437 Hz and the digital conversion is encoded with 16 bits processor.
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Several measures were taken in different depths and different locations of the
Biceps Bracii muscle to explore it globally.
1.2.1.2 Decomposition
The decomposition of the EMG signals was performed semi-automatically using
EMGLab EMG (2007).
For simple cases, the automatic decomposition was correct. A manual check was
carried out to avoid any errors. For complex cases, the automatic decomposition
created too many errors. Automatic decomposition and manual verification take
longer than manual decomposition alone.
The first step in manually decomposing a signal is to find isolated MUAPs. It is
important to check their repetitions to ensure that they are isolated. Afterwards, each
time the MUAPs are found in the EMG signal, a mark is placed. This allows you to
decompose overlapping MUAPs and find new ones.
The number of signals decomposed for each patient is detailed in the table 1.1.
There are respectively 50 signals for the groups of healthy subjects and patients
with myopathy. There are 45 signals for the neuropathic patient group. Thus, 145
signals were decomposed to feed the machine learning algorithms. Each signal is
represented by the number of active MU’s and, for each active MU, by the firing rate
and the average MUAP.
Subject Number Total
numbers of signals
Healthy Subjects
1 17
50
2 12
3 4
4 14
5 3
Myopathic Subjects
1 15
50
2 8
3 6
4 9
5 12
Neuropathic Subjects
1 12
45
2 9
3 8
4 5
5 11
Table 1.1: Number of signals for each healthy subject and patient.
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1.2.2 Motor unit (MU)
Studying the creation and propagation of the electrical signal is important to under-
stand the differences between the pathologies. The central nervous system composed
of the brain and the spinal cord sends electrical messages to the muscles Heckman
and Enoka (2012). These messages are sent by using the motoneurons (MNs) Silani
et al. (1999), which are located in the brain stem and in the anterior part of the grey
matter of the spinal cord, through the motor axon along the peripheral nerves to
the muscles fibers. The muscle fibers innervated by a motoneuron are called muscle
unit. The motor unit (MU) defines the association of the motoneuron and the muscles
fibers it innervates. The MUs transform the message of the central nervous system
to contract a muscle and to extend the opposite one. In that way, a synergistic effect
and an antagonistic force are produced Farina et al. (2016).
A MUAP found in the EMG is the sum of the action potentials of all the muscle
fibers innervated by a singlemotoneuron. The electrode location is important because
an EMG measures a part of the electrical signal of the muscle fibers of the MUs.
Moreover, a fiber closer to the electrodes gives a more important signal.
Waveform characteristics are different for all MUAPs, for example the duration
or the amplitude. The number of phases, which is the number of sign changes of the
signal and also changes; such as the number of peaks.
The rate at which the MUAPs are discharged is the firing rate. In other words, it
is the number of MUAPs per unit of time. It increases with strength.
The number of muscle fibers per MU is different for all muscles. That is why, it
is important to always use the same muscle to compare the EMG.
1.2.3 Pathologies
To find the best features for machine learning it is essential to know how the patholo-
gies affect the MUs and the EMG signals. Typically, in case of nerve or root lesions,
a lower number of MUs are recruited (poor recruitment because fewer motor neu-
rons are available), and at a higher rate. The chronic dennervation-reinnervation
process is responsible for the increase in size and duration of MUAPs due to distal
reinnervation: this defines the EMG neuropathic pattern. In the case of muscular
dystrophy, a lower number of muscle fibres per MU is present, providing MUAPs
of low amplitude, short duration, multiple turns, and recruitment is abnormally in-
creased (rich recruitment) in order to provide as much as possible efficient strength:
this induces the EMG myopathic pattern. Figure 1.1 shows this phenomenon by
simplifying it Kubis and Lozeron (2014).
Table 1.2 summarizes the consequences of the disease on theMUAPs. The healthy
case is the standard, which is why there is the sign = at every lines. The + sign
means higher and the − sign means lower.
1 Automatic classification of intramuscular EMG to recognize pathologies 7
(a) Healthy (b) Myopathy (c) Neuropathy
Fig. 1.1: Diagram of the MUs. The black circles represent the motoneurons and the
pairs of black lines are the muscle fibers. The grey lines represent the connection
between a motoneuron and the muscle fibers.
Healthy Myopathy Neuropathy
# active MUs = + -
MU firing rate = + -
MUAP duration = - +
MUAP amplitude = - +
MUAP # phases = + +
MUAP # turns = + -
Table 1.2: Consequences of the pathologies (# means number).
1.2.4 Features
The features of the Table 1.2 can be used to differentiate the pathologies. The number
of active MUs is the first feature of the signal, but the others are defined for each
MU. To obtain a unique length of the feature vector, the minimum, the mean and the
maximum values are used.
The vector of features for a signal, considering the set ofMUAPs, has 16 elements:
the number of MUAPs and the minimum, mean and maximum of the duration,
amplitude, firing (discharge) rates, number of phases and number of turns.
In this vector, some of the features can be useless to differentiate the pathologies.
A T-test is used to find them. A T-Test rejects or not the null hypothesis: there is
no significant statistical difference between the two distributions. In that case, the
two distributions are one feature for a pathology and the same feature with another
pathology Rice (2006).
The T-test is composed of three variables. The first one is the significant value
α that determines the percentage of rejection of the hypothesis. The two others are
the TValue TV and the degree of freedom of the T-test df . Let us consider two
distributions Healthy Subjects−Myoapthic Subjects, Healthy Subjects−Neuropathic
Subjects, or Myoapathic Subjects−Neuropathic−Subjects . The values of T-test and
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df are calculated with the mean of the distribution x¯ and y¯, their standard deviation
σx and σy , their number of data n andm:
TV =
|x¯− y¯|√
σ2x
n +
σ2y
m
(1.1)
df = n+m− 2 (1.2)
TV is after compared with the result found with df and the significant value α
in the table of T-Test. The value of α is chosen equal to 0.05. If it is higher, the null
hypothesis will be rejected and the features must be kept. Otherwise, it will not be
rejected and the features can be deleted.
The T-test shows that the number of active MUs is not significant.
The correlation analysis indicates the strength of the relationship between two
features. The correlation coefficient ρA,B determines the correlation between the
two distributions A and B. In our case, A and B are two different features with all
pathologies. The following equation gives ρA,B :
ρA,B =
1
N − 1
N∑
i=1
(
Ai − a¯
σA
)(
Bi − b¯
σb
)
(1.3)
Where a¯ and b¯ are the means of the distributions, σA and σB their standard
deviations and N their number of data.
This analysis shows the mean of the duration, the mean of the number of phases
and the mean of the number of turns are highly correlated to the other features.
The 12 features remaining are:
• Minimum and maximum of the duration.
• Minimum, mean and maximum of the amplitude.
• Minimum and maximum of the number of phases.
• Minimum and maximum of the number of turns.
• Minimum, mean and maximum of the firing rate.
1.2.5 Classification
With the features found in the previous step, the machine learning models can be
studied. The two models used are the Support Vector Machine (SVM) and the
Bagging Trees. The first one has been chosen for its simplicity and the second one
for its speed and its good performance.
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1.2.5.1 Linear SVM
The SVM separates the data in several parts. For the linear SVM, the separation is
an hyperplane. Its equation is:
h(x) = w0 + x>w (1.4)
The SVM uses margins that have to be the largest to decrease the error. Usually, the
data can not be separated. To have less errors, the SVM attributes a slack variable ξi
to each point. Its value depends on the classification. It will be null, if it is correct;
less than 1, if it is in the margin; and more than 1, if it is false. The problem to find
the parameters w, w0 and ξi is solved thanks the following minimization:
min
w0,w
1
2
||w||2 + C
n∑
i=1
ξi (1.5)
With the conditions:
ξi ≥ 0 ∀i
yi(w0 + x>i w) ≥ 1− ξi ∀i
The value of the parameter C is chosen depending on the importance of the slack
variables that we want. This problem can be solved with the Lagrangian function
where the Lagrange multipliers are maximized.
1.2.5.2 Bagging Trees
The Bagging Trees is a model that uses several Trees. A Tree is a succession of
choices. A tree takes one of the features and a value for it. Then a tree compares the
data with the value and separates it in two parts. For each part, the Tree does the
same thing until a shutoff parameter like a number of points is reached. The Bagging
Trees does not use all data for each Tree, but only a part that is different for all Trees.
When theBaggingTrees tests a newdata, it finds the numberPd,t of all pathologies
d for each Tree t. LetNt be the number of trees. After, the Bagging Trees assembles
the Nt trees:
• Major voting.
argmax
d
∑
t
(d = argmax
d
Pd,t) (1.6)
• Sum rule.
argmax
d
∑
t
Pd,t (1.7)
• Mean rule.
argmax
d
∑
t Pd,t
Nt
(1.8)
• Product rule.
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argmax
d
∏
t
Pd,t (1.9)
We will use the major voting is usually used for the classification case Hakim et al.
(2017) with 30 trees and 100 possible choices.
1.3 Results
The quality of the decomposition can be defined with the signal to interference ratio
(SIR) and the standard deviation (SD). These criteria are described for the healthy
subjects, the neuropathic patients, and the myopathic patients in table 1.3.
Healthy Myopathy Neuropathy
SIR 8.57 dB 7.53 dB 9.33 dB
SD 3.37 4.04 3.82
Table 1.3: Decomposition: Quality indices for the healthy subjects, the neuropathic
patients, and the myopathic patients.
We can remark that the SIR is lower for myopathy because the magnitude signals
are lower. Conversely, SIR is higher for neuropathy because the magnitude of the
signals are higher.
The data are split up in two sets. The first, called a training set contains 85% of
the data and it is used to train the model. The other one contains 15% of the data
and is called the test set. After the training, the model uses the data in the test to
verify the number of misclassified signals. The elements of both parts are randomly
selected.
k-fold cross-validation method is a reliable method for predicting the error rate of
a classification technique Sandvig et al. (2008), Gokgoz and Subasi (2015). k-fold
cross-validation arbitrarily divides the data in a given number of subsets, the ”folds”.
For the number of employed folds k = 10 we have respectively for each classifier:
• for SVM classifier, Cross-validation accuracy: 68.92%, with STD=13.5.
• for Bagging Trees with 30 trees and and 100 split nodes, Cross-validation accu-
racy: 84.55%, with STD=8.3.
The Confusion Matrix gives the errors between each pathology for the prediction
and the actual pathologies according to expert. The Confusion Matrix for the tests
of the SVM and Bagging Trees is represented in tables 1.4 and 1.5. To understand
the gathered data let us consider of the healthy subjects in table 1.4. The numbers
in blue bold illustrate the agreement between the prediction and reality. There are 8
healthy subjects and 8 predicted healthy subjects. The percentage of good prediction
is thus 100%. The first line indicates that the classifier predicts 8 + 4 + 1 healthy
subjects but 4 are myopathic patient and 1 is a neuropathic patient. Percentage of
good prediction is thus 61.4%.
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Truth PerHeal Myo Neuro
Pred
Heal 8 4 1 61.4%
Myo 0 6 0 100%
Neuro 0 0 3 100%
Per 100% 60% 75% 77.27%
Table 1.4: Confusion Matrix for one test of the SVM (Pred = Prediction, Heal =
Healthy,Myo =Myopathy, Neuro =Neuropathy, Per = Percentage of good prediction)
Truth PerHeal Myo Neuro
Pred
Heal 5 3 1 55.56%
Myo 0 7 0 100%
Neuro 3 0 3 50%
Per 62.5% 70% 75% 68.18%
Table 1.5: Confusion Matrix for one test of the Bagging Trees (Pred = Prediction,
Heal = Healthy, Myo = Myopathy, Neuro = Neuropathy, Per = Percentage of good
prediction)
In the ConfusionMatrix, the columns are the real pathologies and the rows are the
predictions. The last column gives the percentage of good predictions for a pathology
on all predictions of this pathology. For the last row, this is the percentage of good
predictions for a pathology on all real signal for this pathology. The number in the
last cell is the percentage of the total of good predictions on all signals. The accuracy
is 77.3% for the SVM and 68.2% for the Bagging Trees.
1.4 Discussion
The percentage of errors for the two models is not very high, 23% for the linear SVM
and 32% for the Bagging Trees. For our study, the SVM seems a better model. The
errors of the linear SVM come from the mixed data between the pathologies. For
the Bagging Trees, the errors can come from overfitting, but as for the linear SVM,
it can also be the mixed signals.
The SVM classifier has better test results than validation from the study of k-fold
cross-validation. The opposite is true for Bagging Trees. We have to be careful with
these results because it depends on the training set and the test set.
The Confusion Matrix of the Tables 1.4 and 1.5 gives information about the
localization of the errors. The models usually make the difference between the
myopathic and the neuropathic signals. The most important part of the errors is
between the healthy and the myopathy. They are more present between the healthy
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subjects and the myopathy patients than between the healthy subjects and neuropathy
patients.
The last column of the Confusion Matrix shows the good prediction for the
myopathic and neuropathic signals. It is possible to trust them, but it is more difficult
to believe the models when they say the signal is from a healthy subject.
The last line indicates a patient with neuropathy will usually have the right
diagnostic. It is not the case for the healthy subjects and myopathic patients.
Bothmodels can have better results. For example, with a higher number of signals,
it will be possible to have models whose the train has signals with a lot of differences
to take into account all cases and to avoid errors in the test.
Another way to improve the classification is to use more features. It can be
by finding new temporal features or by using frequency ones. The force can also
be used. Indeed, the measure can be done with a specific strength to have every
features without depending of the force. Moreover, the signal can be measured to
different values of the strength to take into consideration the evolution of the features
depending to the force.
The SVM can be improved by using a non-linear method. For example, it can be
a parabolic, a cubic or a Gaussian SVM.
Bagging Trees can have better results with a larger number of trees. The trees can
also have a different stop parameter, but it is important to deal with the overfitting.
1.5 Conclusion
This new methodology automatically classifies the intramuscular EMG signal into
three classes: healthy, myopathy and neuropathy. Two machine learning algorithms,
the linear SVM and the Bagging Trees, have been studied. For our study SVM classi-
fier has better performance. The classifier tools can give information to the doctor to
help for the diagnosis of the pathology. The methodology needs a decomposition of
the signal. The obtainedMUAPs give features, that must be normalized to be used by
the machine learning models. In this work the decomposition was semi-automatic. In
future with an automatic decomposition, this methodology can be integrated on-line
in a decision support system to help the doctors.
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