these two scenarios is important for understanding the United Kingdom role of the PPA in spatial processing and navigation. In particular, if the PPA processes scene geometry in a viewpoint-independent manner, this would suggest that Summary its primary function is representation of the intrinsic geometry of different places, perhaps as a precursor to The "parahippocampal place area" (PPA) responds their identification. In contrast, if the PPA processes more strongly in functional magnetic resonance imscene geometry in a viewpoint-dependent manner, this aging (fMRI) to scenes than to faces, objects, or other would suggest that its primary function is to represent visual stimuli. We used an event-related fMRI adaptathe spatial relationship between the body and the set tion paradigm to test whether the PPA represents of connected surfaces that comprises the current scene. scenes in a viewpoint-specific or viewpoint-invariant Such a computation might be a necessary precursor manner. The PPA responded just as strongly to viewto calculating the location and orientation of the body point changes that preserved intrinsic scene geometry ) results, we expected that the regional eventto environmental scenes than to other kinds of meaningrelated fMRI response to each scene pair would be ful visual stimuli. In particular, this "parahippocampal greater if the scenes differed along an informational place area" (PPA) responds more strongly to photodimension processed by the region than if they did not. graphs of landscapes, cityscapes, and rooms than to This prediction was based on the hypothesis that the photographs of faces, objects, or scrambled scenes. subset of neurons engaged by the two photographs Thus, the PPA activates when subjects view stimuli that would be nonidentical in the "different" condition but largely overlapping in the "same" condition, leading to a greater amount of neural adaptation and reduced fMRI
Figure 1. Examples of Stimuli Used in the Two Versions of the Experiment
In each trial, two tabletop or partial room scenes were shown. The response to the second scene was predicted to be greater when it contained novel information that was not present in the first scene than when it did not. Thus, it was possible to measure regional sensitivity to different kinds of novel information by systematically varying the relationship between the first and second scenes. Experiment 1 examined the no-change, objectchange, viewpoint-change, and place-change conditions. Experiment 2 examined the nochange, object-change, place-change, and peripheral object-change conditions. more strongly when the first and second scene differ in in the current experiment, they related to the number of times a given view was repeated, rather than the number terms of their spatial information than when they differ in their component objects, while the FFA and LO do of times a given place was repeated. Thus, like the shortterm (within-trial) adaptation effects, any such priming not show this preference. Indeed, LO tends to respond more strongly to object changes than to spatial changes, effects operate in a viewpoint-specific manner. consistent with its putative role in processing the shapes of individual objects (Grill- obtained from the center of the visual field while information about space was largely obtained from the periphThe response in all three change conditions was greater than the response in the no-change condition ery in Experiment 1, the present results might be explained in terms of differential processing of central in the PPA (all ts Ͼ 2.4, all ps Ͻ 0.05) and the FFA (all ts Ͼ 2.4, all ps Ͻ 0.05). This result is not surprising given versus peripheral visual information. Indeed, Levy et al. (2001) have argued that a house-selective region correthat the two photographs were visually different in the change trials but visually identical in the no-change trisponding to the PPA is preferentially involved in processing information from the periphery of the visual field. als. Thus, the second photograph likely recruited more attentional resources in change trials than in no-change
In Experiment 2, we examined whether differences in the retinotopic location of the stimulus changes could trials. However, the reduced response in the no-change trials might also be due to priming of the "base" scenes, explain the present results. Fourteen new subjects were run in this experiment, which were presented more often over the course of the experiment than the other scenes (Henson et al., which was identical to the first experiment except for the addition of a new condition, in which the second 2000). Insofar as the base scenes were presented twice in the no-change trials but only once in the change trials, image of each event differed from the first by the appearance of two large grayscale objects in the corners of priming might lead to faster reaction times and reduced PPA response for no-change trials. Note that even if the scene (peripheral object-change condition; Figure  1 ). This condition replaced the viewpoint-change condisuch long-term (crosstrial) priming effects were present Location of the parahippocampal place area (red squares), fusiform face area (yellow squares), and lateral occipital complex (green squares) in the right hemisphere in both experiments, plotted onto axial slices of a reference brain in standard space. Right hemisphere is on the right. Each square represents one subject. In subjects where more than one peak voxel was observed, the average of the peaks is plotted. There is a very high degree of consistency in the anatomical location of the PPA, FFA, and LO across subjects. (Note: coregistration of the reference brain with the peak voxels is only approximate; thus, some of the FFA peaks in the fusiform gyrus are inaccurately plotted in the cerebellum in this figure.) tion of Experiment 1. If the results of Experiment 1 can ms) compared to the other three conditions (M ϭ 555 ms for central object changes, 550 ms for peripheral be explained simply by differential sensitivity to central versus peripheral changes in the PPA and LO, then we object changes, 577 ms for place changes). As in the previous experiment, RTs did not differ significantly bepredicted that the PPA would respond more strongly to peripheral object changes than to central object tween the central object change, peripheral object change, and place change conditions (all ts Ͻ 1.2, n.s.). changes, while LO would show the opposite pattern. In contrast, if the critical difference between the two re-
The fMRI results confirmed that the PPA response to different kinds of changes cannot be attributed solely gions is differential processing of spatial versus object information, then there would be little difference beto the location of those changes within the visual field ( Figure 5 ). Indeed, there was a nonsignificant trend for tween the two object-change conditions in either region, because object information changes in both conditions the PPA to respond less strongly to objects in the periphery than it did to objects in the center of the visual field while spatial information changes in neither.
Behavioral data were collected from 11 of the 14 sub-[t(13) ϭ 1.7, p ϭ 0.11]. As in Experiment 1, PPA response to the place changes was significantly greater than the jects. Data from an additional three subjects were lost due to equipment failure. As in the previous experiment, response to central object changes [t(13) ϭ 2.17, p Ͻ 0.05], and also significantly greater than the response subjects performed highly accurately in both tasks (monitor-object task, M ϭ 93.9%; monitor-place task, to peripheral object changes [t(13) ϭ 3.08, p Ͻ 0.01]. There were no significant differences between the three M ϭ 94.2%). Analysis of variance revealed that performance did not differ between the two tasks (F Ͻ 1) or change conditions in LO (all ts Ͻ 1.4, all ps Ͼ 0.19) or in the FFA (all ts Ͻ 1). between the four change conditions [F(3,30) ϭ 2.2, p Ͼ 0.1]. Subjects responded more quickly in the monitor- Figure 4 (right) illustrates the difference in response pattern between the three regions of interest. We obobject task (M ϭ 507 ms) than in the monitor-place task (M ϭ 574 ms). Analysis of variance revealed that this served a similar pattern to Experiment 1 with greater response in the PPA to place changes and greater redifference was significant [F(1,10) ϭ 6.5, p Ͻ 0.05], as were differences between the four change conditions sponse in LO to central object changes; however, in the present experiment, the region ϫ change-type interac-[F(3,30) ϭ 6.9, p ϭ 0.001]. The latter effect was due to faster performance in the no-change condition (M ϭ 479 tions between the PPA and LO and between the PPA only 0.3% in Experiment 2. Two differences might have led to this difference in the magnitude of response. First, the absence of the viewpoint-change condition in Experiment 2 might have prompted subjects to pay less attention to the spatial aspects of the scenes than they did in Experiment 1. Second, the inclusion of the peripheral object-change condition might have prompted subjects to analyze the scenes more as two-dimensional visual arrays than as depictions of three-dimensional spatial layouts because the objects were not integrated into the scene in this case. Indeed, the marginally greater PPA response in the central object-change compared to the peripheral object-change condition may reflect the fact that the changing object was a part of the threedimensional scene in the former case but not the latter. Consequently, attention might have been drawn away from the spatial aspects of the scene more strongly in the peripheral object-change condition than in the central object-change condition. In sum, Experiment 2 replicated the finding that the PPA responds more strongly to place changes than to object changes, and demonstrated that this differential response cannot be attributed solely to preferential processing of information from the periphery of the visual field.
Left Hemisphere Effects
In addition to the right hemisphere ROIs, a left-hemisphere PPA could also be defined for most subjects. Previous studies have suggested that left parahippocampal cortex might be less specialized than right parahippocampal cortex for spatial processing. peripheral visual stimulation per se. Interestingly, the task-related differences in the PPA To examine this possibility, we compared the mean event-related response between the task blocks in both and LO were at least partially uncoupled from stimulus presentation: t tests indicated that these differences experiments. Subjects reported that they attended mostly to the center of the scene during the monitorwere significant or nearly so at each time point in both the PPA (all ts Ͼ 3.4, all ps Ͻ 0.002) and LO (all ts Ͼ object blocks but attended to the whole scene during the monitor-place blocks. As the stimuli in both kinds 2.1, all ps Ͻ 0.051), including the first time point (prior to any hemodynamic response due to stimulus presenof blocks were equivalent, we were able to observe block-related effects of central versus peripheral attentation) and the last time point (when stimulus-related response should have returned to baseline). The interaction independent of differences in central versus peripheral visual stimulation. Results are shown in Figure 7 . tion between task-related differences and time was significant in the PPA [F(5,130) ϭ 6.4, p Ͻ 0.001] but not To increase the power available for this analysis, data from both experiments were combined, with experiment LO (p Ͼ 0.3). This pattern might be due to a blockrelated baseline shift effect. However, it could also result treated as a between-subject variable. No interactions of experiment and task difference were observed in any from temporal overlap between adjacent trials within a task block. The present data do not allow us to distinof the three regions (all Fs Ͻ 1).
Analysis of variance revealed greater response during guish between these two possibilities. The aim of this study was to determine whether scene representations in the parahippocampal place area are task-related differences were observed in the FFA (F Ͻ 1). These results can be interpreted in two possible viewpoint specific or viewpoint invariant. The results demonstrate that they are viewpoint specific: the PPA ways: PPA and LO response might either be modulated work remains constant. Importantly, these results cannot be explained by assuming that the place and viewpoint changes are generally more salient than the object changes, because the opposite pattern (greater response to object than to place or viewpoint changes) was observed in LO.
What do the current results tell us about the PPA's role in spatial processing and navigation? At least one scenario can be questioned: the PPA does not appear to represent the geometry of the scene in an intrinsic (i.e., scene-centered) coordinate frame. Rather, it represents the spatial relationship between the observer and the set of connected surfaces that defines the scene. Such a representation would be a necessary precursor to any computation of the location and orientation of the body relative to an internal map of the world. Neurophysiological data indicate that the latter kind of infor- ϩ 2) is the level of response in the next MRI acquisition 3 s later. photographs of the same type were shown. Each photograph was presented for 300 msec followed by a blank interval of 450 msec. Epoch order was counterbalanced as described previously (Epstein
Control Experiment
In both experiments, the photographs presented first in each event et al., 1999; Epstein and Kanwisher, 1998). Subjects performed a one-back task in which they were required to press a button whenwere drawn from the same set for all four conditions, but the photographs presented second were drawn from different sets for each ever two identical stimuli appeared in a row.
condition. Thus, it is theoretically possible that differences between conditions are due to stimulus differences between the four photofMRI Data Analysis graph sets rather than differences in the relationship between the Functional images were preprocessed using SPM99 (Wellcome Defirst and second image. To examine this possibility, subjects in partment of Cognitive Neurology, London). Images were corrected Experiment 2 were run on a one scan of a control experiment in for differences in slice timing by resampling slices in time to match which only one photograph was shown in each trial. Photographs the first slice of each volume. For each subject, images were then were shown for 300 msec and were preceded by a 350 msec realigned with respect to the first image using sinc interpolation. prestimulus interval and followed by a 3250 msec poststimulus peThe mean realigned image was then normalized to an EPI template riod, during which subjects responded by pressing a button to indiin Montreal Neurological Institute (MNI) space using affine and cate that the stimulus had been seen. Stimuli were the same scenes smoothly nonlinear transformations. For this transformation, a that had been presented as the second items in Experiment 2, and masked normalization procedure was used to prevent mismatch the overall design was otherwise the same. Thus, this experiment caused by signal dropout artifact in the mean image (Brett et al., allowed us to examine the event-related response to the different 2001). This transformation was then separately applied to all funcstimulus sets used in Experiment 2 in a situation where the stimuli tional images for the subject. Images were then resampled into 2 did not appear in the context of an immediately preceding item. No mm isotropic voxels and spatially smoothed with an 8 mm FWHM differences in response between the stimulus sets was found in Gaussian filter.
either the PPA (all ts Ͻ 1), FFA (all ts Ͻ 1.9, all ps Ͼ 0.05), or LO Regions of interest were defined individually for each subject (all ts Ͻ 1.7, all ps Ͼ 0.1). Thus, differences between the stimulus using data from the localizer scans, which were analyzed using a sets are unlikely to explain the present results. general linear model as implemented in SPM99. For each scan, the response at each voxel was modeled using an 11-regressor model Pilot Experiment in which the first five regressors modeled the response to each of the In order to establish the efficacy of tabletop scenes for activating five stimulus types as a boxcar function convolved with a canonical the PPA, five subjects were run in a pilot experiment in which they hemodynamic response function, and the next six regressors modviewed color photographs of tabletop scenes, landscapes, and eled motion-specific effects. Data was temporally filtered before common objects (as well as other stimuli) in a blocked design. Stimanalysis to remove low-frequency confounds. Linear contrasts were uli were presented in 16 s blocks, with each photograph on the used to identify clusters of contiguous voxels in the occipital temposcreen for 300 msec and a 500 msec ISI. In half of the scans, ral region that responded significantly more (p Ͻ 0.05, corrected for stimuli were passively viewed. In the other half of the scans, subjects multiple comparisons) to (1) scenes compared to objects (candidate performed a one-back repetition detection task in which they were PPA voxels), (2) faces compared to objects (candidate FFA voxels), required to press a key whenever the same stimulus appears twice and (3) objects compared to scenes (candidate LO voxels). As we in succession. Repetitions occurred twice in each block. The PPA wished to distinguish between the functional response in regions was defined using an independent localizer scan as described that were spatially very proximate, we used a particularly stringent above. Data from the left and right hemisphere were combined. definition of the PPA, FFA, and LO, which we defined for each Subjects were tested on a 4T scanner at the University of Western subject by identifying the most significant voxel in each of these Ontario, using a custom surface coil. The mean percent signal clusters. When a cluster had more than one peak voxel, the coordichange in the PPA relative to a fixation baseline was 1.4% for tablenates of both were used to define the region of interest. Using this top scenes and 1.3% for landscapes. This difference was not significriterion, PPA and FFA could be identified in the right hemisphere cant [t(4) ϭ 1.25, n.s.]. The response to objects (0.5%) was signifiin 14 out of 15 subjects and LO in 12 of 15 subjects in Experiment cantly lower than the response to both tabletop scenes [t(4) ϭ 4.85, 1. Mean Talairach coordinates were PPA ϭ (28, Ϫ46, Ϫ10), FFA ϭ p Ͻ 0.01] and to landscapes [t(4) ϭ 5.5, p Ͻ 0.01]. Thus, the PPA (44, Ϫ51, Ϫ25), LO ϭ (48, Ϫ68, Ϫ11). For Experiment 2, the PPA responds just as strongly to tabletop scenes as to environmental was identified in the right hemisphere in all 14 subjects, the FFA in scenes, which have been previously shown to maximally activate 12 out of 14 subjects, and LO in 10 out of 14 subjects. Mean Talairach this region. coordinates were PPA ϭ (29, Ϫ43, Ϫ11), FFA ϭ (44, Ϫ53, Ϫ23), LO ϭ (50, Ϫ67, Ϫ10). The location of these regions of interest was Acknowledgments highly consistent across subjects and experiments (see Figure 2) . In addition, the PPA could be identified in the left hemisphere in 13
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