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Abstract
We propose a method that estimates locations of subjects that has attracted crowd’s attention with high accuracy from a large
number of digital photographs. Recently, attempts that observe real world from a large number of data, assuming person as a
sensor, have been very active. In the attempts, there are studies that try to estimate subjects attracting the crowd’s attention in real
time by quickly collecting a large number of photographs. The studies are focused on the tendency that a photograph is taken
when a photographer comes upon an event that attracts its interest. Some of the proposed methods realize high availability by
using only photographing, which includes information about location and azimuth of the camera and it is automatically embedded
into photograph. Date size of photographing information is very small compared to that of pixel information, hence the proposed
method reduce load on a communication infrastructure. However, there is a problem in accuracy when subjects are distributed at
a high density. When there are many attractive subjects in a small region, the traditional works cannot ﬁnd them because of their
sequential search strategy. The proposed method applies non-negative matrix factorization (NMF) to subject’s estimation, and the
method is able to estimate subjects accurately even in a case that it is diﬃcult with the conventional methods.
c© 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of the Program Committee of IES2013.
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1. Introduction
Recently, attempts that observe real world assuming person who use social media as a sensor for real world have
been very active1,2,3. Social media indicates blog and micro-blog such as Facebook, Twitter, Flickr, and Tumbler.
They oﬀer people an environment that can transmit information about real world to Web easily.
Social media is a medium that is excellent in information transmission and real-time, but it also has some problems.
One of them is low accuracy4. This is due to the fact that a pervasive social media is text-based in general. Text-based
media tends to be subjective or may be lacking detail.
From such the background, the study focused on photograph is active recently5,6,7,8,9. Photograph is an excellent
media in objectivity, therefore we can expect more accurate information sharing by using photograph10. However, it
is necessary to devise for a method to transmit a photograph. The data size of picture data is generally larger than
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text data; hence there is a possibility that takes a heavy load on communication infrastructure if we transmit a large
number of photographs simultaneously. For this problem, some methods have been proposed8,9. These methods
utilize photographing information, which includes information about location and azimuth of the camera and it is
automatically embedded into photograph. They reduce traﬃc load on communications infrastructure by transmitting
only the most worthy photograph. These methods estimate subjects and classify the photographs by using only
photographing information, prior to the transmission of pixel information. We are able to suppress congestion of
communication infrastructure because the methods preferentially transmit photographs that meet a viewers’ request.
However, there is room for improvement in accuracy of subject’s location estimation. Especially, if there are many
subjects in a narrow range, the accuracy is degraded seriously. Because the methods sequentially estimate subjects,
an error of a prior estimated subject would aﬀect a posterior one. Therefore, it is necessary a framework not aﬀected
by an order of estimation.
In this paper, we propose the estimation method of applying NMF11. NMF is a method to decompose a matrix
consisting of only nonnegative value. It is utilized in an application to automatically detect features from an original
data, for example, music transcription and Image analysis11,12,13. As will be described in detail later, NMF estimate
several features in parallel, therefore there is a possibility to solve the conventional methods problem caused by
sequential estimation. Additionally, using NMF, decrease of accuracy is less even if a number of features to be
detected increases, because the performance to reproduce the original data is improved when a number of features to
be detected increases. From the above, we expect NMF has a possibility to be able to accurately detect a lot of subjects
existing in a narrow range. As long as we know, no other studies have applied the NMF to location estimation.
The remainder of this paper is organized as follows. In section 2, we introduce related researches. In section 3, we
explain overview of NMF. We deﬁne a problem in section 4, and explain our method in section 5. In section 6, we
verify the eﬀectiveness of our method by computer simulation. As a result, we conﬁrm that NMF can be applied to
location estimation.
2. Researches about social sensing using photograph
This work is a kind of social sensing using photographing information. In this section, we introduce the related
researches. Fujita et al. 14 provided a framework to analyze the relationship between the location and attitude infor-
mation and the subject area of a photograph. This framework requires very high-performance devices and does not
consider errors in the information. Sakaki et al. 1 proposed a method that estimates the location of a typhoon using
GPS information recorded in Twitter tweets. This study attempted to overcome errors included in GPS information
using collective intelligence. This approach assumes that an event is only one in an area. Therefore the accuracy
decreases if there are multiple events. Kumano et al. 7 proposed a method to extract a pair of a major photography spot
and a period to be taken photographs remarkably from a large number of geotagged photographs with timestamps.
This method extracts a pair of a region and a time that attracts an attention of crowd without pixel information. This
method must specify a scale of a subject in advance, hence the accuracy decrease if there are various scales subjects.
Kubo et al. 9 proposed a method to estimate the location of a subject in a three-dimensional grid space using location
and attitude information embedded in digital photographs. This method focused on the intersection of camera vectors
in the same manner as the method presented by Shirai et al. 15. This method also overcomes GPS and azimuth sensor
errors using collective intelligence. They veriﬁed the eﬀectiveness of their method using a commercially available
digital camera. However, if there are many subjects in a narrow range, the accuracy is reduced, because the method
estimates subjects sequentially. Initially estimated subject is aﬀected from photographs that do not take the subject,
and the error would propagate to subsequent estimation. It is diﬃcult to accurately consider the inﬂuence of other
subjects in a sequential estimating method.
3. Nonnegative Matrix Factorization11 (NMF)
NMF decomposes a matrix into two matrices consisting of only non-negative value. NMF has been applied to an
analysis of various data, such as images, sound and text11,12,13, because NMF can be applied regardless of type of data
if it is possible to be represented in matrix. It is usually diﬃcult to decompose an original matrix into two matrices
to be exactly equal at once. Therefore NMF is formulated as a constrained optimization problem that minimizes an
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Algorithm 1 NMF Algorithm
Input: Z,T,V
1: Initialize T,V
2: repeat
3: update T
4: update V
5: until satisfy the end conditions
6: return T,V
Fig. 1. (a) Formulation of NMF; (b) A simple example 16.
objective function set by using some distance measure. NMF provides eﬀective algorithm to gradually minimize the
error against the original matrix. We explain the formulation of NMF and the algorithm to minimize the objective
function in the following.
3.1. The formulation of NMF
We deﬁne a given M × I non-negative matrix as matrix Z. As shown in Fig. 1. (a), NMF decomposes matrix Z to
a product of M × K non-negative matrix T and K × N non-negative matrix V. We show an example of decomposition
by NMF in Fig. 1. (b). NMF decomposes 4 × 5 matrix Z to 4 × 2 matrix T and 2 × 5 matrix V. Generally we choose
K in advance. The all elements of the each matrix zmi, tmk, and vki are non-negative. The inner product tTmvi between
tTm and vi is as follows.
tTm = [t1m, ..., tKm]T . (1)
vi = [m1i, ..., tKi]. (2)
tTmvi =
K∑
k=1
tmkvki. (3)
The inner product tTmvi should be equal to zmi. However, it is diﬃcult to decompose matrix Z. at a time. Therefore,
we deﬁne a distance D(Z,TV) between matrix Z and TV, and minimize D(Z,TV) asymptotically. Various distance
measures and algorithms to minimize D(Z,TV) have been proposed. As a distance measure for NMF, the Euclidean
distance, Kullback-Leibler divergence17 and Itakura-Saito divergence18 are commonly used. In this paper, choice of
a distance measure is not central topic, hence we discuss with a focus on the method using the Euclidean distance.
Using the Euclidean distance, we deﬁne D(Z,TV) as follows.
D(Z,TV) =
M∑
m=1
I∑
i=1
d(xmi, tTmvi). (4)
d(xmi, tTmvi) = (xmi − tTmvi)2. (5)
It is possible to use other distance measure by minor modiﬁcations, because our method does not depend on the
distance measure to be adopted. By minimizing the D(Z,TV), we decompose matrix Z to matrix T and V. For
minimizing the distance, we adopt Multiplicative update rules17. We explain the algorithm in next section.
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Fig. 2. (a) Subject variables; (b) Photograph variables.
3.2. NMF Algorithm16
We explain NMF algorithm to minimize D(Z,TV) in this section. Algorithm 1 shows NMF algorithm. The
algorithm minimizes the distance D(Z,TV) by repeatedly updating matrix T and V. At ﬁrst, the algorithm initializes
the matrix T and V. There is various ways to initialize the matrix, we initialized it with random non-negative real. We
deﬁne ẑ = tTmvi, that should be equal to zmi. The update rule based on the Euclidean distance is as follows.
tmk ← tmk
∑I
i=1 zmivki∑I
i=1 ẑmivki
. (6)
vki ← vki
∑M
m=1 zmitmk∑M
m=1 ẑmitmk
. (7)
The exit criterion of the algorithm is D(Z,TV) = 0 or the case that the number of iterations has reached predeﬁned
one.
4. Problem setting
4.1. Deﬁnition of variable
In this paper, the problem is to estimate subjects from a lot of photographing information. Here we deﬁne the
variables related to subject and photograph. In this study, we deal with Cartesian coordinates, neglecting errors
caused by the curvature of the Earth14.
Fig. 2. (a) shows the variables for a subject. A subject sk is indicated by a longitude xk and latitude yk. A set of
subjects sk called a subject set S .
S = {sk}, sk = {xk, yk}. (8)
Fig. 2. (b) shows the variables for a photograph. In a set of photographs C consisting of I photographs, the i-th
photograph is ci.
C = {ci | i = 1, ..., I}. (9)
ci = {ti, θh,i, Xi}. (10)
Xi = {xi, yi, θa,i}. (11)
A photographing information is embedded in a photograph; ti is the time a photograph ci was taken, θh,i is the hor-
izontal angle of view and Xi is the camera’s location and attitude information. Angle of view indicates a captured
area with in degrees, it is also said a view angle. The horizontal angle of view θh,i indicates the capture area of the
photograph ci in the horizontal direction with respect to the ground surface. The location and attitude information
Xi consists of longitude xi, latitude yi and azimuth θa,i. Azimuth θa,i indicates a horizontal direction a camera was
facing when photograph ci is taken. We can express a photographer’s line of sight Vi by azimuth θa,i. The half-line
expressing the line of sight is generally called camera vector or eye vector. In this study, we call it camera vector
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Fig. 3. Example of an application of NMF to subject estimation problem.
Vi. Here, the location and attitude information Xi include errors because we measure it using a sensor that does not
have high accuracy mounted on a commercially available mobile terminal, such as iPhone and android smartphone.
Therefore, a true value of Xi is written as the following equation using suﬃx T .
Xi = XTi + Δi. (12)
XTi = {xTi, yTi, θa,Ti}. (13)
Δi = {Δxi,Δyi,Δθa,i}. (14)
Here Δi is a set of errors in each variable. Distribution of an error of each variable is changed by a surrounding
environment or a data reception status from GPS satellites. Therefore, it is diﬃcult to formulate a true. We assume
that all errors included in Δi follow a normal distribution for simplicity. We have conducted experiments using
commercially available digital camera under the assumption, and we have veriﬁed a satisfactory performance. Here
cTi is true value of the photograph ci, cT is true value of the set of photograph C, they are in the following equation.
CT = {cTi}, cTi = {tT i, θh,i, XTi}. (15)
4.2. Photographing information
We can obtain some photographing information from digital photograph’s metadata. We deﬁne metadata as em-
bedded information about a photographing environment when a digital photograph is taken. For example, location
information, time, and camera model are. Such metadata is embedded in each digital image automatically. Here we
use the exchangeable image ﬁle format (Exif)19, which is a general format for digital photograph’s metadata. Latitude
xi, longitude yi, photographing azimuth θa,i, horizontal angle of view θh,i are embedded in this metadata. We calculate
a horizontal angle of view θh,i by using a focal length.
4.3. Deﬁnition of problem and requirements
The problem is to estimate a subject set S from a photographing set C. We aim to the method that satisfy the
following three points9; availability, real-time and accuracy. Because we intend to apply the proposed method to
real-time information sharing system.
5. The proposed method
To estimate a subject set S from a photograph set C by applying NMF, we propose Input Matrix Generation
Algorithm and modiﬁcation of the update rule of NMF algorithm. Input Matrix Generation Algorithm generates a
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Algorithm 2 Inputs Matrix Z Generating Algorithm
Input: C = {ci|i = 1, ..., I},Z = {zmi|m = 1, ...,M}
1: Set all zmi = 0
2: for all zmi do
3: zmi = f1(|θa,i − θb|) f2(dmi)
4: end for
5: return Z
Fig. 4. Example of nonnegative matrix Z.
Fig. 5. (a) Example of deviation from a photographing azimuth; (b) Composition to assume here.
matrix that can be applied to NMF from photographing information of a photograph set C. We modiﬁed the update
rule of NMF algorithm in order to apply the NMF to our problem. The proposed method generate a nonnegative matrix
Z as an input of NMF algorithm from a photographing set C by Input Matrix Generation Algorithm at ﬁrst. Matrix
Z indicates a relevance of each coordinate and each photograph. As shown in Fig. 3, we place photographing areas
of each photograph on a two-dimensional grid map. We put high relevance if a coordinate is within a photographing
area, and put low relevance if it is out of the area. Next, we estimate subjects’ location by decomposing matrix Z
to matrix T and V. Matrix T indicates a degree of a presence of subjects in each coordinate. Matrix V indicates a
relevance of each subjects and photographs. We estimate location of each subject from a matrix T. We explain Input
Matrix Generation Algorithm and modiﬁcation of the update rule in the following.
5.1. Input Matrix Generation Algorithm
Algorithm 2 shows Input Matrix Generation Algorithm. Matrix Z indicates a relevance of each grid and each
photograph, and element zmi determined by line 3 of Algorithm 2.
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Fig. 6. Relation between a subject’s size in a frame and a distance from photographing point.
We deﬁne M × I matrix Z. We represent an area to explore as two-dimensional grid map; M is the number of grids
(Fig. 4). Grid am consists of a coordinate (xm, ym).
A = {am|m = 1, ...,M}, am = {xm, ym}. (16)
Here, zmi indicates a relevance of grid am and photograph ci (Fig. 4). It is determined by a position and size of
coordinate am in a frame of photograph ci. In line 3 of Algorithm 2, f1 is a function that evaluates the position, and
f2 is a function that evaluates the size. We evaluate zmi by product of them.
We explain f1 here. It evaluates based on a deviation from the camera vector Vi. As shown in Fig. 5. (a), |θa,i − θb|
indicates the deviation; θa,i indicates a photographing azimuth, θb indicates an angle consisting of photograph ci and
grid am. In this study, we assume a photographer who adopts the composition that captures a subject sk on the camera
vector Vi (Fig. 5. (b)). It is based on the assumption that if a photographer takes a photograph to convey a state of
subject to viewers, it is nature that the photographer considers the composition to adopt for the viewers9. We deﬁne
f1 as follows, assuming a deviation from a camera vector follows a normal distribution.
f1(θ) = 1√
2πσ2
exp
(
− (θ − μ)
2σ2
)
. (17)
Next, we explain f2. It evaluates based on a distance from a photographing position xi, yi. We deﬁne distance dmi
as distance between grid am and photograph ci. As shown in Fig. 6, the size of a subject in a frame of a photograph is
determined by the distance. In matrix V, a subject is interpreted as surface; therefore we deﬁne f2 as follows.
f2(dmi) = 1d2
mi
, dmi =
√
(xm − xi)2 + (ym − yi)2. (18)
We evaluate zmi by product of them.
zmi = f1
(
|θa,i − θb|
)
f2(dmi). (19)
5.2. The modiﬁcation of the update rule in NMF Algorithm
In the proposed method, the algorithm for minimizing distance D(Z,TV) are based on Algorithm 1. In order to
apply NMF algorithm to our problem, we use the update rule of tmk as follows.
tmk ← tmk
∑I
i=1
{
zmivki/ f2(dmi)
}
∑I
i=1
{̂
zmivki/ f2(dmi)
} . (20)
We added the modiﬁcation to interpret a subject position as point; matrix Z interprets a subject as surface. We show
the eﬀect of this modiﬁcation in later experiment.
5.3. The method for estimating a subject’s location
We estimate a subject’s position using matrix T. Matrix T indicates a degree of a presence of a subject in each
grid, vector tk indicates a degree of a presence of a subject sk in each grid. In this study, we regard the grid that has
highest value in vector tk as a subject’s position.
sk = ag, g = arg max
m={1,...,M}
tmk. (21)
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Fig. 7. (a) Generated photograph set C (no error); (b) Subject estimated by the proposed method (no error).
Fig. 8. (a) Generated photograph set C (including error); (b) Subject estimated by the proposed method (including error).
6. Computational experiments
In this section, we elucidate that the proposed method is able to estimate a subject set S from a photograph set C.
We conduct computational experiments; assuming a case of single subject and multiple subjects.
6.1. Experiment 1: A single subject
In this section, we verify that the proposed method is able to estimate the subject in the simple situation. We assume
a situation that there is the only subject in a given area. At ﬁrst, we assume that photographing information includes
no error, and we verify whether the proposed method applies to location estimation problem. Next we assume that
photographing information includes error, and we verify the eﬀectiveness of the proposed method under a realistic
condition.
The experimental conditions were as follows. We assumed that all photographs were taken by a same camera,
uniﬁed the horizontal angle of view θh,i = 56◦. We assumed that there is a 20 m-height subject sA at the origin, and
we generated 50 points to photograph. We generated the points to photograph by Metropolis-Hastings algorithm9.
Probability that a photographer to photograph a subject was evaluated by photography behavior model20. The model
indicates a motive for photographing stochastically. The parameters of the model were set as follows; Kmotivation =
0.125, μ = 0.33, and σ = 0.05. We estimated a subject from the photograph setC by the proposed algorithm. We used
a two-dimensional grid map in which both x and y is discretized, the space of the map was 2 m. Number of iterations
in Algorithm 1 is 20, and K = 1.
At ﬁrst, we assumed that photographing information includes no error. We show the generated photograph set C
in Fig. 7. (a). In the ﬁgure, (+) denotes a true position to photograph (xTi, yTi). Fig. 7. (b) shows the results. The
proposed method estimated the subject s1 on (0, 0). From the result, we conﬁrmed that the proposed method is able
to detect a single subject accurately if photographing information includes no error.
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Fig. 9. Generated photograph set C.
Table 1. Generated photograph set C.
Subject Grid
S A (−150, 0)
S B (−105,−105)
SC (0,−150)
S D (105,−105)
S E (150, 0)
S F (105, 105)
SG (0, 150)
S H (−105, 105)
Fig. 10. Subjects estimated by the proposed method.
Next we assumed photographing information includes error. We show the photograph set C in Fig. 8. (a). We
obtained them by adding a set of errors Δi to the positions that previously generated. We assumed that all of errors Δi
follow a normal distribution, the parameters of the distributions were set as follows; μx, μy = 0 m, μθa = 0◦, σx, σy = 5
m, σθa = 15◦. In Fig. 8. (a) (◦) denotes a true position to photograph (xTi, yTi), and (+) denotes a position including
error (xi, yi). Fig. 8. (b) shows the results. The proposed method estimated the subject s1 on (−2,−2). Each
photograph had been added the errors, however the proposed method was able to detect the subject accurately. It is
because error was mitigated by estimating from the large number of photographs.
From the above, we conﬁrmed that the proposed method is able to estimate subjects accurately, even in the condi-
tion that photographing information includes error.
6.2. Experiment 2: Multiple subjects
In this section, we assume a situation that there are multiple subjects in a narrow range, and we verify that the
proposed method is able to estimate the subject in the situation. In addition, we compare the proposed method and
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Table 2. Estimation result by the proposed method.
Estimated
Grid
Corresponding
Errorsubject subject
S 1 (94,−108) S D 11.4
S 2 (−114, 104) S H 9.1
S 3 (−10, 136) SG 17.2
S 4 (146,−4) S E 5.7
S 5 (80, 114) S F 26.6
S 6 (−112,−96) S B 11.4
S 7 (6,−134) SC 17.1
S 8 (−140, 0) S A 10.0
μ = 10.8
Fig. 11. Subjects estimated by the method applying the traditional update rule of NMF (eq. (6)).
Table 3. Estimation result by the method applying the traditional update rule of NMF(eq. (6)).
Estimated
Grid
Corresponding
Errorsubject subject
S 1 (−74, 246) SG 121.2
S 2 (214, 222) S F 252.7
S 3 (234,−6) S E 84.2
S 4 (−168, 146) S H 75.2
S 5 (−38,−156) SC 38.5
S 6 (−206,−34) S A 65.5
S 7 (100, 220) S F 115.1
S 8 (238,−192) S D 353.9
μ = 110.6
the method applying the traditional update rule of NMF (eq. (6)), and we veriﬁed the accuracy of subject’s location
estimation. Further, we compared the proposed method and a conventional method, Kubo et al’s method9.
As shown in Fig. 9 and Table 1, we assumed that there are eight subjects. The other experimental conditions were
same as Experiment 1.
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Fig. 12. Subjects estimated by the method of Kubo et al. 9.
Table 4. Estimation result by the method of Kubo et al. 9.
Estimated
Grid
Corresponding
Errorsubject subject
S 1 (2,−2) S D 145.7
S 2 (218,−100) S D 113.1
S 3 (−80, 180) S H 79.1
S 4 (138, 254) S F 152.6
S 5 (−80,−200) SC 94.3
S 6 (−226, 2) S A 76.0
S 7 (184, 82) S F 82.3
S 8 (−164,−8) S A 16.1
S 9 (108,−260) S B 263.4
S 10 (−102,−18) S A 51.3
μ = 107.4
We conducted location estimation by the proposed method. Fig. 10 and Table 2 show the results. The proposed
method was able to estimate all of the eight subjects almost accurately. In Table 2, we evaluated the errors by distance
between the estimated subject and the nearest true subject. Here, about 10.8 m errors had occurred on average. From
the results, we conﬁrmed that the proposed method is able to estimate multiple subjects that are in a narrow range.
Next, we compared the proposed method and the method applying the traditional update rule of NMF (eq. (6)).
Fig. 11 and Table 3 show the results. The method applying the traditional update rule was able to estimate seven
subjects, however the method could not detect a subject near the subject sB. About 110.6 m errors had occurred on
average. It is worse than that of the proposed method.
Further, we compared the proposed method and a conventional method, and we veriﬁed the accuracy of subject’s
location estimation. We estimated subjects from the same data set using the method of Kubo et al. 9. Fig. 12 and Table
4 show the results. The conventional method estimated the ten subjects sequentially. The conventional method was
able to estimate six subjects, however the method could not detect a subject near the subject sE and sG. About 107.5
m errors had occurred on average. It is worse than that of the proposed method.
From the above, we conﬁrmed that the proposed method is better in accuracy compared to the method applying the
traditional update rule of NMF (eq. (6)) and the conventional method.
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7. Conclusion
In this paper, we proposed the method that estimates location of subjects that has attracted crowd’s attention from
a large number of digital photographs. The proposed method applies NMF, and we proposed a new update rule (eq.
(20)). We conﬁrmed that the proposed method is able to detect a single subject accurately with/without an error of
photographing information. Further, we conducted the experiment assuming a situation there are many subjects in a
narrow range, it is diﬃcult with the conventional methods. We conﬁrmed that the proposed method is able to detect
subjects more accurately than the two models; the same approach but using the traditional NMF update rule (eq. 6)
and the conventional study9.
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