Introduction
Let F be a smooth (C ∞ ) vector field defined in a neighborhood of the origin O ∈ R n such that F (O) = 0. Denote byÊ(F, O) the set of germs of smooth diffeomorphisms h : (R n , O) → (R n , O) preserving orbits of F , i.e. h ∈Ê(F, O) if there exists a neighborhood V of O such that
for each orbit ω of F . Let alsoÊ id (F, O) be the "identity component" ofÊ(F, O) consisting of mappings isotopic to id R n inÊ(F, O). Thus h ∈Ê id (F, O) if there is a neighborhood V of O and a continuous map H : V ×[0, 1] → R n such that for every t ∈ [0, 1] the map H t belongs toÊ(F, O). In particular, H t is smooth.
Let F : R n × R ⊃ U F −→ R n be the corresponding local flow of F defined on an open neighborhood U F of R n × {0} in R n × R. Then F t ∈Ê id (F, O) for every t ∈ R. More generally, if β : R n → R is a germ of a smooth function at O, then the germ of the mapping h : R n → R n given by (1.2) h(x) = F(x, β(x)) also belongs toÊ id (F, O). Indeed, since F (O) = 0, it follows from [4, Lemma 20 ] that h is a germ of a diffeomorphism at O. Moreover, the isotopy of h to id R n is given by the following formula: H t (x) = F(x, tβ(x)). The map (1.2) will be called the smooth shift along orbits of F via the function β, and the function β will be called in turn a shift-function for h.
Denote by Sh(F ) the set of all mappings of the form (1.2), where β runs over all germs of smooth functions R n → R at O. As just noted
Sh(F ) ⊂Ê id (F, O).

Moreover, [4, Proposition 3], Sh(F ) is a subgroup inÊ id (F, O).
It is proved in [4] that Sh(F ) =Ê id (F, O) for every linear vector field F on R n , i.e. when F (x) = Ax for a certain non-zero (n × n)-matrix A. This result allows to describe the homotopy types of the groups of orbit preserving diffeomorphisms of vector fields that are linear at their singular points. As an application the homotopy types of stabilizers and orbits of Morse functions on surfaces were calculated, see [3] .
In this paper we study "more degenerate" singularities for which the relation Sh(F ) =Ê id (F, O) seems to be true.
Our main result is Theorem 1.3.5 below. In order to formulate it we introduce some definitions. Remark 1.0.1. If O is a regular point of F , then every orbit preserving map h at O is a shift along orbits of F via a certain smooth function β, see [4, Eq. (10) ]. But in this case h is a local diffeomorphism at O iff dβ(F )(O) = −1, see [4, Eq. (13) ]. Therefore we confine ourselves with singular points.
The following example suggest a question which we will refer to as a conjecture, see 1.1.3. (1. 3) h(x) = x + f (x)ω(x), where ω runs over the germs at O of all smooth functions R → R.
In particular, let
, then for every k ≥ 1 vector fields F k have same orbits: {x < O}, {O}, {x > O}, whencê
Since
is linear, we have Sh(F 1 ) =Ê id (F 1 , O). On the other hand for k ≥ 2 we obtain by (1.3) that
Thus the multiplication of F k by x decreases the group Sh(F k ). On the other hand for a "non-divisible" vector field F 1 we have Sh(F 1 ) = E id (F, O). Also notice that if f is a flat function at O, then f (x) = xf (x), wherē f is also flat at O. Therefore in this case Sh(F ) = Sh(xF ).
1.1. Non-divisible vector fields. Say that a map τ : R n → R m is (infinitesimally) small of order k at O or simply k-small at O, if all partial derivatives of all coordinate functions of τ at O vanish up to order k − 1, while at least one derivative of order k is non-zero at O. In this case we will write ord(τ, O) = k.
An ∞-small germ is called flat.
If τ 1 : R n → R m is another germ, then we say that τ and τ 1 are k-close at O provided the mapping τ − τ 1 is (k + 1)-small at O, i.e. the Taylor polynomials of order k of the corresponding coordinate functions of τ and τ 1 coincide. In particular, if τ (O) = τ 1 (O), then τ and τ 1 are 0-close at O.
We will say that a map α : R n → R m is homogeneous of degree k, provided its coordinate functions are homogeneous polynomials of degree k.
Let F be a vector field defined in a neighborhood of O ∈ R n . Definition 1.1.1. Suppose that F (O) = 0 and ord(F, O) = p < ∞. Then F will be called non-divisible at O if it can not be represented as a product F = µG, where G is a smooth vector field at O and µ : R n → R is a germ of smooth function at O such that µ(O) = 0.
Write F = Q+ψ, where Q = (Q 1 , . . . , Q n ) is a non-zero homogeneous vector field of degree p, and ord(ψ, O) ≥ p + 1. We will call Q the lower homogeneous part of F . Definition 1.1.2. Say that F is strictly non-divisible if its lower homogeneous part Q is non-divisible by non-constant homogeneous polynomials, i.e. Q can not be represented as a product Q = ωP , where ω is a non-constant homogeneous polynomial of degree k ≥ 1 and P is a homogeneous vector field.
Evidently, every strictly non-divisible vector field is non-divisible.
Conjecture 1.1.3. If F is a strictly non-divisible vector field at O, then
Sh(F ) =Ê id (F, O).
From the above discussion it follows that this conjecture holds for every linear vector field F . Indeed, such a vector field is obviously strictly non-divisible and by [4] 
In this paper we partially prove Conjecture 1.1.3 under additional assumption that F satisfies certain integrability condition, see Theorem 1.3.5.
In another paper the full conjecture will be proved for hamiltonian vector fields of homogeneous polynomials on R 2 . Such a proof would allow to extend almost literally the results of [3] to smooth functions on surfaces with many types of degenerates singularities. This would imply that the calculations of [3] are rather typical in two-dimensional case.
1.2. The meaning of the phrase partial proof of the conjecture. Recall that we study the question when for an orbit preserving local diffeomorphism h ∈Ê id (F, O) there exists a germ of a smooth function λ at O such that h(x) = F(x, λ(x)). It is easy to show, see Lemma 4.2.1, that this relation is equivalent to the following one:
x = F(h(x), −λ(x)). Hence if β is a smooth function such that the mapping
is closer to the identity at O than h, i.e.
then we can regard β as a "good" approximation for the shift-function of h. Therefore if β ′ is another "good" approximation for the shiftfunction of h that we can say that β ′ is "better" than β if for the mapping h
we have that
. Moreover, if γ is a "good" approximation for the shift-function of h 1 , then their sum β + γ is a "better" approximation for the shift-function of h than β, since
Conjecture 1.1.3 is "partially proved" in the sense that for every h ∈Ê id (F, O) we can find a function λ h such that h 1 is ∞-close to id R n at O. Moreover, if O is isolated singular point of F and U is an arbitrary small open neighborhood of O, then we can additionally assume that h 1 is fixed outside U.
Property ( * ).
Recall that for every (n − 1)-tuple of vectors
in R n we can define their cross product x = [x 1 , . . . , x n−1 ] similarly to the standard cross product of a pair of vectors in R 3 . Consider the following ((n − 1) × n)-matrix whose rows consist of the coordinates of these vectors, i.e.
and define the following vector x = (y 1 , . . . , y n ) whose i-th coordinate y i is equal to the product of (−1) n−i by the determinant of the (n − 1) × (n − 1)-matrix obtained from X by erasing its i-th column:
The vector x is called the cross product of x 1 , . . . , x n−1 and denoted by [x 1 , . . . ,
The main property of the cross product x = [x 1 , . . . , x n−1 ] is that it is orthogonal to every x i . Moreover, x = 0 iff x 1 , . . . , x n−1 are linearly dependent. Also notice that the definition of a cross product depends on a particular choice of coordinates in R n . Now let f 1 , . . . , f n−1 : R n → R be (n − 1)-tuple of smooth functions. Then we can define a vector field equal to the cross products of their gradients:
with respect to the Euclidean metric. Suppose that every f i : R n → R is non-flat at O and let
Then we can write f i = Γ i + ξ i , where Γ i is a non-zero homogeneous polynomial of degree p i and ord
be the cross product of the gradients of lower homogeneous parts of f i . Notice that Q ≡ 0 if and only if the vectors ▽Γ 1 , . . . , ▽Γ n−1 are linearly independent. In this case
and it also follows from the formula (1.4) that H = Q + ψ, where the vector field ψ is (p + 1)-small at O. 
where η, η ′ : R n → R \ {0} smooth functions, and ▽ x f i and ▽ y f i are vectors whose coordinates are partial derivatives of f i by (x j ) and (y j ) respectively.
In the notation above we have that
where a = η(0) ∈ R and ord(ψ, O) > p. Hence it follows from Remark 1.3.1 that every f i is an constant along orbits of F .
Finally notice, if F has property ( * ), then it is strictly non-divisible.
In this paper we prove the following theorem: 
This is a particular case of Theorem 8.0.1 which also takes to account continuity of the correspondence h → λ h .
As a corollary we obtain the following global result. 
is fixed outside U and is ∞-close to id M at every z ∈ Σ F .
Proof. Let h ∈ E id (F ). Then by Theorem 1.3.5 for every z ∈ Σ F there exists a smooth function λ z such that the germ of the mapping F(h(x), −λ z (x)) is ∞-close to the identity at z. Since Σ F is discrete we can assume that the functions λ z have disjoint supports and they define a global smooth function λ : M → R such that the mapping
Since h ∈ E id (F ) it follows that h 1 ∈ E id (F ) as well: a homotopy between them is defined by H(x, t) = F(h(x), −tλ(x)). Then by the arguments of [4, Theorem 25] there exists a smooth function
Finally, let ν : M → [0, 1] be a smooth function such that and ν = 0 in a neighborhood U 1 ⊂ U of Σ F and ν = 1 on M \ V . Then the function λ h = λ + να satisfies the statement of theorem. Indeed, set
for x ∈ U 1 , whenceĥ 1 is ∞-close to the identity at every z ∈ Σ F . 1.4. Structure of the paper. In Section 2 we describe typical examples of continuous maps between functional spaces. In Section 3 Taylor expansions for the coordinate functions of flows is analyzed.
In Section 4 we consider certain properties of shifts along orbits of vector fields.
Section 5. It is proved that property ( * ) does not depend on a particular choice of local coordinates at O. We also characterize this property for two-dimensional case.
In Section 6 the action of the group GL(R, n) on the space of polynomials is considered. In particular, a description of the stabilizers of n − 1 polynomials is obtained. This result is then used in Section 7 for study the structure of initial terms of Taylor series of orbit preserving diffeomorphisms.
In Section 8 we formulate Theorem 8.0.1 being the main result of this paper. For the proof we need certain estimations from a theorem of E. Borel. Therefore in Section 9 this theorem is recalled. Finally in Section 10 a complete the proof of Theorem 8.0.1 is given.
Continuous maps between functional spaces
Let V be an open subset of R n and f = (f 1 , . . . , f m ) : V → R m be a smooth mapping. For every compact K ⊂ V and r ≥ 0 define the r-norm of f on K by
where i = (i 1 , . . . , i n ), |i| = i 1 + · · · + i n , and
Thus f r K is the sum of maximal values on K over all partial derivatives up to order r of all coordinate functions of f . For a fixed r the norms f 
Proof. This lemma follows from the obvious observation that
for every r = 0, . . . , ∞ and a compact set K ⊂ V .
be the mapping defined by
Then I is 0-tamely continuous.
Proof. Notice that
for every r = 0, . . . , ∞ and every compact K ⊂ V .
Then Z is injective and for every r ≥ 0 the mapping Z is C In this case
Thus we see that the correspondence β → β/x 1 = α is a composition of the following two maps:
• differentiation by x 1 ;
• integration along the compact interval. The first map is C 
Taylor expansions of flows
In this section we study Taylor expansions for the formulas of local flows. The main estimation which we will actually need is Corollary 3.0.3. It will be used only once in the proof of Lemma 4.4.2.
First we introduce the following notation. For a smooth map
Thus ∇G is an (n × n)-matrix whose rows are gradients of the coordinate functions of G. Now let F = (F 1 , . . . , F n ) be a smooth vector field on R n and F be the local flow generated by F . Then ∂F ∂t (x, t) = F (F(x, t)).
n be a smooth mapping defined inductively by the following rule:
, whence the Taylor expansion of F at t = 0 has the following from:
and so on.
Proof. Let us calculate v 2 .
Calculations for other v i are similar and we left them to the reader.
Suppose by induction that for k = i − 1 we have that
Corollary is proved.
It follows that if ord(F, O)
Otherwise, for p = 1 we have that ord
The following statement is left to the reader.
where L is (n × n)-matrix, and ord(ψ, O) ≥ 2.
Then
where ord(u(·, t), O) ≥ 2 for every t ∈ R.
Shifts along orbits of vector fields
Let M be a smooth manifold, F a vector field on M, and
be the set of all smooth mappings h : V → M such that
(1) h(ω ∩ V ) ⊂ ω for every orbit ω of F , in particular h is fixed on the set of singular points of F contained in V ; (2) h is a local diffeomorphism at every singular point of F .
We use the subscript k but not k − 1 for the following reasons: in local coordinates at z every h ∈ E k (F, V, z) can be represented as follows:
where α k is a homogeneous map of degree k and ord(ᾱ, z) ≥ k + 1. Hence the mapping h − id = α k +ᾱ is k-small at z. Similarly, letÊ(F, z) be the set of germs of smooth maps h ∈ E(F ) at z and for every k ≥ 1 letÊ k (F, z) be the subset ofÊ(F, z) consisting of mappings that are (k − 1)-close to the identity at z.
Since h(z) = z for every h ∈ E(F, V ), i.e. h is 0-close to the identity map at z, it follows that
for all x ∈ V , then we will call h a shift along orbits of F , and α is in turn a shift-function for h on V .
Lemma 4.2.1. Let h ∈ E(F, V ) and α ∈ C ∞ (V, R). Then for z ∈ V the following relations are equivalent:
We left the proof to the reader.
4.3.
Structure of the domain of a local flow. Let h ∈ E(F, V ) and α : V → R be a smooth function. We will consider the mappingŝ h : V → R n defined by the following formula:
Since the flow F of F is not global, it may happen thatĥ is not defined even at every x ∈ V , i.e. (h(x), α(x)) ∈ U F . Nevertheless, we will now prove, see Corollary 4.3.2, that if z ∈ V is a singular point of F , i.e. F (z) = 0, then the germ ofĥ at z is well-defined for any h and α.
For the proof let us recall the following standard theorem on dependence the solutions of an ODE on a parameter. Denote by B θ the closed n-disk in R n of radius θ centered at origin O. 
4.4. Local presentation of smooth shifts. Let F be a vector field on R n and F be its local flow. Suppose that F (O) = 0 and let
Thus p ≥ 1 and
, where Q is a non-zero homogeneous vector field of degree p and ψ is a (p + 1)-small at O.
Let k ≥ p and α : R n → R be a germ of a smooth function at O which is (k −p)-small at O. Thus α = ω + β, where ω is a homogeneous polynomial of degree k − p and β is (k − p + 1)-small at O.
Then the mapping
is (k − 1)-close to id R n at O and
The following two lemmas show how to simplify the orbit preserving maps of the form (4.1).
where L is (n × n)-matrix and ord(ψ, O) ≥ 2. Let also h : R n → R n be a germ of a smooth map at O given by the following formula:
where ω 0 ∈ R and ord(ᾱ, O) ≥ 2. Then the germ of the mappinĝ
Proof. By Lemma 3.0.4, in our case
where ord(u(·, t), O)) ≥ 2 for every t ∈ R. Hencê
It remains to note that if
h ∈Ê(F, O) thenĥ ∈Ê(F, O) as well. Lemma 4.4.2. Let h : R n → R n be a
germ of a smooth mapping at O given by the following formula:
Proof. By Corollary 3.0.3
where u(x, 0) is of infinitesimal order at least (2−1)(p−1)+p = 2p−1. Then
We claim that the summands A and B in the latter equality are at least (2k − 1)-small at O. Indeed, deg(ω) = k − p, and by Lemma 6.2.4
Since k ≥ 2, we get 2k − 1 ≥ k + 1, whenceĥ is k-close to id R n . 
Proof. First we reduce the situation to the case h = id. By condition (2) of the definition of E(F, V ) we have that h is a local diffeomorphism at O. Denoteĥ
Hence we can replace h i byĥ i , α i by α i • h −1 , and thus assume that h = id. Let α i = ω i + β i , where ω i is the Taylor polynomial of α i of degree k − p and β i is (k − p + 1)-small at O. Then by (4.1)
n → R \ {0} and n − 1 germs of non-flat smooth function
where Γ i is a homogeneous polynomial of degree p i = ord(f i , O) < ∞ and ord(ξ i , O) > p i such that the following homogeneous vector field
is non-zero and non-divisible by homogeneous polynomials, and
Remark 5.0.1. In Definition 1.3.3 the vector field F is completely integrable and the functions f 1 , . . . , f n−1 are its almost everywhere independent integrals. But if f ′ 1 , . . . , f ′ n−1 is another system of almost everywhere independent integrals for F , then this system does not necessarily posses property ( * ). Proof. Suppose that we have two coordinate systems (x 1 , . . . , x n ) and (y 1 , . . . , y n )
at O related by a germ of diffeomorphism
It is convenient to regard vectors ▽ x f i and ▽ y f i as rows and H x and H y as columns. Let also J(h) be the Jacobi matrix of h. Then the i-th row of J(h) is a gradient of the i-th coordinate function h i of h, whence
We need the following two lemmas. 
Proof. Notice that h * H x (y) is a unique vector field that makes the following diagram commutative: 
In this case f i (y) = h i (y).
Thus the first n − 1 rows of J(h) consists of ▽ y f i . Denote by x the n-th column of the matrix J(h) −1 . Then
On the other hand, ▽ x f i = (0, . . . , 0, 1 i , 0, . . . , 0). Therefore
, and it follows from (5.1) and (5.2) that
(c) Consider now the general situation when H x (O) = 0. Then the vectors ▽ x f 1 , . . . , ▽ x f n−1 are linearly independent at O. Therefore there are local coordinates (w 1 , . . . , w n ) in which
Then the coordinates (w 1 , . . . , w n ) are related with the coordinates (
and with (y 1 , . . . , y n ) by the diffeomorphism k • h. Let also H w be the cross-product of gradients ▽ w f i in the coordinates w 1 , . . . , w n ). Then by the case (b)
Lemma 5.0.4. Let H = Q + ψ be a vector field in a neighborhood of O ∈ R n , where Q is a non-zero homogeneous vector field of degree p, and ψ is (p+1)-small vector field at O. Then the smallest homogeneous part of h * H is equal to J(h)
In other words,
, where ψ ′ is (p + 1)-small vector field at O.
Proof. For simplicity denote A = J(h).
where x, y ∈ R n , ξ ∈ T x R n , A is a non-degenerate (n × n)-matrix, and
. Now we can complete Theorem 5.0.2. Write
Suppose that Q x is divisible, i.e. Q x = ω x P x , where ω x is a nonconstant homogeneous polynomial of degree k ≥ 1 and P x is a homogeneous vector field. We will now show that then Q y is divisible as well. This will imply Theorem 5.0.2.
Notice that |J(h)| = a + b(y), for some a = 0 and b(O) = 0. For simplicity denote A = J(h). Then it follows from Lemmas 5.0.3 and 5.0.4 that
= ω y P y + ψ y .
Thus Q y = ω y P y , where deg ω y = deg ω x , and deg P x = deg P y . Theorem 5.0.2 is proved. Proof. Suppose that F = η · H x in the coordinates (x 1 , . . . , x n ). Then by Theorem 5.0.2 in the coordinates (y 1 , . . . , y n ) related by the diffeomorphism h we have that
Since h is a diffeomorphism we obtain that the function η ′ is smooth and non-zero on all of V .
5.1.
Characterization of the property ( * ) for homogeneous polynomials in two variables. Let f : R 2 → R be a real homogeneous polynomial of degree p + 1. Then
where g is a polynomial in one variable of some degree m ≤ p + 1. Notice that g can be represented in the following form:
where k ≤ m and A, a i , b i , c j ∈ R. Hence
where every every q j is a definite quadratic form, i.e. q(x, y) = 0 for (x, y) = O, and every l i is a linear function.
In particular we see that the set f −1 (0) is a union of straight lines passing through the origin Proof. The equivalence (3)⇔(4) is well known.
(2)⇔(4). Notice that g has a multiple root t = c i of multiplicity r i iff f has a multiple linear factor l i (x, y) = x − c i y of the same multiplicity.
Moreover, denote deg g = m. Then f is divided by y p+1−m . Hence l i (x, y) = y is a multiple factor of f , i.e. p+1−m ≥ 1 iff deg g = m < p.
(1)⇔(3). An easy calculation shows that
Hence it follows that a) y divides f 
. (1) Every of the following functions R
2 → R has property ( * ):
The following pair of function f 1 , f 2 :
have property ( * ) since
have not property ( * ) since
Let P i ⊂ R[x 1 , . . . , x n ] be the subspace of homogeneous polynomials of degree i in n variables andP i ⊂ R[x 1 , . . . , x n ] be the subset consisting of polynomials of degree ≤ i.
It is easy to see that the total number of monomials of degree i in n variables is equal to the binomial coefficient C n−1 i+n−1 . Therefore associating to every ω ∈ P i its coefficients we can identify P i with the Euclidean space R C n−1 i+n−1 . The corresponding topology on P i will be called Euclidean.
On the other hand, for every open V ⊂ R n we can also identify P i with a closed linear subspace (of finite dimension) of C ∞ (V, R) sending every ω ∈ P i to its restriction ω| V . Therefore for every r = 0, 1, . . . , ∞ we have a C r W -topology on P i induced by C r W -topology of C ∞ (V, R).
Since R C n−1 i+n−1 is locally compact and its image in C ∞ (V, R) is closed, it follows that all C r W -topologies on P i induced from C ∞ (V, R) coincides with the Euclidean one.
Similar observations hold forP i . Therefore we will always assume that P i andP i are endowed with Euclidean topologies.
Action of GL(R, n).
Notice that the group GL(R, n) acts on R[x 1 , . . . , x n ] by the following formula:
be the stabilizer of Γ with respect to Φ. Then S(Γ) is a closed subgroup of GL(R, n). In particular, S(Γ) is a Lie group. Evidently, for every i ≥ 0 the spaceP i is invariant with respect to this action. Also notice that Φ is a smooth map, therefore for a fixed Γ ∈P i it yields a partial tangent map
where E is the unit matrix. For simplicity denote this mapping by
Since T E GL(R, n) can be identified with the space of all matrices M(R, n) and T ΓPi ≡P i we may rewrite D 1 it as follows:
Lemma 6.1.1. The mapping D 1 is given by the following formula:
where V ∈ M(R, n).
Proof. Let A : I → GL(R, n) be a smooth path such that A(0) = E, and
An easy calculations shows that
Proof. Let V ∈ T E S(Γ) and A : R → S E (Γ) be the one-parametric subgroup corresponding to V , i.e. A(t) = e V t . Then Γ(A(t) · x) = Γ(x) for all t ∈ R. Applying to both sides of this equality the operator ∂/∂t and setting t = 0 we get ▽Γ, V · x = 0.
Stabilizers of
be n − 1 polynomials, p i = deg Γ i , and
be the intersection of their stabilizers. For simplicity denote this intersection by S. Then S is a closed subgroup of GL(R, n) and therefore it is a Lie group. Denote by T E S the tangent space to S at E and let S E be the unity component of S. Then we have a surjective exponential map exp :
Consider the polynomial vector field
Then every Γ i is constant along the orbits of Q. Moreover, Q ≡ 0 iff ▽Γ 1 , . . . , ▽Γ n−1 are linearly independent in R[x 1 , . . . , x n ]. In this case
Say that Q is divisible, if either Q ≡ 0 or Q = ωP , where ω is a nonconstant polynomial (deg ω ≥ 1) and P is a polynomial vector field. Otherwise, Q will be called non-divisible. If
Then it follows from Corollary 6.1.2 that
In other words the vector field P (x) = Ux is orthogonal to every ▽Γ i (x). Hence P (x) is parallel to their cross product Q(x), i.e. there exists a polynomial ω such that Q(x) = ω(x) · P (x). Since Q is non-divisible, we obtain that (i) either ω is a constant, whence deg Q = 1, (ii) or U = 0.
Thus if deg Q ≥ 2, then U = 0, whence T E S = {0}, i.e. dim S = 0. This proves the second statement of our lemma.
Let us prove the first one. Suppose that deg Q = 1, i.e.
Q(x) = Lx = ω · Ux for some L ∈ M(R, n). Then it follows that ω ∈ R and L = ωU. Hence L ∈ T E S and T E S = {tL} t∈R . 
Example 6.2.3. In Example 5.1.2 it was shown that the following polynomials
Then the following formula describes the lower homogeneous part of δ at O:
. . . , k = 1,
where
(x) α i is the usual scalar product, and ord means "infinitesimal order at O".
Proof.
(1) First we prove lemma for the case when f is a homogeneous polynomial of degree p, i.e. ξ = 0 and f = Γ. Then
Hence 
We claim that the smallest homogeneous part of δ is equal to the smallest homogeneous part of ∆ Γ . This will imply our lemma. It suffices to prove that
Suppose that k = 1. Then if follows from the previous case (1) that
Finally, suppose that p = 1. Then Γ is a linear function:
Hence ▽Γ = (γ 1 , . . . , γ n ) and
Lemma is proved.
, where α is a non-zero homogeneous map of degree k ≥ 2 and ord(ᾱ, O) ≥ k + 1. Then ▽Γ, α = 0.
Proof. Denote β(x) = h(x) − x = α(x) +ᾱ(x), where in the case (i) α(x) = (A − E)x. Then the following function
Then it follows from (6.2) that in the case (i) Γ(x + α(x)) − Γ(x) = 0 i.e. Γ(Ax) − Γ(x), and in the case (ii) ▽Γ, α = 0.
Initial terms of Taylor series
In this section we prove Theorems 7.0.1 and 7.1.3 describing the initial terms of Taylor series of mappings belonging toÊ(F, O) under assumption that F has property ( * ).
Let F be a vector field defined on a neighborhood V of O in R n . Suppose that F is completely integrable. Thus there exist a smooth function η : R n → R \ {0} and n − 1 germs at O of smooth functions
where Γ i is a homogeneous polynomial of degree p i and ord
If Q is non-zero and deg Q = p, then
where a = η(O) and ord(ψ, O) > p. If Q is non-divisible then F has property ( * ) at O.
Theorem 7.0.1. Let h ∈Ê(F, O) be given by the following formula:
where A is a non-degenerate (n × n)-matrix, and ord(ᾱ, O) ≥ 2. Then
Suppose that Q is non-divisible, i.e. F has property ( * ) at O and let p = deg Q. Then we have the following two possibilities.
(ii) if p ≥ 2, then A = E, whence
In particular, the germ of h at O in fact belongs toÊ 2 (F, O).
Thus in this caseÊ
Proof. Since h ∈Ê(F, O), we have that f i • h = f i . Then by (i) of Corollary 6.2.5 A ∈ S(Γ i ). Therefore A belongs to S(Γ 1 , . . . , Γ n−1 ). Statements (i) and (ii) follows from Lemma 6.2.2 describing the structure of the group S E (Γ 1 , . . . , Γ n−1 ) under assumption that Q is non-divisible.
Continuity of the correspondence
Let V be a neighborhood of O in R n . Then by Theorem 7.0.1 every h ∈ E id (F, V ) can be represented as follows:
for some ω 0 ∈ R Notice that in general ω 0 is not unique.
and thus ω is defined up to the constant summand 2π.
Let S E = S E (Γ i , . . . , Γ n−1 ). Then by Lemma 6.2.2 S E is closed connected one-dimensional Lie subgroup of GL(R, n). Therefore S E is isomorphic either with R or S 1 . Let λ 1 , . . . , λ n be eigen values of L and exp : T E S ≈ R → S E be the exponential map.
We can assume that λ 1 , . . . , λ s = 0 and λ s+1 = · · · = λ n = 0. Consider three possibilities:
(i) Re(λ i ) > 0 for at least one i = 1, . . . , n.
(ii) Re(λ i ) = 0 for all i = 1, . . . , n and there exist non-zero integers m 1 , . . . , m s ∈ Z \ {0} such that
(iii) Re(λ i ) = 0 for all i but there are no such m 1 , . . . , m s ∈ Z \ {0} that (7.2) holds true. In the case (ii) exp is a Z-covering map, whence S E is isomorphic with S 1 . In cases (i) and (iii) exp is a bijection, whence S E is isomorphic with R, but in the case (iii) the image of exp is non-closed. Therefore only cases (i) or (ii) are possible.
Lemma 7.1.2. Suppose that deg Q = 1. Then in the case (i) for every h ∈ E id (F, V ) the number ω 0 is unique and the correspondence h → ω 0
W -continuous for every r ≥ 0. In the case (ii) ω 0 is determined up to a certain constant θ ∈ R but for every f ∈ E id (F, V ) there exists a C 1 W -neighborhood U f such that for every h ∈ U we can choose such ω 0 that the correspondence h → ω 0 becomes a
Proof. (i) It suffices to note that the correspondence h → ω 0 is a composition of the following maps:
where J associates to every h ∈ E(F, V ) its Jacobi matrix J(h, O).
W -continuous and exp −1 is a homeomorphism between Euclidean spaces.
In the case (ii) the arguments are similar, but now exp is invertible only locally. We leave the details to the reader.
Theorem 7.1.3. Suppose that h ∈Ê(F, O) is given by the formula:
Suppose also that Q is non-divisible at O. Then k ≥ p and there exists a unique homogeneous polynomial ω ∈ P k−p of degree k − p such that α = aωQ and
Proof. Since h ∈Ê(F, O), it follows that h preserves every function f i , i.e. f i • h = f i . Then by (ii) of Corollary 6.2.5 ▽Γ i , α = 0 for every i = 1, . . . , n − 1. Therefore α is parallel to Q being the cross product of the gradients ▽Γ i . Since Q is non-divisible, it follows that there exists a unique homogeneous polynomial ω ∈ P k−p such that α = aωQ. Hence
where δ is (k + 1)-small at O.
Continuity of the correspondence
. Then using Theorem 7.1.3 we associate to h a unique homogeneous polynomial ω ∈ P k−p .
Lemma 7.2.1. For every r ≥ 0 and k ≥ 2 the correspondence h → ω constructed in Theorem 7.1.3 is a C r+k W -continuous map
Consider the mapping
associating with every
Further, it follows from continuity of the Euclid algorithm that the correspondence
It remains to notice that the mapping Y k coincides with the following composition
to the Euclidean topology of P k−p .
Reduction of Taylor series
We present here our main result, see Theorem 8.0.1, claiming that every h ∈ E id (F, V ) can be moved into E ∞ (F, V, O) by a smooth shift along orbits of F via some smooth function λ h . Moreover, we also investigate the continuity of the correspondence h → λ h . The proof will be given in Section 10.
Theorem 8.0.1. Preserving notation of the previous section suppose that Q is non-divisible, i.e. F has property ( * ) at O. Let U ⊂ V be arbitrary neighborhood of O.
such that for every h ∈ E id (F, V ) we have that supp (Λ(h)) ⊂ U and the following mapĥ : V → R n defined by
If S E is isomorphic with S 1 , then for every f ∈ E id (F, V ) there exists a neighborhood U f and a mapping
with similar properties.
The plan of the proof is following. First using Theorems 7.0.1 and 7.1.3 and Lemmas 4.4.1 and 4.4.2 for every h ∈ E id (F, V ) we construct a sequence of homogeneous polynomials
such that for arbitrary smooth function λ : V → R whose Taylor series at O coincides with
By a well-known theorem of E. Borel, see Theorem 9.0.1, every formal series is a Taylor series of a certain smooth function. This will complete Theorem 1.3.5.
But for the proof of Theorem 8.0.1 we have to choose λ so that it continuously depends on h. For this we need certain estimation from Borel's theorem and therefore in the next section we present its proof adopted to our situation.
Borel's theorem
We recall here a theorem of E. Borel claiming that every formal series is a Taylor series of a certain smooth function, see e.g. [1] .
For every θ > 0 denote by B θ the closed ball of radius θ centered at O ∈ R n .
Let ρ : R n → [0, 1] be a smooth function such that ρ(x) = 1 for |x| ≤ 1/2 and ρ(x) = 0 for |x| ≥ 1.
For every i ≥ 0 consider two functions:
such that c i associates to every ω ∈ P i the sum of modulus of its coefficients, and n i (ω) = max{i + 1, c i (ω)}.
Since we regard P i as the Euclidean space of dimension C n−1 i+n−1 in which the coordinates are just coefficients of polynomials, it follows that c i and n i are continuous.
Finally consider the mapping
defined by
Then s i is continuous from Euclidean topology of
Theorem 9.0.1 (Borel's theorem). Let
be a formal series in x = (x 1 , . . . , x n ), where every ω i is a homogeneous polynomial of degree i. Then the sum λ of the following series
is a smooth function, whose Taylor series at O coincides with τ , and
Thus the correspondence τ −→ λ is a well-defined mapping:
Moreover let
be the partial sum of (9.1) and
Then the following estimations that are uniform on τ and θ hold true:
and for every ε > 0 and integer r ≥ 0 there exists s = s(ε, r) > 0 depending only on ε and r but not on τ and θ such that
Proof. We will show that the series (9.1) and its partial derivatives of all orders are uniformly bounded by certain converging series which do not depend on τ . For simplicity denote c i = c i (ω i ) and
and θ < 1, we obtain that
Hence the series (9.1) is bounded by the converging series
and therefore converges absolutely and uniformly. Hence λ is a continuous function.
To show that λ is smooth it suffices to obtain estimations similar to (9.7). We will consider them only for ∂λ/∂x 1 . Estimations for other partial derivatives of λ are similar and we left them to the reader. Let
be the series consisting of the first partial derivatives of by x 1 of the terms of (9.1).
Notice that sum of modulus of the coefficients of the partial derivative ∂
(of course this is very rough estimation). Therefore for i ≥ 2 we obtain that
Similarly, let R = sup
Hence the series (9.8) is bounded by the converging series
which does not depend on T . It also follows that ∂λ ∂x 1 is a continuous function equal to the sum of (9.8).
Proof of (9.4) and (9.5). It follows from (9.6) that
for all s ≥ 0. This proves (9.4).
Moreover, (9.5) follows from the observation that series representing λ and its partial derivatives are uniformly bounded by converging series that do not depend on τ and θ.
10. Proof of Theorem 8.0.1.
where ord(ᾱ 1 , O) > 1. Consider the germ of the mapping h 2 : V → R n defined by
where α 2 is a homogeneous map of degree 2 and ord(ᾱ 2 , O) > 2. If p ≥ 2, then by Theorem 7.0.1
where α 1 is a homogeneous map of degree p and ord(ᾱ, O) > p. Then by Lemma 4.4.2 there exists a unique (possibly zero) number ω 0 ∈ R (i.e. homogeneous polynomial of degree 0) such that the mapping h 2 defined by (10.1) belongs toÊ p+1 (F, O).
Thus in both cases of p we have that h 1 ∈Ê p+1 (F, O) ⊂Ê 2 (F, O). Therefore we can apply Lemma 4.4.2 to h 1 and find a unique (possibly zero) homogeneous polynomial ω 1 = Ω 1 (h 1 ) of degree 1 such that the germ at O of the mapping h 2 : V → R defined by
Applying Lemma 4.4.2 so on we can construct by induction an infinite sequence of homogeneous polynomials {ω i } such that deg ω i = i and the germ of the mapping
Thus we obtain a formal series Proof. We will prove thatĥ is (p + i)-close to the identity for every i ∈ N. Notice that for every i ≥ 0 the function λ i in (10.2) is the partial sum of the series (10.3), and the "remainder" function
, for a certain smooth mapping u.
It remains to note that h i+1 is (p + i)-close to the identity at O, and
Then for large i > p we have 2i + 2 ≥ p + i + 1. Henceĥ is (p + i)-close to the identity at O. Proof. Recall that for every h ∈ E id (F, V ) we have constructed a sequence of polynomials ω i ∈ P i and a sequence of germs of smooth mappings h i ∈Ê p+i (F, O) .
By Lemma 7.2.1, for every i, r ≥ 0 the correspondence h i → Ω i (h) is a C In particular, the correspondence h → T (h) is a well-defined map
On the other hand, in Borel's theorem for every θ ∈ (0, 1) we have defined a mapping is almost all that we need, i.e. for every h ∈ E id (F, V ) the germ at O of the mappingĥ (x) = F(h(x), −λ θ (h)(x)) belongs toÊ ∞ (F, O). A unique possible problem is thatĥ may be defined not on all of V . Since F is not a global flow, it may happens that for certain x ∈ V the point h(x), −λ θ (h)(x)
does not belong to the domain U F of F.
The following two propositions resolve this problem. such that for every h ∈ E 2 (F, V, O) the mappinĝ
is well defined on all of V , and thus belongs to E ∞ (F, V, O). Hence the correspondence h →ĥ is a well-defined tamely C ∞ -continuous map
10.2. Proof of Proposition 10.1.2. To simplify notations we will denote λ Θ(h) (h) by λ(h). For s ≥ 0 let λ s (q) be the sum of the first s + 1 terms of (9.1), see formula (9.2) and λ >s (q) = λ(q) − λ s (q). The proof consists of the following two lemmas. Proof. Recall that for every i ≥ 0 we constructed in (C) a C r+p+i W -continuous mapping Ω i : E id (F, V ) → P i . Moreover, in Borel's theorem for every i ≥ 0 we also defined a C ∞ W -continuous map S i : P i × (0, 1) → C ∞ (V, R).
Consider the mapping
Then it is easy to see that 
Proof. Notice that
is an open cover of (E 2 (F, V, O)) p . Since (E 2 (F, V, O)) p is metrizable, see e.g. [2] , it follows from Stone's theorem that (E 2 (F, V, O)) p paracompact. Therefore there exists a locally finite refinement
of N . Thus for every i ∈ J we can fix N (h i ) such that N be all the elements of N ′ containing q. By (10.7) Θ(q) is a linear combination of θ i 1 , . . . , θ i k with non-zero coefficients whose sum is equal to 1. Therefore for at least one index i s we have that Θ(q) ≤ θ is .
Thus q ∈ N ′ is ⊂ N (h is ). Therefore 0 < a(q) < a(h is ) + 1,
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