In an optimization framework, some criteria might be more relevant than others; the internal computational cost of the optimization algorithm might be negligible or not; the quality of intermediate search points might be important or not. For this reason measuring the performance of an algorithm is a delicate task. In addition, the usual criteria are often approximated for the sake of simplicity of the analysis, or for simplifying the design of test beds. This situation makes sense both in noise-free and noisy settings; however it is more often crucial in the latter case. We here discuss and compare several performance criteria published in the literature in the case of noisy optimization. We review existing rates, for various existing criteria, propose new rates, and check if some classically observed criteria are good approximations of sound criteria.
FRAMEWORK AND CRITERIA
Given a fitness function F : D ∈ R d → R, also known as objective function, optimization (minimization) is the search for the optimum point x * such that ∀x ∈ D, F (x * ) ≤ F (x). The fitness function may be corrupted by noise. A common case of noise is the additive noise case. Given a search point x ∈ D, evaluating F in x results in an altered fitness value f (x, w) as follows:
where w is an independent random variable of mean zero and variance σ. An optimization algorithm generates (xn) n≥1 , successive search points at which the objective function is evaluated -in a noisy manner. It can also generate (xn) n≥1
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). 
[Approximate Simple Regret] (ASR):
[Robust Simple Regret] (RSR):
where g(n) is a polylogarithmic function of n.
[Cumulative Regret] (CR):
[Average Regret] (AR):
We define the corresponding "slope" of the various regrets introduced previously by:
where * R stands for SR, ASR, RSR, CR or AR and log is the natural logarithm. From now on, s(.) stands for "slope of". The slope is a random variable; however in many cases it is almost surely equal to some constant. We also defined the slope in expectation, as follows:
CONCLUSION
In this paper we analyse several criteria for the performance of algorithms in noisy optimization problems. We provide several rates for each of the criteria and compare them. Some are rigorously proved, others are conjectured. 
Modified ES+ resampling
Shamir ( + e * Table 1: Table of regrets for various algorithms. Rates with means that the convergence is with high probability; for numbers with †, the convergence is in expectation and the convergence is a.s ones with * . When nothing is specified, the convergence holds for the 3 different types. Boxed results are proved and others are conjectured.
algorithms in terms of simple regret, on the log-log scale. This corresponds to a squared computation time.
Cumulative regret. In terms of CR, however, they reach the same rate as noisy optimization algorithms, e.g. as Fabian's algorithm with a proper choice of constants ( [1] considers mainly simple regret, but their result implies optimal rates for CR as well, for a proper choice of parameters), or the best rate in [2] . Approximations. The ASR is a poor approximation of simple regret since: (i) A fast algorithm for SR can have a bad rate for ASR (see e.g. Fabian and Shamir algorithm). However, this can be solved by modifying the algorithm in order to sample, sometimes, a recommended point.
(ii) A slow algorithm for SR can have a fast rate for ASR, and this is a more serious problem. There is no simple patch for that. Test beds using ASR will overestimate algorithms which include random exploration. This is partially, but not totally, solved by RSR. However, the difference decreases with the dimension for most algorithms. Indeed, ASR is a better estimate of AR than an estimate of SR, as in many cases s(ASR) = s(AR), except for algorithms which are specifically adapted for ASR. Incidentally, ASR was proposed in the evolutionary computation community, and AR (or, equivalently, CR) is the criterion for which evolutionary computation performs best in noisy optimization.
We did not come up with a satisfactory criterion, which would be consistent with SR (at least, same slope) and without drawbacks as those presented above, except the simple regret itself. The drawback of SR is that it is not necessarily non-increasing, which is an issue for the concept of "first hitting time". Another further work is the refinement of the theoretical analysis. We have compared slopes, but in some cases we have slopes for almost sure convergence, in other cases slope with high probability, and in others slope in expectation.
