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Resumen
Este art́ıculo presenta una aplicación de segui-
miento de trayectoria para veh́ıculos mediante
Control Predictivo basado en Modelo (MPC) con
un modelo Linealmente Variable en el Tiempo
(LTV) con estabilidad garantizada. El sistema de
control considera tanto el error lateral como el
error de orientación respecto de la trayectoria de
referencia para garantizar un correcto seguimiento
de la trayectoria bajo ciertos criterios de confort.
Además, también se consideran restricciones es-
trictas en la señal de control, en la variación de
la señal de control y en el error lateral de segui-
miento de la trayectoria, aśı como se tienen en
cuenta consideraciones de estabilidad. Se exponen
los resultados para diferentes tipos de trazados,
concluyendo con un circuito y para un rango muy
amplio de velocidades.
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1. INTRODUCCIÓN
En la actualidad, los veh́ıculos incluyen sofistica-
dos sistemas de seguridad activa, que vienen mo-
tivados por el desarrollo de nuevas tecnoloǵıas de
control y percepción durante las últimas décadas
[9]. Estos sistemas de seguridad activa tratan de
asistir al conductor para controlar el veh́ıculo, es-
pecialmente en situaciones de emergencia donde el
objetivo principal es evitar accidentes [2].
Los primeros de estos trabajos datan de la déca-
da de los 80 y estaban enfocados principalmente
a la mejora del comportamiento longitudinal del
veh́ıculo. Ejemplos de estos sistemas son el Siste-
ma Antibloqueo de Ruedas o Frenos Antibloqueo
(ABS) que mejora la eficiencia de la frenada; o el
Control de Tracción (TC) que mejora la estabili-
dad del veh́ıculo.
Recientes progresos en la tecnoloǵıa sensórica, co-
mo la visión por ordenador, la geolocalización y la
reconstrucción de entornos 3D, han impulsado las
posibilidades en los sistemas de seguridad activa y
han promovido la base para el diseño de sistemas
de guiado avanzados para veh́ıculos autónomos y
semiautónomos [1], [18]. Estos sistemas aportan
múltiples ventajas en la estabilidad, seguridad y
ergonomı́a de los veh́ıculos: Sistema de Manteni-
miento en Carril, que ayudan al conductor a man-
tener su veh́ıculo dentro del carril y evitar salidas
de calzada [4]; Sistemas de Cambio de Carril, pa-
ra ayudar al conductor a hacer un adelantamiento
de forma segura [13]; o Sistemas Anticolisión, que
detectan un obstáculo en la calzada y ayudan al
conductor a evitarlo de forma segura [19]. De esta
forma, el algoritmo de control de los sistemas de
seguridad activa calculará una trayectoria objetivo
que el controlador de seguimiento de trayectoria
tratará de seguir cumpliendo con las restricciones
impuestas por el sistema de seguridad.
En la literatura, se pueden encontrar una gran va-
riedad de trabajos relacionados con el control de
seguimiento de trayectoria: un controlador PI pa-
ra la implementación del sistema del control en
la dirección [20]; un controlador de lógica Fuzzy
para la maniobra de adelantamiento [13] o de se-
guimiento de trayectoria [7]; una combinación de
lógica Fuzzy y controlador PID [14]; o incluso Re-
des Neuronales [10].
Sin embargo, el esquema de control más extendi-
do para el seguimiento de trayectoria en sistemas
automoviĺısticos es la formulación del Control Pre-
dictivo basado en Modelos (MPC), ya que presen-
ta múltiples ventajas para gestionar este tipo de
problemas gracias a su capacidad para gestionar
modelos no lineales variables en el tiempo y res-
tricciones y operar cerca de los ĺımites admisibles
de las entradas y estados [2]. Las formulaciones
MPC usan un modelo del sistema para calcular
la acción de control óptima, por lo que la com-
plejidad y precisión del modelo empleado para di-
cho fin es un factor clave. Aunque existen técnicas
de control robusto basadas en controladores MPC
que debido a su robustez ante imprevistos y su
capacidad de rechazar perturbaciones tienen muy
buenos resultados [6], éstas son técnicas comple-
jas y por lo tanto computacionalmente exigentes.
Por lo que numerosos trabajos están enfocados en
la optimización de modelos para MPC, principal-
mente empleando modelos complejos y no lineales




En este trabajo se propone un novedoso control
MPC con coste computacional eficiente basado en
un modelo bicicleta Linealmente Variable en el
Tiempo (LTV) para el control de desplazamiento
lateral con estabilidad garantizada. En la propues-
ta se optimizan tanto el desplazamiento lateral co-
mo el ángulo de guiñada, aportando un seguimien-
to de trayectoria más preciso. Además, el uso de
un modelo LTV dependiente de la velocidad lon-
gitudinal aporta un rango operacional más amplio
que el de otros trabajos. A su vez, se implementan
estándares de confort imponiendo restricciones en
la variación del ángulo de giro de las ruedas.
El resto del art́ıculo se estructura de la siguiente
forma: el modelo LTV usado para la predicción de
la trayectoria se detalla en el Sección 2; las con-
sideraciones de estabilidad que deben ser imple-
mentadas en el controlador MPC se describen en
la Sección 3; el control MPC propuesto se presenta
en la Sección 4; los resultados de la simulación se
discuten en la Sección 5; y finalmente las conclu-
siones y futuros trabajos se detallan en la Sección
6.
2. MODELO DEL VEHÍCULO
2.1. Definición del modelo de veh́ıculo
La dinámica vehicular se describe mediante el mo-
delo bicicleta, un modelo simplificado de dos gra-
dos de libertad (posición lateral y y ángulo yaw ψ)
y comúnmente empleado por su bajo coste compu-
tacional y buena precisión [15], [17] . Este modelo
asume que el veh́ıculo es simétrico, los neumáticos
de un mismo eje tienen el mismo ángulo de desli-
zamiento, se desprecia la dinámica de los ángulos
















Figura 1: Diagrama del modelo bicicleta de dos
grados de libertad
Aśı, la dinámica lateral se calcula mediante las
siguientes ecuaciones diferenciales que describen
el movimiento del veh́ıculo,
mÿ = −mẋ ψ̇ + FFy + FRy
Iz ψ̈ = lF FFy − lR FRy
(1)
dondem es la masa del veh́ıculo, ÿ es la aceleración
lateral, ẋ la velocidad longitudinal del veh́ıculo, ψ̇
y ψ̈ son la velocidad y aceleración yaw alrededor
del eje z del veh́ıculo en el Centro de Gravedad
(CoG), FFy y FRy son las sumas de las fuerzas
laterales en los neumáticos delanteros y traseros
respectivamente, Iz es el momento inercial alrede-
dor del eje z del veh́ıculo y lF y lR son las distan-
cias desde el CoG hasta los ejes delantero y trasero
respectivamente (Figura 1).
Las fuerzas laterales del neumático son propor-
cional al ángulo de deslizamiento, para pequeños
ángulos de deslizamiento, de modo que,
FFy = 2CαF αF
FRy = 2CαR αR
(2)
donde FFy y FRy son la suma de las fuerzas asocia-
das a los neumáticos derecho e izquierdo en cada
eje, CαF y CαR son la rigidez en curva para los
neumáticos delanteros y traseros respectivamente
y αF y αR son los ángulos de deslizamiento. El
ángulo de deslizamiento se define como el ángulo
entre la orientación del neumático y la orientación
del vector velocidad de la rueda (VF y VR respec-
tivamente). Por lo que, el ángulo de deslizamiento
delantero αF depende del ángulo de giro de las
ruedas (δ), mientras que el ángulo de deslizamien-
to trasero αR no.
αF = δ −
ẏ + lF ψ̇
ẋ
αR = −
ẏ − lR ψ̇
ẋ
(3)
Combinando las Ecuaciones (1) a (3), se puede
definir el modelo lineal de la dinámica vehicular.
2.2. Modelo LTV para control
El modelo descrito en el apartado anterior se pue-
de definir en el espacio de estados mediante la si-
guiente representación,
ẋc(t) = Ac(t) xc(t) + Bc(t)uc(t) (4)
donde el vector de estados es xc(t) =[
y(t) ẏ(t) ψ(t) ψ̇(t)
]T
y la variable de control se
corresponde con el ángulo de giro de las ruedas
uc(t) = δ(t). Las matrices Ac(t) y Bc(t) descri-
ben el modelo del veh́ıculo y están representadas
por
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Nótese que para mejorar la precisión de la pre-
dicción de la trayectoria, el modelo de predicción
se formula como un modelo Linealmente Variable
en el Tiempo (LTV). La velocidad longitudinal ẋ
medida en cada instante se asume constante du-
rante el horizonte de predicción, por términos de
eficiencia computacional. Aśı, las matrices Ac(t)
y Bc(t) vaŕıan de una predicción a otra pero son
constantes durante una predicción.
A su vez, los controladores MPC se basan en tiem-
po discreto, por lo que el modelo detallado en la
Ecuación (4) se discretiza con el método de Rete-
nedor de Orden Cero y un periodo de discretiza-
ción Ts. La nueva representación viene dada por,
xd(k + 1) = Ad(k) xd(k) + Bd(k)ud(k) (7)
donde xd(k) es el estado, ud(k) la señal de control
y Ad(k) y Bd(k) son las matrices discretizadas
de las Ecuaciones (5) y (6) respectivamente. Es-
te modelo se puede usar para estimar la futura
evolución del estado x̂.
Por último, y con el fin de incluir un término in-
tegrativo en el controlador, la señal óptima que
se debe calcular se define como la variación de la
acción de control ∆ud(k) en lugar de la propia ac-
ción de control ud(k). Esto exige definir un nuevo
sistema extendido, donde el vector de estados es
xe = [xd ud]
T y la señal de control ue = ∆ud. De
esta forma, la Ecuación (7) se reescribe como,
xe(k + 1) = Ae(k) xe(k) + Be(k)ue(k) (8)
donde Ad(k) y Bd(k) se reorganizan para definir















A pesar de lo que intuitivamente pueda parecer, la
optimalidad de un controlador predictivo no im-
plica que éste sea estable ni que se alcance el punto
de operación tal y como se desea. Este problema
deriva directamente del propio funcionamiento del
control predictivo y de la utilización de un hori-
zonte finito y deslizante.
Para solventar este inconveniente y garantizar la
estabilidad de los controladores predictivos, se han
desarrollado una serie de formulaciones basadas en
la teoŕıa de estabilidad de Lyapunov. Estas for-
mulaciones tienen una serie de elementos comunes
para garantizar la estabilidad de un MPC [12]:
La inclusión de una región terminal invariante
Ω en el problema de optimización. El control
predictivo ha de ser capaz de llevar el sistema
a una región del espacio de estados que es
un conjunto positivo invariante del sistema.
Esto es, si el control predictivo logra llevar el
sistema a esta región, existe un controlador
local que estabiliza el sistema en esta región.
La inclusión de un coste terminal γ en la fun-
ción de coste. Se incluye un término adicional
en la función de coste para evaluar el esta-
do final. Aśı, el estado final del sistema en el
horizonte de predicción será lo más cercano
posible al de la referencia. Este coste termi-
nal se define como una función de Lyapunov
que garantiza que el sistema sea estable en
bucle cerrado y con restricciones.
γ = (x̂Hp − xs)T P (x̂Hp − xs) (11)
Estas dos consideración se introducen en el contro-
lador MPC para garantizar la estabilidad. Esto se
consigue con un controlador de modo dual, donde
el MPC gestiona los instantes finitos del horizonte
de predicción y un controlador local con realimen-
tación gestiona el resto de los instantes. El contro-
lador de modo dual es el equivalente a resolver un
problema de optimización con horizonte de pre-
dicción infinito [12].
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El controlador de modo dual que se empela es un
Linear Quadratic Regulator (LQR), un regulador
óptimo con horizonte infinito. De forma que la ma-
triz de ponderación P que se incluye en el coste
terminal en la función de coste se sintoniza me-
diante la ecuación de Riccati asociada al contro-
lador LQR. Por otro lado, la restricción terminal
Ω está relacionada con la ganancia K del contro-
lador LQR. El conjunto invariante Ω asegura que
una vez que el estado está dentro de este conjun-
to, el controlador LQR garantiza la convergencia
hacia el origen, esto es
x(k) ∈ Ω⇒ x(k + 1) = Aa x(k) ∈ Ω, ∀x(k) ∈ Ω
(12)
donde x(k + 1) = Aa x(k) es el estado autónomo
de la ecuación asociada al sistema controlado por
el controlador LQR y donde Aa = [A+BK].
Aśı, si el sistema es lineal y el punto de equili-
brio xs es conocido, la restricción terminal queda
definida como,
xe(Hp) ∈ Ωs = Ω⊕ xs (13)
donde xe(Hp) es el estado asociado al instante
final en el horizonte de predicción y Ωs es el con-
junto invariante entorno al punto de equilibrio.
Nótese que el modelo empleado es dependiente del
tiempo y dado que el conjunto invariante Ω depen-
de de dicho modelo, éste también será variable en
el tiempo. Para solventarlo, se propone una simple
consideración. El rango de velocidades longitudi-
nales efectivas se divide en varios intervalos. Los
ĺımites de estos intervalos se calcularán dependien-
do de la capacidad de aceleración y frenado del
veh́ıculo, de esta forma, en cada intervalo se cu-
briŕıan todas las posibles velocidades que pudiera
alcanzar el veh́ıculo en el horizonte de predicción.
De esta forma, se puede calcular un único conjun-
to invariante Ωi para cada intervalo de velocidad.
Estos conjuntos invariantes se calculan como la
intersección entre el conjunto invariante para el
sistema de los ĺımites superior e inferior. Todos
estos conjuntos invariantes se calculaŕıan offline,
y para cada instante de muestreo, se comprobaŕıa
la velocidad del veh́ıculo y se seleccionaŕıa el in-
tervalo correspondiente. Esta consideración se de-
tallará mejor en la posterior Sección 5.
4. LEY DE CONTROL
Se propone un sistema de seguimiento de trayec-
toria basado en un control MPC para el guiado
lateral del veh́ıculo. El controlador propuesto es
una mejora de la formulación clásica [3]. Esta nue-
va formulación penaliza las desviaciones respecto
de la trayectoria de referencia deseada y la des-
viación del ángulo de guiñada deseado. Además,
la función de coste se aumenta con la inclusión del
término de coste terminal γ para asegurar que el
estado final del sistema predicho x̂Hp es lo más
próximo posible al de referencia xs, tal y como se
detalla en la Sección 3.
J(Hp, Hc) = (x̂e −w)T Q (x̂e −w)
+ue
T R ue
+(x̂Hp − xs)T P (x̂Hp − xs)
(14)
donde Q = diag(q), R = diag(r) y P = diag(p)
son las correspondientes matrices de ponderación
para el error de seguimiento de la trayectoria, la
señal de control y el coste terminal, x̂e es el es-
tado de predicción, x̂Hp = x̂e(Hp) es el estado
final de predicción para el instante (t + Hp), ue
el la señal de control que debe ser calculada (la
variación del ángulo de giro de las ruedas), w es
la referencia futura del sistema para el estado ex-
tendido y xs = w(Hp) es el punto de estabilidad
que debe ser alcanzado.
La referencia futura del sistema para el estado ex-
tendido w se debe calcular para cada instante de
predicción del horizonte. Las referencias para la
posición lateral y y para el ángulo yaw ψ se cal-
culan como la diferencia entre el estado actual y
la trayectoria real. Las referencias para la velo-
cidad lateral ẏ, la velocidad yaw ψ̇ y la acción
de control correspondiente al ángulo de las ruedas
ud = δ, son nulas para minimizar la variación de
estas señales.
La ley de control del MPC se deriva de la opti-
mización de la función de coste de Ecuación (14),
que incluye el modelo de predicción. Aśı, es nece-
sario minimizar la función de coste J para obtener
los valores óptimos de las señales de control incre-
mentales ue
∗(k) = ∆u∗ que permiten al veh́ıculo
minimizar el error de seguimiento de trayectoria,
ue




xe(k +Hp) ∈ Ωsi
(15)
Nótese que se consideran restricciones para estado
extendido xe(k), la acción de control extendida
ue(k) y para el estado terminal xe(k +Hp) ∈ Ωs,
para garantizar la convergencia del controlador.
Una vez calculada la secuencia de control óptima
∆u∗, sólo se aplica la primera, que se corresponde
con el instante actual,
u(k) = ∆u(k) + u(k − 1) (16)











Figura 2: Diagrama del control MPC propuesto
Tabla 1: Parámetros del veh́ıculo IPG Carmaker
Parameter Value
m: masa del veh́ıculo 1412 kg
lF : distancia CoG - eje delantero 1.016 m
lR: distancia CoG - eje trasero 1.564 m
Iz: inercia del ángulo de guiñada 1536.7 kg m
2
cαF : rigidez en curva eje delantero 956.08 N/rad
cαR: rigidez en curva eje trasero 956.08 N/rad
5. RESULTADOS
5.1. Configuración de la simulación
El objetivo de esta sección es validar el control
MPC con estabilidad garantizada propuesto. El
controlador trata de conducir el veh́ıculo para que
siga una referencia determinada a lo largo del
tiempo de la forma más precisa posible. Dicha refe-
rencia es conocida y calculada para cada horizonte
de predicción por el módulo correspondiente. Por
último, la señal óptima calculada es empleada por
el software de simulación para calcular la nueva
posición y orientación del veh́ıculo en su CoG (Fi-
gura 2).
Las simulaciones se han llevado a cabo mediante
el software MATLAB/Simulink [11] y la dinámi-
ca del veh́ıculo se ha simulado mediante el soft-
ware de simulación Carmaker, de IPG Automo-
tive [8]. El veh́ıculo seleccionado es un utilitario
y los parámetros principales del veh́ıculo se reco-
gen en la Tabla 1. Además, el software de simula-
ción incluye un conductor virtual que conduce el
veh́ıculo considerando la trayectoria. Este conduc-
tor virtual se ha configurado para que alcance una
aceleración longitudinal y lateral máxima de 0,3 g
(≈ 2,94 m/s2), que es el ĺımite de una conducción
confortable.
Las simulaciones se han llevado a cabo para un
rango amplio de velocidades, desde los 30 km/h
hasta los 120 km/h. Se ha empleado un periodo
de muestreo de Ts = 1,5 s, que para una veloci-
dad de traveśıa de 30 km/h cubre 12,5 m y para
una de 120 km/h 50 m, y donde el horizonte de
predicción es Hp = 20 y el horizonte de control
Hc = 10. Las matrices de ponderación sintoniza-
das experimentalmente son Q = I4 y R = 100.
Además, se han incluido restricciones f́ısicas al
controlador para garantizar el correcto funciona-
miento del control lateral. En el vector de estados
se consideran dos variables: el desplazamiento la-
teral y el ángulo de las ruedas o acción de control.
El resto de variables del vector de estados no se
han restringido. Las restricciones en el desplaza-
miento lateral vienen definidas por el error late-
ral máximo, que debe ser sintonizado para que el
veh́ıculo no se salga del carril. Aśı, considerando
una carretera estándar de 3,5 m de ancho y un
veh́ıculo de 2 m de ancho, se establece un valor
máximo de 0,6 m.
−0,6 m ≤ y(k) ≤ 0,6 m (17)
Por otro lado, el ángulo de giro de las ruedas se
restringe por las limitaciones f́ısicas del sistema de
la dirección del veh́ıculo,
−0,72 rad ≤ u(k) ≤ 0,72 rad (18)
La restricción de la señal de la acción de control
extendida se corresponde a la variación del ángulo
de las ruedas y se ha sintonizado para garantizar
el confort de los pasajeros,
−0,08 rad/Ts ≤ ∆u(k) ≤ 0,08 rad/Ts (19)
5.2. Conjuntos invariantes y estabilidad
En relación con la estabilidad del sistema y tal y
como se detalla en la Sección 3, se calculan offli-
ne un grupo de conjuntos invariantes para varios
rangos de velocidades, ya que el modelo LTV se
define en función de esta variable.
El rango de velocidades que se quiere cubrir vaŕıa
desde los 30 km/h hasta los 120 km/h. Para cu-
brir todo este rango se definen 6 intervalos y cada
intervalo considera un rando de 20 km/h habiendo
un solape de 5 km/h entre dos intervalos conse-
cutivos. Este solape se define para garantizar la
estabilidad al cambiar de un intervalo a otro y el
valor de 5 km/h se ha seleccionado ya que cubre
la máxima variación de la velocidad permitida du-
rante un periodo de muestreo Ts.
De esta forma, en cada iteración se analiza la velo-
cidad del veh́ıculo para ver a qué número de inter-
valo pertenece y se aplica el conjunto invariante
correspondiente. En el caso de que la velocidad
coincida con una zona de solape, se comprueba la
aceleración longitudinal del veh́ıculo. Si la acele-
ración es positiva, se escoge el intervalo superior,
ya que se supone que la velocidad aumenta, y vi-
ceversa. Los intervalos se muestran en la Figura
3
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Figura 3: Intervalos seleccionados





























Figura 4: Conjunto invariante resultante para el
primer intervalo Ω1 (arriba) y conjunto invariante
resultante contenido dentro de un conjunto inva-
riante intermedio Ωv40 (abajo)
Una vez definidos los intervalos, se calculan los
conjuntos invariantes correspondientes a cada uno.
Para cada intervalo, el correspondiente conjunto
invariante se calcula como la intersección entre el
conjunto invariante para el sistema con los valo-
res ĺımite del intervalo. Por ejemplo, tal y como se
muestra en la Figura 4, el conjunto invariante para
el primer intervalo Ω1 se define como la intersec-
ción entre el conjunto invariante para el sistema
con una velocidad de 30 km/h, Ωv30, y el sistema
con una velocidad de 50 km/h, Ωv50,
Ω1 = Ωv30 ∩ Ωv50 (20)
Además, este conjunto invariante resultante
está contenido en cualquier conjunto invariante
para un sistema con una velocidad perteneciente
al intervalo considerado. Por ejemplo, el conjunto
invariante para el primer intervalo está conteni-
do dentro del conjunto invariante calculado para
el sistema con una velocidad de 40 km/h, Ωv40
(Figura 4).
Ω1 ⊂ Ωv40 (21)
De esta forma, se garantiza la estabilidad del MPC
propuesto tal y como se detalla en la Sección 3
5.3. Resultados de Simulación
Con el fin de validar el MPC propuesto se han
planteado tres casos de estudio. El primer caso de
estudio considera que el veh́ıculo circula por unas
curvas abiertas a altas velocidades sin exceder la
aceleración lateral máxima de 0,3 g. Los resulta-
dos se muestran en la Figura 5 para diferentes ve-
locidades. Como se puede observar, la trayectoria
se sigue de forma correcta para todo el rango de
velocidades con un error lateral máximo entre la
trayectoria de referencia y la trayectoria seguida
de −0,04 m, lo cual es despreciable.
El segundo caso de estudio es similar al primero,
pero en este caso se consideran unas curvas más
cerradas. En la Figura 6 se puede observar cómo
para poder hacer un correcto seguimiento de la
trayectoria, la velocidad longitudinal del veh́ıculo
se reduce hasta 51,3 km/h. En este caso, el error
lateral es ligeramente superior, dado que se trata
de un trazado más exigente, pero se sigue mante-
niendo en un valor despreciable de −0,05 m.
Por último, el controlador MPC se ha validado en
un circuito con diferentes tipos de curvas, desde
curvas cerradas o zig-zags hasta largas rectas. Los
resultados se muestran en las Figuras 7 y 8 para
una vuelta. En la Figura 7 se muestra el circuito,
donde el punto representa el lugar de inicio de la
vuelta y la flecha la dirección, junto con las tres
variables restringidas: la acción de control, esto
es, el ángulo de giro de las ruedas; la variación de
la acción de control; y el error lateral. Las ĺıneas
de puntos negras representan los ĺımites de cada
variable. Como se puede observar, debido a las
restricciones impuestas en la variación de la ac-
ción de control y en las matrices de ponderación
seleccionadas, la acción de control vaŕıa de forma
suave sin generar grandes giros. Además, el error
lateral vaŕıa a lo largo del circuito manteniendo va-
lores despreciables. Se ha resaltado el punto más
cŕıtico del circuito, que se corresponde al instante
t = 35 s, donde el veh́ıculo circula por la curva
más cerrada. En este punto, la variación de la ac-
ción de control alcanza los ĺımites impuestos para
tomar la curva, pero el error se mantiene dentro
de los ĺımites y la estabilidad del sistema está ga-
rantizada.
En la Figura 8 se muestran los perfiles de veloci-
dad y aceleración y el intervalo aplicado. En cada
instante, el sistema comprueba la velocidad longi-
tudinal y la aceleración del veh́ıculo para seleccio-
nar el intervalo correspondiente. A continuación,
se aplica el conjunto invariante calculado offline
para dicho intervalo. Aśı, según crece la velocidad
también lo hace el número del intervalo selecciona-
do y vice versa. Por ejemplo, cuando la velocidad
longitudinal es de 113 km/h se aplica el conjun-
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Figura 5: Simulación para dos curvas abiertas














































Figura 6: Simulación para dos curvas cerradas
to invariante correspondiente al intervalo 6, Ω6,
que está definido para un rango de velocidades de
105− 125 km/h.
Aśı, el MPC desarrollado es capaz de predecir la
trayectoria a seguir por el veh́ıculo y de restringir
su movimiento lateral, con el fin de que el veh́ıcu-
lo se mantenga en su carril cumpliendo las res-
tricciones impuestas y condiciones de estabilidad.
Estos resultados demuestran la efectividad de la
propuesta.
6. CONCLUSIONES
En el presente trabajo se propone una controlador
de seguimiento de trayectoria mediante un MPC
con un modelo de predicción LTV y estabilidad
garantizada. El sistema propuesto optimiza tanto
el desplazamiento lateral como el ángulo yaw, ob-
teniendo aśı un mejor seguimiento de trayectoria.
El modelo de predicción LTV de dos grados de li-
bertad y dependiente de la velocidad longitudinal
del veh́ıculo aporta un mayor rango operacional
que otras propuestas. A su vez, se implementan












































Figura 7: Simulación para una vuelta del circuito












































Figura 8: Variación del intervalo para una vuelta
del circuito
requerimientos de confort al imponer restricciones
en el ángulo de giro de las ruedas, aśı como en
su variación, y al considerar la orientación en el
MPC. Además, también se consideran restriccio-
nes en el error lateral para garantizar un correc-
to seguimiento de la trayectoria sin salirse de la
calzada. Todo ello garantizando la estabilidad del
sistema al aplicar un coste terminal y un conjunto
invariante para la región terminal.
El control propuesto ha sido validado para un am-
plio rango de velocidades mediante tres casos de
estudio. Los dos primeros casos de estudio vali-
dan el controlador mediante unas curvas abiertas
a elevadas velocidades y unas más cerradas a me-
nores velocidades. El MPC es capaz de dirigir el
veh́ıculo apropiadamente cumpliendo las restric-
ciones limitantes y con un error despreciable. El
tercer y último caso de estudio consiste en un cir-
cuito con diferentes tipos de trazado. El veh́ıculo
circula por el circuito a una velocidad variable des-
de los 33 km/h hasta los 113 km/h, con un error
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lateral máximo de 0,6 m y cumpliendo las consi-
deraciones de estabilidad.
Como futuro trabajo se plantea la incorporación
de consideraciones de robustez a la aplicación, pa-
ra la compensación de perturbaciones.
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