We establish existence results for singular Gierer-Meinhardt elliptic systems with zero Dirichlet boundary conditions. Gierer-Meinhardt systems are model problems for pattern formations of spatial tissue structures of morphogenesis. The mathematical difficulties are that the system becomes singular near the boundary and it is non-quasimonotone. We show the existence of positive solutions for the activator-inhibitor model with common sources.  2004 Elsevier Inc. All rights reserved.
Introduction
The purpose of this paper is to answer one of the questions left open in [14] , in which we studied the steady-state system of Gierer-Meinhardt equations. Gierer-Meinhardt equations [11] are mathematical models for pattern formations of spatial tissue structures of morphogenesis. The equations are originally in parabolic systems based on an interaction between activators and inhibitors. Specifically, under the assumption that the activators, u(t, x), and the inhibitors, v(t, x), are acting proportionally on some powers of u and v in the source term and are having source distributions ρ(x) and ρ (x), respectively, the model system is written in the following equations [11] :
with diffusion constants d i 's, positive parameters α, β, and ρ 0 , and with positive constants p, q, r, and s. The derivation is based on the short range of activation and the long range of inhibition, and based on a classification between the concentration of activators and inhibitors, and the densities of their sources. Moreover, the concentration of activators and inhibitors can change rapidly to build the primary pattern while the source density can change slowly (for example, as an effect of cell differentiation). Furthermore, it was shown by [11] that if ρ 0 and d 1 are small and d 2 is big enough, that is v diffuses fast, then the powers p, q, r and s satisfy
A simple case is to consider the same source term for u and v, that is, p = r and q = s. This simplifies the above relation (3) to
Furthermore, assuming the same source term implies that ρ = ρ and c = c , thus we have the activator-inhibitor model with common sources [11, Eqs. (14a-b)]:
There are many works in Gierer-Meinhardt systems with zero Neumann boundary conditions. In particular, when d 1 is small and d 2 is big enough, the system can be reduced to a single elliptic equation and a shadow system. Details of derivations and novel techniques can be found in [18, 19] and references therein.
On the other hand, the system with zero Dirichlet problems becomes singular when the solution v approaches the boundary. This situation raises different mathematical difficulties than those arising with the Neumann problems. Also it is clear that the system is nonquasimonotone. While few results on singular non-quasimonotone systems can be found, there are many results on singular problems for single equations. The governing equations for singular single equations can be semilinear [9, 17] , quasilinear [1] [2] [3] (such problems arise in the study of multi-dimensional conservation laws where the state of the solution changes its type), or anisotropic [4] [5] [6] 13, 15] .
Related to our work, Choi and McKenna [7] studied the special case, (6) , for the steady-state Gierer-Meinhardt system with zero Dirichlet boundary conditions. They also obtained the uniqueness result for one dimensional problems. Later, they [8] showed the existence result when p = r > 1, q = 1, and s = 0 for both one-dimensional problems and radially symmetric solutions in twodimensional problems. Recently, the case of homoclinic orbits on one spatial-dimensional problems was studied in [10] under extra conditions on the diffusion coefficients.
As it was studied in [14] , we consider the steady-state system of (5)- (6) and simplify them by taking
We note that in [14] this system was studied under the assumption that ρ 0 = 1 and ρ behaves like the first eigenfunction with respect to ∆. In fact, the techniques are still valid for both cases with minor modifications. Hence, for simplicity, we assume in this paper that ρ 0 = 1 and ρ behaves like the first eigenfunction. That is we assume
By subtracting (7) and (8), and letting w = u − v, the system (7)- (8) can be written as
Such decouplization was observed by [7] . More applications of such decouplization can be found in [16] .
In [14] , the positive solutions for (9) and (10) were established when β α > 0 and q > p − 1 > 0. The techniques used to establish positive solutions w and v were upperlower solutions methods and the Schauder fixed point theorem. On the other hand, when 0 < β < α and q > p − 1 > 0 the source term in (9) may change its sign and thus w may change its sign. In this case the techniques applied in the earlier paper [14] do not apply. Hence our goal is to study this case and to establish existence results for positive solutions u = w + v and v. We state our main result. Theorem 1.1. Let Ω be a bounded domain in R n with a C 2 boundary and ρ satisfy the condition (A). Then for q > p − 1 > 0 and 0 < β < α < ∞ there exist positive solutions (7) and (8) .
The novelty of this paper is that it provides a technique to handle singular and nonquasimonotone elliptic systems. To establish existence results, we first regularize the singular source term u p /v q to u p /(v q + ε), and consider Eqs. (9) and (8) to establish a priori bounds. Once the a priori bounds are established, we consider (7) and (8) and establish a sequence of positive solutions u ε and v ε . Next, we construct lower barriers for u ε and v ε uniformly in ε and apply local regularity theories to find the limiting solutions. Finally we construct local upper barriers for v ε uniformly in ε to verify the continuity up to the boundary for v, which implies the continuity up to the boundary for u = w + v.
Throughout the paper, we assume that Ω is a bounded domain in R n with a C 2 boundary. We let φ 1 > 0 be the first eigenfunction with the corresponding eigenvalue λ > 0 of
Approximate solutions and a priori bounds
We first define
For 0 < ε < 1, we consider the following regularized problems:
We let u ε , v ε , and w ε = u ε − v ε be the solutions for the corresponding regularized problems, (13), (14), and (9), respectively. Since ρ > 0 in Ω, by the maximum principle, the solution u ε must be positive in Ω and as a consequence v ε is also positive in Ω. Therefore we can replace f (u) = u p and g(v) = v q .
We now establish a priori bounds for z ε = v q+1 ε and w ε = u ε − v ε independent of ε.
where
Proof. The inequalities in (15) follow from an application of the weak maximum principle of Aleksandrov [12, Theorem 9.1]. More precisely, since we are assuming that v is a nonnegative function, we have
Hence by [12, Theorem 9.1] we get
n, |Ω|). Thus we have (15). 2
Now we establish an L ∞ bound for v ε .
Lemma 2.2. For given
loc (Ω) be a positive solution to (14) with w satisfying (15) . Then there exists a positive constant M * independent of ε and depending only on p/(q + 1), ρ 2 , n, and Ω so that
Proof. For notational convenience, throughout the proof, we write v = v ε and w = w ε . We multiply (14) by v q to get
We let z = v q+1 then by using ∇v = (q + 1) −1 z −q/(q+1) ∇z and ∆z = (q + 1)v q ∆v + q(q + 1)v q−1 |∇v|, the last equation becomes
Apply the weak maximum principle [12, Theorem 9.1] to the last inequality to get
Here the last inequality is due to (15) . Hence if we let
Since q + 1 > p, we can find M * large enough to get
This completes the proof. 2
As a consequence, we have an a priori bound for the solutions u ε .
Lemma 2.3. For given
loc (Ω) be a positive solution to (13) with v 0 satisfying (16) . Then
where C 1 and M * are the uniform constants in (15) and (16), respectively, and both constants are independent of ε.
Using these uniform a priori bounds, we now establish the existence result for the regularized problems.
Lemma 2.4. For given 0 < ε < 1, there exists a pair of positive solutions (u ε , v ε ) ∈ C 2 (Ω) × C 2 (Ω) which satisfy (13) and (14) .
Proof. We show the existence result by using degree theory arguments [20] . We set
where f and g are the cut-off functions defined by (12) . Note that M * is the uniform constant in (16) and C 1 is the uniform constant in (15) . We now define Φ in U so that
Regularity theory and the maximum principle imply that solving (14) and (13) is equivalent to finding a non-zero solution (u, v) ∈ U of the equation Φ(u, v) = (0, 0). More precisely, due to the cut-off functions f and g appearing in the source term and ρ > 0, by the maximum principle, the solution u must be positive and thus v is positive. Also since any solution u of (13) satisfies 0 < sup u < ∞ by Lemma 2.3, and due to the regularization in the source term, we have 0
Hence by the L p theory and by the embedding theory, the solutions u and v are in C 1,γ (Ω) where 0 < γ = γ (ε) < 1. Further bootstrap arguments yield that the solutions are in C 2 (Ω). By the maximum principle and by L ∞ -estimates for v and u = w + v, that is (16) and (19), we have Φ(u, v) = (0, 0) on ∂U . Now for 0 t 1, consider
Then by the homotopy property we have
Thus there exists non-zero (u, v) ∈ U so that Φ(u, v) = (0, 0). This completes the proof. 2
Uniform lower barriers
We now establish the limiting solutions u and v from the sequences of the solutions of the regularized problems (13) and (14). Before we discuss the limiting argument, we first construct uniform lower barriers for u ε and v ε in the following lemma.
Lemma 3.1. There exists a positive constant δ * independent of ε so that the solutions u ε for (13) satisfy
Moreover, there exists a positive constant δ = δ (δ * ) independent of ε so that the solutions v ε for (14) satisfy
Proof. We first show that u ε δ * φ 1 for some positive constant δ * . Since ρ ρ 1 φ 1 and the solutions u ε and v ε are positive in Ω, we evaluate ∆(δφ 1 ) − αδφ 1 + Fig. 1 . Sketch of an exterior ball and a set O.
and take an exterior ball B = B R (y) such that x 0 = ∂Ω ∩B =Ω ∩B, see Fig. 1 . Since we are assuming that ∂Ω ∈ C 2 , for each x 0 ∈ ∂Ω we can find such an exterior ball. Let
Now we have Fig. 1 ), then for R d < d * the first term is always strictly negative. Thus by taking K large enough, we have that the right-hand side of the differential inequality above becomes negative in O. In addition, by increasing K further if necessary, we get
and thus we have ψ z ε on ∂O.
Hence by subtracting the inequality we just obtained for ψ from Eq. (22), we get
and ψ − z ε 0 on ∂O. Thus by the maximum principle, we get
Notice that since ψ is independent of ε, we can pass to the limit as ε → 0. Now using ψ = 0 at x 0 ∈ ∂Ω, for x ∈ O, we have 0 lim
This implies z ∈ C(Ω) since x 0 is an arbitrary point on ∂Ω. Consequently the continuity of v up to the boundary follows. The continuity of u up to the boundary follows because u = w + v, v ∈ C(Ω) (which we just showed) and w ∈ C 1,γ (Ω) by the L p theory (since (9) has no singular source term) and the embedding theory.
Conclusions
This paper complements an earlier result in [14] and provides a technique to solve singular non-quasimonotone systems. From the results in this paper and in [14] , we obtain a pair of positive solutions of the system regardless of the size of the diffusion coefficients . Therefore the existence result follows. We conclude our paper by discussing some open questions. The first natural question is the uniqueness theory for the system that we studied in this paper. Next, there are many open questions for a general system with different source terms where p = r or q = s, such as existence results, uniqueness, or multiplicity results.
