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Abstract
In the last few years we have observed deregulation in electricity markets
and an increasing interest in price dynamics has been developed especially
to consider all stylized facts shown by spot prices. Only few papers have
considered the Italian Electricity Spot market since it has been deregulated
recently. Therefore, this contribution is an investigation with emphasis on
price dynamics accounting for technologies, market concentration, conges-
tions and volumes. We aim to understand how these four variables aect
zonal prices since these ones combine to bring about the single national price
(prezzo unico d'acquisto, PUN). Hence, understanding its features is impor-
tant for drawing policy indications referred to production planning and se-
lection of generation sources, pricing and risk{hedging problems, monitoring
of market power positions and nally to motivate investment strategies in
new power plants and grid interconnections. Implementing Reg{ARFIMA{
GARCH models, we assess the forecasting performance of selected models
showing that they perform better when these factors are considered.
Key words: Electricity prices, Production technologies, Market power,
RSI, Congestions, Volumes, Fractional Integration, Forecasting, Policy
1. Introduction
Several empirical features of electricity prices observed at daily frequency
have been widely discussed: mean{reversion, seasonality, time varying and
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clustered volatility, inverse leverage eect and extreme values called spikes
or jumps, see for instance Escribano et.al. [13], Knittel and Roberts [38],
Koopman et al. [39] and Gianfreda and Bunn [19] among others. While
seasonality and clustered volatility are well{known features, the remaining
stylized facts require to be better explained. Mean-reversion is the tendency
that prices show tending to a long{run mean level. The inverse leverage eect,
discovered by Knittel and Roberts [38], is the inverse reaction to shocks:
electricity price volatility tends to rise in presence of positive shocks more
than in presence of negative ones. Extreme values or spikes are results of
abnormally large variations in price caused by weather conditions, outages
or transmission failures.
A stylized fact that has been fairly neglected so far is the long memory
of the process generating electricity prices. When unit root tests are applied
usually the presence of unit root is rejected. On the other hand, stationarity
tests provide evidence of non stationarity. Moreover, when the empirical cor-
relation function is estimated and visualized through a correlogram, a long
memory pattern can be observed because autocorrelation tends to decrease
very slowly as the lag increases. These combined results lead to the con-
clusion that the analyzed time series could be generated by a fractionally
integrated process. This feature is explored for the rst time using data
of the Italian market, whereas this methodology has been previously imple-
mented by [29] and [39], for instances on Nordic, German, French and Dutch
markets. Previous papers about the Italian Power Exchange (18; 48 and 5)
have completely discarded this peculiarity and have focused on prices and
returns.
Beside fractional integration, we considered also the conditional het-
eroscedasticity of residuals which has been captured by GARCH models.
The nal correlation structure of electricity prices has been then captured
by Reg{ARFIMA{GARCH models. An interesting result is that the Italian
market does not show the presence of leverage eect, nor direct or indirect,
as explored by Gianfreda [18].
The procedure suggested in this paper is aimed to correctly identify the
appropriate stochastic generating process for electricity prices which is im-
portant for several reasons. First of all, the price dynamics can be used to
understand the deregulation process, verify the competition in this electric-
ity market and give indications on spot and forward price denitions (21).
Secondly, a good model identication leads to proper managing of network
congestions for needs of continuous real time balancing. Thirdly, modeling
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is important for forecasting, trading, generation planning and plants avail-
ability, for risk management and hedging purposes in such market given the
launch of the Forward Electricity Market (MTE)3 on 3 November 2008.
Another original contribution of this work is the use of exogenous vari-
ables to explain the electricity price dynamics. Exploiting the massive infor-
mation provided by the Italian independent system operator (GME, Gestore
dei Mercati Energetici4), we have analyzed the eect of technologies, market
power, network congestions and demand on prices using 1461 daily observa-
tions from 1st January 2005 to 31st December 2008, extracted from an hourly
database5 with quantitative indications for all explanatory variables and all
considered zones. It is well-known that electricity prices depend on prices of
generation sources employed, however there is no evidence on the degree and
sign of these inuences. Considering technologies, we have used the marginal
technology index (MTI) provided on zonal basis by the GME which indicates
the technology xing the price over each zone, as explained later in Section
3.1. We moreover control for the exercise of market power from the gener-
ation side using the residual supply index (RSI), described in Section 3.2.
Considering the third variable, we follow [29] in dening a congestion event
every time we observed dierent zonal prices on contiguous zones and its
construction is explained in Section 3.3. Finally, we have also considered the
inuence of zonal demands on prices.
Therefore we aim to provide answers based on empirical evidence on
how generation sources, market power, congestions and demand aect zonal
3All the abbreviations refer to the Italian names and denitions.
4The web{site is available at http://www.mercatoelettrico.org
5We decided to convert hourly data to daily data, as suggested in the literature sub-
sequent to Lucia and Schwartz (2001) in view of the interpretation of our results. Policy
indications can be drawn regarding the keys used in the paper: technologies, congestions
and market power. In details, if investing in new under{utilized technologies (as for ex-
ample wind and other renewables never fund to be important in determining the zonal
prices), the reader should keep in mind that new plants (or additional capacity) are re-
alized considering daily wholesale prices corresponding to daily interest rates on funds
necessary to undertake the investments, often evaluated according to the notion of the net
present value - and this actually applies to both new generation as well as to network grid
extension. In addition, several kinds of costs do aect economic evaluation of investments;
and prices of fundamentals, as natural gas, oil, coal and CO2, do represent costs with
daily quotations for energy rms (we refer to Datastream, Bloomberg, Platts and Heren,
among other data providers). Therefore, in view of our previous considerations, we have
decided to adopt a daily horizon.
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prices. Having a clear picture of these relationships, then it would be possible
to obtain policy indications for future investments on an optimal technology
mix, in additional capacity and in network interconnections. A procedure
has been followed to select the variables which most signicantly inuence
prices. Finally, combined models have been estimated for each zone in which
the Italian market is organized.
The last contribution of the paper is the use of models with explanatory
variables for short term forecasting. A rolling window procedure has been
applied to assess the forecasting performance of the best model for each zone,
analyzing the superiority of selected models with respect to the simplest ones.
Furthermore, real out-of-sample forecasts have been obtained by means of a
scenario analysis.
The paper is structured as follows: Section 2 links our research to the ex-
isting literature. The Italian zonal structure is explained in Section 3, where
technologies, market concentration and congestions are also introduced and
dened. Model specications and results are studied in Section 4, whereas
the forecasting performance is presented in Section 5. Section 6 concludes.
2. Background and literature review
Earlier contributions proposed several specications for the electricity
price process, taking into account traded volume, as in Goto and Karolyi
[27], or price volatility, demand and margin as in Karakatsani and Bunn
[37] and again power consumption and water supply as in Koopman et al.
[39]. Hence we have found precedents, but none of these has been employed
in the rst empirical investigations on the Italian market, to the authors'
knowledge. In addition, we detect important features of Italian spot prices
implementing models with daily median prices accounting for spiky behavior,
technologies determining zonal prices, indicators of market concentration,
congestions among contiguous zones, and nally demand. Following Haldrup
and Nielsen [29], we propose to consider possible congestions among zones,
where a congestion is identied every time we observed dierent zonal prices.
The technical factors underlying transmission network congestions may have
a crucial inuence over the behaviour of generators resulting in the allocation
of production and this may aect the nal prices paid for electricity. Hence
generation, congestions and market power are strongly interdependent factors
as in Furio and Lucia [16]. Therefore as Zarnikau and Lam [57] and Lisea
et al. [41] point out, the transmission capacity plays an important role in
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controlling congestions, reducing the impact of market power and improving
market competitiveness.
In simple words, a generator has market power if it is able to raise the
electricity price above marginal cost without experiencing a signicant de-
cline in demand. Previous studies focussed on this topic in the electricity
generation sector relying on oligopoly theory, implementing simulation tech-
niques to model the electricity generators' behaviour, see Green and Newbery
(1992), Newbery (1998), and Wolfram (1998, 1999). Some others proposed
empirical research as Wolak and Patrick (1997), Wolak (2000), and Boren-
stein et al. (2000), Helman [31], Bask and Widerberg [2]. For a survey on
models to detect market power see Fridolfsson and Tangeras [15].
Traditionally, analysts and anti{trust regulators investigate market power
issues using various measures of market concentration such as the popular
Hirschmann-Herndahl index (HHI), computed as the sum of the shares of
the volumes sold in the market by market participants (see 46 and 4 among
others). Market power can also be measured by the Residual Supply index
(RSI), which gives indications on the presence of residual market participants
necessary to cover demand. Since there is not a consensus on which measure
is the best indicator of market power for the electricity markets, because
there is a number of factors to account for (transmission constraints are an
example), we have initially consider both structural indexes. However, since
our results conrmed the common belief that HHI is not a good measure of
market power, we have included only the second index in the nal analysis.
Moreover, we address the issue of forecasting electricity prices since mar-
ket participants need specic information on a short{term period to set their
optimal bidding strategies, or on a longer term to base bilateral contracts.
Therefore price forecasting is essential to both agents and practitioners.
As [37] and [53] suggest, it is possible to move from classical methods
for the analysis of time series to models for unobserved components, con-
sidering dynamic regressions (as in 44 and 37), structural time series and
ARIMA models (as 8; 7; 6; 20), jump diusion (see 35; 50; 38) and regime-
switching (as in 33; 55 and 30), among others techniques. However only few
papers consider fundamental drivers or explanatory variables in assessing the
forecasting performance. In details, demand, margin and scarcity were im-
plemented in [37]; power consumption and water supply as in Koopman et
al. [39]; whereas load and air temperature were used in [56]. In this paper,
we instead consider new variables as production technologies, concentration
and congestions in assessing the forecasting performance of selected models
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for zonal prices.
3. The Italian Zonal Market
The Italian wholesale electricity market, or Ipex (Italian Power Exchange),
started its operations in April 2004 but became an Exchange only in 2005
registering an increasing in traded volumes from 73 TWh in 2004 to 232
TWh in 2008. As other electricity markets, Ipex consists of the Spot Elec-
tricity Market (MPE), which is a platform for physical delivery; the Forward
Electricity Market (MTE), launched on November 2008; and the platform
for physical delivery of nancial contracts (CDE).
Considering market mechanisms, the MPE consists of the Day{Ahead
Market (Mercato del Giorno Prima, MGP), the Intra{Day Market (Mercato
di Aggiustamento, MA or MI) and the Ancillary Services Market (Mercato
dei Servizi di Dispacciamento, MSD). The Italian independent system op-
erator, called Gestore dei Mercati Energetici (GME), operates on the day{
ahead market (MGP) which is a single implicit{auction market, and not a
continuous{trading market, pertaining to the next day. It opens at 8.00 of
nine days before the delivery day, here participants start to submit their of-
fers for sales and purchases until 9.00 of the day before the day of delivery,
when the MGP closes. Then according to the economic merit order crite-
rion and to the capacity limits of the transmission lines between zones, oers
and bids can be accepted. The accepted supply oers are evaluated at the
clearing price of the zone. This price is the equilibrium price determined on
hourly basis by the intersection of the demand and supply curves. Hence
the zonal market clearing prices are those prices observed on several zones
or areas, and they can dier across zones if a proportion of the grid becomes
congested and so separated from the entire network (54). These results are
made known within 11.30 of the day before the day of delivery. On the other
hand, the accepted demand bids, pertaining to consuming units, are evalu-
ated at the single national price (Prezzo Unico Nazionale, PUN) which is the
purchase price for end customers and it is computed as the average of the
zonal prices weighted by zonal consumptions.
On the Intra{Day Market (MI, or adjustment market MA) opening at
10.30 of the day before delivery day, participants can modify their positions
resulting from the MGP market by submitting additional supply oers and
demand bids; but now the zonal prices are used to evaluate the accepted
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purchase bids. MI takes place in four sessions (MI1, MI2, MI3 and MI4)
with dierent opening and closing times6.
The transmission system operator, Terna S.p.A., starts its operations on
the ancillary services market (mercato del servizio di dispacciamento, MSD)
at 15.30, managing and controlling the power system, cross zonal congestions
and real-time balancing. The MSD consists of an ex{ante MSD stage and of
the Balancing Market (MB). Both markets take place in multiple sessions,
according to specic dispatching rules. During the ex{ante MSD, Terna
accepts demand bids and supply oers in order to provide reserve, relieve
congestions and balance energy injections and withdrawals. It takes place
in a single session on the day before the delivery day and the sitting for
submissions of bids and oers opens at 15:30 and closes at 17:00, with results
known within 21:00 of the day before the day of delivery.
The Balancing Market (MB) takes place in ve sessions. The MB1 con-
siders bids and oers submitted in the previous ex-ante MSD session. For
the other sessions, all the sittings open at 23:00 of the day before the day
of delivery (and not before the results of the previous ex-ante MSD session
are known) and close one hour and a half before the rst hour negotiated in
each session. In the MB, Terna performs the real{time balancing.
Moving to the market structure, Italy is segmented into several zones as
a consequence of congestions. The zones are classied in the following way:
physical or national zones, virtual or foreign zones and nally limited produc-
tion poles. Virtual or foreign zones are the neighboring markets connected
to Italy: Corsica, France, Austria, Switzerland, Slovenia and Greece. The
limited production poles only inject electricity into the systems, and among
them we nd Brindisi and Rossano. Finally, the national zones7 are: North,
directly connected with Central North, which is at the same time indirectly
connected8 with Sardinia and directly connected with Central South. This
6Details on market timing and mechanisms are available on [26].
7The market was born with this zonal structure in April 2004 and it remained un-
changed until December 2008. After that, Calabria was included in the Southern zone,
hence investigations refer only to a time period going from January 2005 to the end of
2008. This is to show that this market is comparatively young and there are continuous
structural changes.
8This connection is called indirect because electricity ows through Corsica, which is
a foreign zone not included in our analysis.
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Figure 1: Italian market structure
zone is also connected with South, which is indirectly connected9 with Cal-
abria. Finally Calabria is directly connected with Sicily. In this paper we only
consider North (North), Central North (CNorth), Central South (CSouth),
South (South) and Calabria (Calb). Electricity can ow in both directions
from North to Sicily, and viceversa, crossing all intermediate regions, and so a
congestion occurs every time the network transmission capacity is exceeded.
Figure 1 represents the Italian zonal market structure with circles indicating
the limited production poles, gray arrows represent direct electricity ows
whereas black ones are ows assumed as direct whereas instead occurring
through a foreign market, Corsica, or a limited production pole, Rossano.
Therefore transmission limits or, in addition, dissimilar suppliers' behavior
can cause dierences between zonal marginal prices.
3.1. Technologies
Italian electricity is produced by the following plants: thermal power
plants only with coal, or with fuel oil or with natural gas; as well as multi{fuel
thermal power plants with oil and coal or with oil and natural gas; combined
cycle gas turbines (CCGT); hydro power plants with pumped storage, with
run of the river (uent) or with reservoirs (modulation); gas turbine plants
(GT); wind power plants and nally other generation plants not included in
9As before, the connection between South and Calabria is considered indirect since this
time a limited production pole, Rossano, acts as interconnector between these two zones.
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the previous ones. Hence the marginal technology index (MTI) represents
these twelve technologies, which have been used in a previous investigation
of Italian zonal price dynamics to detect inuences of generation sources on
price and volatility (see 20). Contrary to what done by the GME10, we have
decided to cluster all previous technologies into the following six types of the
MTI index for a better representation of zonal generations and distinguishing
between oil, gas and coal producing plants11: Coal (all multifuel and thermal
power plants with coal), Thermal (plants without coal, or TNC), Hydro,
Wind (renewables), CC that is combined cycles (CCGT and GT) and nally
Other plants not included in the previous ones. As proposed in 2009, we
compute for every group of technology the number of hours (frequency) in
which it has xed the price over the corresponding zone and we built a set
of 6 dummies, one for each group, and we attributed one to the group with
the maximum frequency over the day and zero to the others12. Formally, let
10In the annual report 25 the following groups of technologies have been considered
yearly and so at the national level: other, pumped storage, modulation, uent, CCGT,
thermal conventional, see page 99.
11It is well documented that oil and gas have similar and correlated dynamics whereas
coal has a dissimilar behavior.
12It must be emphasized that the solution adopted has a limitation because it species
the major technology (or technologies with equal frequencies) setting the daily price in
one zone. Therefore, it simply picks up the technology which was on the margin for
a larger number of hours. And so, it is not able to capture a less marginal but more
expensive technology with a stronger eect on the average daily price { that is another
reason to justify our choice of daily median prices. In details, we have detected such cases
in which we used hydro, and so a less expensive technology, whereas Coal, TNC and CC
were important but less marginal. For Hydro, we observed 449 cases in North, 218 in
CNorth, 183 in CSouth, 185 in South and 156 in Calb over a total of 1461 days; whereas
for Other, we found 40 cases in North, 26 in CNorth and CSouth, 25 in South and 28 in
Calb. Therefore, to account for this limitation, we computed the daily frequency each time
that we underestimate the marginal technology costs with respect to a threshold equal to
a third of a day (that is 0.333 given by 8 peak hours over 24). In simple words, every
time we detected and used a cheap technology (mainly hydro) we checked if THET { the
Total number of Hours in which prices were determined by Expensive Technologies, that is
Coal, TNC and CC { were less than THCT { the Total number of Hours characterized by
Cheap Technologies, that is Hydro and Other { determining instead the daily price. We
then computed a kind of \error rate\ dened as THET/24 and computed the frequency
of days in which this threshold was overcome. According to this test, the previous cases
for Hydro (Other in brackets) reduced to 210 (7) in North, 126 (10) in CNorth, 109 (12)
in CSouth, 112 (12) in South and 99 (14) in Calb over a sample of 1461 days. Hence, a
reader who prefers to focus on cheap/expensive technologies should remind that the error
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frjt the number of hour for the r-th technology group used in zone j on day
t, the dummy variable for the r-th group in zone j is then dened as
drjt = 1 if frjt = maxr(frjt) (1)
drjt = 0 otherwise.
Table 1 gives indications on the frequencies of technologies and justify our
decision to exclude two technologies, Wind and Other in all zones, from our
analysis since they had a low inuence compared to the other sources.
Coal CC Thermal Wind Hydro Other Totals
North 73 632 366 0 449 40 1560
CNorth 122 462 702 0 218 26 1530
CSouth 143 362 817 0 183 26 1531
South 151 356 815 0 185 25 1532
Calabria 188 351 810 0 156 28 1533
Table 1: Frequencies of technologies xing the price over individual zones, considering a
sample of 1461 days from 1 January 2005 to 31 December 2008. Dierent total amounts
account for technologies appearing with the same maximum frequency in one day when
determining the zonal price
3.2. Market Concentration
The number of operators has increased progressively through years grow-
ing from 66 and 76 of the sale side bidding and of the demand side bidding
respectively on May 2005 to 98 and 95 sales and purchases operators on
December 2008. These numbers refer to participants of both exchange and
bilateral markets (24). Participants registered on the IPEX market increased
from 51 in 2005 to 151 in 2008 (25). It could be possible to consider the
number of market participants because as this number increases the market
becomes more competitive and the price should decrease. Hence we expect
to observe a reduction of national and zonal prices with the progressive in-
creasing of competition. However this information can be used only at a
rates for hydro (other) are equal to 14.37% (0.48%) in North, 8.62% (0.68%) in CNorth,
7.46% (0.82%) in CSouth, 7.67% (0.82%) in South and 6.78% (0.96%) in Calb. However,
we would like to emphasize that even if we did this underestimation in favor of hydro, this
technology was not found to be signicant in aecting the zonal prices. See section 4.2.1.
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national level. Instead we have decided to use the Residual Supply index
(RSI), computed by GME and available for all market zones13.
3.2.1. The Residual Supply Index (RSI)
The Residual Supply Index measures the presence of residual market
participants necessary to cover the total demand, thus the index measures
the ex{post residuality. The hourly zonal RSI published by GME is computed
according to the following formulation
RSIi(j; h) =
NX
l=1;l 6=i
Sl(j; h)  Vi(j; h) (2)
where l; i = 1; : : : ; N are market participants, j represents the individual
zones, h is the considered hour and nally Vi are volumes sold by the i{
th participant. This dierence between the total supply and the sum of
ith sellers' supply (or in other words the quantity oered by other market
participants) represents the non-contestable volumes. Hence, we have divided
these hourly quantities by the total quantities of electricity purchased in one
zone at one particular hour, and so we determined the hourly time series of
the true residual supply index, TRSIi. Later this has been aggregated on
daily basis as simple average across 24 hours. Therefore it accounts for both
the market power exercised by generators and for electricity demanded on
individual zones14. If the index is less than 1, then the ith rm is necessary to
cover the demand and so it is a pivotal supplier in the market; if the index is
greater or equal to 1, then the ith rm is not necessary and the market can
be considered competitive, see Manuhutu and Owen [42] and Rahimi and
13It is well{known that the HHI is a traditional structural index which measures static
concentration and it represents just one of major sign of market power (see 32). However,
when looking at the HHI zonal time series for hours collected in peak and o{peak peri-
ods, a sensible shift in level was detected for the entire month of November 2008. This
phenomenon was observed neither in the quantities sold (demands) nor in the RSI, for
details see 25 page 96. Therefore, we have decided to use only the residual supply index
for testing the eect of market power on zonal prices.
14The formulation of RSI does depend on demand levels and indeed the correlation
between the two (daily) series is equal to 0.73. When we divide it by volumes, obtaining the
TRSI, there is still a positive correlation but reduced to 0.53. These results refer to North.
As for Central North, where we have observed RSI; dem = 0:17 against TRSI; dem =
 0:04, nally similar situations for other zones.
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Sherin [49]. According to the index dynamics, only two are reported for
lack of space, we can conclude that all zonal markets cannot be considered
competitive15.
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Figure 2: Dynamics of True Residual Supply Indexes for two selected zones (North and
South)
15And this is conrmed by the percentages of HHI levels: 98% of the times the index
was above the threshold of 1800 which identies a situation of market concentration for
all zones apart North, which instead was found to be moderately concentrated on 91% of
the time (with respect to the sample employed in this study).
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3.3. Congestions
A congestion typically implies that a transmission constraint has been hit,
so prices on dierent sides of the constraint may be determined by dierent
technologies and plants. This can be empirically observed by comparing
prices of contiguous zones. Hence following [29], we dene daily time series
of congestions every time that pairs zonal prices are dierent.
Preliminary investigations performed on couples of zonal daily median
prices provided evidence on the importance of congestion state. Following
Hadsell and Shawky [28], Gianfreda and Grossi [20] dened the dierence
between zonal price and the single national price (PUN) as a marginal con-
gestion cost and showed that the Italian market is inecient since not all
zonal prices are equal to the PUN prices. Now, instead of using congestions
costs, we identify and dene daily time series of frequencies of congestions
every time we observe dierent zonal prices among couples of contiguous
zones, for instance we have observed how many times Northern prices were
dierent from Central Northern prices hence indicating a congestion between
these two zones. All these yearly occurrences are reported in Table 2. In ad-
dition, we have added signicant frequencies of congestions at all borders
adjusting for total hourly congestions16. We expect then higher prices in
zones with high frequencies as consequence of insolation and so unsatised
demand. For instance, a congestion along the border North vs. CNorth im-
plies higher demand, and so prices, in the latter zone; and lower prices in the
former one.
4. Model Specications and Empirical Results
4.1. Preliminary Analysis and Model Selection
A preliminary empirical analysis of the Italian zonal market carried out
using daily medians of prices has provided evidence of the presence of sea-
sonality at daily level and a long memory autocorrelation structure.
16As an example, CNorth is connected with North, CSouth and Sard, so in one day
we have counted 46 congestions given by adding up frequencies of congestions at all three
borders every time that we observed dierences between Central Northern prices and those
in connected zones. Then we have divided the daily amounts by the daily total possible
congestions for that zone, that is by 72 (accounting for 24 hours in a day and for 3 zones).
Similarly for the other zones.
13
Zone vs Contiguous zones 2005 2006 2007 2008
North vs CNorth 1511 3035 2927 1040
CNorth vs North, CSouth and Sard 5296 5639 5552 4687
CSouth vs South and CNorth 1048 353 580 1438
South vs CSouth and Calb 704 2144 361 587
Calb vs South and Sici 5017 6005 4926 6175
Table 2: Total daily frequencies of congestions across interconnected zones observed
through studied years
Figure 3 represents correlograms (AutoCorrelation Function, ACF, and
Partial AutoCorrelation Function, PACF) for seasonally adjusted prices col-
lected in the Northern zone17. Seasonal adjustment has been carried out by
using a linear model with dummy regressors for days of the week and calen-
dar eects (CalEf ). The ACF shape is very similar the theoretical pattern of
a long memory process, while the rst few lags of the PACF are outside the
probability bands. This means that the seasonal adjustment did not capture
all the weekly seasonal dependence of the series. For this reason we decided
to use the original series (two of them are reported in Figure 4 to show sim-
ilar patterns common to all series considered in this analysis) as dependent
variable and explicitly model the seasonality of the series.
In order to test the hypothesis of long memory process, the KPSS test
for stationarity and the Philips-Perron test for unit roots have been applied
(see Table 3 for results). Both tests18 reject the null hypothesis conrming
the long memory process as a possible generating process of the prices series.
Long memory is usually captured by fractionally integrated processes.
Then, taking into account the autocorrelation structure we could estimate
ARFIMA models with seven Autoregressive terms, that is a ARFIMA(7,0)
or seven Moving Average terms, that is a ARFIMA (0,7). Another stylized
fact that should not be neglected is the mean reversion of electricity prices
17Similar dynamics are observed for all other zones and are not reported here for lack
of space.
18A signicant debate has considered the properties of tests for unit root, or long memory
in the presence of structural breaks. It has been shown that persistence tests are severely
compromised, in terms of their size and power properties, in series which display breaks
(1). However, there are no reasons to consider the presence of structural breaks in the
Italian market in the considered time period.
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Figure 3: Autocorrelation functions of seasonally adjusted prices for North
North CNorth CSouth South Calb
PP test -19.859 -20.565 -19.086 -19.154 -20.006
KPSS test 0.435 0.295 0.406 0.395 0.389
Table 3: Stationarity (KPSS) and unit roots (PP) tests for daily prices. Thresholds at 1%
and 5% level are -3.970 and -3.415 for PP test; and 0.216 and 0.146 for KPSS test
which is usually estimated by a one{lag autoregressive term. For this reason
we added one AR term also in the case of the ARFIMA model with seven
Moving Average terms. Finally, the two estimated ARFIMA models are:
ARFIMA(7,0) and ARFIMA(1,7). Residual diagnostics19 from these models
show that ACF and PACF functions are inside the condence regions, but
19Tables are not reported but are available on request.
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Figure 4: Dynamics of Daily Median Prices for North and South.
the null hypothesis of homoscedasticity, according to the Engle LM test,
cannot be accepted. For this reason, we estimated ARFIMA{GARCHmodels
and residuals diagnostics, reported in Table 4, lead to the acceptance of
the ARFIMA(1,7) combined with a GARCH(1,1) against an EGARCH(1,1)
model, hence supporting the evidence against a leverage eect characterizing
Italian prices, provided in [18].
The best model, the ARFIMA(1,7){GARCH(1,1) with a Student{t dis-
tribution20 for residuals, selected according to the information criteria (AIC
and BIC), has been used as the basic model for testing the inuence of ex-
20We estimated the models under the assumption of dierent distributions for residuals
to take into account the presence of many extreme values and consequent fat tails of
the distribution of electricity prices. The best performance has been obtained using a
Student{t distribution.
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NORTH CNORTH CSOUTH SOUTH CALB
Q{Statistics on Standardized Residuals
Q(15) 0.302 0.406 0.340 0.369 0.251
Q(20) 0.234 0.560 0.656 0.724 0.454
Q(30) 0.112 0.373 0.242 0.394 0.165
Q{Statistics on Squared Standardized Residuals
Q(15) 0.581 0.915 0.704 0.627 0.749
Q(20) 0.640 0.972 0.718 0.609 0.775
Q(30) 0.635 0.552 0.042 0.715 0.929
Diagnostic test based on the news impact curve (EGARCH vs. GARCH)
Sign Bias Test 0.542 0.594 0.459 0.274 0.535
Negative Size Bias Test 0.851 0.620 0.820 0.674 0.835
Positive Size Bias Test 0.712 0.780 0.719 0.682 0.512
Joint Test 0.749 0.891 0.720 0.479 0.618
LM Engle test
ARCH 1{2 test 0.742 0.984 0.851 0.750 0.744
ARCH 1{5 test 0.390 0.990 0.362 0.294 0.342
ARCH 1{10 test 0.575 0.835 0.475 0.385 0.511
Table 4: P{values of residuals diagnostic tests for ARFIMA(1,7){GARCH(1,1) models
estimated in ve zones
17
planatory variables on wholesale zonal prices. Hence, the eect of exogenous
factors on wholesale prices has been measured implementing Reg{ARFIMA{
GARCH models, as in [39], with dummies for groups of technologies and for
congestions, the computed index for market concentration and traded vol-
umes. In the next section, the model specication will be formalized, while
exploring the relation between prices and individual explanatory variables
within the framework of the ARFIMA{GARCH processes. The combined
eects21 of most signicant variables will be then estimated in subsection
4.2.5.
4.2. Model Specications
The proposed models can be formalized as follows:
(L)(1  L)d(yt   t) = (L)"t "tjIt 1  t(0; 2t ) (3)
with
2t = ! + "
2
t 1 + 
2
t 1 (4)
for t = 1; :::; T , yt is the zonal median electricity price at time t, L is the
lag operator dened by Lyt = yt 1 and t = E(ytjIt 1) is the mean equation
conditioned to the set of information available at time t  1.
The operators (L) = 1 Ppi=1 iLi and (L) = 1 +Pqj=1 jLj are the
autoregressive and moving average polynomials, respectively. Accordingly to
previous discussion, the best model for Italian prices is an ARFIMA(1,7), so
that p = 1 and q = 7.
The following specication has been considered for the conditional mean
function:
t = + 1D
1
t + : : :+ 6D
6
t + CalEft + 
0
vxt (5)
where Djt with j = 1; : : : ; 6 are dummies for days of the week and j are
the corresponding coecients; CalEft is a dummy accounting for calender
eects and  is the corresponding coecient; xt represent a vector of ex-
planatory variables with v = 1; 2; 3; 4 indicating respectively technologies
determining the price when v = 1 and xt = Techt; the indexes of market
power when v = 2 and xt = MarPowt; congestions for daily events when
v = 3 and xt = Congt; and nally electricity volumes when v = 4 and
21The analysis of the correlations between explanatory variables produced no signicant
results. Tables are available from the authors on request.
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xt = Volt. s are vectors of regression coecients. The size of xt and 
varies with v. Therefore we have initially tested eects of single groups of
explanatory variables to understand their implications on zonal prices, and
then we have selected the signicant ones to verify their combined eects on
prices. All Reg{ARFIMA(1,7){GARCH(1,1) parameters have been obtained
by one-step maximum likelihood estimators using the statistical language Ox
and the internal functions of G@RCH (version 5.0).
4.2.1. Eects of Technologies
Technology Coef Std. Err. t{stat p{value AIC
Calb Coal -1.073 0.590 -1.819 0.069 6.952 (*)
CC -2.507 0.655 -3.827 0.000 6.926 (***)
TNC 3.031 0.723 4.194 0.000 6.919 (***)
Hydro 0.514 0.652 0.788 0.431 6.955
Other 1.466 1.849 0.793 0.428 6.954
CNorth Coal -1.110 0.635 -1.747 0.081 6.845 (*)
CC -1.177 0.522 -2.256 0.024 6.840 (**)
TNC 2.113 0.698 3.026 0.003 6.831 (***)
Hydro 0.048 0.606 0.080 0.937 6.849
Other 1.597 2.736 0.584 0.560 6.847
CSouth Coal -0.737 0.598 -1.233 0.218 6.927
CC -2.272 0.661 -3.436 0.001 6.903 (***)
TNC 2.852 0.725 3.935 0.000 6.894 (***)
Hydro 0.040 0.628 0.064 0.949 6.928
Other 0.977 1.680 0.582 0.561 6.928
North Coal -1.334 1.001 -1.332 0.183 6.902
CC -2.491 0.606 -4.108 0.000 6.875 (***)
TNC 3.849 0.999 3.853 0.000 6.873 (***)
Hydro 0.791 0.649 1.219 0.223 6.902
Other 2.347 1.609 1.458 0.145 6.900
South Coal -0.503 0.581 -0.866 0.387 6.931
CC -2.321 0.659 -3.523 0.001 6.906 (***)
TNC 2.877 0.733 3.925 0.000 6.899 (***)
Hydro 0.035 0.649 0.054 0.957 6.932
Other 1.567 1.903 0.823 0.411 6.930
Table 5: Estimates of Reg{ARFIMA{GARCH models for the only eects of technologies
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To control for technologies, we have estimated a Reg{ARFIMA(1,7){
GARCH(1,1) with xt = Techt in the conditional mean equation, where Techt
is a vector of zeros and ones obtained according to (1). Looking at Table 5, it
is possible to draw the following comments on the employed groups of tech-
nologies determining zonal prices. First of all, Hydro and Other are never
found to be signicant in all zones, so even if determining the zonal prices
these factors are uninuential to the price dynamics. Coal is found to be
marginally signicant (at 10% level) only in CNorth and Calabria, reducing
the corresponding prices; on the contrary Combined Cycles, (CC), and Ther-
mal power, (TNC), are always signicant. In details, the former technology
reduces electricity zonal prices, whereas the latter ones increase them. Ac-
cording to these results, we have selected only the last two variables to be
included in the nal model formulation.
4.2.2. Eects of Market Concentration
Concentration has been investigated using the true residual supply index
in the conditional mean, that is xt = TRSIt in eq. (5). Results reported in
Table 6 conrm our expectations: the lack of competition in all zones aects
prices inducing increased values. Then it is important to include this variable
in our nal model to account for the exercise of market power.
Coef Std. Err. t{stat p{value AIC
Calb 0.204 0.105 1.947 0.052 6.952 (*)
CNorth 0.123 0.040 3.081 0.002 6.832 (***)
CSouth 0.046 0.024 1.901 0.058 6.921 (*)
North 0.837 0.087 9.638 0.000 6.726 (***)
South 0.254 0.074 3.411 0.001 6.910 (***)
Table 6: Estimates of the only eects of market power, measured by TRSI in the Reg{
ARFIMA{GARCH models
4.2.3. Eects of Congestions
To control for congestions, we have estimated the selected model with
xt = Congt in the conditional mean equation, where Congt is a vector of
frequencies of congestions. Considering Table 7, we nd that congestions
along borders do aect zonal prices but sometimes with surprising signs. Ac-
counting for the direction of electricity ows, we expect that zonal prices will
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be aected by congestions when electricity ows versus the considered zone.
Therefore, rst of all we observe that Northern prices are aected by conges-
tions, but interestingly these decrease zonal prices (at 1% condence level)
and it can be argued that, when congestions occur, the Northern demand
could be satised by imports from foreign markets. Conversely, we nd that
congestions do not aect Central Northern prices, when electricity ows in
the opposite direction from North to Central North. And similarly for con-
gestions caused by ows from Central South, whereas those congestions on
ows arriving from Sardinia do increase zonal prices in CNorth. Congestions
increase CSouthern prices, as well as prices in Calabria when the lines with
South are congested. But Calabrian prices decrease when there is a conges-
tion with Sicily since here another limited production pole is based, Rossano.
Finally, Southern prices are not aected by congestions and the motivation
could lie in the presence of a limited production pole, Brindisi, which injects
electricity into the system even if the zone is congested and so separated from
Calabria and CSouth. Only signicant congestion events will be considered
in the following analysis.
Zones Flow Direction Coef Std. Err. t{stat p{value AIC
North North CNorth -3.904 0.736 -5.303 0.000 6.858 (***)
CNorth North!CNorth 0.827 0.636 1.300 0.194 6.846
CNorth CSouth -1.601 1.117 -1.433 0.152 6.845
CNorth Sard 1.053 0.560 1.881 0.060 6.844 (*)
CSouth CNorth!CSouth 3.333 1.706 1.954 0.051 6.917 (*)
CSouth South 2.261 1.234 1.832 0.067 6.927 (*)
South South Calb 0.662 1.368 0.484 0.628 6.932
CSouth!South 1.184 2.646 0.448 0.655 6.932
Calb South!Calb 3.310 1.787 1.852 0.065 6.949 (*)
Calb Sici -0.911 0.469 -1.941 0.053 6.951 (*)
Table 7: Estimates of the only eects of congestions on zonal prices in the Reg{ARFIMA{
GARCH models
4.2.4. Eects of Volumes
Volumes are considered as the best and the most used explanatory vari-
able. Thus, in line with the literature, we have also tested empirical relations
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between zonal prices and volumes. Looking at Table 8, it is possible to ob-
serve that in all zones estimated coecients are signicant and positive, hence
when demand rises, also prices increase as a consequence of calling for ad-
ditional generation from more expensive units. Therefore, this explanatory
variable will be included into the nal formulation22. It is worth noticing that
the highest coecient is observed in Calabria where electricity is mainly pro-
duced by thermal units, while the lowest coecient is observed in the North
where the majority of hydro units is.
Coef Std.Err t-stat p{value AIC
North 0.098 0.013 7.420 0.000 6.829 (***)
CNorth 0.665 0.077 8.690 0.000 6.728 (***)
CSouth 0.871 0.113 7.710 0.000 6.834 (***)
South 0.423 0.068 6.201 0.000 6.863 (***)
Calb 2.153 1.040 2.069 0.039 6.947 (**)
Table 8: Estimates of the eects of observed volumes on zonal prices in the Reg{ARFIMA{
GARCH models
4.2.5. Combined Eects and Preliminary Comments
After the appropriate variable selection, we have tested the model (3)-
(5) for all signicant explanatory variables, that is considering the following
formulation for the conditional mean:
t = +1D
1
t+: : :+6D
6
t+CalEft+
0
1Techt+
0
2MarPowt+
0
3Congt+
0
4V olt:
(6)
According to estimated parameters, reported in Table 9, we can draw the
following preliminary conclusions:
1. calendar eects, seasonality, fractional integration as well as volatility
clustering are important and salient features to take into account since
the estimates { CalEf , days of the week, d,  and  { are always
signicant. Moreover d is less than 0.5 for all zones, as found previously
in [20], hence conrming that these price processes have long memory;
22The correlations observed between volumes and other variables are low, and in details
that one with TRSI, equal to 0.53, does not indicate problems of multicollinearity.
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2. the autoregressive structure, that is the 1 term, is not found to be
signicant. One possible explanation could be that volumes capture
eects which are usually explained by the past history of the price
series. The inclusion of generally signicant moving average terms has
been used to obtain white noise residuals;
3. the employed groups of technologies determining the zonal prices are
generally signicant across zones. And the nal formulation conrms
that Combined Cycles (CC) always reduce electricity zonal prices, whereas
Thermal power (TNC) generally increases them;
4. concentration, analyzed using the TRSI, shows a positive sign in all
considered zones implying that the residual supply was not sucient to
cover zonal demand hence inducing prices to increase. Interestingly, in
the nal formulation it turned out to become non{signicant in South;
5. congestions are important only in North and CSouth, but with dierent
signs. In the rst case, it can be argued that when congestions aect
the Northern zone, demand could be satised by imports. On the other
hand, when congestions occur in CSouth electricity prices raise because
of an excess of demand and problems of market concentration. Now
prices in CNorth but especially in Calabria turn not to be inuenced
by congestions;
6. nally, volumes are conrmed to be always signicant and positive in
all zones.
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5. Assessing forecasting performance
In this section the forecasting performance of Reg{ARFIMA{GARCH
model with conditional mean equation specied in (5) is investigated. Given
that dependent variable and regressors are inserted into the model at the
same time, we cannot obtain out{of{sample predictions because at time t
the values of regressors are unknown. When explanatory variables are bi-
nary (as technologies and congestions), a scenario analysis can be applied
and so described in section 5.1; whereas when variables are continuous (as
TRSI and volumes), predicted values are necessary. The Italian indepen-
dent system operator, GME, provides day{ahead predictions for demand.
Instead, predicted values for TRSI are not available, so we decided to ex-
clude this variable in the prediction of prices leaving this issue as future
development. To summarize, we modify model (5) by removing the TRSI
and replacing observed volumes with the forecasted demand to evaluate the
forecasting performance. This model will be called \Final Model". We as-
sume to have knowledge of history up to the end of June 2008 and try to
assess the performance ability of the model. In other words, we use daily
data from 01/01/2007 until 30/06/2008 as a sort of \training data set" and
measure the forecasting performance of the model until the end of 2008.
To evaluate the out{of{sample forecasting performance of the models we
use a \rolling windows" procedure. In order to make clear how this technique
works, the whole time period is divided in two sub-periods, the rst going
from t = 1 to t = T m and the second covering the period from t = T m+1
to T . The procedure is iterative as we use a dierent set of information for
estimating purposes rolling a windows of T m observations over the original
data-set. Every time the estimated parameters are used to get a one-step-
ahead forecast. Going into details, the rolling windows procedure works as
follows:
 at time T m the vector of estimates T m is obtained through dierent
models (RW1, RW7, Basic and Final) using data for t = 1; : : : ; T  m;
the h-ahead forecast in T  m+ 1, is then given by
yT m+hjT m = f(T m; yT m):
 at time T  m + 1 the forecast for time in T  m + h + 1 is obtained
on data for t = 2; : : : ; T  m+ 1, that is
yT m+h+1jT m+1 = f(T m+1; yT m+1)
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 : : :
 the last forecast is estimated at time T h, using data for t = d; : : : ; T 
h
yT jT h = f(T h; yT h):
where d = m   h. At the end of the iterative procedure, m   h + 1 h{step
ahead forecasts are obtained. Analyzing daily data of electricity prices, if
m = 180, we can check the h{day ahead forecasting performance for the last
six months of data.
To evaluate the gain obtained by using exogenous variables (the \Fi-
nal Model") we considered three benchmark models: a simple random walk
(RW1), a weekly random walk (RW7) and the ARFIMA(1,7){GARCH(1,1)
model without regressors (from now on, called \Basic Model"). The RW1
is a classical benchmark model whose forecasts are commonly called \naive"
predictions. The forecast function of the random walk is ytjt 1 = yt 1, that
is the observed average price of yesterday is the forecast for today. We take
the value of two days ago if the there was a holiday yesterday. The number
of days in the past is increased accordingly when there are two or more con-
tiguous holiday days. The RW7 is a forecast method which has been used
as benchmark model in previous papers on electricity loads forecasting (as
in 52; 12). The forecast function for the RW7 is ytjt 1 = yt 7, that is the
average price observed one week ago is the forecast for today. We take the
value of two weeks ago if there was a holiday one week ago. Anyway special
days, holidays included, arise many problems, thus we have deleted these
forecasts for the RW1 and RW7 since we consider them only as benchmark
models. The Basic Model is a restricted version of the Final Model. The
comparison between the Basic and the Final models is carried out to eval-
uate how the exogenous variables can improve the forecasting performance.
This is a crucial point because, comparing the two models, we can properly
evaluate whether the complexity of the Final model is justied. If the Final
model will not perform signicantly better then the Basic, then the simple
knowledge of past prices is enough for predictive purposes and exogenous
variables are completely useless.
Figure 5 presents the one-day-ahead relative forecast errors (forecast er-
rors divided by observed prices) for the North macro{region as well as their
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Figure 5: Out{of{sample one{step{ahead relative forecast error (upper panel) and corre-
sponding empirical autocorrelation function (lower panel) for North region according to
the Final Model
autocorrelation function using the Final model23. On the whole, the fore-
casts seem unbiased. The largest relative errors correspond to the nal days
of 2008. The correlations are slightly outside the condence region only for
few lags, but in general the ACF plot does not show any particular pattern
that could be considered as a clue of a missed structural dynamic feature in
the time series.
To assess the predictive goodness of each model, we use a set of measures:
the root mean squared forecast error (RMSE), the mean absolute percentage
forecast error (MAPE), and the Theil's U index. We also apply the Diebold{
Mariano test (Diebold and Mariano, 1995) to compare dierent estimated
models.
23Plots for the remaining areas are very similar and are available upon request.
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1 step{ahead
RW1 RW7 Basic Final
NORTH RMSE 14.072 13.001 10.710 9.644
MAPE 10.696 10.103 8.384 7.366
Theil's U - 0.892 0.759 0.685
DM - 0.693 2.393 2.022
p{value - 0.244 0.008 0.022
CNORTH RMSE 15.852 14.789 11.563 10.606
MAPE 11.603 11.089 9.192 8.284
Theil's U - 0.965 0.751 0.669
DM - 0.571 2.344 2.235
p{value - 0.284 0.010 0.013
CSOUTH RMSE 17.567 17.506 13.310 12.143
MAPE 12.634 13.402 9.937 9.163
Theil's U - 0.942 0.747 0.691
DM - 1.020 3.090 3.016
p{value - 0.154 0.001 0.001
CALB RMSE 16.947 17.233 12.886 12.336
MAPE 12.382 13.319 9.689 9.067
Theil's U - 0.969 0.758 0.723
DM - 0.853 3.339 3.031
p{value - 0.197 0.000 0.001
SOUTH RMSE 17.067 17.585 13.172 11.959
MAPE 12.541 13.459 9.829 8.984
Theil's U - 0.975 0.765 0.706
DM - 0.530 3.327 2.653
p{value - 0.298 0.000 0.004
Table 10: Assessment for one{day{ahead forecasts. The following indexes are reported:
Root Mean Squared forecast Error (RMSE), Mean Absolute Percentage forecast Error
(MAPE), Theil's inequality coecient (Theil 's U), Diebold and Mariano test (DM) and
corresponding p{value. As we use the one{sided DM test to evaluate the superiority of one
model, the null hypothesis of equal performance is rejected at 1% level when jDM j > 2:33.
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Table 10 shows the forecast assessment indexes for one{day{ahead fore-
casts obtained from the four models cited above and for each macro{region.
The MAPE and RMSE of the Basic and Final models are always far lower
than those of the Random Walk models. Moreover, the Theil's index always
shows that considering the autocorrelation structure of the time series al-
ways lead to an improvement of the forecasts with respect to the \naive"
model. Finally, the last two rows for each zone report the DM tests and the
corresponding p{values. Models are compared by couples moving from the
simplest to the more complex model. In details, the RW7 model is compared
with the RW1 model in the second column; whereas in the third column, the
Basic model is compared with the RW7; and in the last column, the Final
model is compared with the Basic one. The results of the DM test can be
summarized as follows: the RW7 model is never better than the RW1; at
1% level of signicance, the Basic models is always better than the RW7;
and the Final model is better than the Basic in all zones but North and
CNorth where the p{values are slightly greater than 0.01 (0.022 and 0.013,
respectively). This weak dierence in the forecasting performance between
Central{Northern and Southern Italy could be due to the fact that conges-
tions, combined cycles and thermal units turn out to be not signicant and
so inducing no contribution to the forecasting ability of the overall model in
CNorth; whereas this could be due simply to thermal units in North.
At this point we must remember that, since the Final model includes ex-
planatory variables, the forecasting accuracy could be based either on realized
daily values of the explanatory variables or on their one{day{ahead forecasts.
There are pros and cons in both approaches. The former (using realized val-
ues) may be preferred to avoid having to discuss external inaccuracies due
to explanatory variables forecast errors, while the latter (using forecasted
values of explanatory variables) may be preferable since the corresponding
model could be used as in real situations. Anyway, a scenario analysis could
be applied in case of binary variables such as congestion events and tech-
nologies. For instance, we could compare the models predicting the price for
tomorrow assuming a congestion event and a given production technology.
The scenario approach is discussed in section 5.1.
5.1. Scenario analysis
In this section a scenario analysis for price forecasting is introduced. Tak-
ing into account that technologies and congestions are binary variables, we
can simulate for each future day a upper and a lower boundary of predicted
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prices considering the sign of the corresponding coecients. Thus, we could
predict the price for tomorrow assuming a congestion event and a given pro-
duction technology, other things being equal. For instance, in the Northern
zone, the sign of coecients are negative for CC and Congestions, while TNC
has a positive sign. This means that, ceteris paribus, the upper bound of
the forecasted price will be obtained when the dummies for CC and Conges-
tion will be zero and the dummy for TNC will be equal to one (this can be
called as \0{0{1" scenario indicating the worst scenario for higher prices).
Conversely, the lower boundary is obtained for CC and Congestion equal
to one and TNC equal to zero (this can be called as \1{1{0" scenario indi-
cating the best scenario for lower prices). Results reported in Figure 6 for
the Northern zone are an example of how the scenario procedure work. The
dashed line is for one{day{ahead forecast in the rst sixty days after T  m,
obtained through the rolling window procedure24. The continuous lines are
obtained by means of the scenario analysis, replacing the observed values
of congestions and technologies with the 0{0{1 scenario (upper bound) and
the 1{1{0 scenario (lower bound). Therefore, an out{of{sample predicted
interval for price in t + 1 is obtained at each time t. As it can be noticed,
predictions according to our Final Model are always in the predicted interval
and so providing evidence that our forecasts are actually between maximum
and minimum possible prices. Similar results are found for other zones and
available on request.
6. Conclusions
The understanding from our analysis is important for drawing policy
indications because, instead of considering only volume as done in previous
studies, other three variables { technologies, congestions and concentration {
immediately provide some specic policy suggestions. In details, they could
be summarized as follows:
1. Proper price dynamics modeling : the identication of the best process
generating electricity prices (see points 1 and 2 in Section 4.1) will
help in understanding the deregulation process, verifying the degree of
competition as well as the foreseeability of such prices. This provides
24In this case, the one-day-ahead value of forecasted demand is known, while congestion
and technologies values are not, thus observed values are used.
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Figure 6: Predicted prices in the North Zone with upper and lower boundaries superim-
posed
specic information to market participants on how to evaluate their
optimal bidding strategies on a short{term period, or how to base bi-
lateral contracts on a longer term, or nally on spot and forward price
denitions and relationships with serious implications for derivative
pricing and risk{hedging problems.
2. Congestions management : a good model identication leads to proper
managing of intra{network congestions for needs of continuous real
time balancing. Moreover, new investments in constructing new grid
interconnections or reinforcing the existing ones will increase the trans-
mission capacity within the market (that is across zones) or between
markets (that is across and with foreign markets) leading to reduced
wholesale prices, a more integrated area with less market price ma-
nipulations, and consequently improving market competitiveness and
eciency.
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3. Production planning : great attention must be given to generation sources,
the optimal technology mix, the construction of new power plants to-
gether with the monitoring of plants availability. It is worth mention-
ing that Italy does not have nuclear power generation and invested
(until the end of 2008) in wind power as France did, but less than
Germany: 3736 MW against 3404 MW in France, where the main gen-
eration source is nuclear power; and against 23903 MW in Germany
and 16740 MW in Spain, see [14] for more insights. In addition, in
those years EU experienced an increase in natural gas, hydro, biomass
and wind power, whereas the last two sources were unable to deter-
mine the Italian prices. Therefore more investments are required in
alternative resources also in view of the 20{20{20 EU target for carbon
emissions. To be precise, Italy invested in 120.2 MW on photovoltaic
power in 2007, whereas again Germany and Spain invested respectively
3862 MW and 655 MW, see [34] for additional details. And recently,
some interest has been attracted by electricity storage, via pumping
stations, as complement to intermittent generation (see for instance 9)
and as a possible alternative to costly grid expansion plans. However
given that in Italy it is not always possible to combine hydro and wind
generation, and so store electricity, regulators should try at least to
reinforce network capability.
4. Market monitoring of the exercise of market power : regulatory author-
ities should indeed directly act and drive the construction and the com-
putation of suitable indexes able to account for all, or at least most,
special market features and therefore working to dene new indexes
better than those commonly used and implemented.
Therefore, we have provided some indications based on empirical analysis,
accounting for the intrinsic market structure with its own generating park
and network grid. Indeed this paper quanties the eects of technologies,
concentration, congestions and demand on Italian Electricity zonal prices.
According to the most recent contributions in time series analysis ap-
plied to electricity prices, we took into account the long memory feature of
the generating stochastic process estimating a parameter of fractional inte-
gration, which turned out to lie very close to 0.5. A causal analysis in the
framework of Reg{ARFIMA{GARCH models conrmed the signicant im-
pact of production technologies, market concentration and congestions on
these price dynamics. Moreover, we tested the forecasting ability of sev-
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eral models, hence showing that the performance is improved including the
selected explanatory variables.
Concluding, we have provided rstly insights on relationships between
zonal electricity spot prices, technologies, concentration, congestions and
volumes; and secondly, proved that Reg{ARFIMA{GARCH models with
exogenous variables perform better than other models in forecasting zonal
prices. These results can have important implications when programming
the medium{long term energy policy in Italy or future investment strategies
with respect to the technology mix and, especially, the network grid since
generators can serve only if an adequate transmission capacity exists. Other-
wise, the installation of new power plants is expected to produce even more
and sudden bottleneck problems.
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