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Abstract—In real-time feedback control systems, the freshness
of the packet is crucial to control performance, where packet
management is vital to keep data fresh. Recently, age of infor-
mation (AOI) has been used to measure the freshness of the
update information, where minimizing AOI becomes popular in
system designs. In this paper, we find that minimizing AOI is
not always equivalent to maximizing the control performance. In
particular, we define a metric, called the age of stale information
(AOSI), to link the instability of the control system to AOI. By
minimizing AOSI, we can maximize the control performance, and
also reduce the communication cost.
I. INTRODUCTION
In recent years, the proliferation of sensing, computing,
and communication is revolutionizing the way that real-time
control systems interact with the physical environment, e.g.,
temperature monitoring in air-conditioning systems and vehi-
cle tracking in smart transportation systems [1][2]. In these
feedback control systems, physical environment information
should be timely sampled and transmitted to controllers, which
effectively improves the control performance. Therefore, how
to keep the information fresh is critical to real-time control
systems.
In general, a metric, called the age of information (AOI),
has been used to describe the freshness of information [3]. It
is defined as
∆(t) = t− U(t), (1)
where t is the current time instant, and U(t) is the timestamp
when the current information was generated, i.e., AOI is
the time elapsed since the freshest packet was generated.
By minimizing AOI, many packet update polices have been
proposed to keep information fresh [4]-[12].
A typical information update process is shown in Fig. 1,
where the information generated by the sensor is transmitted
to the data center via a communication network with random
time delays. For simplicity, a common assumption is that
only one packet can be served at the same time [4]-[8]. In
2017, Yin Sun proposed a packet update policy, called the
ϵ−wait, to minimize AOI, where the packet needs to wait for
a certain time before its transmission. This is because a packet
is useful only if it carries some new information compared to
the previous packet with a certain time gap. As a result, the
data center would be able to obtain the fresh information.
However, if the information in data center is used to
generate control commands and conduct physic actions though
Fig. 1. A typical information update process.
actuators, it becomes an open question on how to design the
packet management method.
In this paper, we answer the above question by investigating
the relationship between control performance and AOI. In par-
ticular, we define a metric, called the age of stale information
(AOSI), to link the instability of the control system to AOI.
Based on this, we propose a new packet management method
to minimize AOSI, where the control performance can be
maximized.
The rest of this paper is organized as follows: In Section
II, we provide the system model. Then, we discuss the
relationship between control performance and AOI. In Section
III, we propose a novel metric AOSI and then formulate the
optimization problem. In Section IV, a new packet update pol-
icy, called the α−wait, is proposed to solve the optimization
problem. In Section V, simulation results are provided. Finally,
Section VI concludes the paper.
II. SYSTEM MODEL
A. Feedback Control System
An example1 of a motion-tracking system is shown in Fig.
2 (a), where a human is trying to wirelessly control a robotic
arm. Firstly, a Microsoft kinect camera captures the human’s
arm and obtain the position. Then, the position information
is transmitted to the controller via a network. Finally, the
controller control the robotic arm to reproduce the human’s
movement.
This is a typical networked feedback control system, which
can be modeled as Fig. 2 (b). In the control loop, the sensor
first samples the plant output y(t) and the reference r(t).
The sensor generates a packet consist of the tracking error
information e(t) = r(t)− y(t). Then the packet is transmitted
1The detailed prototype demonstration video can be found at http-
s://www.youtube.com/watch?v=zxDhQEcu4Vk&feature=youtu.be.
Fig. 2. A typical networked feedback control system.
to the controller via a network. After receiving the error
information e(t), the controller calculates a command u(t)
based on a specific control law C(t). Then, the command u(t)
is going to be executed at the plant G(t). Finally, we obtain
the system output y(t) which is a function of G(t) and u(t).
Let E(s), G(s), C(s), and R(s) be the Laplace transforms
of e(t), g(t), c(t), and r(t), the above control process can be
expressed by (
R(s)− Y (s)
)
C(s)G(s) = Y (s). (2)
By considering the control process with stale information, the
control process (2) can be rewritten as(
R(s)− Y (s)
)
e−s∆(t)C(s)G(s) = Y (s). (3)
Again in the Fig. 2 (b), the control loop supported by
two communication links, the Plant-Controller link and the
Controller-Plant link. Here, the Controller-Plant link is perfect
with no time delay2. The Plant-Controller link is not perfect
and with random time delays which follow exponential distri-
bution.
A first-order linear feedback control system with a simple
proportional controller is considered, where G(s) = 1/(s+a0)
and C(s) = K. Here, a0 and K are fixed control parameters,
which are known to the system.
B. AOI Evolution in Feedback Control Systems
We adopt the same network model as [7][8], where the
network serve only one packet at a time. In other words, the
freshest sample can be transmitted only when the previous
packet has been delivered at the controller. The time delay
in delivering one packet is random variable which is called
2This assumption is widely used [1][10][13], and also is true for the scenario
that the controller and the actuator are together.
serving time. Before taking a sample and transmitting a packet,
the sensor need to wait for a certain a time, denoted as Z. As
a result, the evolution of AOI is determined by the random
delays Y0, Y1, ...Yn and the waiting time Z0, Z1, ..., Zn.
Here, we adopt the evolution model as [7], which is shown
in Fig. (3). Here, the sensor generates and submits a new
update at the time slot instant S0, S1, ..., Sn. After packet
i is delivered at time Di, the sensor will introduce a waiting
time Zi. Thus, the actual AOI grows from Yi−1 + Zi−1 to
Yi−1 + Zi−1 + Yi. This is how the AOI changes with time.
C. Control Performance and AOI
We use tracking error e(t) to describe the control perfor-
mance, where e(t) is defined as the difference between the
plant’s output y(t) and the reference r(t) [10], i.e.,
e(t) = r(t)− y(t). (4)
By combining the Equ. (3) and the Equ. (4), we can obtain
the Laplace form of the tracking error as follows,
E(s) = R(s)− Y (s) = 1
1 + C(s)G(s)e−∆(t)s
R(s). (5)
In Equ. (5), the characteristic equation of the control system
is
1 + C(s)G(s)e−∆(t)s = 0. (6)
The roots of the characteristic equation is called poles, denoted
as X = {x1, x2, ..., xi}. In general, performance with a unit
impulse response is always used to evaluate the control design,
i.e.,
r(t) =
∞∫
t=0
δ(t), (7)
and R(s) = 1/s. Then, with proper coefficients
{A1, A2, ..., Ai}, Equ. (5) becomes
E(s) =
A1
s− x1
+
A2
s− x2
+ ...+
A1
s− xi
. (8)
The tracking error e(t) can be obtained by inverse Laplace
transform as
e(t) = A1e
x1t +A2e
x2t + ...+Aie
xit. (9)
As a result, the control performance is mainly influenced by
AOI ∆(t), because AOI determines the locations of the poles.
III. PROBLEM FORMULATION
In this section, we first define AOSI to describe the relation-
ship between AOI and control stability. Then, we formulate
a packet management optimization problem by minimizing
AOSI, where the system can achieve the maximum control
performance.
Fig. 3. A typical evolution of AOI. Z is the waiting time, and Y is the
serving time.
Fig. 4. By calculating the area of the red parts, we can obtain the average
AOSI.
A. Stability and AOSI
It is known to all that the rightmost pole, denoted as xr,
plays a key role and is called the dominant pole. We have
e(t) ≈ Arexrt. (10)
In general, the location of xr moves right as ∆(t) grows.
When ∆(t) exceeds a stability margin, denoted as τ , the
real part of xr becomes positive. Then, the tracking error
becomes divergence, and then the control system is unstable.
This is what a real-time control tries to avoid. Thus, we
propose a simple metric called the age of stale information
(AOSI). AOSI links the instability to AOI, and is expressed as
η(t) = max{∆(t)− τ, 0}. According to [14], we have
τ =
acos(−a0/K)
K2 − a20
(11)
where acos(·) is the arc-cosine function. Compared with
conventional AOI, AOSI helps the systems avoid the unstable
case as much as possible.
B. Problem Formulation
For a control system with unbounded time delay, we need
to design the waiting time Z to avoid ∆(t) > τ as much as
possible by minimizing AOSI. In the time interval [Ti−1, Ti],
total AOSI indicates the area under ∆(t) and above the
stability margin τ , which is shown as the red parts in Fig.
4. Then, AOSI can be expressed as
Tn∫
0
max{∆(t)− τ, 0}dt ,
n−1∑
i=0
Qi, (12)
where
Qi =

Ti∫
Ti−1
{
∆(t)− τ
}
dt, for ∆(t) ≥ τ
0. for ∆(t) < τ
(13)
Then, the optimization problem can be expressed as
min
~
: ga = lim
n→∞
n−1∑
i=0
Qi
n−1∑
i=0
(Zi + Yi+1)
. (14)
In the above optimization problem,
n−1∑
i=0
Qi indicates total
instability of the control system, while
n−1∑
i=0
(Zi + Yi+1) is the
total control time. Thus, it improves the control performance
by minimizing the average instability.
IV. SOLUTION
In this section, we firstly simplify the optimization problem
in Equ. (14). Then, we solve it based on the standard water-
filling method. As a result, a new packet update policy is
obtained, called the α− wait.
In [7][8], it proved that there exists a stationary determinis-
tic policy for this kind of problem. A stationary deterministic
policy means that a waiting time Zi can be optimized only
based on the value of Yi−1, i.e., the optimization process is
memoryless. This kind of optimization problem can be solved
by the water-filling method, i.e., there exists a water level θ and
Zi = max{θ − Yi, 0}. In this way, the original optimization
problem can be simplified as
min
θ
: ga = lim
n→∞
n−1∑
i=0
Qi
n−1∑
i=0
(Zi + Yi+1)
. (15)
where
Zi = max{θ − Yi, 0}. (16)
In the above problem, only one variable θ needs to be
optimized. Thus, we try to optimize θ by calculating the
expectation of AOSI, which is shown in next subsections.
1) The Expectation of Qi: To optimize θ, we calculate the
value of Qi in three cases, which is shown in Fig. 5.
Case 1 ( Yi−1 < θ) In this case, we have Yi−1 +Zi−1 = θ.
Considering that Yi is an exponentially distributed variable
Fig. 5. Qi can be calculated in 3 cases.
with the parameter λ, the expectation of Qi, in this case, can
be calculated as
E{Q1} =
∞∫
τ−θ
(t− (τ − θ))f(t)dt, (17)
where f(t) is the probability density function (PDF) of Yi, i.e.,
f(t) =
1
λ
e−
t
λ . (18)
Then, we have
E{Q1} = λe
−τ+θ
λ . (19)
Case 2 ( θ ≤ Yi−1 < τ ) In this case, we have Zi−1 = 0.
Then, the expectation of Qi, in this case, can be calculated as
E{Q2} =
∞∫
τ−yi−1
(t− (τ − yi−1))f(t)dt
= λe
−τ+yi−1
λ . (20)
Case 3 ( Yi−1 ≥ τ ) In this case, we still have Zi−1 = 0.
Then, the expectation of Qi, in this case, can be calculated as
E{Q3} =
∞∫
0
(t+ yi−1 − τ)f(t)dt
= λ− τ + yi−1. (21)
2) The Expectation of AOSI: Consider that yi−1 is also an
exponentially distributed variable with the parameter λ. Then,
the average Qi can be calculated as
E{Qi} = λe
−τ+θ
λ (1− e− θλ )︸ ︷︷ ︸
Case1
+
τ∫
θ
Q2f(y)dy
︸ ︷︷ ︸
Case2
+
∞∫
τ
Q3f(y)dy︸ ︷︷ ︸
Case3
= (τ − θ + λ+ λe θλ )e− τλ . (22)
Similarly, the expectation of Ti − Ti−1 can be obtained
E{Ti − Ti−1} =
θ∫
0
(θ − y)f(y)dy
︸ ︷︷ ︸
Case1
+ λ︸︷︷︸
Case2+Case3
= θ + λe−
θ
λ . (23)
Then, the average AOSI ga(θ) is
ga(θ) =
E{Qi}
E{Ti − Ti−1}
=
τ − θ + λ+ λe θλ
θ + λe−
θ
λ
e−
τ
λ (24)
3) Optimal θ∗: We can obtain ∂g(θ)∂θ as
∂g(θ)
∂θ
=
e
−τ+θ
λ
(
−1+e
θ
λ
)
φ(θ)
(λ+ θe
θ
λ )2
, (25)
where
φ(θ) = −(τ + λe θλ − θ(1 + e θλ )). (26)
Here, it’s not difficult to verify
e
−τ+θ
λ
(
−1+e
θ
λ
)
(λ+ θe
θ
λ )2
> 0, (27)
and
∂φ(θ)
∂θ
= 1 +
θ
λ
e
θ
λ > 0. (28)
Additionally, φ(θ = 0) = −(τ + θ) < 0 and φ(θ = ∞) > 0.
The above results indicate that the average AOSI is a U-shape
curve as the water threshold θ grows. Then, the optimal θ∗ is
the solution to φ(θ) = 0.
V. SIMULATION RESULTS
A. Parameters Setting
A plant G(s) = 1s+a0 with a negative proportional controller
C(s) = −K is considered in this section. To obtained
MSE results, the total time of the entire control process is
assumed as Tn = 100s, while the control sampling rate is
1KHz, i.e., the control interval Ts is 0.001s. The reference
is assumed as the typical unit impulse response, i.e., r(t) =
∞∫
t=0
δ(t). Yi ∈ (0, u) obeys to an exponential distribution
with parameter λ, where the expectation of transmission time
E{Yi} = 1λ = {0, 0.1, ..., 1.5}. The proportional parameter is
K = {0.5, 1, ..., 5}. Additionally, the simulation results are
obtained based on the Monte Carlo method by Matlab, where
the number of Monte Carlo simulation is 1000.
For control performance, MSE and the final error is inves-
tigated in this section, where MSE is defined as
Emse =
1
1 + Tn/Ts
∑
t={0,Ts,2Ts,...,Tn}
{(y(t)− r(t))2}. (29)
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Fig. 6. Simulation results: Control performance and communication cost vers the value of the controller parameter K.
Additionally, it is necessary to guarantee that the final error
eTn converges to 0, where eTn denotes the tracking error at
the last time constant. If eTn → 0, the control system is
stochastically stable. Otherwise, it is stochastically unstable.
For communication cost, the channel occupation rate is
introduced, where it is defined as
S =
Yi
Yi + Zi
. (30)
Then, minimizing the average channel occupation rate can
reduce communication cost.
B. Numerical Results
As shown in the top left of Fig. 6, fixed water levels are
obtained by the zero-wait policy and the minimizing AOI
policy (blue and black curves) since the control property has
not been taken into account in traditional methods. θ∗ obtained
by the proposed method decreases as K grows. The reason is
that τ (see Equ. (11)) decreases with K, where we also have
θ∗ < τ . Additionally, results obtained by exhaustive searching
(green curve) match the theoretical results obtained by Equ.
(26) very well.
As shown in the lower left of Fig. 6, wireless communi-
cation resource consumption can be significantly reduced by
the proposed method, e.g., the wireless consumption reduces
almost half (0.72 to 0.39) compared to minimizing AOI when
K = 0.5. As K grows, young-aged information becomes stale,
i.e., AOSI is going to be equivalent to AOI.
As shown in both the top right and the lower right of Fig.
6, control performance obtained by the proposed method is
very closed to the one obtained by minimizing AOI, while the
zero-wait policy has the worst performance. The reason is that
stochastic stability is essential for this system with unbounded
time delays. When K ≤ 4, both AOI and AOSI can guarantee
the system is stochastically stable, while the latter one can
also reduce the communication cost. When K > 4, the final
error eTn does not converge to 0, i.e., all control performance
is not acceptable.
VI. CONCLUSIONS
In this paper, we studied how to manage the communication
packet in real-time feedback control systems. We found that
minimizing AOI is not always equivalent to maximizing con-
trol performance. Thus, we defined AOSI to link AOI to the
control stability. By minimizing AOSI, a new packet update
method was designed, which could maximize the control
performance, and also significantly reduce the communication
cost.
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