We introduce a general method for learning probability density function (PDF) equations from Monte Carlo simulations of partial differential equations with uncertain (random) parameters and forcings. The method relies on sparse linear regression to discover the relevant terms in the PDF equation. Unlike other methods for equation discovery, our approach accounts for salient properties of PDF equations, such as positivity, smoothness and conservation. Our results reveal a promising direction for data-driven discovery of coarse-grained PDEs in general.
Introduction
Probabilistic models have proven to be essential in various fields of science and technology for optimizing predictability under epistemic and model uncertainty. Their applications spans a wide range of fields from robotics (Thrun, 2002) , atmospheric and subsurface flows (Gelhar, 1993; Tartakovsky, 2013) , to risk analysis (Bedford and Cooke, 2001) and econometrics (McFadden, 1981) .
In physical sciences, probabilistic models are constrained by conservation laws and differential equations that characterize the structure of the system. Due to various sources of uncertainty (e.g. measurement error, unknown model), physical parameters and quantities of interest we aim to predict are random (e.g. heterogeneous porosity, fluctuating concentration, uncertain position, etc.). These random quantities of interest (rQoI) are continuous, Email address: tartakovsky@stanford.edu (Daniel M. Tartakovsky) with a corresponding probability density function (PDF) . Depending on the problem, many computational and analytical methods have been developed to approximate the full PDF based on both the data and the underlying physical system, such as the polynomial chaos expansion (Xiu and Karniadakis, 2002) , the PDF method (Pope, 1985) , Gaussian processes (Rasmussen, 2003; Raissi et al., 2017) , Kalman and ensemble filtering (Evensen, 2009) etc.
In general, those methods offer a trade-off between computational efficiency and accuracy (Rossi et al., 2018) . For example, one can find a very good approximation of the PDF by combining a large number of fine-grained Monte Carlo simulations using kernel density estimation (KDE) . But this comes at a very high computational cost. Methods that assume the distribution to be Gaussian, like the statistical moment equation method (Likanapaisal, 2010) , are much more computationally efficient, but their accuracy depends on how Gaussian the actual distribution is. Many engineering problems require knowledge of the full PDF. For example, estimating the probability of rare events is only possible when the tails of the distribution are accurately modeled (Bakarji and Tartakovsky, 2019) .
In some cases, it is possible to find an equation for the PDF, which can then be solved either analytically or numerically. For instance, stochastic differential equations (SDEs), consisting of differential equation with a fluctuating term, can be transformed into an advection-diffusion equation for the PDF: the Fokker-Planck equation. Some methods, like the PDF method (Pope, 1985) , provide a systematic way to transform a set of deterministic differential equations into an equation for the joint PDF in the random quantities of interest (rQoI). Unfortunately, these transformations usually give rise to closure terms that need to be approximated.
In this paper, we propose a statistical learning method for approximating the full PDF equation or its closure terms based on Monte Carlo simulation data of a differential equations with random initial conditions, boundary conditions and/or parameters. This is effectively a coarse-graining in probability space. Our approach uses sparse regression for discovering relevant terms in a differential equation, as proposed by Schmidt and Lipson (2009), Brunton et al. (2016) and Schaeffer (2017) .
Learning differential equations from data has become increasingly popular in recent years, especially with the advent of efficient deep learning algorithms Raissi et al. (2019) ; Pang et al. (2019) ; Sirignano and Spiliopoulos (2018) . But the idea of learning an analytical expression from experimental and simulation data has been around for at least a decade (Schmidt and Lipson, 2009 ). Brunton et al. (2016) used sparse regression on noisy measurement data to learn the coefficients of a nonlinear ordinary differential equation. Using the same technique, Schaeffer (2017) and Rudy et al. (2017) learned constant coefficients of partial differential equations from simulation data. Recently, Rudy et al. (2019) extended the method to account for variable coefficients. It has also been shown that learning equations can be done in the context of deep learning by carefully choosing the activation functions as a basis (Martius and Lampert, 2019) . Discovering coarse-grained dynamics based on fine grained simulations has also been proposed by Felsberger and Koutsourelakis (2018) and Schöberl et al. (2017) .
The advantage of learning physical laws rather than a full solution of the QoI, as done in physics-informed neural networks (Raissi et al., 2019) , is the possibility to generalize over space, time, initial conditions and boundary conditions. Space-time generalization in physics is often ignored when applying machine learning methods to physical problems. In this respect, learning a differential equation is akin to learning an iterative algorithm that can generate the solution rather than the solution itself.
Although previously used in other contexts, sparse regression for equation learning is better adapted for PDF equations than other types of equations. First, fluctuations in the data or the process does not hinder the accuracy of our application, as demonstrated in other cases (Rudy et al., 2019) , because probability density functions are smooth. Second, the mathematical properties of PDF equations significantly constrain the form of the assumed dictionary of derivative terms, rendering the learning more tractable. A PDF equation has to be conservative, ensuring the function always integrates to unity. Furthermore, one can theoretically constrain the equation to only a few derivative. The Pawula theorem (Risken, 1996) states that the Taylor series expansion of the Master equation should stop at either the first or the second term to preserve the positivity of the PDF; justifying the generality of the Fokker-Plank equation. Finally, PDF equations tend to be linear, even if the underlying physical law describing each realization is nonlinear. This linearization is done by projection on a higher dimensional space.
In this study, we emphasize the use of machine learning as part of a semi-analytical method to discover a PDF equation.
Problem Definition
Let u(x, t; ω) be a random field with a random sample space Ω s.t. ω ∈ Ω, and let λ(x, t; ω) be a vector of parameters with a known distribution. In what follows, the random field sample variable ω is omited for simpler notation. We seek to solve the governing equation
subject to a random initial condition, given by u(x, 0) = u 0 (x) with a known probability density f u 0 (U ; x). For bounded domains, a random boundary condition is also given by
is in general a vector of space and time dependent parameters with known PDF f λ (Λ; x, t).
The probability density f uλ (U, Λ; x, t) of the above problem can always be approximated numerically via Monte Carlo simulations. That is, λ(x, t), u 0 (x) and u b (x b , t) are sampled from their known distributions and used as inputs to equation 1. From N initial samples and and their corresponding set
can be approximated, using kernel density estimation (KDE).
Given the approximated numerical solution, we seek an equation for f uλ of the form
where M β U x is a differential operator with unknown coefficients β(x, t) and a predetermined dictionary of derivative terms given by
Knowing that the integral of a PDF is always 1, the form of the equation can be further constrained by factoring out the flux operator (∇ U x ·) of the operator M β U x . The coefficients β(x, t) are now obtained by solving the following optimization problem
whereM and∂ t are numerical estimators of the operator M and ∂/∂t respectively. y = [U, x, t], and the integration domain
γ is a hyperparameter coefficient of the L 1 regularization term responsible for sparsifying the equation we seek.
We can constrain Eqn. 2 even further if we use an analytical transformation technique to go from a Eq. 1 to an equation for the PDF. The transformation will in general give rise to some known derivative terms and some unknown terms (usually conditional ensemble averages) to be approximated. In that case, we only seek to learn the closure terms C(U, λ, x, t) now approximated by M β f uλ in the following equation
where the differential operator G λ U x is now known. Accordingly, we solve the optimization problem
Example
To show that our method works, we use an analytical solution instead of a Monte Carlo simulations as labels. Using the PDF method (Pope, 1985) , we derive a closed equation for f uk (U, K; x, t) which can be solved analytically, and an unclosed equation for f u (U ; x, t). Once f uk is marginalized (integrated in K), it is used to learn the closure terms in the PDE of f u .
Let u(x, t) be a random field with uncertain initial condition, and let k be a parameter with a known distribution, we seek to solve the advection equation
where the initial conditions is given by u(x, 0) = u 0 (x) with a known distribution f u 0 (U ; x). The random parameter k is space and time independent with known distribution f k (K). In this specific case, it is possible to derive an equation for the joint PDF f uk (U, K; x, t) using the PDF method. Let π = π u π k = δ(u(x, t) − U )δ(k − K) be the raw PDF such that π = f uk (U, K; x, t), k = k + k , u = u + u , and π = f uk + π , where the terms are perturbations around the mean. The PDF method can be used to derive a closed form equation for f uk (see Appendix A.2)
and k are assumed to be independent. The solution to this equation can be obtained analytically using the method of characteristics
and the corresponding marginal distribution in u is given by the integral
which is an unclosed conservation equation for f u with flux (kf u + k π u ), requiring an approximation for the term k π u . Before solving the optimization problem expressed in Eq. 6, we first show that we can further constrain this problem by deriving an equation for the closure term.
An Equation for the Closure
One way to solve for the equation for higher moments is to perturb π u = f u + π u before averaging, giving the equation
Subtracting the marginal PDF Eqn. 10 from Eqn. 11, multiplying by k and ensemble averaging, we get
Third order terms are assumed to be small, and σ 2 k ≡ k k . Finally, we get ∂ k π u ∂t +k ∂ k π u ∂x + σ 2 k ∂f u ∂x = 0
which is an advection PDE for the closure term k π u . We now have two equations (Eqn. 10 and 12), and two unknowns: f u and k π u . If the third term in Eq. 12 is taken as a forcing term, the corresponding Green's function solution of the equation is
where the Green's function is G(x, y, t, τ ) = δ(x − y −k(t − τ )), thus
Replacing this expression back in equation 10, we get a nonlocal integrodifferential equation. In theory, it is possible to include nonlocal terms in the dictionary of learned differential operators. This will be explored in a future work. For now, we localize in time, resulting in the following expression
which, when combined with Eq. 10 and differentiated in time, becomes
Note the presence of a second order time derivative and a mixed derivative.
This equation is a wave equation with two wave speeds v ± = 1 2 k ± k 2 + 4σ 2 k , which can be factored as a system of the form
Note that whatever the approximation of the closure term (Eqn. 3.1), the equation for the marginal PDF (Eqn. 10) is always conservative.
Results

Numerical Setup
We would like to learn the unclosed Eqn. 10 and the coefficients in Eq. 15 using sparse linear regression (or LASSO (Tibshirani, 1996) ), to discover the relevant derivative terms. The dictionary of derivative features is assumed to be linear thanks to the properties of PDF equations detailed previously.
Letf i,j,k = f u (U i , x j , t k ) be the numerical solution of the PDF on an M × N × P grid, typically obtained from Monte Carlo simulations. For every grid point (i, j, k), we compute the numerical derivatives:
Let V be an M N P ×1 array where each row is fiven by
The numerical optimization problem at hand is β ≈ argmin β ||V − Fβ|| 2 + γ|β| 2 1 (17)
Test Cases
The distribution equation learning (DEL) method generalizes in time and across different initial and boundary conditions.
To test this hypothesis, we used 4 initial conditions for f u from a combination of 2 average initial conditions for u(x, 0), and 2 possible distributions for k, and a Gaussian distribution defined as follows Fig.1 on the left shows the joint PDF in K and U , and that on the right shows the evolution of the marginal distribution in U . It is clear that the distribution cannot be approximated by a Gaussian distribution, justifying the need for an equation of the full PDF. For testing generalization in time we train the algorithm on the first 70% of the grid points in time, and test it on the remaining 30%. For testing generalization across initial conditions, we learn the equation from one initial condition on test it on the remain ones. The following results lump both generalization in time and across initial conditions. The error in these results is to be compared with the order of error obtained in a Taylor expansion of a numerical scheme. Considering the fact that the discretization of f uk in all dimensions (x, t, U ) is around ∆ = 0.05, the error accuracy is O(∆ 3 ). This is a fairly accurate scheme, which can be improved with variable coefficients.
The optimal solution β of Eq. 17 is one that balances sparsity and accuracy. This is actually a bias-variance problem: more terms will give increase the accuracy but will not generalize over initial conditions. In the first order in time PDE, three derivative terms were discovered to be relevant for optimal sparsity and accuracy as shown in Fig. 2 In a second order in time PDE, two derivative terms were discovered to be relevant for optimal sparsity and accuracy as shown in Fig. 3 , and as already derived in Eq. 15. This shows that the learning algorithm can discover the structure of the equation even if the coefficients are not exact.
It is interesting to note the similarity between the bias-variance trade-off and dimensional analysis of PDE's, as traditionally done in physics. When the physical problem is constrained by a specific domain or regime, it is sometimes possible to neglect some derivative terms believed to be very small to affect the final solution. In our case, the relative magnitude of the derivative terms is given as a function of the error, going continuously from a simple low-accuracy equation to a complex high-accuracy equation. For instance,
Discussion
In general, coefficients β i (x, t) are functions of space and time. They are accordingly very high dimensional if simply discretized in x and t. One way to approximate variable coefficients is by using a polynomial expansion of the form β i (x, t) = n j α ij ψ j (x, t), where {ψ j (x, t)} n j=1 are polynomial basis functions. We would now seek to learn n constants α j for each differential operator. In this case feature space (i.e. dictionary of derivative terms). However, it is also possible to model β i (x, t) as a nonlinear function that can only be learnt numerically like a neural network. In this case, n networks would be used with inputs (x, t) and output β i (x, t).
In this study, we proposed a new method for learning equations for probability distribution function from abundant simulation equations. The results show a promising direction for learning coarse-grained equations in general. The similarity between the bias-variance trade-off and dimensional analysis demonstrates a promising direction for analyzing and deriving PDEs numerically. Future work will explore the possibility of using nonlocal and variable coefficient features to improve accuracy and generality.
Its corresponding probability density function (PDF) is simply the ensemble average of the raw PDF
Similarly, it can be shown that for two random fields u(x, t) and v(x, t) we obtain a joint PDF by average the product of raw PDFs, s.t. π u π v = f uv (U, V ; x, t). In deriving the PDF equations, the following mathematical properties are used 1. The derivative swapping property given by 
. Derivation
Let π = π u π k = δ(u(x, t) − U )δ(k − K) be the raw PDF such that π = f uk (U, K; x, t). Multiplying Eq. 7 by ∂π u /∂U , we proceed using the following steps where k π u is a closure term to be approximated.
