The adjoint (or the interchange graph) 1(G) of a given graph G = (X, T ) is defined as follows. The edges of G form the vertices of 1(G), and two vertices in 1(G) are joined by zero, one or two edges according as the corresponding edges in G have zero, one or two common end-vertices respectively. The problem dealt with in this paper is that of determining graphs which are isomorphic to their adjoints; and in general, of graphs G which are isomorphic to I (G) for some n. The latter is the generalisation of a problem suggested in Ore [l] .
The solution of this problem occurs as Theorem 2 in section 3. The theorem 1 is a general result applicable to any graph. The proofs of these theorems also appear in section 3. In section 2 are given certain obvious results which are useful in simplifying the proof of the main theorem.
Preliminary remarks.
First we define the connected components of a graph. A graph is said to be connected if for pa ir of vertice s x there exists a sequence Considering a graph G, we see that the edges in a connected component of G form the vertices of a connected component of 1(G), and vice-versa.
From the definition of an adjoint graph, we can easily verify the following lemmas.
Let the graph G consist of n edges in a chain (n > 1), as shown in Fig. 2 In the graph G let there be a vertex x of degree 1 (called a pendant vertex) such that starting from x there is a chain of n edges (n > 1) before the first vertex of a degree exceeding 2 is encountered, as in Fig. 3(a) . Then the corresponding portion in 1(G) has a similar configuration with n-1 edges, as in Fig. 3(b) . Conversely, if 1(G) has the form shown in Fig. 3(b) , then the relevant connected component of G has the form shown in Fig. 3(a) . Suppose G is a finite graph without loops (there may be multiple edges); let x , . . , ,x be its vertices 1 n and let d. be the degree of the vertex x , 1 < i < n.
Then the One readily verifies that the adjoint of such a component is isomorphic to itself. Thus each connected component of G is isomorphic to the corresponding component of 1(G), i.e. , G is isomorphic to 1(G)* By induction, we see that G is isomorphic to I (G) for every k.
(c) => (a).
We first show that G cannot contain vertices oi degree zero or one.
If possible, let d, -0 for some i, i. e. , the corresi ponding vertex x. is an isolated vertex. Since G and I (G) iv are isomorphic, I (G) also contains an isolated vertex. Now applying lemma 1 of section 2 repeatedly, we see that the connected component of G w r hich gave rise to this isolated point of 1 (G) must be a chain of k edges (an isolated point is a chain of zero edges), as in Fig. 5(a) .
, k k But G and I (G) are isomorphic, so I (G) contains such a connected component (a chain of k edges). The corresponding component of G (which reduces to this component k in I (G)) must be, again by repeated applications of lemma 1, a chain of 2k edges, as in Fig. 5(b) . Proceeding thus, we see that in G there occur connected components which are chains of k, 2k, 3k, . . . edges respectively. This contradicts the finiteness of G. Now let d. -1 for some i, i. e. , the corresponding i vertex x. is a pendant vertex. Consider the chain (of i edges, say) from x. to the first vertex of degree exceeding 2 (this chain may be of length 1), or of degree 1. If the latter applies, we can use the above argument. So we can assume that a configuration, as in Fig. 6(a) exists in G, and hence in I (G).
By applying k times the lemma 2 of section 2, we see that G must contain the configuration of Fig. 6(b) , where there are £ +k edges from the pendant vertex to the first vertex of degree > 2.
Thus, as in the previous case, we can 
