We introduce the notion of ψ-norm by considering the fact that an absolute normalized norm on C 2 corresponds to a continuous convex function ψ on the unit interval 0, 1 with some conditions. This is a generalization of the notion of q-norm introduced by Belbachir et al. 2006 . Then we show that a ψ-norm is a norm in the usual sense.
Introduction
The triangle inequality is one of the most fundamental inequalities in analysis and has been studied by several authors. For example, Kato et al. in 1 showed a sharpened triangle inequality and its reverse one with n elements in a Banach space see also 2-4 . Here we consider another aspect of the classical triangle inequality x y ≤ x y . For a Hilbert space H, we recall the parallelogram law 6 introduced the notion of qnorm 1 ≤ q < ∞ in a vector space X over K R or C , where the definition of q-norm is a mapping · from X into R {a ∈ R : a ≥ 0} satisfying the following conditions:
We easily show that every norm is a q-norm. Conversely, they proved that for all q with 1 ≤ q < ∞, every q-norm is a norm in the usual sense.
In this paper, we generalize the notion of q-norm, that is, we introduce the notion of ψ-norm by considering the fact that an absolute normalized norm on R 2 corresponds to a continuous convex function ψ on the unit interval 0, 1 with some conditions cf. 7 . We show that a ψ-norm is a norm in the usual sense.
We recall some properties of absolute normalized norms on
|x|, |y| for all x, y ∈ C 2 and normalized if 1, 0 0, 1 1. The p -norms · p are such examples:
1.3
Let AN 2 be the family of all absolute normalized norms on C 2 . It is well known that the set AN 2 is a one-to-one correspondence with the set Ψ 2 of all continuous convex functions ψ on the unit interval 0, 1 satisfying max{1 − t, t} ≤ ψ t ≤ 1 for t with 0 ≤ t ≤ 1 see 7, 8 . The correspondence is given by the equation ψ t 1 − t, t ψ . Indeed, for all ψ in Ψ 2 , we define the norm · ψ as
Then · ψ ∈ AN 2 and satisfies ψ t 1 − t, t ψ . The functions which correspond to the
ψ-Norm
Definition 2.1. Let X be a vector space and ψ ∈ Ψ 2 . Then a mapping · : X → R is called ψ-norm on X if it satisfies the following conditions:
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Note that for all q with 1 ≤ q < ∞, any ψ q -norm · is just a q-norm. Indeed, since the function ψ q takes the minimum at t 1/2 and ψ q 1 2 To do this, we need the following lemma given in 7 .
2.4
Proof of Proposition 2.2. Let · be a norm on X and x, y ∈ X. Since ψ ≤ ψ 1 , we have by Lemma 2.3,
2.5
Thus · is a ψ-norm on X.
We will show that every ψ-norm is a norm in the usual sense. To do this, we need the following lemma given in 6 . 
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Proof. Suppose that B X is convex. For every x, y ∈ X such that x / 0, y / 0, we have This completes the proof.
Since every ψ 1 -norm is just a usual norm, we suppose that ψ ∈ Ψ 2 with ψ / ψ 1 . Put t 0 with 0 < t 0 < 1 such that min 0≤t≤1 ψ t ψ t 0 . Then we have the following lemma.
Lemma 2.5. Let · be a ψ-norm on X. Then, for every x, y ∈ B X we have 1 − t 0 x t 0 y ∈ B X .
Proof. Let x, y ∈ B X . We may assume that x / y and x, y / 0. From the definition of a ψ-norm and Lemma 1 in 8 , we have
Here we define the set A n for all n 1, 2, . . ., by
It is clear that A 0, 1 . We also define a function f by f x, y, t 1−t x ty for all x, y ∈ B X and all t ∈ 0, 1 . Lemma 2.6. For every x, y ∈ B X , we have f x, y, t ∈ B X for all t ∈ A.
Proof. Let x, y ∈ B X . It is clear that f x, y, t ∈ B X for all t ∈ A 0 . We suppose that f x, y, t ∈ B X for all t ∈ A n−1 . Then, for all t ∈ A n , there exist a, b ∈ A n−1 such that t 1 − t 0 a t 0 b. Hence 
2.9
Since f x, y, a and f x, y, b are in B X , we have from Lemma 2.5, f x, y, t ∈ B X for all t ∈ A n . Thus f x, y, t ∈ B X for all t ∈ A.
Theorem 2.7. Let X be a vector space and ψ ∈ Ψ 2 with ψ / ψ 1 . Then every ψ-norm on X is a norm in the usual sense.
