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On odd unitary Steinberg group
Andrei Lavrenov
Abstract
Let R be a ring with pseudo-involution, L be an odd form parameter,
U(2n, R, L) be an odd hyperbolic unitary group, EU(2n, R, L) be it elemen-
tary subgroup and StU(2n, R, L) be an odd unitary Steinberg group (see [15,
16]). We compute the Schur multipliers of StU(2n, R, L) and EU(R, L).
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Introduction
Let StU(2n, R, L) denote the analog of the Steinberg group for an odd
unitary group defined by Petrov in [15]. The main goal of the present paper
is to prove that StU(2n, R, L) is centrally closed.
Let R be an associative ring with 1, n ≥ 3. Denote by E (n, R) the usual
elementary group, i.e. the subgroup of the group of invertible n×n matrices,
generated by elementary transvections tij(a). It is obviously that Steinberg
relations
tij(a)tij(b) = tij(a+ b), (S1)
[tij(a), tkh(b)] = 1 for k 6= j, h 6= i, (S2)
[tij(a), tjk(b)] = tik(ab) (S3)
hold for transvections. The abstract group defined by generators {xij(a) |
1 ≤ i 6= j ≤ n, a ∈ R} and relations S1–S3 with xij(a) instead of tij(a)
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is called the (linear) Steinberg group St(n, R). It follows from S3 that the
commutator subgroup [St(n, R), St(n, R)] of the Steinberg group coincides
with it and thus H1(St(n, R), Z) is trivial. For such groups (called perfect)
the kernel of the so called universal central extension coincides with the sec-
ond homology group H2(St(n, R), Z) and in this context is often called the
Schur multiplier (see [14], [19]). It is known that for n ≥ 5 the Schur multi-
plier of St(n, R) is trivial, i.e. this group is centrally closed (or superperfect),
see [14], [19].
Parallel results are known in the cases of other classical1 Chevalley groups
(see [17, 13, 12, 18]), Bak’s quadratic groups GQ(2n, R, Λ) (see [1, 2, 3, 5, 6,
7, 8, 9, 10, 20]) and Hermitian groups GH(2n, R, a1, . . . , ar) (see [21, 4]). In
the present paper we show that the Schur multiplier of Petrov’s odd unitary
Steinberg group is trivial when n ≥ 5, which is a common generalization of all
above results. The condition n ≥ 5 can not be relaxed, since the orthogonal
Steinberg group which is the special case of an odd unitary Steinberg group
is not necessary centrally closed for n = 4 (see [13]). Using these results
one can obtain that “in the limit” the Schur multiplier of elementary odd
unitary group EU(R, L) coincides with the kernel K2U(R, L) of the natural
epimorphism StU(R, L)։ EU(R, L):
K2U(R, L) = H2(EU(R, L), Z).
The paper is organized as follows. In Section 1 we recall the definition of
the Schur multiplier and prove several elementary facts about it, in Section 2
we define an odd unitary Steinberg group following [15], in Section 3 we prove
the main technical lemma and in the last section we obtain the main results.
I would like to express my thanks to Professor Nikolai Vavilov for his
supervision of this work and Dr. Sergey Sinchuk for helpful discussions.
1 Central extensions
Definition. An epimorphism of abstract groups ǫ : H ։ G is called a
central extension (of G) if it its kernel is contained in the center of H.
Lemma 1 (Steinberg central trick). Let ǫ : H ։ G be a central extension.
Then for any elements u1, u2, v1, v2 ∈ H such that ǫ(u1) = ǫ(u2) and
ǫ(v1) = ǫ(v2) one has [u1, v1] = [u2, v2].
Hint. Use that u1u2
−1, v1v2
−1 ∈ Ker(ǫ) ⊆ Cent(H).
1One can also find parallel results for exceptional Chevalley groups in [17, 13, 18], but
they are not generalized in the present paper.
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Definition. Let ǫ : H ։ G be a central extension. Then for x, y ∈ G
denote by [ǫ−1x, ǫ−1y] the commutator of any u, v ∈ H such that ǫ(u) = x
and ǫ(v) = y. This definition is correct by Lemma 1.
Definition. Group G is called perfect if it coincides with its commutator
subgroup [G, G].
Lemma 2. Let ǫ : H ։ G be a central extension. Then H is perfect if and
only if for any central extension ζ : H ′ ։ G there exists no more than one
homomorphism making the diagram
H //❴❴❴❴❴❴❴
ǫ     ❅
❅❅
❅❅
❅❅
❅ H
′
ζ~~~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
G
commutative.
Proof. Let H be a perfect group, ζ be a central extension of G and η, θ be
homomorphisms making the diagram
H
η
//
θ
//
ǫ     ❅
❅❅
❅❅
❅❅
❅ H
′
ζ~~~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
G
commutative. Then for any two elements x, y from H by lemma 1 we
have that [η(x), η(y)] = [ζ−1(ǫ(x)), ζ−1(ǫ(y))] = [θ(x), θ(y)], i.e. η([x, y]) =
θ([x, y]). But H is perfect, so η = θ.
Now suppose that H is not perfect. Then there is a nontrivial homomor-
phism α : H → A =
H
[H, H]
onto abelian group. Using the fact that the
morphism ζ : H×A→ G defined by ζ(u, a) = ǫ(u) is a central extension, we
obtain distinct homomorphisms η(u) = (u, 1) and θ(u) = (u, α(u)), making
the diagram
H
η
//
θ
//
ǫ     ❅
❅❅
❅❅
❅❅
❅ H ×A
ζ{{{{✇✇
✇✇
✇✇
✇✇
✇
G
commutative.
Definition. A central extension π : U ։ G is called a universal central
extension of G if for any central extension ǫ : H ։ G there is a unique
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group homomorphism η making the diagram
U
η
//❴❴❴❴❴❴❴
π  ❅
❅❅
❅❅
❅❅
❅ H
ǫ~~~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
G
commutative.
Remark. Lemma 2 implies that the domain (and thus the image) of a univer-
sal central extension is perfect. So the universal central extension can only
exist for a perfect group.
Lemma 3. Any perfect group admits a universal central extension.
Proof. Fix an epimorphism φ : F ։ G with F free and R = Kerφ. Obviously
φ factors through the factorization epimorphism τ : F ։ F =
F
[R, F ]
.
F
φ
// //
τ

G
F
ϕ
??⑧
⑧
⑧
⑧
Restricting the factored morphism ϕ to the commutator subgroup we obtain
the morphism π :
[F, F ]
[R, F ]
։ [G, G] = G with Kerπ =
R ∩ [F, F ]
[R, F ]
. Obviously
ϕ and π are central extensions of G and below we will show that π is a
universal central extension.
Fix a central extension ǫ : H ։ G. Applying the universal property of F
one can obtain a group morphism θ : F → H making the diagram
F
θ //❴❴❴❴❴❴❴
φ  ❅
❅❅
❅❅
❅❅
❅ H
ǫ~~~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
G
commutative. Thus [θ(R), θ(F )] ⊆ [Ker ǫ, θ(F )] = 1 so θ factors through τ .
F
θ //
τ
 ❄
❄❄
❄❄
❄❄
❄
φ
 
H
ǫ

F
ϑ
??⑦
⑦
⑦
⑦
ϕ

G
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Restricting the factored morphism ϑ to the commutator subgroup we obtain
morphism η : [F , F ]→ H making the diagram
[F, F ]
η
//❴❴❴❴❴❴❴
π
"" ""❊
❊❊
❊❊
❊❊
❊❊
H
ǫ
  
  
  
  
G
commutative. Finally, observe that for any x, y ∈ F there are u, v ∈ [F, F ]
such that ϕ(x) = π(u) and ϕ(y) = π(v) (since π is a surjection) but ϕ
is a central extension so that it follows from Lemma 1 that [x, y] = [u, v]
and thus [F, F ] is a perfect group. Now one can use Lemma 2 to finish the
proof.
Definition. If π is a universal central extension of G then its kernel is called
the Schur multiplier of G and denoted by M(G) = Ker(π). This definition is
obviously correct, i.e. if π and ̟ are two universal central extensions of G,
their kernels are isomorphic, Ker(π) ∼= Ker(̟).
Remark. Lemma 3 implies that the Schur multiplier is defined for all perfect
groups (and only for them).
Definition. A perfect group G is called centrally closed if 1G : G → G is
the universal central extension. Obviously this is equivalent to M(G) = 1.
Definition. A central extension ǫ : H ։ G is called split if there is a
homomorphism σ : G→ H such that ǫσ = 1G, i.e. the short exact sequence
1 −−−−→ Ker ǫ −−−−→ H
ǫ
−−−−→ G −−−−→ 1
is (right) splitting.
Lemma 4. Let ǫ : H ։ G be a split central extension with H perfect. Then
H and G are isomorphic.
Proof. Let σ : G → H be a homomorphism such that ǫσ = 1G. Then we
have a commutative diagram
H
σǫ //
1H
//
ǫ     ❅
❅❅
❅❅
❅❅
❅ H
ǫ~~~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
G
with H perfect. By Lemma 2 it follows that σǫ = 1H and thus D ∼= G.
Lemma 5. Let ǫ : H ։ G be a central extension with H centrally closed.
Then ǫ is the universal central extension of G.
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Proof. G = ǫ(H) is perfect so that one can consider the universal central
extension π : U ։ G and a group homomorphism η : U → H making the
diagram
U
η
//
π  ❅
❅❅
❅❅
❅❅
❅ H
ǫ~~~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
G
commutative. Thus by Lemma 1 η(U) = [H, H] = H so η : U ։ H is a
central extension. But H is centrally closed so using the universal property
of 1H we obtain that η splits. Now use Lemma 4 to finish the proof.
2 Odd unitary Steinberg group
Definition. Let R be an associative ring with identity. An additive map
: R→ R such that 1 is invertible, a = a and ab = b 1
−1
a for any a, b ∈ R is
called a pseudo-involution. In this paper R will always denote an associative
ring with identity and pseudo-involution on it.
Definition. A biadditive map B : VR×VR → R is called an anti-Hermitian
form (on VR) if it satisfies the following axioms
1)B(ua, vb) = a1
−1
B(u, v)b,
2)B(u, v) = −B(v, u)
for any u, v ∈ V and a, b ∈ R.
Definition. Let B be an anti-Hermitian form on VR. Then the set V × R
with the composition law given by
(u, a)∔ (v, b) = (u+ v, a+ b+B(u, v))
is called the Heisenberg group H of the form B.
Remark. It is clear that ∔ is associative, (0, 0) is the identity element and
the inverse is given by
−˙(u, a) = (−u, −a+B(u, u)),
so Heisenberg group is actually a group.
Definition. Let B be an anti-Hermitian form on VR and H be its Heisenberg
group. We can define the right action of R on H by
(u, a) ↼ b = (ub, b 1
−1
ab).
Remark. It’s easy to see that
λ ↼ a ↼ b = λ ↼ ab
and
(λ∔ µ)↼ a = λ ↼ a∔ µ ↼ a
for all λ, µ ∈ H and a, b ∈ R.
Definition. Subgroups of a Heisenberg group H
Lmin = {(0, a+ a) | a ∈ R} and Lmax = {(u, a) | a = a+B(u, u)}
are called the minimal and the maximal odd form parameters, respectively.
Remark. It’s clear that Lmin ≤ Lmax and that Lmin and Lmax are stable
under the action of R.
Definition. A subgroup L of a Heisenberg group H is called an (odd) form
parameter if Lmin ≤ L ≤ Lmax and L is stable under the action of R.
The triple (V, B, L) is called an odd quadratic space.
The orthogonal sum of two odd quadratic spaces V and V ′ is constructed
as follows: the underlying module is V ⊕V ′, the anti-Hermitian form is given
by (B+B′)(u+u′, v+v′) = B(u, v)+B′(u′, v′) and the odd form parameter
consists of all pairs (u+ u′, a+ a′), where (u, a) ∈ L and (u′, a′) ∈ L′.
Definition. Let V ′ and V be two modules over R with bilinear forms B′ and
B. A module homomorphism f : V ′ → V is called an isometry ifB(fu, fv) =
B′(u, v) for all u, v ∈ V ′.
If L is an odd form parameter for V and f and g are isometries from V ′
to V such that (fv− gv, B(gv − fv, gv)) ∈ L for every v ∈ V we say that f
and g are equivalent modulo L and write f ≡ g mod L. One can see that it
is an equivalence relation between the isometries.
The odd unitary group U(V, B, L) of the odd quadratic space V is the
group of all bijective isometries of V onto itself that are equivalent to the
identity map modulo L.
Definition. Consider a free module H spanned on vectors e1, e−1 and anti-
Hermitian form B on it such that B(e1, e−1) = 1, B(e1, e1) = B(e−1, e−1) =
0. Denote L = {(e1a+e−1b, a1
−1
b+ c+ c) | a, b, c ∈ R}. One can check that
L is a form parameter for H.
Denote by Hn the orthogonal sum of n copies of H. Its basis coming from
the bases of the summands will be indexed as follows: e1, . . . , en, e−n, . . . , e−1.
Suppose we are given an odd quadratic space (V, B, L). The orthogonal
sum Hn⊕V is called an odd hyperbolic unitary space of rank n. The unitary
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group of Hn ⊕ V is called the odd hyperbolic unitary group and denoted
U(2n, R, L).
Consider an odd quadratic space (V, B, L). A pair of vectors (u, v) from
V such that B(u, v) = 1, (u, 0), (v, 0) ∈ L is called a hyperbolic pair. The
greatest n satisfying the condition that there exist n mutually orthogonal hy-
perbolic pairs in V is called theWitt index of V and denoted by ind(V, B, L).
It is easy to see that the Witt index coincides with the greatest n satisfying
the condition that there exists an isometry f of the space Hn to V such that
(fu, a) ∈ L for (u, a) from the form parameter of Hn.
Suppose that the Witt index of V is at least n. Fix an embedding of Hn
to V , i.e. fix elements e1, . . . , en, e−n, . . . , e−1 in V such that (ei, ej) = 0 for
i 6= j, (ei, e−i) = 1 for i ∈ {1, . . . , n}, (ei, 0) ∈ L. Define V0 as the orthogonal
complement to
∑
−1
i=1 eiR in V (it can be defined since the restriction of B to
this subspace is nonsingular), B0 as the restriction of B to V0 and L0 as the
restriction of L to V0. Then it is easy to see that V is isometric to the odd
hyperbolic space Hn⊕V0. Thus the unitary group of an odd quadratic space
with Witt index at least n can be identified with the odd hyperbolic unitary
group U(2n, R, L) corresponding to an appropriate odd form parameter.
Definition. Let U(2n, R, L) be an unitary group of odd hyperbolic space
V , denote by Ω+, Ω− the sets {1, . . . , n}, {−n, . . . ,−1} respectively, set
Ω = Ω+ ∪ Ω−. Set εi = 1
−1
if i ∈ Ω+ and εi = −1 if i ∈ Ω−.
For i ∈ Ω, j ∈ Ω \ {±j}, a ∈ R, (u, b) denote by Tij(a) linear transfor-
mation of V to itself
Tij(a) : w 7→ w + e−jε−ja1
−1
(ei, w)− eiaεj(e−j , w)
and by Ti(u, b) transformation
Ti(u, b) : w 7→ w − eiεi(u, w)− eiεibε−i(ei, w) + uε−i(ei, w).
The transformations Tij(a) and Ti(u, b) are called (odd unitary) elementary
transvections. One can check that elementary transvections lie in U(2n, R, L)
(see [15]). The subgroup of the hyperbolic unitary group generated by el-
ementary transvections is called an odd hyperbolic elementary group and
denoted EU(2n, R, L).
The linear Steinberg group is defined by “elementary” relations between
linear transvections. Now we will define the unitary Steinberg group by the
relations between unitary transvections.
Definition. Let n ≥ 3. The odd unitary Steinberg group StU(2n, R, L) is
the group defined by generators {Xij(a) | i, j ∈ Ω, i 6∈ {±j}, a ∈ R} ∪
{Xi(ξ) | i ∈ Ω, ξ ∈ L} and relations
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Xij(a) = X−j,−i(ε−jaεi), (R0)
Xij(a)Xij(b) = Xij(a+ b), (R1)
Xi(ξ)Xi(ζ) = Xi(ξ ∔ ζ), (R2)
[Xij(a), Xhk(b)] = 1, for h 6∈ {j,−i}, k 6∈ {i,−j}, (R3)
[Xi(ξ), Xjk(a)] = 1, for j 6= −i, k 6= i, (R4)
[Xij(a), Xjk(b)] = Xik(ab), (R5)
[Xi(u, a), Xj(v, b)] = Xi,−j(εiB(u, v)), for i 6∈ {±j}, (R6)
[Xi(u, a), Xi(v, b)] = Xi(0, B(u, v)−B(v, u)), (R7)
[Xi(u, a), X−i,j(b)] = Xij(εiab)X−j((u,−a) ↼ b), (R8)
[Xij(a), Xj,−i(b)] = Xi(0,−ε−i1ab+ b 1
−1
aεi), (R9)
where commutators are left-normed.
Remark 1. Relation R1 implies that Xij(0)
2 = Xij(0), i.e. Xij(0) = 1 and
thus that Xij(−a) = Xij(−a)Xij(a)Xij(a)
−1 = Xij(a)
−1. Similarly, R2 im-
plies that Xi(0, 0) = 1 and Xi(−˙(u, a)) = Xi(u, a)
−1.
Remark 2. Relation R7 is the direct consequence of the relation R2. It is
listed to emphasize that Xi(u, a) and Xi(v, b) do not commute in general.
One can check the following result.
Lemma 6. Relations R0–R9 hold for elementary transvections Tij(a) and
Ti(u, a). Thus when n ≥ 3 there is a natural epimorphism from StU(2n, R, L)
to EU(2n, R, L) sending the generators of the Steinberg group to the cores-
ponding elementary transvections.
Definition. Define StUU1(2n, R, L) to be a subgroup of StU(2n, R, L) ge-
nerated by
{
Xn,i(a) | i ∈ Ω \ {±n}, a ∈ R
}
∪
{
Xn(ζ) | ζ ∈ L
}
and
EUU1(2n, R, L) to be its image in the EU(2n, R, L).
Lemma 7.
StUU1(2n, R, L) ∼=
EUU1(2n, R, L).
Proof. First observe that [Xn(ζ), Xn,i(a)] = 1 = [Xn,i(a), Xn,j(b)] for i ∈
Ω \ {±n}, j ∈ Ω \ {±n,±i} and [Xn,i(a), Xn,−i(b)] = Xn(ξ) for some ξ ∈ L
so that any x ∈ StUU1(2n, R, L) can be decomposed as
x = Xn(ζ) ·Xn,1(a1) ·Xn,2(a2) · . . . ·Xn,−1(a−1).
Now we will check that this decomposition is unique. Let
Xn(ζ)·Xn,1(a1)·Xn,2(a2)·. . .·Xn,−1(a−1) = Xn(ξ)·Xn,1(b1)·Xn,2(b2)·. . .·Xn,−1(b−1).
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Then
1 = Xn(ζ)·Xn,1(a1)·. . . ·Xn,−1(a−1)·Xn,−1(−b−1)·. . . ·Xn,1(−b1)·Xn(ξ) =
= Xn(η) ·Xn,1(a1 − b1) · . . . ·Xn,−1(a−1 − b−1).
Then also Tn(η) · Tn,1(a1 − b1) · . . . · Tn,−1(a−1 − b−1) = 1 thus ai = bi for all
i ∈ Ω \ {±n} and thus ζ = ξ. Now the claimed result is obvious.
Definition. One can define
StUU−1 (2n, R, L) =
〈
X−n,i(a), X−n(ζ) | i ∈ Ω \ {±n}, a ∈ R, ζ ∈ L
〉
,
its image EUU−1 (2n, R, L) and check that they are isomorphic.
Lemma 8. Steinberg group StU(2n, R, L) is generated by StUU1(2n, R, L)
and StUU−1 (2n, R, L).
Hint. Use R5 and R8.
Definition. Define K2U(2n, R, L) to be the kernel of natural epimorphism
of the Steinberg group StU(2n, R, L) onto EU(2n, R, L).
K2U(2n, R, L)֌ StU(2n, R, L)։ EU(2n, R, L)
Lemma 9. Consider a natural mapping φn : StU(2n, R, L) → StU(2n +
2, R, L), sending Xij(a) to Xij(a) and Xi(ζ) to Xi(ζ). Then
φn(K2U(2n, R, L)) ⊆ Cent(StU(2n+ 2, R, L)).
Proof. Fix x ∈ K2U(2n, R, L) and y ∈
StUU1(2n + 2, R, L). Steinberg re-
lations imply that φn(x) · y · φn(x)
−1 ∈ StUU1(2n + 2, R, L). But φn(x) ∈
K2U(2n+2, R, L) so images of φn(x)·y ·φn(x)
−1 and y coincide in EUU1(2n+
2, R, L) and thus by lemma 7 φn(x) · y · φn(x)
−1 = y. Similarly, for any
z ∈ StUU−1 (2n + 2, R, L) one has [φn(x), z] = 1. Now use Lemma 8.
Remark. Centrality of K2U(2n, R, L) in StU(2n, R, L) is not so easy to
obtain (see [11, 22] for the linear case).
Definition. Define StU(∞, R, L) = StU(R, L), EU(R, L) and K2U(R, L)
as direct limits of corresponding sequences.
. . . // K2U(2n, R, L) //


K2U(2n+ 2, R, L) //


. . .
. . . // StU(2n, R, L)
φn //

StU(2n+ 2, R, L) //

. . .
. . . 

// EU(2n, R, L) 

// EU(2n+ 2, R, L) 

// . . .
10
Remark. Lemma 9 implies that
K2U(R, L)֌ StU(R, L)։ EU(R, L)
is a central extension.
Lemma 10. An odd unitary Steinberg group StU(2n, R, L) is perfect.
Hint. Use the fact that n ≥ 3 and Relations R5 and R8.
We will need the results of the following section to compute the Schur
multiplier of StU(2n, R, L).
3 Main lemma
Main lemma. Let n be integer such that n ≥ 4 or n = ∞, ǫ be a central
extension of StU(2n, R, L) such that property † holds:
[ǫ−1Xij(a), ǫ
−1Xkh(b)] = 1, (†)
where a, b are elements of R and i, j, k and h are indices from Ω such that
Card{i,−i, j,−j, k,−k, h,−h} = 8, i.e. any two of these four indices neither
coincide nor have a zero sum. Then ǫ splits.
In this section n and ǫ will be always as in the Main lemma, Ω will
denote {1, . . . , n,−n, . . . ,−1} for integer n and {1, . . . , n, . . . ,−n, . . . ,−1}
for n =∞.
The idea of the proof is to find elements Sij(a) ∈ ǫ
−1Xij(a) and Si(u, a) ∈
ǫ−1Xi(u, a) such that relations R0–R9 hold for these elements. It will follow
from this fact that there is a homomorphism σ from StU(2n, R, L) to the
group spanned on these elements sending generators to generators what will
immediately imply that ǫ splits. Now we will give a detailed proof of the
Main lemma, but indeed all lemmae proved in this section correspond to one
of the relations R0–R9.
The following commutation identities will be essentially used throughout
this section.
Lemma 11. Let G be a group, x, y, z, y1, . . . , ym be elements of G. For any
a, b ∈ G we denote aba−1 by ab and left-normed commutator aba−1b−1 by
[a, b]. Then straightforward calculation shows that
[xy, z] = x[y, z] · [x, z], (C1)
[x, yz] = [x, y] · y[x, z], (C2)
[x, y1 · . . . · ym] = [x, y1] ·
y1 [x, y2] ·
y1y2 [x, y3] · . . . ·
y1·...·ym−1 [x, ym], (C3)
[x, y] · [x, z] = [x, yz] · [y, [z, x]], (C4)
y[x, [y−1, z]] · z[y, [z−1, x]] · x[z, [x−1, y]] = 1 (C5)
z[y, [z−1, x]] = [zy, [x, z]]. (C6)
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The next lemma is a stronger version of the Property †.
Lemma 12. Let i ∈ Ω, j ∈ Ω \ {±i}, k ∈ Ω \ {−i, j}, h ∈ Ω \ {i,−j,±k}.
Then for any a, b ∈ R
[ǫ−1Xij(a), ǫ
−1Xkh(b)] = 1.
Proof. If Card{±i,±j,±k,±h} 6= 8 then using the fact that n ≥ 4 we can
fix l ∈ Ω\{±i,±j,±k,±h} and x ∈ ǫ−1Xij(a), y ∈ ǫ
−1Xkl(b), z ∈ ǫ
−1Xlh(1)
(for n = ∞ we should work in the StU(2m, R, L) with m large enough).
Relation R5 implies that [y, z] ∈ ǫ−1Xkh(b) and Relation R3 implies that
[x, y], [x, z] ∈ Ker(ǫ) ⊆ Cent
(
Dom(ǫ)
)
. Thus using Identity C2 we have
1 = [x, y−1y] = [x, y−1] · [x, y],
i.e. [x, y−1] = [x, y]−1 (so it is central) and the same about [x, z−1]. Now
using Lemma 1 and C3 we obtain that
[ǫ−1Xij(a), ǫ
−1Xkh(b)] = [x, [y, z]] = [x, y] · [x, z] · [x, y
−1] · [x, z−1] = 1.
If Card{±i,±j,±k,±h} = 8 we can just use the Property †.
Remark. It is easy to see that if n ≥ 5 or n = ∞ then Property † holds for
every central extension of StU(2n, R, L). Indeed, if n ≥ 5 then we can fix
l 6∈ {±i,±j,±k,±h} in the proof above even if Card{±i,±j,±k,±h} = 8.
Lemma 13. Let i ∈ Ω, j ∈ Ω \ {−i}, k ∈ Ω \ {i,±j}. Then for any λ ∈ L,
a ∈ R
[ǫ−1Xi(λ), ǫ
−1Xjk(a)] = 1.
Hint. Like previous lemma.
Lemma 14. Let i, j, k, h be indices from Ω such that Card{±i,±j,±k,±h} =
8. Then for any a, b ∈ R
[ǫ−1Xki(a), ǫ
−1Xih(b)] = [ǫ
−1Xkj(ab), ǫ
−1Xjh(1)].
Proof. Fix x ∈ ǫ−1Xki(a), y ∈ ǫ
−1Xij(−b), z ∈ ǫ
−1Xjh(1). By Lemma 12
[z−1, x] = 1 and thus identity C5 implies that
y[x, [y−1, z]] = x[[x−1, y], z].
But using R5 we have that [y−1, z] ∈ ǫ−1Xih(b), [x
−1, y] ∈ ǫ−1Xkj(ab) and
[x, [y−1, z]], [[x−1, y], z] ∈ ǫ−1Xkh(ab) and thus commute with x and y by
Lemma 12.
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Definition. For a ∈ R, k, h ∈ Ω such that k 6∈ {±h} we will denote the
commutator [ǫ−1Xki(a), ǫ
−1Xih(1)] by Skh(a), where i ∈ Ω\{±k,±h}. This
definition does not depend on the choice of i by Lemma 14.
Remark. Lemma 14 implies that [ǫ−1Xki(a), ǫ
−1Xih(b)] = Skh(ab).
We want to find Skh(a) ∈ ǫ
−1Xkh(a) such that Relations R0–R9 would
hold for them. In particular, Relation R5 should hold but central trick implies
that this relation is equivalent to the identity in the remark above. So it was
natural to define right hand side of this identity as it’s left hand side.
Lemma 15. For any i ∈ Ω, j ∈ Ω \ {±i}, a, b ∈ R
Sij(a)Sij(b) = Sij(a+ b).
Proof. Fix l ∈ Ω \ {±i,±j}, x ∈ ǫ−1Xil(1), y ∈ ǫ
−1Xlj(a), z ∈ ǫ
−1Xlj(b).
By Lemma 12 [y, [z, x]] = [ǫ−1Xlj(a), ǫ
−1Xij(−b)] = 1 and thus C4 implies
that
[x, y][x, z] = [x, yz].
Remark. As we mentioned earlier, Lemma 15 implies that Sij(0) = 1 and
Sij(a)
−1 = Sij(−a).
Lemma 16. For any i ∈ Ω, j ∈ Ω \ {±i}, a ∈ R
Sij(a) = S−j,−i(ε−jaεi).
Proof. Fix l ∈ Ω \ {±i,±j}. Obviously εl ε−l = −1
−1
so
Sij(a) = [ǫ
−1Xil(a), ǫ
−1Xlj(1)] = [ǫ
−1X−l,−i(ε−laεi), ǫ
−1X−j,−l(ε−j1εl)] =
= [ǫ−1X−j,−l(ε−j1εl)), ǫ
−1X−l,−i(ε−laεi)]
−1
= S−j,−i(ε−j1εl ε−laεi)
−1
=
= S−j,−i(−ε−j1εl ε−laεi) = S−j,−i(ε−jaεi).
Lemma 17. For any i ∈ Ω, j ∈ Ω \ {±i}, (u, a), (v, b) ∈ L
[ǫ−1Xi(u, a), ǫ
−1Xj(v, b)] = Si,−j(εiB(u, v)).
Proof. Fix l ∈ Ω \ {±i,±j}, x ∈ ǫ−1Xi(u, a), y ∈ ǫ
−1X−l(−v, b), z ∈
ǫ−1Xl,−j(1) (note that (−v, b) = (v, b) ↼ (−1) ∈ L). Using the fact that
[z−1, x] = 1 (Lemma 13) and Identity C5 we have
x[[x−1, y], z] = y[x, [y−1, z]].
Now one can check that [x−1, y] ∈ ǫ−1Xik(εiB(u, v)) and [y
−1, z] ∈ ǫ−1
(
Xj(v, b)·
X−l,−j(−ε−lb)
)
(note that (v, b) ∈ L ≤ Lmax so y
−1 ∈ ǫ−1X−l(v, −b)).
C2 implies that [x, [y−1, z]] = [ǫ−1Xi(u, a), ǫ
−1Xj(v, b)] · 1. Now use that
Si,−j(εiB(u, v)) commutes with x and y (by Lemma 13).
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Lemma 18. For any i, j, k ∈ Ω, such that Card{±i,±j,±k} = 6, (u, a) ∈
L, b ∈ R
Si,−k(εib 1
−1
ab)[ǫ−1Xi((u, −a) ↼ b), ǫ
−1X−i,−k(1)] =
= Sj,−k(εjab)[ǫ
−1Xj(u, −a), ǫ
−1X−j,−k(b)].
Proof. Fix elements x ∈ ǫ−1Xj(−˙(−u, a)), y ∈ ǫ
−1X−j,−i(−b), z ∈ ǫ
−1X−i,−k(1),
w ∈ ǫ−1Xj,−i(εjab). Using C1 we have [[x
−1, y]w, z] = [x
−1, y][w, z]·[[x−1, y], z]
and using C5 and the fact [z−1, x] = 1 we have x[[x−1, y], z] = y[x, [y−1, z]],
so
[[x−1, y]w, z] =
= [x
−1, y][w, z] · x
−1
[y, [x, [y−1, z]]] · [x−1, [x, [y−1, z]]] · [x, [y−1, z]].
One can check that
[x, [y−1, z]] = [ǫ−1Xj(u, −a), ǫ
−1X−j,−k(b)] ∈ ǫ
−1
(
Xj,−k(−εjab)·Xk((u, a)↼
b)
)
, [[x−1, y]w, z] = [ǫ−1Xi((u, −a) ↼ b), ǫ
−1X−i,−k(1)],
[x−1, [x, [y−1, z]]] = Sj,−k(εjB(−u, ub))
(use Lemmae 13 and 17), [y, [x, [y−1, z]]] = Si,−k(−εib 1
−1
ab) (use Lem-
mae 13 and 14) and [w, z] = Sj,−k(εjab). Use Lemmae 12, 13 and 15 to
finish the proof.
Definition. For k ∈ Ω, (u, a) ∈ L we will denote by Sk(u, a) the element
Si,−k(εia) · [ǫ
−1Xi(u, −a), ǫ
−1X−i,−k(1)]. This definition does not depend on
the choice of i by Lemma 18.
Remark. Observe that by definition Sk((u, a) ↼ b) is exactly
Si,−k(εib 1
−1
ab) · [ǫ−1Xi((u, −a) ↼ b), ǫ
−1X−i,−k(1)].
Thus, Lemma 18 implies (changing a by −a and k by −k) that
Sjk(εjab)S−k((u, −a)↼ b) = [ǫ
−1Xj(u, a), ǫ
−1X−j,k(b)].
Again, we wanted to find Si(u, a) such that R0–R9 would hold for them,
in particular, Relation R8, i.e. precisely the identity above. So we defined
left hand side of that identity as it’s right hand side.
Lemma 19. For any i ∈ Ω, j ∈ Ω \ {±i}, a ∈ R
[ǫ−1Xij(a), ǫ
−1Xj,−i(b)] = Si(0, −ε−i1ab+ b 1
−1
aεi).
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Proof. Fix t ∈ Ω \ {±i,±j}, x ∈ ǫ−1Xj,−t(b), y ∈ ǫ
−1X−j,−t(−ε−jaεi), and
z ∈ ǫ−1X−t,−i(1). Using C1 we have
y[y−1 · zy, [x, z]] = yy
−1
[ zy, [x, z]]
· y[y−1, [x, z]]. Thus C5 and C6 imply that
x[[x−1, y], z] = y[x, [y−1, z]] ·
(
y[[y−1, z], [x, z]] · y[[x, z], y−1]
)
.
One can obtain that [x−1, y] ∈ ǫ−1Xt(0, −(−ε−i1ab+ b 1
−1
aεi)) using R0
and R9. Relations R5 and R0 imply that [y−1, z] ∈ ǫ−1Xij(a) and [x, z] ∈
ǫ−1Xj,−i(b). Thus we obtain that [x, [y
−1, z]] = St,−i(−ε−tb 1
−1
aεi) and
[[x, z], y−1] = St,−i(ε−tε−i1ab). Now use Lemmae 12, 13 and 15 to finish the
proof.
Lemma 20. For any i ∈ Ω, (u, a), (v, b) ∈ L
Si(u, a)Si(v, b) = Si((u, a)∔ (v, b)).
Proof. Fix t ∈ Ω \ {±i} and x ∈ ǫ−1X−t,−i(1), y ∈ ǫ
−1Xt(v, −b), z ∈
ǫ−1Xt(u, −a). Identity C4 implies that
[z, x][y, x] = [[z, x], y][yz, x].
By C2 one has [[z, x], y] = 1 · St,−i(εtB(u, v)) (use R8 and Lemmae 17 and
16). Now 18 and 15 finish the proof.
Lemma 21. For any i ∈ Ω, (u, a), (v, b) ∈ L
[Si(u, a), Si(v, b)] = Si(0, B(u, v)−B(v, u)).
Hint. Use Lemma 20.
Proof of the Main lemma. Lemmae 7–16 imply that Relations R3, R4, R5,
R1, R0, R6, R8, R9, R2 and R7 respectively hold for Sij(a) and Si(u, a).
Thus, there is a group homomorphism σ from StU(2n, R, L) on the group
spanned on these elements, such that σ(Xij(a)) = Sij(a) and σ(Xi(u, a)) =
Si(u, a) (for n =∞ we should use here the universal property of the direct
limit). One can see that ǫσ = 1StU(2n,R,L), i.e ǫ splits.
4 Schur multiplier of unitary Steinberg group
In this section we will obtain the main results of our paper.
Theorem 1. Let StU(2n, R, L) be an odd unitary Steinberg group, where
n ≥ 5 or n =∞. Then M(StU(2n, R, L)) = 1.
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Proof. StU(2n, R, L) is perfect group by Lemma 10 so there is a universal
central extension π : U ։ StU(2n, R, L). As we mentioned in the previous
section when n ≥ 5 property † from the Main lemma holds for every central
extension of StU(2n, R, L), in particular for π. Thus, π is split extension. But
its domain U is perfect (see remark after the definition of the universal central
extension) so that by Lemma 4, extension π is in fact an isomorphism.
Theorem 2. Let π : U ։ StU(8, R, L) be a universal central extension.
Then Schur multiplier M(StU(8, R, L)) coincides with the subgroup of U
generated by the elements {[π−1Xij(a), π
−1Xkh(b)] | i, j, k, h ∈ Ω, Card{±i,±j,±k,±h} =
8, a, b ∈ R}.
Proof. Denote by M the subgroup generated by {[π−1Xij(a), π
−1Xkh(b)] |
i, j, k, h ∈ Ω, Card{±i,±j,±k,±h} = 8, a, b ∈ R}. It is contained in the
Kerπ ⊆ CentU so it is normal. One has π(M) = 1, and thus π induces
the natural morphism ̟ : U/M ։ StU(8, R, L). Obviously, ̟ is a central
extension, its domain is perfect and property † holds for ̟. Thus, by Main
lemma and Lemma 4 StU(8, R, L) ∼= U/M .
Theorem 3. Let n ≥ 5 or n =∞. Suppose that
K2U(2n, R, L) ⊆ Cent(StU(2n, R, L))
(it holds for example when K2U(2n−2, R, L)→ K2U(2n, R, L) is surjective
or n =∞, see Lemma 9). Then lemma 5 implies that
K2U(2n, R, L) = M(EU(2n, R, L)).
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