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PAWEE URZYCZYN 
Institute of Mathematics, University of Warsaw, 00--901 Warszawa, PKiN, Poland 
The ability of flow-chart programs to define relations and functions nondefinable 
by open first order formulas is studied. An example of a unary, not locally finite 
structure T o (with equality), such that every flow-chart is equivalent in T to a 
loop-free flow-chart, is shown, but the same does not hold for some flow-charts 
equipped with counters or recursion. From this it is deduced that Deterministic 
Dynamic Logic of regular programs is strictly weaker than (nondeterminitic) 
Dynamic Logic. It is also proved that flow-charts with recursion (but without 
counters) are able to define nontrivial functions in any structure, provided a 
nontrivial computable function exists over this structure. 
1. INTRODUCTION 
The simplest way to define a relation or a function in a given relational 
structure is to write an open formula or a term. This kind of definition is, 
intuitively, the most constructive one (with respect to the basic operations 
and relations). The constructivity will not be lost if we consider definitions 
by finitely many cases. A natural way of further generalization is to allow 
computable operations and predicates, as recursively defined by infinitely 
many cases. 
There are several well-known programming formalisms to describe 
computabil ity. Four of them are of special interest. The fundamental one is 
based on flow-chart programs. A flow-chart is a finite directed graph with 
nodes labelled by assignments and tests. Any flow-chart operates on a finite 
number of variables (memory locations) allowing elements of a given 
structure as their values. We do not present any formal definition of this 
well-known notion; the reader is referred ro (Greibach, 1975) or (Kfoury, 
1983a) for a more detailed exposition. 
Two cardinal ways lead to generalizations of this formalism. The first one 
is to equip a flow-chart with some special registers, counters, containing 
natural numbers. The operations on counters are the successor, the 
predecessor, and test for zero. Counters increase the control structure of 
programs; it is shown by Fr iedman (1971) and Tucker (1980) that, in some 
structures, flow-charts with counters define wider classes of functions than 
"pure" flow-charts. 
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Both flow-charts and flow-charts with counters operate on bounded space. 
Thus, it is quite natural to consider program schemas equipped with poten- 
tially infinite memory. This can be done by allowing recursive calls or 
stacking. In that way we obtain flow-charts with recursion and flow-charts 
with stacks (each program is assumed to cooperate with only one stack). 
These two formalisms are equivalent; for the proof see Greibach (1975). It 
was proved by Friedman (1971) and by Paterson and Hewitt (1970) that 
there are functions computable (over certain structures) by flow-charts with 
recursion, but not by flow-charts (even with counters). On the other hand, 
the control structure of flow-charts with recursion is still too weak to 
simulate counters (Tucker, 1980). 
Putting together both of the above improvements we get the notion of a 
flow-chart with recursion and counters. This class of programs is more 
powerful than all three classes mentioned above. It seems that it should be 
thought of as the largest class of definitions atisfying intuitive conditions of 
"constructivity." 
The comparative r sults mentioned above can be rewritten in the following 
form: There exists a structure A and a relation over A definable by a 
program S in a class K, but not definable by any program in another class 
K' .  Our goal is to compare the four basic classes from a slightly different 
point of view. All four formalisms are essentially stronger than finite 
conditional definitions (loop-free flow-charts). There are certain structures, 
however, such that all programs (in a class K) are equivalent in these 
structures to loop-free programs. Thus, to any class K of programs we can 
assign a class S(K), containing all structures where programs in K define 
only "trivial" functions and relations. The question we partially answer in 
this paper is: 
Does the class S(K) decrease when the computational 
power of K increases? (?) 
Results concerning this question can be simply formulated using the 
notion of the "unwind property" of a structure. We say that a program S can 
be unwound in a structure A iff there exists a natural number n such that all 
converging computations of S in A stop in at most n steps, i.e., S is 
equivalent in A to a loop-free approximation of itself. A structure A has the 
unwind property for a class K iff every S C K can be unwound in A. 
The unwind property seems to be too strong for our considerations, but 
the following fact holds. 
1.1. LEMMA (Urzyczyn, 1981a, 1982a). Let A be a structure and let K 
denote one among the following classes: 
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- -  all f low-charts with recursion and counters, 
- -  all f low-eharts with reeursion and counters, total in A, 
- -  all f low-charts with reeursion, or 
- -  all f low-eharts with reeursion, total in A. 
Then the fol lowing are equivalent statements: 
- -  A has the unwind property fo r  K, or 
- -  every S C K is equivalent in A to a loop-free flow-chart. 
Unfortunately, the above lemma becomes false for the class of all flow- 
charts and the class of all flow-charts with counters, total or not. This 
difficult theorem was proved by Kfoury (1983a). 
The question (?) is already answered in part. It is shown in (Urzyczyn, 
1981b) that there is a structure A with the unwind property for all total flow- 
charts with counters, but not for all total flow-charts with recursion. This 
result was strengthened by Kfoury in (1983a). He showed an example of a 
structure with the unwind property for all (not only total) flow-charts with 
counters but not for all total flow-charts with recursion. Both of the above 
results are based on the boundedness of flow-chart memory. In the present 
paper we discuss the unwind property for classes of schemas with different 
control structure. 
In Section 2 we construct a unary structure T~, with the unwind property 
for all flow-charts and such that a nontrivial relation in T~, can be defined by 
a total flow-chart with counters. Thus we obtain a positive answer (Theorem 
3.6) to the question (?). To, provides also a new example of a structure in 
which flow-charts with counters define more than flow-charts. It is worth 
noting that this example essentially differs from those known before. The 
above-mentioned proofs by Friedman and Tucker were based on the obser- 
vation that a flow-chart cannot simulate counters, when the input given 
generates a finite structure. This is not the case, however, for T~o which is an 
infinite structure generated by a constant. (Another approach is possible 
when equality is not a basic predicate, and flow-charts are unable to 
distinguish between values satisfying the same quantifier-free formulas. This 
method was used in Paterson & Hewitt (1970), Lynch & Blum (1979), and 
Kfoury (1974).) 
It turns out, by the results of Section 4, that T~o does not have the unwind 
property for all total flow-charts with recursion (Corollary 4.2). This implies 
that recursive programs are more powerful than flow-charts, even if all the 
function symbols allowed are unary. (It is well known that the above fact 
holds when either equality is not allowed--see the references above---or 
operations with at least two arguments are available, see Friedman (1971) or 
Paterson & Hewitt (1970).) If all function symbols are unary then the value 
of any term can be computed using only one register. We can thus conclude 
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that the control structure of recursion is stronger than that of iteration (even 
if equality is allowed), since no auxiliary space is necessary to compute any 
value in To,. Compare Theorem II in Kfoury (1974), which says that 
memory is the only reason for which recursion with counters may be better 
than iteration with counters. 
In view of Theorem 3.6, it may be expected that extending flow-charts 
with recursion by counters changes the unwind properties for this class. This 
is not true. In Section 4 we prove (Theorem 4.1) that the unwind property for 
all (total) flow-charts with reeursion implies that property for all (total) 
flow-charts with recursion and counters. 
It should be clear that if a program can be unwound then its input/output 
relation can be defined by a quantifier-free formula of classical predicate 
calculus. Thus, a formula of a logic of programs, using only programs which 
can be unwound, expresses a property definable in classical logic. This 
observation shows that the notion of the unwind property can be used for 
comparing logics of programs. Theorem 4.3 states ome consequences of this 
kind, implied by the unwind property of T O . In particular, it follows that 
(nondeterministic) Dynamic Logic of regular programs is stronger than 
Deterministic Dynamic Logic of regular programs. A further application of 
Theorem 3.6, for comparing DDL with CF-DDL (Dynamic Logic of deter- 
ministic context-free programs) can be found in Urzyczyn (1983a). 
The paper is organized as follows. In Section 2 we define the structure T~o 
and state its basic properties; Section 3 is devoted to the proof of the main 
theorem 3.6. (It should be stressed that the proof presented here essentially 
differs from the original one contained in Urzyczyn (1982b). The new, less 
complicated approach, was suggested to the author by Kfoury.) At the end, 
in Section 4, we formulate some observations concerning flow-charts with 
recursion and logics of programs. 
2. THE STRUCTURE T~o AND SOME OF ITS PROPERTIES 
The structure T,o is first defined in the form of an infinite tree, which we 
later explain how to view as a unary algebra. T,o as a tree will be obtained 
by taking the union of an infinite chain of finite trees {T n : n C co}. 
A tree may be defined as a set of strings T_  {L,R}* satisfying the 
following conditions: 
(a) ifw, vC{L ,R}*  and wvCTthen vET;  
(b) for any w C T, either both Lw and Rw are in T, or neither Lw nor 
Rw is in T (any nonleaf node has two successors). 
The empty word, denoted ~, refers to the root of any tree. 
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For the purpose of the definitions to follow, we distinguish between two 
kinds of leaves in a tree: the open leaves and the closed leaves. Let T and T' 
be two trees. The composition of T and T', denoted T' o T, is the tree 
T' o T= TL)  {w'w : w' ~ T' and w is an open leaf of T}. 
That is, we obtain T' o T by placing a copy of T' (i.e., the root of T')  at 
every open leaf of T. An element v C T' o T is an open leaf iff it is of the 
form v = w'w, where w and w' are open leaves of T and T', respectively. 
The trees in the chain {T n : n E co} are defined inductively as follows: 
(1) T o has two leaves, L and R, both of them open. (See Fig. 1.) 
(2) Assume that T n is defined and that it has exactly 2 open leaves, 
both of them on the 2nth level. Let T'n+ 1 ~- T n o T n.  Thus, T~,+I has exactly 4 
open leaves, all of them on the 2n+lth level. To obtain T,+I ,  we close 2 of 
these 4 open leaves. The 2 we leave open are the second and the third with 
respect o the anti-lexicographic order. (See Fig. 2.) 
Viewing T, as a set of strings, it is clear that T, _~ Tn+ 1. The tree To, is 
the union of the infinite chain T o c_ T1 c T 2 _c .... A string w ~/L ,  R }* is a 
leaf of To, iff it is a closed leaf of some T n. All the leaves of To, are therefore 
closed. 
i open --i 
x 
FIGURE 2 
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To turn To~ 
)1, as a constant. For all w C T ,  
L(w)  = Lw 
~- W 
R(w) =Rw 
~--- W 
into a unary algebra, we view L and R as unary functions, and 
if LwCT~,  
otherwise; 
if Rw~ To~, 
otherwise. 
We return to the view of T~ as an infinite treee, and establish some of its 
properties. Every w ~ T,o may be viewed either as a string in {L, R }* or as a 
node in the tree. The length of w as a string is also the level number of w as 
a node. 
For every n ~ co,, let L n and R.  be defined inductively as follows: 
(1) L 0 =L ,  R 0=R;  
(2) L .+ I  =R.L . ,  R.+l =L .R . .  
It is easy to see that L .  and R.  are the open leaves of T..  Both L .  and R.  
are of length 2". 
2.1. LEMMA. 
(a) 
nCco.  
(b) 
n~co.  
I f  v ~ To, then: 
v is a nonleaf node iff vE  {L . ,R .}{L .R . ,R .L .}*  for some 
w is a leaf node iff wE  {L .L . ,R .Rn}{L .Rn ,R .L .}*  for some 
Note that the length of v is an odd multiple of 2" in part (a), and an even 
multiple of 2" in part (b). 
Proof. This is immediate, once we observe that To, may be viewed as an 
infinite tree built up from copies of T. + l (although some of these copies have 
only one open leaf or no open leaves at all). II 
For every n C co, we want ?L.(v) to denote the number of times L .  occurs 
in v, and ?R.(v) the number of times R.  occurs in v. More precisely, let 
v C T,o be of length k • 2 m, where 2 m is the largest power of 2 dividing the 
length of v, for which v C {Lm,Rm}{LmRm,RmLm} * or v ~ {LmLm,RmRm} 
{LmRm,RmLm}* .  If n > m, we define 
?L.(v) = ?R.(v) = 0. 
Otherwise, if n K m then v may be viewed as a string over the alphabet 
tL . ,R .}*  containing k .  2 m-" occurrences of L .  and R..  In this case we 
define 
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?L,(v) = the number of occurrences of L ,  in v, 
?R,(v) = the number of occurrences of R ,  in v. 
By Lemma 2.1, ?L , (v )=?R, (v )  or ?L , (v )=?R, (v )+ 1 or ?L , (v )= 
?R,(v) + 2. In the second case, v is necessarily a nonleaf; in the third case, v 
is neessarily a leaf. 
2.2. LEMMA. I f  V E To, is of the form v = uu 4: 2, then v is a leaf node. 
Proof Let u E T~, be of length k • 2", where k is an odd integer. If k = 1 
then u is one of the two open leaves of Tn, i.e., u C {L,,R~}. Hence 
uuE IL ,L , ,R ,R ,}  which means that uu is a closed leaf of Tn+ 1 and, 
therefore, a leaf of T~o. 
Suppose k is an odd integer 4:1. Then, by Lemma 2.1a: 
?L.(u) = ?lL(u) + 1. 
Hence, ?L,(uu) = ?R,(uu) :t- 2. But by Lemma 2.1(b) this means that uu is a 
leaf node. II 
An interesting consequence of Lemma 2.2 is that no proper subtree of To~ 
is equal to T o. More precisely, for every v ~ T,o not equal to 2, the subtree T 
defined by 
T :- {w : wv C To, } 
cannot contain To, as a subset. In particular To~ 4: T. 
We can make a stronger statement: no two distinct infinite subtrees of To, 
can be equal. This is an immediate consequence of the next lemma. It is easy 
to see, on the other hand, that there are distinct finite subtrees of To, which 
are equal. 
2.3. LEMMA. I f  w C To, is of the form w= vvvu, where u ~ A and v 4: 2, 
then w is a leaf node. 
Proof Let the lengths of u and v be k • 2 n and l • 2 n, respectively, where 
2 n is the largest power of 2 which is a common divisor of both lengths. 
Clearly, k and l cannot be simultaneously even. 
Case 1. k is even and l is odd. This case cannot occur. Indeed, ?L , (u )= 
?Rn(u ) and ?L , (v )=?R, (v )+ 1, by Lemma 2.1a. Hence, ?L,(w)---- 
?R,(w) ± 3, which is impossible. 
Case 2. k i s  odd and I is  odd. Now, ?L~(u)=?R, (u )+ 1 and ?L , (v )= 
?R,(v) ± 1. Hence, either ?L,(w) = ?R,(w)+ 2 or ?L,~(w)= ?R,(w) + 4. 
Since the latter is impossible, we must have that ?L,(w)----?Rn(w ) + 2. 
Hence, w is a leaf node. 
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Case 3. k is odd and l is even. We show that this case cannot occur. 
Since k is odd, u is of the form u =As,  where s is of length (k -  1). 2" and 
A C {Ln,Rn}. With no loss of generality, we assume A =Ln.  This forces v 
to be of the form v =L ,v 'R , ,  where v' is of length ( l -2 ) .  2 n. Hence, w is 
of the form 
w = L~v'R~Lnv'R~L~v'R~L~s.  
Setting t=v 'R ,L , ,  we have w=L,  ttts, where the lengths of s and t are 
(k -  1). 2 n and l .  2 ~, respectively. 
The rest of the argument proceeds by induction on k, as an odd positive 
integer. The smallest such integer is k = 1, for which s = 2. By Lemma 2.2, 
no w C To~ is of the form w = L ,  ttt. 
Assume that Case 3 has been shown not o occur for all odd integers 
smaller than the odd integer k. Let 2 m be the largest power of 2 which is a 
common divisor of k -1  and l. Set k '=  (k -1 ) /2  m and l' =I /2 m. The 
lengths of s and t are k '2  m+n and l' • 2 m+", respectively. The combination 
"k '  is even and l' is odd" cannot occur (Case 1); nor can the combination 
"k '  is odd and l' is odd" (Case 2), since it implies that ttts is a leaf node. 
Finally, the combination "k '  is odd and l' is even" cannot occur, by the 
induction hypothesis for Case 3. II 
Each of the preceding results has its counterpart when we view To~ as a 
unary algebra. For example, Lemma 2.3 may be restated as follows: For 
every element u C To, and every sequence F of unary operators, F C {L, R }*, 
we have that 
F3(/.g) =P(u)  = rS(u) . . . .  . 
3. T,o HAS THE UNWIND PROPERTY FOR ALL FLoW-CHARTS, 
BUT NOT FOR ALL FLow-CHARTS WITH COUNTERS 
Before we start to prove the main theorem, we shall fix some conventions 
concerning flow-charts. As we defined in Section 1, a flow chart is a finite 
directed graph with nodes labelled by instructions. The assignment 
instructions are of the form x := F(x), where x is a variable, x is a vector of 
variables, and F is a term built up from function symbols in an appropriate 
signature. (For the purpose of this section we may assume that F is a string 
of L's and R's, and that x is a single variable.) Tests are assumed to be 
quantifier-free formulas. There is only one initial node (with no incoming 
edges) in each flow-chart. This initial node is called the root of the flow- 
chart, and is labelled by a start instruction. Final nodes (exits), with no 
outcoming edges, are labelled by stop instructions. 
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(1) . . . . . . .  (n) 
FIGURE 3 
We say that two flow-charts S l and S2 are well-equivalent iff, for some 
constant C > 0, and for an arbitrary input a (in any structure A) the 
following conditions hold: 
- -E i ther  both S 1 and S 2 diverge on the input a or both converge and 
give the same output. 
- -  In the latter case, if the computation of S; (i = 1, 2) takes exactly m i 
steps, then m I <~ Cm 2 and m2 ~< Cml. 
It is a straightforward observation that if S l and S 2 are well-equivalent then, 
for any structure A, 
S l can be unwound in A iff S 2 can be unwound in A. 
In what follows, we use the notion of a flow-chart schema in "normal 
form," as defined in Engeler (1971). A flow-chart is in normal form if it can 
be drawn as a (downward growing) finite tree, where every upward edge is 
directed to a point occurring along the path from the root to that edge. To 
distinguish between a downward edge and an upward edge, let us call the 
first a branch, and the second a loop. 
More formally, every flow-chart consisting of a single instruction (except 
the initial and final nodes) is in normal form, and in addition, if a flow-chart 
S, with n exits, is in normal form (see Fig. 3) and S l , S 2 ..... S ,  are in normal 
form, then the two flow-charts (see Fig. 4) are in normal form. 
a branch ] / S op 
/ 
S~n (1) . . . . . .  (n-l) (n) 
FIGURE 4 
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We say that an edge a is below another edge fl iff fl occurs along the 
shortest path from the root of S to a. In this case we also say that fl is above 
a. The entry braeh of a loop a will be the branch to which a is connected, 
that is, the only branch directed to the vertex to which a is directed. (For 
convenience, we will think about any loop as directed to its entry branch 
rather than to a node.) An exit branch of loop a is any of the branches that a 
path must include in order not to enter loop a again (or to enter a again, but 
only after visiting instructions occurring above the entry branch of a). 
Typically the situation may look like Fig. 5. 
Any flow-chart can be transformed into a well-equivalent flow-chart in 
normal form (Engeler, 1971). This transformation simplifies the loop 
structure of a flow-chart, and allows us to talk about the nesting of loops in 
a straightforward manner. In a flow-chart S in normal form, we shall say 
that a loop a is nested in a loop fl if: 
- - the  entry branch of ~ is above the entry branch of a, and 
- -  one of the exit branches of a is above the loop ft. 
Note that two distinct loops may have the same entry branch, in which 
I ~ entry branch 
: . ] 
exit branch 
exit branch 
I 
l 
FIGURE 5 
loop 
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entry 
branch 
exit 
branches 
SO L loop 
I I l 
FIGURE 6 
case it is easily seen that each is nested in the other. A loop is innermost if 
no other loop is properly nested in it. A loop is outermost if it is not properly 
nested in any other loop. 
Consider now an arbitrary loop a in some flow-chart S in normal form. 
We may represent he situation by Fig. 6, where S o contains all the loops 
properly nested in a, and the boldface branch refers to all the exit branches 
of a. To unwind loop a n ) 0 times will mean that S o is redrawn sequentially 
n + 1 times, and then loop a is redirected to the last occurrence of the 
original entry branch. For example, unwinding loop a twice corresponds to 
the situation shown in Fig. 7, where loop a is connected to the last 
I 
I S o 
S o 
! 
! 
! 
1 4 
S o 
I 
I 
I 
i 
I 
I 
L 
loop 
FIGURE 7 
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occurrence of the original entry branch. But we could have also redirected a
to one of the earlier occurrences of the entry branch, as shown by the dashed 
lines. Regardless of where loop a is redirected, we obtain a flow-chart in 
normal form which is well-equivalent to the original flow-chart S. (Some 
care should be applied in drawing the loops in which the original a is nested. 
For example, if a is initially properly nested in loop fl, unwinding a n times 
creates n additional copies of the original loop fl, all connected to the same 
entry branch.) 
Note that a program S can be unwound in a structure A iff one can 
unwind all the loops in S (going from the outermost to the innermost) so 
that an arbitrary converging computation in A never visits any loop in the 
resulting version of S. The loops can be then replaced by exit branches, to 
obtain a loop-free approximation of S which is equivalent to S in A. 
Consider again an arbitrary flow-chart S in normal form, which uses 
variables x 1,..., x~. For our purposes, we may assume that S contains only 
unary function symbols, and no constant symbols. Let / - /be a finite portion 
of a path in S, starting at some edge a and terminating at some edge ft. 
Clearly, the value of every variable x~ at fl is obtained from the value of 
some variable xj at a. Let s express this fact by writing 
x i~x i .  
This notation simply means that x i := F(xj) for some finite (possibly empty) 
string F of function symbols, which is obtained by inspecting the sequence of 
assignment instructions along H. We leave a formal definition of xj--* x~ to 
/7 
the reader. Observe that the variable x~, such that xj-~ x t is uniquely deter- 
mined by H and x i, so that we can define a function fn:{Xl,...,Xk}-~ 
{X l ..... X~}, associated with the path/7, by setting 
fn(Xi) = xj iff xj ~ x;. 
If H is the shortest path from an edge a to another edge fl then we sometimes 
write f ,~ instead °ffn. 
We are specially interested in the case when the associated functionf n is a 
retraction, i.e.,fn °am =fn (or, equivalently, fn is the identity function when 
restricted to its range). Observe that fn is a retraction iff, for every variable 
x i, there is a variable xj, such that 
x ;~ x; 
Xi 
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We shall say that a path / / in  flow-chart S is over a branch a i f f / / i s  a 
path from a to a, such that every loop occurring along H is nested in (or 
equal to) a loop with entry branch a. 
The proof of the main theorem will be preceded by a sequence of lemmas. 
The lemmas will reduce our problem to a particular case, by simplifying, 
step by step, the form of flow-charts under consideration. At first we show 
that we can restrict our attention to flow-charts were all the loops have the 
same entry branch, which is also the root of the whole program. Such flow- 
charts will be called elementary. 
3.1. LEMMA. I ra  structure A has the unwind property for all elementary 
JTow-eharts then it has the unwind propertyfor all flow-charts. 
Proof. As we noted above, it suffices to show that A has the unwind 
property for all flow-charts in normal form. Thus, let S be a flow-chart in 
normal form. We consider one by one all the entry branches in S, going 
from the innermost to the outermost and from the lowermost to the 
uppermost. When one of these entry branches is considered, say a, we 
replace that part of S, whose uppermost branch is a by a loop-free flow- 
chart obtained by unwinding appropriate loops. This operation is possible, 
since the replaced part of S is an elementary flow-chart when a is 
considered. In this process, new copies of loops whose entry branches are 
above a may be created, but no new entry branch is introduced. The process 
eventually terminates, with S having been transformed into a loop-free 
program. Since the resulting loop-free flow-chart is obtained by unwinding 
loops in S, we conclude that S can be unwound in A. II 
Below we assume that all function symbols occurring in flow-charts under 
consideration are unary (in particular, there is no constant symbol). The next 
lemma is due to Kfoury. 
3.2. LEMMA (Kfoury, 1983b). Let S be an elementary flow-chart. Then 
there exists a flow-chart S~ (not necessarily elementary) well-equivalent to S, 
and such that: 
I f  a is the entry branch of a loop fl in S 1 then there is a branch y 
above a such that f y~ = f~ = f ~. (1) 
(Such a branch 7 will be called the key branch of loop ft.) 
Proof. Let a be the single entry branch of all the loops in S. We can 
unwind all these loops simultaneously, and forever in the downward 
direction, transforming S into an infinite tree. In this infinite tree there are no 
loops, but along any infinite path, branch a must be repeated infinitely often. 
The reverse process is to transform this infinite tree into a finite flow-chart 
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$1, well-equivalent to S. This can be done, roughly speaking, as follows. On 
every infinite path in the tree, we take an occurrence of a and redirect it 
upward to an earlier occurrence of a on the same path. It is not difficult to 
check that the resulting finite flow-chart S 1 is well-equivalent to the original 
S (and is also in normal form), since both S and $1 correspond to the same 
tree. Of course, this construction of $1 is not unique, and depends on the 
occurrences of a we choose to redirect upward. We next show that if we 
appropriately choose the occurrences of a to be redirected upward, then S~ 
will satisfy the condition (1). 
For the rest of the proof, we only need to refer to the infinite tree obtained 
from the original flow-chart S, and therefore we can call the infinite tree by 
the same name S, with no risk of confusion. Assume that the variables in S 
are X 1 , . . . ,  X k. 
Consider an arbitrary infinite path in S. Let us denote the successive 
occurrences of a along this path by the infinite sequence: 
a 0 , a l ,  a2 , . . . ,  a n , . . . .  
For every m, n C co, we refer to the finite path from a m to a n inclusive, by 
Hmn. The function fnm, associated with the path Hmn will be denoted for 
simplicity by fro n. We shall prove the following assertion: 
3m, n,p ~ co (fmn =fnp =fmp)" (2) 
Assume for a moment hat (2) is true. Let us now redirect ap upward to 
a, ,  and let us repeat the same transformation for every infinite path in S. 
(Since S is a finitely branching tree, there is an upper bound for the numbers 
p, found for every infinite path in S. Thus, in fact, we must redirect upward 
only a finite number of branches.) It is readily verified that the resulting 
finite flow-chart S 1 does satisfy our hypothesis. 
To complete the proof, we only have to verify assertion (2). Let us denote 
by F the set of all functions from {xl ..... xk} to {x I ..... Xk}. F is a finite set. 
For all a, b, c E co, if a < b < e then range(f~b ) ~ range(f~¢), becausef~ c = 
fab °fbc" Hence, by the finiteness of F, it is easy to see that 
Va ~b > a Vc > b (range(f~b) = range(f~c)). (3) 
Let a and b be numbers that satisfy (3) and maximize the size of 
range(f~b ). For the rest of the proof, a and b will be kept fixed. Let 
I range(f~b)l = K, which is the size of range(fao ).
Since F is a finite set, there is a fixed function gEF  such that for 
infinitely many numbers e > b, f~  = g. Define the infinite set A ~ co by 
setting 
A = {c :e > b andf~ c=g}.  
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The set A is of particular interest. First, we can relativize assertion (3) to A, 
i.e., 
Vm C A ~n ~ A (n > m and Yp > n(range(fmn ) = range(fmp))). (4) 
Given an arbitrary m E A, let n E A be the smallest number that satisfies (4) 
relative to that m. Since faro=fan=g, it is clear that ]range(fro,)[ 
[range(g)[ = K. By our choice of a and b, which maximized I range(fab)] and 
satisfied (3), it is easy to see that [range(fm,)[ <. K. Hence, [range(f,,)[ = K. 
Using the fact that g o fro . = g, and the fact that [range(fm,)t = [range(g)[, 
it is easily verified that fm. °fm, =finn, since the functions fro, and g operate 
on a finite set. 
Finally, we define an infinite set B_cA inductively as follows: 
- - W e  first include in B the smallest number in A. 
- -  If m is the largest number included in B so far, we then include in B 
the smallest n C A that satisfies (4) relative to m. 
I f  m and n are two consecutive numbers in B, the preceding argument 
shows that fro . ° f inn  =f inn"  Using the fact that g o fro n = g, it is not difficult to 
show that, for all p C B andp >/n,fm ~ =fmp" By the finiteness ofF,  there are 
m, n, p C B such that m < n < p and fro, =f,p =fmp" | 
Let fl be a loop in a flow-chart S. Consider the shortest path H from the 
entry branch of ¢/to ft. I f fn is a retraction, then the number [range(fn)] of 
elements in range(fn) is said to be the rank of/3 and denoted by rkq3). 
The next lemma states some properties of flow-charts satisfying the 
condition (1) in Lemma 3.2. 
3.3. LEMMA. Let S be a flow-chart in normal form such that: 
I f  a is an entry branch of a loop fl, then there is a branch 7 
(called key branch of fl) above a, satisfying f n ~ = f~ = f y~. (1) 
Then, for every branch a in S and every path II over a: 
(a) fn is a retraction; 
(b) [range(fn) [ = min{rk~): f l  is a loop occurring in II}. 
Proof. Let / /be  a path over a, and let fl be a loop occurring along// ,  
such that the key branch y of/3 is the uppermost one among all key branches 
of the loops in/ / .  Our goal is to prove that: 
(c) f~,, ofn =fx~; 
(d) Irange(fz)l <. [range(f~a)[, where 6 is the entry branch of/3. 
Since range(fya)-crange(fy~), the condition (d) gives [range(fn)[<. 
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I range(fy~)l. This fact together with (c) implies thatfn must be a retraction, 
becausefn andf~ operate on a finite set. From (c) we obtain [range(fn)[ >~ 
[ range(f r,~) I >~ [range(f ra)[ . Thus, [ range(f n)l = [ range(f ra)l = ] range(f J I  = 
rk(fl), provided (c) and (d) hold. Since rk(fl) <~ rk(fl'), for all loops fl' in H, 
we obtain that (b) is also a consequence of (c) and (d). It remains to prove 
(c) and (d). 
First we prove the assertion (c). Suppose that a path H does not satisfy (c) 
and assume that the number n of occurrences of loops in H is the least 
possible. Let fl0 be the first loop occurring along H, and let ao, Yo denote, 
respectively, the entry branch and the key branch of fl0. (Observe that in this 
case, the shortest path in S from ~ to fl0 coincides with the fragment of H 
from y to flo.) Then we have f~ °fn =f~o °f~o~o °f~o~o °fn' ,  for some path 
H' from a o to a. But this means that f~  °fn =fyro °fy~0 °am' =fy~ °fn,,, for 
some path II" over a, with n - 1 occurrences of loops. By our assumption, 
fr~ °fn =f~,  and this yields a contradiction. 
In order to prove (d), assume that c~ is the entry branch of the loop ft. We 
prove that 
(d') if a path H' over fi is a fragment of H, from the first occurrence 
of 6 to the first occurrence of fl, then 
f n' = g ° f ra o h for some functions g, h. 
The reader can easily cheek that (d') implies Irange(fn)[ <. [range(fn,)[ <<. 
]range(f,a)). 
We prove (d') by induction on the number of occurrences of loops in H. 
Assume that (d') is true for all paths containing at most n occurrences of 
loops, for some n >/0, and suppose that there is n + 1 occurrences of loops 
along H. Let flo be the first loop in H. Denote by 60 and 7o the entry branch 
and the key branch of flo, respectively. If fl=flo then (d') follows 
immediately from the condition (1); otherwise consider the path H o over a 
obtained from H by removing the fragment from the first occurrence of c5 o to 
the first occurrence of fl0. Clearly, H o satisfies our induction hypothesis, 
since the number of loops in H 0 is equal to n. Let H~ be the appropriate part 
of H o. If 3 0 is above 5, then of course fn, =fn; and the condition (d') is 
satisfied. If 6o is between 6 and fl, we consider two cases: 
Case 1. The key branch 70 of fl0 is below 6. Then, for some function hi, 
fn, =faro °f~0ao °fa0~0 ° h~ =fay° froao ° h~ =fn;, and (d') is immediate. 
Case 2. The branch 70 is above ft. Then, for some functions gl, g, h~, h, 
it holds that fn, =f~ao °fao~o ° hi =faao °froao ° hi =faao °fro~o °faao o h 1 -- 
g~ofn,o=glogofraoh. This implies that (d') holds, and completes the 
proof of Lemma 3.3. II 
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A branch a in a flow-chart S is called stable iff, for all paths H over a, the 
associated functions fn are retractions, and in addition, all these retractions 
are of equal ranges. A flow-chart S is stable iff it is elementary and the only 
entry branch in S is stable. The following lemma shows that we can deal 
with stable flow-charts only. 
3.4. LEMMA. Assume that a unary structure A has the unwind property 
for all stable flow-charts. Let S be an arbitrary flow-chart such that for every 
branch a in S and every path H over a, 
(a) fn is a retraction; 
(b) [range(f1j)[ = min{rk~) : f l  is a loop occurring in H}. 
Then S can be unwound in A. 
Proof At first, observe that it suffices to consider the case when S is an 
elementary program. If not, we proceed as in the proof of Lemma 3.1. The 
key observation is that, after each step of this procedure, the conditions (a) 
and (b) are satisfied by each of the remaining entry branches, since all paths 
in the transformed flow-chart are in fact copies of some paths in the original 
flow-chart. 
Thus, assume that S is an elementary program. The proof goes by 
induction on the number of loops in S. If S has only one loop then it is a 
stable flow-chart, and can be therefore unwound. Now, let S have n + 1 
loops flo, f l l  ..... f in,  and let H0, H1,... , H n be the shortest paths from the entry 
branch a to rio, ill,..., fin, respectively. Assume that rk(flo ) <, rk(/3i), for all 
i=  1 ..... n. It is easy to see that, in this case, I range(fno)] <.]range(fn)l for 
any path H over a. 
Consider the program S' obtained from S by removing the loop fl0 
(replacing it by an exit branch). By the induction hypothesis S '  can be 
unwound. 
We transform S to obtain a new program S 1 as follows: first we unwind 
the loops fll ..... fin as many as it is necessary to get a loop-free program S" 
equivalent o S' ,  and replace fll .... ,fin and all new (created in the process of 
unwinding ill,..., fin) copies of fl0 by exits. Then replace the original loop flo 
by a copy of S", and add new loops from exits of that copy to ct. Of course 
the resulting flow-chart $1 is elementary. In addition, each path H in S~ over 
a consists of two parts, the first of which is H 0, and the second being a copy 
of a path H '  in S, composed from Ho,... , H n. Thus fn =fno °fn' ,  and this 
means that range(fn)~range(fno ). On the other hand, [range(fn) [ >~ 
[range(fno)l, as noted above. Thus, range(fn) = range(fno ), and we conclude 
that S~ is stable, and can be therefore unwound. Since S and S 1 are well- 
equivalent, S can be unwound too. II 
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For further convenience we define one more transformation  elementary 
flow-charts. Consider a stable entry branch a in a flow-chart S, and let 
/~1 ..... fin be all the loops connected to a. Let R denote the common range of 
all functions fn ,  for / - /being paths over a. Clearly, the value of any variable 
y at/~i is fully determined by the value at a of a variable x C R. However, 
the value o fy  at an arbitrarily given branch between a and fl~. may depend on 
the value at a of a variable x '  ~ R. If the above does not take place, we say 
that a is ful ly stable. More precisely, a stable branch a is fully stable iff, for 
every i = 1 ..... n, and for every initial segment 22 of the shortest path from a
to ~i, it holds that range( fz)c_R (in fact, range( fz )=R) .  An elementary 
flow-chart is ful ly stable iff the only entry branch in S is fully stable. 
The idea of the next lemma, which reduces our problem to fully stable 
flow-charts, is due to Kfoury (1983b). 
3.5. LEMMA. Ira unary structure A has the unwind property for  all ful ly 
stable flow-charts then it has the unwind property for  all stable flow-charts. 
Proof  It is left to the reader to observe that it suffices to prove that each 
stable flow-chart S can be transformed into a (not necessarily elementary) 
flow-chart S 1, well-equivalent to S, and such that all branches in Sl are fully 
stable (use the method of Lemma 3.1). 
The proof is similar to that of Lemma 3.2. Assume that S has n/> 1 loops: 
fl l  , ' " '  f in, all of the same entry branch a, and denote the shortest paths from 
a to fli (i = 1,..., n) by H i. Since S is stable, we may assume the following: 
S uses k+ 1 variables x 1 ..... Xk, Xk+ 1 ..... Xk+ ~, and for all i=  1 ..... n it 
holds that range( fn )= {Xl,...,Xk} and fno fn=fn .  As in the proof of 
Lemma 3.2 we view S as an infinite, downward growing tree. Consider an 
arbitrary infinite path in S, and denote the successive occurrences of a along 
this infinite path by the infinite sequence: a~, a 2, a 3 ..... ap ..... For every 
p/> 1, denote the portion from ap to ap+ 1 by Hip, which is one of the finite 
paths in {//1 ..... / / ,  }. 
Consider now two consecutive occurrences of a along the infinite path just 
described, say ap and ap+ ~, for some p ~> 2. The value of a variable at any 
point between ap and ap+ l is fully determined by the value of some 
x i E {x I ..... Xk} at ap, or else by the value of some x i C Ixk+ 1 ..... Xk+z} at ap. 
Hence, the values of all variables at any point between ap and ap+~ are fully 
determined by the values of x 1,..., x k at ap ~. 
We introduce new variables y~,...,yk. We want to modify S so that for all 
p )2 ,  the contents of yl ..... Yk at ap are identical to the contents of x 1 ..... x k 
at ap_ 1. For this, we insert just before ap+ 1 the following assignments: 
Yl := FI(Yl);...; Yk :=Fk(Yk), 
where Fj. is the sequence of functions that must be applied to the value of xj 
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at ap_ ~ in order to obtain its value at ap. Each such sequence F i is obtained 
by inspecting the assignments along path lli~_,, which goes fom ap_ 1 to ap. 
By the earlier remarks, the contents of all the variables at any point 
between ap and ap+ 1 are now fully determined by the contents ofy~ ..... Yk at 
ap. We can therefore rewrite all assignments o that they only involve 
variables in {Yl,.-.,Yk} on the right-hand side. 
Note that, for every p/> 2, the modifications introduced between ap and 
ap+ 1 are determined by the number ip_~Ell , . . . ,n}. That is, for any 
iE  {1 ..... n}, jE  {1,...,k + 1}, there is a term Gj and a number jE {1,..., k} 
such that, for any p/> 2, if i = ip_ 1 then x] = Gjyri holds at ap. In addition, 
G~ and rj do not depend on the choice of an infinite path. Clearly, there are 
numbers p and q, 1 < p < q, with ip_ ~ = iq_ ~. We can therefore redirect aq 
upward to ap, in the reverse process of constructing flow-chart S~ from the 
infinite tree S. 
The desired flow-chart S~ is obtained by executing the above transfor- 
mation on every infinite path in S (in fact, for every initial segment with at 
least n + 2 occurrences of a). It is not difficult to check that every branch in 
S~ is fully stable and that S~ is well-equivalent to S. II 
We are now ready to prove the main theorem. We view To, as a unary 
algebra. For convenience, however, we keep some of the terminology used in 
the definition of To, as a binary tree. We thus classify the elements of To, into 
leaf and nonleaf elements. Also, for all a, b ~ T o, we define: 
a/b = c if a = cb, for some c C {L, R }*; 
= undefined otherwise. 
That is, a/b is defined iff a is accessible from b. 
3.6. THEOREM. The structure T~, has the unwind property for all flow- 
charts, but not for all flow-charts with counters. 
Proof. We start with the easy part of the theorem, namely that To, does 
not have the unwind property for all flow-charts with counters. In fact, we 
can prove the stronger statement that there is a total flow-chart with counters 
which cannot be unwound in To,. This total flow-chart with counters has a 
single input variable, and defines the following informal algorithm: Given an 
arbitrary input a C T o, it starts generating all the closed terms in the 
signature {L, R, ~.}, until it finds a closed term equal to a. It is easily checked 
that the total program just described cannot be unwound in T O . 
Next we prove that To, has the unwind property for all flow-charts. For 
this, observe that if the constant 2 does occur in a flow-chart S, then we may 
replace it throughout by a variable not occurring in S, to obtain a new flow- 
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chart S' ,  such that if S '  can be unwound in T~o, then S can be unwound in 
To,. Thus, we may restrict our attention to flow-charts "without" 2. 
Applying Lemmas 3.1-3.5, we conclude that an arbitrarily given flow- 
chart can be unwound in To,, provided all fully stable flow-charts can. Thus, 
assume that S is a fully stable flow-chart. We prove that S can be unwound 
in To~, which will complete the proof. 
Let a be the only entry branch in S, and let S have n >~ 1 test instructions. 
Since S is fully stable, one can easily transform S so that the variables 
occurring in the tests are members of range(fn), for all paths / /  over a. 
Further, by introducing new variables x I ..... X2n, we can force the ith test to 
use only the variables x2i_l and x2i. (Thus, no two tests in S use the same 
variables.) At last, we may transform S again so that it is of the form shown 
in Fig. 8. (We may restrict our attention to variables xl .... ,x2,,  since the 
+ 
• • • • • • 
• • • • • 
B 
2 n branches  
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other variables in S do not affect the flow of computation.) In Fig. 8 the 
tests tl, t 2 ..... t. are, respectively, Gl(xO = Gz(x~)?, G3(x3) = G4(x4)? ..... 
G2._1(x2._ 0 = Gz.(X2n)? for some G I, G 2 ..... G2. E {L,R}*;  and for every 
i, 1 ~< i~< 2 ", A i is a block of assignments of the form 
X 1 : :F I (X l ) ;  X2 := F2(x2); ...; x2. := F2.(x2.), 
where each of E l ,  F 2,..., F2n C {L, R }* depends on i. 
In the figure we have not drawn the loops of S. As shown, S has 2 ~ exit 
branches. In point of fact, some of these exit branches are redirected upward 
to a to form the loops of S. Suppose S has m loops, 1 ~< m < 2 n, and 2 n - m 
exit branches. Let us denote by H i the shortest path from a to the ith loop, 
1 ~< i ~ m. Any converging computation of S may be written as 
S : H i  Hi2 . . .  HipS, 
where i 1, i2,... , ip C {1,..., m} and S is a path from a to one of the exit 
branches of S. Similarly, diverging computations may be represented as 
infinite sequences:  Hi Hi2.. . .  
Let a = (a~ ..... a2, ) ~ T 2n be an arbitrary assignment of input values to he 
variables x I .... ,x2,.  If the computation determined by a begins with a path 
H i, for some i ~< m, then we put 
S(a)  = b, 
where b is the valuation of x 1 ..... x2n after executing the instructions on H i. 
Otherwise (when the computation does not contain any loop) we assume 
S(a) to be undefined. Putting S° (a )=a,  and Sn+l (a )= S(S"(a)),  for all n, 
we have that S"(a) (if defined) denotes the valuation of variables after the 
nth iteration (after excuting an initial segment Hi, ... Hip of the com- 
putat ion).  
An initial segment Hi, ... Hip of a computation (converging or not) for an 
input a, is said to be a successful computation iff Sk(a) ~ Sl(a), for all k, l, 
with k ~ l, O <. k, l <~p. 
Our task is to prove that there is an upper bound q such that all successful 
computations consist of at most q iterations, i.e., such that if H; ... H i is a 
• 1 . p 
successful computation then p ~ q. Of course, this implies ~mmedlately that 
any converging computation of S has the form Hi, ... HipS, with p ~< q since 
any longer computation must be periodic. Thus, it will follow that S can be 
unwound. 
So, let a= (al, . . . ,a2,) be an arbitrary input to S. The values in a are 
generally a combination of both leaf and nonleaf elements. If  every entry in a 
is a leaf element and the computation begins with Hi, for some i = 1,..., m, 
then, of course, S (a )= a, since no assignment can change the values of 
643/58/1  3 6 
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variables. Thus, we get a bound q0=0,  for the length of successful 
computations in this case. 
We now proceed by induction. We assume the following statement (the 
induction hypothesis): There is a bound qr, such that for every successful 
computation Hi1 ... Hip , if the corresponding input vector a has at most r 
nonleaf coordinates, then p <~ qr" We want to prove the statement where r is 
throughout replaced by s = r + 1. 
We claim that there is an upper bound k satisfying the following 
condition: If an input vector a with s nonleaf coordinates leads to a 
successful computation Hi1 . . .  Hip and if p >/k then there are fewer than s 
nonleaf elements assigned to x~ ..... x2n after the kth iteration, (i.e., if Sk(a) is 
defined then it has at most r = s -  1 nonleaf coordinates). It this claim is 
true then we have our desired upper bound qs = qr + k on the number of 
iterations in a successful computation on an input vector a with at most s 
nonleaf coordinates. 
Assume now that the above claim is false and we shall get a contradiction. 
We assume, therefore, that there are arbitrarily long successful computations 
HiiHi2 ... Hik 
such that exactly s nonleaf elements are assigned to x 1,..., xz, after each of 
the first k iterations, for arbitrarily large k @ •. Since no leaf element can 
generate nonleaf elements, this also means that the same s variables hold the 
nonleaf elements throughout these successful computations. 
Consider a successful computation Hi~ . . .Hik on an input a, as defined 
above. For every test t i involving a variable holding a nonleaf element, the 
truth-value of t i cannot remain the same for more than 3qr + 2 consecutive 
iterations. In order to prove it assume that k > 3qr + 2 and that t/ is true 
(respectively false) for more than 3qr + 2 consecutive iterations. We consider 
that fragment of the computation containing more than 3qr + 2 iterations, 
and throughout which ti has the same truth-value. 
Assume for simplicity that the segment (being itself a successful 
computation) consists of the initial 3qr + 3 iterations 
Hi~ ... Hi3qr+3. 
It should be obvious that 
His ... Ui3qr+3 
also represents an initial segment of the computation on an input b, obtained 
from a by replacing azi_l, azi by a same leaf element (respectively, two 
unequal leaf elements). But b has at most r nonleaf elements, and thus, by 
the induction hypothesis, the sequence 
11il ... Ui3qr+3 
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becomes periodic after at most qr + 1 iterations. That is, it has the form 
Hi, ... Hi, llim+l ... HitHi,,+ ~ ... HiiHim+ ... Hi1.. .  H i ,  
for some O~m<l~qr+l ,  and u=3qr+3-m-3( l -m ). For any 
variable xj, holding a nonleaf element, there exists a word (term) 
H s ~ {L, R }*, such that any execution of I I i L . . .  H i leads to a sequence of 
assignments which can be represented as xj := H~x s. Since the computation 
follows the path three times, x s := HjHsHjx  j must be eventually executed. If 
H s 4= 2, for at least one x s holding a nonleaf value then by Lemma 2.3, after 
at most 3qr + 3 iterations, the value of xj. becomes a leaf, and hence there is 
at most r nonleaf values after the kth iterations. If Hj = 2, for all these xj, 
then no variable changes its value in the (m + 1)th iteration, and hence 
S in(a)  = sm+l(a). In both cases we obtain a contradiction, since Hi, ... llik 
represents a successful computation with s nonleaf coordinates in every S'(a) 
for i <~ k. 
The preceding has the following important consequence. If one among 
a2;- l, a2i is not a leaf then the truth-value of t; has to change within every 
3qr+ 3 iterations in IIi l ... IIik. Thus, one of a2i_l ,  a2i must be accessible 
from the other and, in addition, there is an upper bound on the lengths of 
xzi 1/x2i and x2i/x2i_~ throughout the computation, whichever of the two is 
defined. (This is easily verified by inspecting the structure of the flow-chart 
S.) Since distances between different leafs are not essential for the flow of the 
computation, we may assume that if both x2i_ 1, x2i hold leaf elements, then 
their values are equal throughout the computation. This allows us to assume 
that there is an upper bound K, such that for every pair (x2i_ ~,x2t), the 
lengths of x2i_l/x2i and x2i/x2i_ 1 whenever defined do not exceed K 
throughout Hi~ ... Hi, .  
Let us consider the structure of To, once more. Recall that for every 
M C co, T,o may be viewed as a tree built up from copies of T M. What is 
more, each copy of T M in To~ occurs in one of four possible configurations; 
see Fig. 9. In (I), both L M and R M are closed, in (II), only R M is closed, in 
(III), only L M is closed, and in (IV), both L~4 and R~t are open. 
Suppose that the values assigned to variables x2i_ 1 and x2i, just after 
iteration Hij in the sequence Hi, ... Hik, for some 1 ~<j < k, are b2i_ 1 and b2i 
with at least one of the two being a nonleaf. With no loss of generality, 
assume that bzi_l  is a nonleaf. There is an upper bound N such that if the 
copy of T M containing bzi_l  is of 
type (I), 
type (II) with LM not accessible from b2i_ l, 
type (III) with R M not accessible from b2i_ i, or 
type (IV) with neither L M nor RM accessible from b2i ~, 
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FIGURE 9 
then the value assigned to x2i_ 1 must turn into a leaf element within N 
iterations after H 0. Indeed, since the truth-value of test t i cannot remain the 
same for more than 3qr + 2 consecutive iterations, at least one of the two 
values assigned to x2i_ 1 and x2; must change within every 3qr+ 3 
consecutive iterations. And since fewer than 2 M levels separate b2; 1 from all 
the leaves of T~ and, therefore, fewer than 2 M ± K levels separate b2i from 
all the leaves of T~4, both x2i_ 1 and x2i will be assigned leaf elements within 
at most N = (3qr + 3) 2 ~ + (3qr + 3)(2 M + K) iterations. 
Let M be an arbitrarily large integer; in particular, we take 2 M (the height 
of TM) to be larger than 
K + max{length of G1, length of G 2 ..... length of G2, }. 
We define an equivalence relation =M on vectors (al .... ,a2n) satisfying the 
condition that a2i_ l/a2i or a2]azi_ 1 is defined and its length does not exceed 
K for every 1 ~<i~< n. We set 
(a 1 .... ,a2n)~a/t(bl  .... ,b2n ) i f f  for every i, l~ i~n,  a~_l/a2i = 
b2i_l/b2i or  a2i/azi 1 = b2i/bzi I and the  
isomorphism from the copy of T M 
containing a2~_ 1 to the copy of T~ 
containing bzi_ 1 maps a2i 1 to bzi_l. 
In other words, (a~ ..... a2.) =--M (bl ..... b2. ) if each pair (azi l, a2i) is situated 
in its copy (or two connected copies) of T M in exactly the same way as pair 
(bzi 1, bzi) is situated in its copy (two copies) of T M. The reader can easily 
verify that, if the two distinct input vectors (a I ..... azn ) and (b 1 ..... bz j  
induce, respectively, successful computations 
Hia... Hi, and Hal . . .Ha,,  
where, after each iteration in both computations, s nonleaf elements are 
assigned to x I .... , x2,, and if (a~ .... , a2,) =M (bl,..., b2,), then 
il = J l '  i2 =J2 . . . . .  ik-U =Jk -N ,  
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FIGUnE 10 
assuming k ~< l. That is, if (a 1,..., a2n) =M (bl  , ' " ,  b2n) and as long as s nonleaf 
elements are assigned to Xl,...,x2n, then both input vectors give rise to the 
same sequence of iterations except possibly for the last N iterations before 
there are fewer than s nonleaf elements assigned to the variables. To see this, 
keep in mind that M is large enough so that if a2i_l and b2i 1, 1 ~ i ~< n, 
refer to the same nonleaf element in their respective copies of T M in T~,, then 
Gzi_l(azi_l) and G2i_1(b2i_l) also refer to the same element in their 
respective copies of T M, unless G2i_l(a21 1) is a leaf and G2i_l(b2i 1) is a 
nonleaf, or vice versa, as depicted in Fig. 10. This case, however, by the 
preceding remark, can occur during the last N iterations only. 
Finally, note that the relation -=M has finitely many equivalence 
classes--say, there are P E ~o of them. Assuming that s variables are 
assigned nonleaf elements throughout, this means that any sequence 
Hi, ... H~k, representing a successful computation, becomes periodic after 
iteration H0, for some j ~< P, and the length of the period does not exceed P
iterations. Hence, by Lemma 2.3, fewer than s variables are assigned nonleaf 
elements after 4 • P iterations. But this contradicts our assumption that k is 
arbitrarily large, and completes the proof of Theorem 3.6. | 
3.7. COROLLARY. Over the structure To,, every flow-chart is equivalent 
to a loop-free flow-chart, but there is a total jqow-chart with counters which is 
not equivalent to any loop-free flow-chart. 
Proof. The first part of the corollary is immediate from the fact that T~, 
has the unwind property for all flow-charts. The second part follows from the 
fact that To, does not have the unwind property for all total flow-charts with 
counters (as we noted in the beginning of the proof of Theorem 3.6). T,o is a 
unary algebra, whence flow-charts with counters are able to define all 
computable functions in To~ (see Kfoury, 1974). Thus, by Lemma 1.1, there 
is a flow-chart with counters, not equivalent in T,o to any loop-free 
program. II 
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4. CONCLUDING REMARKS 
In the preceding sections we have shown that the presence of counters 
increases the ability of iterative (flow-chart) programs to generate arbitrarily 
long computations. It is not the case, however, for recursive programs, as 
shown below. 
4.1. THEOREM. For any structure A, if A has the unwind property for all 
(total) flow-charts with reeursion, then it has the unwind property for all 
(total) flow-charts with reeursion and counters. 
Proof Let A be an arbitrary structure, and let S be a flow-chart with 
recursion and counters, that cannot be unwound in A. Assume that S has k 
input variables. For any vector a= (al, . . . ,ak)EA k, the symbol A(a) will 
denote the substructure generated by a in A. By Urzyczyn (1983b), there is a 
flow-chart with recursion SUC (which does not depend on A, but only on its 
similarity type) with k + 1 input variables, and one output variable, such 
that, for any vector a C A k, 
A(a) = {suc"(a) :n E co} where 
suc°(a) = a 1 and 
sue n+ l(a) is the output of SUC, for the input a,such(a). 
We define a flow-chart with recursion $I,  with 2k input variables, as 
follows: For any input (al,..., a k, b I ... . .  bk) (denoted (a, b)), the program S~ 
simulates the behaviour of S on the input b. Instead of counters, S l uses 
variables ranging over {sucn(a):nCco}. The successor operation is 
simulated with help of SUC, and a 1 plays the role of zero. Whenever SUC is 
applied to compute a new value sucn+a(a), the program S~ checks whether 
suc"(a)~sue"+~(a). If not, it stops. This guarantees that S~ is total, 
provided S is also. Otherwise, S~ continues the simulation. Since S cannot 
be unwound, by Kfoury (1974), there are arbitrarily great substructures ofA, 
generated by k elements. Thus, for any b, there is a such that the simulation 
just described is correct. But the simulation eeds at least the same number 
of steps as S does, and hence S 1 cannot be unwound. | 
4.2. COROLLARY. The structure T,o does not have the unwind property 
for all total flow-charts with recursion. In addition, there is a total flow-chart 
with recursion, not equivalent in T,o to any loopfree flow-chart. 
Proof. Follows immediately from Lemma 1.1 and Theorems 3.6, 4.1. II 
Theorem 3.6 has certain implications in the area of logics of programs; 
namely, it gives new proofs of several comparative r sults. The hypothesis of 
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Theorem 4.3 was originally proved by different methods for all three parts 
(a)-(c). The part (a) is due to Berman, Halpern, and Tiuryn (1982); (b) was 
proved independently by Tiuryn (1981a) and Erimbetov (1981); and (c) is 
due to Meyer (Tiuryn, 1981b). Since logics of programs are not of the main 
interest here, we refer the reader to the above-mentioned papers, as Well as to 
Harel (1979) for definitions. We note only that regular programs in the sense 
of Harel are of the same power as flow-charts considered in the present 
paper. (An independent proof of a result similar to 4.3. was recently obtained 
by Stolboushkin and Taitslin (1983).) 
4.3. THEOREM. There is a property expressible by a single formu a in 
each among the following logics: 
(a) Dynamic Logic of nondeterministie regular programs, 
(b) Dynamic Logic of deterministie regular programs with counters, 
(c) Dynamie Logic of deterministic recursive programs, 
but not expressible by any formula (or set of formulas) of Dynamic Logic of 
deterministic regular programs (DDL). 
Proof. Consider the following property of structures in the similarity 
type of To,: 
structure A is generated by the constant 2. (5) 
For each logic among (a)-(c), it is easy to find a formula ~0 of that logic, 
such that, for all structures A, 
A ~ 0 iff A has the property (5). 
It suffices to choose ~ as a formula (P~ true, for a unary program P 
computing values of all closed terms and halting when it reaches the input. 
In the case (c), P can be obtained by transforming the program SUC, 
mentioned in the proof of Theorem 4.1; for (a) and (b), it can be easily 
constructed by the reader. 
Now let ~0 be a formula of DDL. By Theorem 3.6, there is a formula q~ of 
first-order classical logic, such that Th(T~,)~ ~0 ,-+ ~,. (The formula ¢ is 
obtained by replacing each occurrence of a program in ~0 by an appropriate 
open formula.) If ~0 expressed the property (5), each model of Th(To, ) would 
be generated by the constant. Since there exist nonstandard models, ~ cannot 
define the property. It is also easily seen that no set of formulas in DDL can 
express (5). | 
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