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Abstract 
This study concerns the waiting time wli of the kth arrival to a single-server queueing system 
and the queue length Ik just before the kth arrival. The first issue is whether the standard 
heavy-traffic limit distribution of these variables is the only possible limit. The second issue is 
the validity of the approximation wk g &, for large k, where V is the average service time. The 
main results show that there are three types of heavy-traffic limiting distributions of the waiting 
times and queue lengths depending on whether the queueing systems are stable, marginally 
stable or unstable. Furthermore, these limit theorems justify the approximation wk z i& for the 
three heavy-traffic regimes and they characterize the asymptotic distribution of the difference 
wk - t&. The results apply, in particular, to the GI/G/l system and systems in which the service 
and interarrival times are stationary, regenerative, semi-stationary, asymptotically stationary 
and their sums satisfy certain functional limit laws. They also apply to queues that may not 
satisfy standard assumptions. 
Ke_v words: Single-server queueing system; Waiting times; Heavy traffic; Weak convergence; 
Brownian motion; Little’s law 
1. Introduction 
For a single-server queueing system, intuition suggests that an arriving unit’s 
waiting time before its service begins is approximately equal to the number of units in 
the system times the average service time. Why are there no results to this effect? 
Because it is not true when the traffic is light or moderate. However, we show that it is 
indeed true for certain systems in heavy traffic. We also answer the question of 
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whether the standard heavy-traffic limit for a single-server system is the only one that 
is possible. We show that there are other types of heavy-traffic conditions and other 
types of possible limits. 
To put these issues in perspective, consider the GI/G/l queue in which the i.i.d. 
service and interarrival times have respective means V and U. Let wk denote the waiting 
time of the kth unit and let lk denote the queue length (number of units in the system) 
just before the kth unit arrives. It is known that if the system is not stable (V 2 ti), then 
(cf. Proposition 1) 
wk/k 2 (6 - ii) and &lk 3 (5 - ii)/6 as k + co. 
Hence wk z & for large k. When is this approximation justified for stable systems 
(6 < U)? And how precise is it in terms of the distribution of the difference wk - i& for 
large k? These are the issues we address. 
Here is an illustration of our results for the GI/G/l system. Corollary 7 justifies the 
approximation wk z Vlk in heavy traffic for the following cases: 
(i) Stable systems: (U - V)& is large and U - V, 1 - ii/V, V3(U - 6) are near 0. 
(ii) Marginally stable systems: (U - t?( $ is moderate and U - 6, U3/fi, l/(6$) 
are near 0. 
(iii) Unstable systems: (6 - ti)$ is large, (V - u),,&u is moderate and 
C3/k(ii - V), l/(kfi(ti - 6)) are near 0. 
In these cases, the distribution of the difference wk - 61,‘ is approximated as follows: 
cl NJ@(fi - U), case (i), 
wk - & g c2NJMm-, case (ii), 
c3 N J’w), case (iii), 
where N, 5, M are independent random variables and ci is a constant; N is normal, 4 is 
exponential and M is the maximum of Brownian motion with drift on a finite time 
interval. In addition, we have the joint distribution approximations 
1 
(c&t& c50, case (i), 
(lk, wk) 2 (cs M, c, M), case (ii), 
(c*, c,), case (iii). 
These approximate distributions of (lk, wk, wk - &) are formally described in Corol- 
lary 7 and in our other results as limiting distributions for doubly subscripted 
variables (I&, w,k, w,k - i&Ink). Here n -+ co, representing that traffic intensity tends to 
the critical value 1 (or higher in case (iii)), and the customer index k --f co. Note that 
our focus is on relating wk to i& directly as random variables, which is different from 
relating their respective distributions. 
The following is an overview of this paper. We consider a single-server queue- 
ing system with general service and interarrival times (a G/G/l system). The only 
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restriction on the dependencies of the service and interarrival times is that their sums 
obey certain functional laws of large numbers or central limit laws. Examples include 
the GI/G/l system, and systems in which the sequence of service and interarrival times 
is stationary, regenerative, Markovian, semi-stationary or asymptotically stationary. 
For instance, units may arrive in batches according to a compound renewal process. 
Our results are limit theorems for these systems in heavy traffic. Theorem 2 is 
a generalization of cases (i) and (ii); Theorem 5 is a generalization of (iii) and Corollary 
7 covers (i), (ii) and (iii) for stationary service and interarrival times. We also discuss 
analogous functional limit theorems for waiting times and queue lengths. One of these 
results (Remark 3) is essentially one of Whitt’s (1974) results, but in a more general 
context. We present these theorems in Section 2 and prove them in Section 3. We end 
the paper in Section 4 with similar limit theorems for the virtual waiting time (or 
workload) and queue length observed at instances other than at arrival times. 
There are a few studies on the topic of relating waiting times and queue lengths. 
Reiman (1984) and Szczotka (1986) considered the workload w,(t) and queue length 
L,(t) at time t for certain single-server queueing systems with traffic intensity p and 
arrival rate 1,. They proved the weak law of large numbers 
(1 - Pu&) - J-P w,(t)) 2 0 
as t --, co and p r 1 such that (1 - p)$ converges to a finite limit. Szczotka (1992) 
considered the waiting time and queue length w(p), l(p) in equilibrium of a single- 
server queue with stationary service and interarrival times. He showed that 
as p t 1, where N, 5 are independent normal and exponential variables. Note that this 
is for w(p), l(p) in equilibrium, whereas our focus is on \vk, lk as k + co. Prior to this, he 
showed in 1986 and 1990 that (1 - p)(l(p) - &w(p))2 0. Also, Szczotka and 
Topolski (1991) considered a GI/G/l queue during a single busy period. Conditioning 
on the number v of units served in the busy period, they showed that, as k + 00, 
where N is a standard normal random variable and w+ is a Brownian meander 
independent of N. 
The theme of equating wk to & resembles Little’s law L = /zW. Indeed, in cases (i) 
and (ii) above, z: r U = A- ‘, where I is the arrival rate, and so the approximation 
wk Z i& is equivalent to 1, e /iwk. The distribution of/k - )Lwk is as indicated for cases 
(i) and (ii). This interchange of t? and U is not valid, however, in case (iii). Recall that 
the classical Little-type laws L = %W relate the average sojourn time 
W= lim,,, K1 XI=, wk to the average queue length L = lim,,, t-i si L(s)ds. For 
stationary systems, the W and L are also equal to the expected values of a unit’s 
waiting time and the queue length (where the Palm distribution is used for W). There 
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are also central limit laws and laws of the iterated logarithm for II= 1 W, and 
j:, L(s) ds. Th e 1’ iterature on Little-type laws is nicely reviewed in Whitt (1992). 
Although our focus is not on relating sums of waiting times and average queue 
lengths, one may be able to obtain such relations in our heavy-traffic setting. Our 
concern, in contrast, is on relating the single waiting time wk to cl,. 
2. Main results 
Consider a single-server queueing system with units served in the order of their 
arrival. Let uk denote the time between the kth and (k + 1)th arrivals, and let uk denote 
the service time of the kth unit. Then the waiting time in the system for the (k + 1)th 
unit, not including its service time, is given by the recursion 
wk+ I = max (0, departure time of unit k - arrival time of unit k + l} 
= max{O, xk + wk}, k = 1,2, . . . . 
where xk = vk - uk, and w 1 = 0. By induction, 
W~=max{O,x,_,,x,_,+xk_2 ,..., xk_I+“‘+xk_m+Wk_mj, m<k. (1) 
When m = k - 1, this expression is 
k-l k-l 
Wk = max C Xi= max C Xj. 
O<i<k-1 j=k_i 1 si<k j=i 
This is a convenient relation between waiting times and the basic data uk, vk of the 
system. Let & denote the number of units in the system just before the kth arrival. 
Then lk 2 m if and only if the departure time of unit k - m is 2 the arrival time of unit 
k. Consequently, the queue length & is linked to the other variables by the basic 
relationship 
k-l 
1 
j=k-m 
(3) 
OUr analysis Uses this eXpreSSiOn for relating wk t0 lk. 
We shall consider a sequence of such queueing processes indexed by n, with the nth 
process represented by the random variables u,~, t&k, w,,k, Ink, x,k, k = 1, 2, . . . In addi- 
tion, k = k(n) will be a positive integer depending on n such that k + cc (we suppress 
the reference to n throughout this study to help simplify the notation). The following 
results describe the limiting distributions of w,k, “k 1 and the difference between them 
under heavy-traffic conditions on the queueing processes. 
We begin with a weak law of large numbers showing that w,,k and I,& are linearly related 
for large k. This is a preliminary insight for the main results to follow. Define the processes 
[kt 1 lkt I 
un(t) = k-’ 1 Un(kpj), K(t) = k-’ 1 vn(k-j), tcR+ = [O,l), 
j= 1 j=l 
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where Uni, uni are 0 for i I 0 and [a] denotes the integer part of a. We consider U,,, V, 
and other processes below as random elements of D E D[O, co) with the standard 
Skorokod topology (Billingsley, 1968; Pollard, 1984). We let e denote the identity 
function (e(t) = t). The following result says that if the interarrival and service times 
satisfy a functional law of large numbers, then the waiting time and queue length 
satisfy a law of large numbers. 
Proposition 1. If (U,,, V,) 2 (ue, ue) and k = k(n) + co, where u, v are nonnegative ran- 
dom variables, then 
where w = max{O, v - u}. 
This suggests that w,~ z &Ink for some V, and it raises the following question: What 
is the distribution of the normalized difference (w,~ - v,l,,)/b,,? This is the issue we 
now address. 
In the rest of the paper we will use the processes 
k-l 
X,(t) = b,’ c (%j - G), 
j = k - [a.t] 
h-l 
2,(t) = 6;’ 2 X,j, tER+. 
j = k - [L&t] 
Here a,,, b,, E,, b”,, V, are positive real numbers with a,,, 4 5 k, and cTLm = 0 when 
m > m’. Keep in mind that k s k(n) is a positive integer depending on n such that 
k-, co. It is sometimes convenient to think of x”,(t) in the form I!$’ z:y x,(h_j), 
where X,i = 0 if i 2 0. The need of the “backward” index k - j in these sums will 
become apparent from the proofs. We will frequently use the mapping h from D to 
D defined by 
h(x)(t) = supx(s), teR+, XED. 
s<t 
(4) 
Also, h(x)(a) = lim,,, h(x)(t). We say that a random element X of D has stochasti- 
tally continuous paths if P {X(t -) = X(t)} = 1, t E R + . This is true if X has stationary 
independent increments. 
For the following results, we assume that the limiting processes X, _J? of X,, d, are 
random elements of D with stochastically continuous paths and each path is 0 at time 
0. Here is our main result. It says, loosely speaking, that if the interarrival and service 
times satisfy a joint functional central limit law, then w,k - i&Ink as well as w,k and 
Ink satisfy a central limit law. 
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Theorem 2. Suppose a,,, b,, a”,, t?,, and k each tends to CC such that 
Wb, --t 0, a,&/b, -+ 00. (5) 
In addition, suppose that 
kl% -+ c, Y,, = &/(a,&,) + Y, an/d, -+ 0 (6) 
for some c E (0, CCI] and y E (0,oo). In case c = co, assume also that h(X”)( co) < co and, for 
each E > 0, 
lim lim P{h(X,,)(oo) - h(X,)(i) 2 E) = 0. 
i+4 n+m 
Zj(X,, x”,)2 (X, r?) and M 3 h(y_%)(c) > 0 w.p. 1, then 
(7) 
Ink wnk wnk - 61~nk ( ’ -__ - > a, a,v, bn 2 W, M, X(M)). 
Note that the convergence of the third term in (8) is 
Then (8) says that the term in parentheses here converges to 0, but one can normalize 
it to converge to X(M). The convergence of the three terms in (8) follows directly from 
the convergence of only the last two terms; this is pointed out in the proof. Observe 
that the queueing processes are rather general and the primary assumption on them to 
obtain (8) is (X,, 3,) 2 (X, r?). This strong functional limit is needed, as one can see 
from the proof, because we are not imposing other restrictions on the queues such that 
they be GI/G/l systems. The assumption M > 0 w.p. 1 is used only to avoid 
degenerate limits. 
The convergence (8) for random 
logue. 
Remark 3. Consider the processes 
variables has the following functional limit ana- 
-%dt) = ln[ktl/an, K(t) = Wn[krl/(an%), 
Z,(t) = a,Cnb;‘(W”(t) - Sri(t)))) tER+. 
If the assumptions of Theorem 2 hold, then, for any t 1, . . . , t, in R+ , 
(Z, “6, z”(tl), ..Y G(L)) 2 (A, A, X(-,@(t, )), . . . > X(~@d))> 
where d(t) = h(y_?)(ct). The proof of this result parallels that of Theorem 2 -random 
variables at certain points are simply replaced by processes. The single convergence 
“w 2 .A’ requires only assumptions (6), (7) and d, 2 2. This is essentially one of 
Whitt’s (1974) results but in a more general setting. 
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Although there is a convergence of the finite dimensional distributions of Z, in 
Remark 3, the Z, does not converge weakly as a process. For instance, in the setting of 
Corollary 7(b), it follows that, for s I t, 
(Z,(s), Z,(r)) 3 O”(S 1’4 W(fi,), t1’4 IV(iG,)), 
where fi, = sup0 I t I 1 (cl?(t) - Zt) and W, W’, L? are independent Wiener pro- 
cesses. However, the difference of these limits does not converge in distribution to 0 as 
s T t, which is necessary for Z, to converge weakly. 
In Theorem 2, the processes X,, 8, are both functionals of the service times, and so 
one might think that their limits X, d and hence X, M in (8) are essentially always 
dependent. This is not the case. Nature has been kind to us in this regard: the X is 
independent of M in many contexts as we now show. The next result also gives further 
insight into the assumption (X,, x”,) 2 (X, d). For random elements &, q,, we say 
that <, is asymptotically independent ofq,, if, for any measurable sets A, B, 
We will refer to the following special asymptotic independence on the interarrival and 
service times. 
Condition I. For any positive integers m,, the sequence { (u,j, v,j): j 5 m,} is asymp- 
totically independent of ((U,j, U”j): j 2 m, + b,/fi”). 
We also use the process 
m(t)= b,’ C X,(k-j), tER+, 
j=l 
(9) 
The following is a generalization of Lemma 1 in Szczotka (1992). 
Proposition 4. Suppose Condition I and (5) hold, a,/& --f 0, and b,& + 0 (which is true 
in Theorem 2). ZfX, 2 X, 8, -? x” and { Y”) is a tight sequence, then (X,, d,) 3 (X, 2) 
and X is independent of x”. 
Theorem 2 describes the convergence of w,k - &Ink for queueing systems that are 
“stable” or “marginally stable”. We will see examples shortly. However, there is 
another category of “unstable” systems. The following analogue of Theorem 2 con- 
cerns the setting for unstable systems. 
Theorem 5. Suppose assumption (5) in Theorem 2 holds and 
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for some c E (0, co). In addition, suppose there are real numbers M, -+ co and y” > 0 such 
that 
y” lim a,/& < 1. 
n+m (11) 
Zf X,2 X and (2, - a,e} is tight, then 
k,k w,k wnk - %b,k -__ 
a, ’ a,v,’ b, > 
2 (cl, cjj, X(cjj)) as n + co. (12) 
Remarks 6. Note that Theorems 2 and 5 yield the weak law of large numbers 
twnk - Qlnk)/bn 5 0 when the process X is 0. This is similar to Proposition 1 and those 
analogous weak laws of large numbers discussed in the introduction. There is also 
a functional limit analogue of (12) similar to Remark 3. Theorems 2 and 5 are also true 
if k = k, is a random variable such that k,/ii, 2 c, a constant in (0, a3]. This is 
apparent from their proofs. 
We now discuss examples of the preceding results. Assume that the queueing 
processes are such that the nth process variables { (U,j, Z),j): j 2 l} form a stationary 
sequence. Let {(un*j, 0:): j = . . . . - 1, 0, 1, . . . 1 be its doubly infinite version. Assume 
the latter is q-mixing in “reverse order” ({(Un*(-j,, Vzc_j,)3 is p-mixing): For each 
m and i 2 0, 
sup{(P{B(A} - P{B)(: BEcr((U,*j,vz): j I m), 
A E o((uz, I$): j 2 m + i)} I q(i). 
Here a( a) refers to the sigma field generated by the random variables indicated in ( e). 
Assume that 
We are assuming that this mixing parameter cp is independent of n for convenience; 
one can also take (P” dependent on n that satisfies another assumption more complic- 
ated than (13) involving a,,. Define 
6, = Ev,,~, 2, = Ex,,~ 
and assume 
sup(E(u,, - Eu,~)~+~ + E\v,,~ - i$,L?,(2+E) < a, 
n 
VarvnI + 2 f COV(V,1,zl,j)--t 0,2, 
j=2 
Varx,, + 2 f COV(X,1,X,j)+ fS2, 
j=2 
(14) 
where cr”,~ are positive numbers. 
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Corollary 7. Suppose the queueing processes are as described above and let N be 
a standard normal random variable. 
(a) If x,$ -+ - co and x,, $,“x,, X,/V, each tends to 0, then 
(V,I%Ilnk, l%lw,~, (6,1%l)1’2(w,k - u,l& (oLo4, o,Nfi), 
where 5 is an exponential random variable with rate 2/a2 independent of N. 
(b) If X,,$+ ZER and X,, $n3/$, l/(V,,,/k) each tends to 0, then 
(15) 
where N is independent of M 3 sup{aW(t) - xt: t I l} and W is a standard Wiener 
process. 
(4 If %I Jit + co, x$/v,, --f 7 > 0, and E~/(kx,), l/(ki$Z,) each tends to 0, then 
3. Proofs 
We now prove the results in the last section starting with the main ones. 
Proof of Theorem 2. First, note that 
InkIan = Wnk/ancn - (bn/%v,)(%k - @nlInk)/bn, 
where b,,/a,,v, + 0. Therefore, to prove the three-dimensional convergence (8), it 
suffices to show the two-dimensional convergence 
wnk wnk - v,lnk - > 
a, v, bn 
5 w, X(W). 
Accordingly, we shall establish the weak convergence of the joint distribution 
P{wnk/(an&) 5 r, (wnk - v,&,k)/h, 5 s). (16) 
Define the random integer v, = [(w,k - sb,J/&,]. Using this and (3), we can express 
the second event in (16) as 
{ik>v.)=j ‘cl 
k-l 
unj 5 wn(k - v,) + c x,j,O<v,<k 
I j=k-v.+l j=k-v. 
Then the probability (16) is 
P{wnk/(a,&,) I r, X, o z,(l) S (w,k - V,(v, - l))/bn - in, 0 I v,, < k), 
(17) 
(18) 
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where x 0 r(t) = x(t(t)), 
r,(r) = t(vrl - 1)/a,, 
( 
k-l 
in = b, ’ wnk - %(k - v,) - 
= ) 
Xnj ’ (19) 
j=k-v. 
Now, to prove that the distribution (16), or its equivalent version (18), converges 
weakly to that of (M, X(M)), it suffices to show that 
(wnk - G(v, - l))/h, 2 s, (20) 
(Wnk/(%Unh xno T,(1))’ CM, X(M)), (21) 
P{O I v, < k} +  1, (22) 
[, 2 0. (23) 
To this end, first note that (20) follows since the random variable there (by the 
definition of v,) equals s + &lb,, + o(l), which converges in distribution to s because 
of (5). 
To prove (21), first observe that from (2) and the definition of the maximum 
function h, 
%k/(@n) = h(%X”“)(@ - l)/&). 
Note that r, = (W&/(a,fi,,) + o(l))e and recall that M = h(yT?)(c). Then from the 
assumptions and the continuous mapping principle, 
(wnk/(ancn), x,, ?,I 2 04, X, Me). (24) 
Here, we use the property of h from Whitt (1980) that if r?,, 2 X and _% has 
stochastically continuous paths, then II 2 h(X)(c) for c < co. The case c = CC 
requires an additional argument. Namely, define 
Vni = h(Yngn)((ki - 1)/ai)3 yli = h(YR)((ki - l)/di) 
and note that (24) is the same as 
(Y,,, X,, (I?,, + o(l))e) 2 (M, X, Me). 
However, this statement follows from Theorem 4.2 in Billingsley (1968), since 
(I?fti, X,, (Yni + o(l))4 5 (Vi, X, Vie) as n + 00, 
(vi, X, vie) 2 (M, X, Me) as i -+ 00 
and (7) holds. Now, note from Whitt (1980) that the composition map is such that 
X, 0 r, 2 X 0 z when (X,, z,,) 2 (X, T) and r has continuous nondecreasing paths and 
X has stochastically continuous paths. This property along with 
Next, observe that (24) implies ~,/a,, 5 M. Therefore, by (6), 
v,lk = (vn/an)(a,lk)(a,la”,)~ 0. 
This proves (22). 
(24) yields (21). 
(25) 
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It remains to show in 2 0. Expressing the waiting times in the definition (19) of [, by 
the second part of (2) and then using the definitions of 8, and h, it follows that 
k-l 
(,=b,' max C “nj - 
l<i<k j=i 
(26) 
= h,b, ‘(W&J((k - l)l&) - ~(~nNv,l~,, (k - 1)/&J), 
where h(x)@, U) = max{.x(t): s I t I u}. Since the last two terms in the preceding 
display are maxima on overlapping 
5, = max {O, &,k&,}, 
where 
intervals, we can write 
(27) 
t, = &t,)(v,l~n -I- ~(X”,N+&%,, (k - 1)/&J 
Now, assumptions (5), (6) and ~,/a,, z M imply that 
6,/b, = ynanl;ln/hn -+ co, v,P, = (@“)(v”lG) 2 0, 
and (k - v,)/d, 2 c. Using these limit statements and x”, 2 x”, it follows by continu- 
ous mapping that 5,2 -h(z)(c) = -M/y < 0 w.p. 1. Since this limit is negative and 
&lb,, + co, we obtain &, 4 0, which completes the proof. 0 
Proof of Theorem 5. The proof is the same as that for Theorem 2 with the following 
modifications. Prove statement (24), with M = CT, by using 
y,2, = 7,(x”, - cr,e) + a,e 3 ye. 
This follows since yn = Fn/(a,Ge) + 0 and {_J?‘n - cz,e} is tight. 
Next, replace statement (25) by 
lim sup v,/k I lim (v,/a,)(&/k) lim sup a,/& < 1. 
n-rm IIda: n+‘x 
This follows by (lo), (11) and ~,/a,, 2 Cp from (24). 
Finally, prove [,, 2 0 as follows. Rewrite (27) as 
i, = max (0, Y,LM,,lb,}, 
(28) 
(29) 
where 
Y,L = 4~n~,J(v,,l& -) - 4r,~,)(vr&, (k - l)l&). 
Consider any subsequence [,, n E JV. From this subsequence, choose another subsequ- 
ence i,, IZ EJV’, such that a,,/& + r as n + cc in Jlr’. The assumption (11) ensures that 
r < 7- ‘. Now, by the observations in the last paragraph, 
- 53 
YnX, -+ Ye, v,/& = (v,/a,)(a,/&) + cry < c. 
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These properties and the continuous mapping theorem yield 
9 
Y,L-) ij 
( 
sup t - sup t (0. 
0 i * 5 cgr cry I t 5 c 1 
Applying this and an&,/b, ---f cc to (29) yields i,, 2 0 as n + 00 in Jf’. Thus, [, 2 0 as 
Il+co. 0 
Proof of Corollary 7. Define 
Cad 
X:(t) = b,’ 1 (Uzc-j, - v,), 
j= 1 
The stationarity assumption ensures that 
(X,*, 6;) 2 (X,, 2,). (30) 
Note that (X,*,x”,*) 5 (X, 2) is therefore equivalent to (X,, _%‘,) 2 (X, 2) for any 
sequence k = k,. 
To prove assertion (a), consider X,, x”,, X,*, z,* with the constants 
a,= l/(i?,,/I,,(), b,=&, a”,=Xnd2, &,=A. (31) 
From (30) and the assumptions on the queueing processes, we have 
x, 0 x, --f 0” IV, *s ?&%,*&w-e, 
where Wand f@ are standard Wiener processes. These convergence statements follow 
as in Prokorov (1956) when { (U,j, v,~): j 2 l} are independent and identically distrib- 
uted; and they extend to the stationary case, with the mixing constants q(i) satisfying 
(13), by an argument analogous to that in Billingsley (1968, Section 20) for sums of 
singly indexed variables. The main idea in this argument is that sums of arrays of 
doubly indexed stationary variables can be approximated by analogous sums for 
independent variables. 
In our setting, we also have 
(X,,ZJQ,W,oti-e), 
where Wand I? are independent. This follows from Proposition 4 since assumption 
(13) ensures cp(b,/G,) --f 0 which implies Condition I, and the rest of the assumptions of 
Proposition 4 clearly hold for the constants (31). Finally, an easy check shows that 
assumptions (5), (6) in Theorem 2 are satisfied for the constants (31), and (14) implies 
(7) as noted in Szczotka (1990). Consequently, (15) follows from Theorem 2. In this 
case, the random variable M from Theorem 2 is equal to a< and 
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where 5 = sup{ p(t) - t/ CT } is an exponential random variable with rate 2/a’ (see, for 
instance, Karlin and Taylor (1975, p. 361)) and N is a standard normal random 
variable independent of 4. 
Assertion (b) follows by a similar argument applying Proposition 4 and Theorem 
2 with 
a, = +‘%/I?,,, b, = fi, CT,, = k, 6,, = ,,& 
and 2, 2 X,* 2 o@ + I%. Assertion (c) follows by a similar argument applying 
Theorem 5 with 
Proof of Proposition 1. Fix s 2 0 and t < 1 and define v, = [kt] + 1. Then similarly to 
W)> 
P(w,& 2 $2 L,,Jk > t> 
i 
k-l 
= P w,Jk 2 s, - vn(k - jn)lk 5 wn(k - v_jlk - k- ’ 1 %j 
j=k-v. I 
= P{h(V, - UJ(1 - kp’) 2. s, - K&,/k) + Vn((vn + 1)/k) 2 ~1, - K(v,lk)}, 
where 
nn = sup{ V,(r) - U,(r): v,/k I r I 1 - k-l}. 
Here we use the representations of w,~, w,@ _ VO) in the proof of Theorem 2. Suppose 
(s, t) is a continuity point of the distribution of (w, w/v). Then using the techniques 
employed before, it follows that as n + co, the last probability converges to 
P{h((v - u)e)(l) 2 s, 0 I sup(u(v - u): t I r I l} - vt} 
= P(max(0, u - U} 2 s, 0 I max{t(u - u), (u - u)> - vt} 
= P{w 2 s, w/v 2 t}. 
The last equality follows when v < u since the probabilities are 0. This proves 
(%k/k k,,/k) 2 (W W/V). n 
Proof of Proposition 4. Fix t 1 < t2 < . . . < t, in R+ and define the projection map 
n(x) = (x(t1), . ..) x&J), XED. 
To prove the limits X, d of X,, X, are independent, it suffices to show that n(X,) is 
asymptotically independent of z(J?,). Define 
la1 
x,# (t) = En- l 2 Xn(k-j) 
j = [ani,] - 1 
=(%(t) - b,klX,K,J)~(CanLl < C&tlL 
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where &, = t, + bn/(an&,) -t 2/a, and l(S) is the indicator function. The assumptions 
yield 
~([Idnll~n < C4~ll4 -+ 1(&I < 00) = 1, 
n(x”,) - n(X,#) 5 (0, . . .) 0). 
Furthermore, n(X,) is asymptotically independent of rc(X,#) since rc(X,) is a function 
of {Q: j 2 k - [a,t,]} and n(Xn#) is a function of {X,j: j I k - i, - l} and 
i, + 1 - [a,,tJ 2 b,,/i&. Therefore, n(X,) is asymptotically independent of n(X”,) = 
71(X?) + (n(Z?,) - n(X,#)). 0 
4. Results for workloads 
We have been discussing limits of waiting times and queue lengths at those 
instances when units arrive to the queueing system. Now, we extend the results above 
to limits of waiting times and queue lengths at instances other than arrival times. For 
the nth queueing system, let t,(t) denote the number of units in the system at time t, 
and let W,(t) denote the workload in the system at time t. Then w,(t) is the time it 
takes to finish serving the L,(t) units in the system and hence is the waiting time of 
a unit if it were to arrive at time t. 
We will describe the convergence of W,(t) and L,(t) at a family of times t, + co. Let 
N,(t) denote the number of units that arrive in the time interval [0, t] in the nth 
system. Define 
Corollary 8. Suppose %,, 2 0 and assume that t, are nonrandom or random times such 
that 
N,(t,)/Z, 2 c for some c E(O, co], (32) 
b,‘u, NCt ,2 0. 9 nn (33) 
If the assumptions of Theorem 2 hold with k replaced by N, = N,(t,) (the first conver- 
gence in (6) now being (32)), then 
L&J Wn(tn) w,(L) - v,W”) 
-,--> 
bn 
*(M, M, X(M)), 
a, a, 0, 
(34) 
where M = h(yX”)(c). If the assumptions of Theorem 5 hold with k replaced by N,,, then 
L(trJ %xL) KG”) - v,L(cJ ___- 
a” ’ a,z& ’ bn 
(35) 
Proof. To prove (34), it suffices, similarly to the proof of Theorem 2, to show that 
(“2 (M, X(M)), where 5, is the pair consisting of the second and third terms in (34). 
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Now, under the hypothesis of assertion (34) it follows from Theorem 2 and Remark 
6 that 
(36) 
Then assertion (34) will follow from (36) upon showing that 5; - 5,, 2 0. To this end, 
note that the queueing process logic implies that 
&(r,) 5 In, + l, 
maX1o,“n\:-(i.-~~~‘~.j)}I WG~%v,. 
Using these inequalities and t, - J$i ’ U”j I u,#, we have 
(0,O) 5 5,: - 4, (37) 
I (b,/(U,v,))(~~(N,ld,), %(Wa”J). (38) 
By assumption, b,/(a,V,) + 0, and assumptions (32), (33) and @,, 5 0 imply 
%n(N,,/a”,) 2 0. Assumption (33) is used when c = co. Thus, 5; - 5,,2 0, which yields 
assertion (34). The second assertion of Corollary 8 follows by a similar argument. 0 
The main assumption in Corollary 8 is (Xi, 2;) 2 (X, x” ), where Xi, 2; are X,, z?, 
with k replaced by IV,(&). The verification of this assumption typically requires more 
structure on the queueing systems such as in the following result. 
Proposition 9. Suppose each queueing system is a GI/G/l system and dejine 
CQI GUI 
m(t) = b,’ 2 (V,j - U,), g(t) = 6,’ C Xnj, PER,. 
j=l j=l 
Zf( Y,, z) 2 (X, 2) and (32), (33) hold, then (Xi, r?,l) 2 (X, 2). 
Proof. Note that (32) and (33) imply l(N, 2 1) 5 1. Then to prove the assertion, it 
suffices to show 
(Xi, dJ s (y,, Ql(N, 2 1). 
Clearly 
(39) 
P{(X;, ~,I)EB} = P{(O, O)EB, N, = 0) 
+ : P{(X,, X”,)E& N, = k}, 
k=l 
(40) 
where X,, 8, are as defined before. Note that 
k 
Unj I tn < C %j > (41) 
j=O 
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and recall that X,, r?, are sums involving (U,j, Z),j), 1 I j < k. Since the processes are 
GI/G/l systems, the vector ((u,i, v,,~), .. . . (~,,(~_r), u,(~_ 1J )) is equal in distribution to 
this vector with the entries reversed. Using this fact in (40) and (41), and keeping u,,~ in 
(41) as it is, we have 
P((X,,$,)EB, N,, = k} = P{(Yn, Fn)d3,Nn = k}. 
Substituting this in (40) proves (39). 0 
A key property we used in the preceding proof for the GI/G/l system is that the 
subscripts j on the U,j and v,j in (40) and (41) are reversible. For more complicated 
systems without this property, one would resort to other techniques used for obtain- 
ing convergence of a sum of a random number of doubly indexed random variables. 
Similar to Remark 3, there is a stronger functional limit analogue of Corollary 8. 
We state only the part for the processes 
w;(t) = K(sJ)l(%~“), 
Jv;l(r) = N&,r)lk,, tER+, 
where s, are nonrandom times. 
Remark 10. If x”, 3 X, _N;, 2 e, % 2 0 and (6), (7) hold, then YVA 5 A, where J%’ is as 
in Remark 3. If {$,, - E,,e} is tight, Z,b-,/(a,i$,) + y” and (10) holds, then -/lrA 5 ~7. 
These assertions follow by arguments similar to that for Corollary 8. 
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