Conventional bridge weigh-in-motion (BWIM) uses a bridge influence line to find the axle weights of passing vehicles that minimize the sum of squares of differences between theoretical and measured responses. An alternative approach, probabilistic bridge weigh-in-motion (pBWIM), is proposed here. The pBWIM approach uses a probabilistic influence line and seeks to find the most probable axle weights, given the measurements. The inferred axle weights are those with the greatest probability amongst all possible combinations of values. The measurement sensors used in pBWIM are similar to BWIM, containing free-of-axle detector (FAD) sensors to calculate axle spacings and vehicle speed and weighing sensors to record deformations of the bridge. The pBWIM concept is tested here using a numerical model and a bridge in Slovenia. In a simulation, two hundred randomly generated 2-axle trucks pass over a 6 m long simply supported beam. The bending moment at mid-span is used to find the axle weights. In the field tests, seventy-seven preweighed trucks traveled over an integral slab bridge and the strain response in the soffit at midspan was recorded. Results show that pBWIM has good potential to improve the accuracy of BWIM.
for greater accuracy, especially on rough roads. BWIM systems also have other advantages over pavement-based WIM systems in terms of durability and portability (OBrien et al. 1999 ) but there will always be the limitation that a bridge is required at the site of interest.
Modern commercial BWIM systems are based on Moses' algorithm and variations of it . To find axle weights, an error function E (Eq. 1), is defined as the sum of squares of differences between the measured and theoretical responses caused by passing vehicles (Moses 1979) :
where i is the scan number; K is the total number of scans;
M i R and
T i R are the measured and theoretical response respectively at scan i. In the original Moses' algorithm, the theoretical response is taken as the sum of products of axle weights and the corresponding theoretical influence line ordinates. The theoretical influence line is now known to provide a poor representation of the real behavior of a bridge, so a modified influence line based on measurements is applied to improve accuracy. Žnidarič and Baumgartner (1998) influence line ordinates that best fit the response to a calibration truck of known axle weights. In effect, the error function of Eq. 1 is minimized to determine the unknown influence ordinates as opposed to the axle weights.
In the United States and Canada there have been several studies in the improvement of the accuracy of BWIM methods since Moses' early work. For example Bakht et al. (2006) tested the accuracy of the reaction force theory developed by Yamada & Ojio (2003) using an instrumented bridge in Manitoba. Their study shows a high sensitivity of strains to transverse position of the vehicle on the bridge and hence inaccurate axle weights for trucks in certain transverse positions. Helmi et al. (2014) conducted a comparative study of three BWIM methods. In two of these the truck load is represented by an equivalent uniformly distributed load and in the third GVW is estimated using strain signal area as proposed by Yamada & Ojio (2003) . The study found inconsistency in accuracy in the first method, reduced accuracy with vehicle length in the second and less than 5% error in GVW in the third. Faraz et al. (2017) reported similar results for these techniques when identifying sources of error in the fatigue evaluation of South Perimeter Bridge.
The BWIM method developed by (Wall et al. 2009 Despite these efforts to improve the standard practices and the accuracy, there are challenges associated with current BWIM technologies. Previous research shows that gross vehicle weights (GVWs) have greater accuracy than individual axle weights in BWIM (Žnidarič et al 2008; Zhao et al. 2015) . This is mainly due to the ill-conditioning of the BWIM equations, especially for closely spaced axles and/or long bridges. The method of Tikhonov regularization has been successfully applied to reduce some of the inaccuracies in axle weights Rowley et al. 2008) . However, the procedure of getting the optimal regularization parameter is complex and subjective.
To further improve the accuracy of BWIM, moving force identification (MFI) theory was developed by Law et al. (1997) . MFI can obtain the time-history of applied axle forces using an accurate vehicle-bridge interaction finite element (FE) model. Dowling et al. (2012) have addressed the problem of calibrating the system, similar to the issue of finding the measured influence line in conventional BWIM. Although experimental tests showed that MFI has the potential to improve accuracy, it is computationally demanding and some have suggested that it is impractical (Deng and Cai 2010; Rowley et al. 2009 ).
This study proposes a novel probabilistic BWIM algorithm (pBWIM), which addresses the uncertainty in the influence line by representing it probabilistically. In pBWIM systems, it is assumed that each influence line ordinate can be represented by a normal distribution. The probability of a given measurement is calculated for all possible combinations of axle weights. The combination of axle weights with the highest probability of occurrence, given the measurements recorded, is taken as the calculated result. Both numerical modeling and field testing are used here to test the pBWIM algorithm. The axle weights are also obtained by conventional BWIM and the corresponding accuracies are compared. ... 
Theory and Numerical Modeling
where ( ) k f R and R ∆ are probability density and the interval of response respectively. Due to the
P R can then be rewritten as Eq. 5:
If the influence ordinates are assumed to be independent, the probability of the response having their recorded values ( ( ) P R ) is the product of probabilities for all the measurement points:
where K is the total number of scans in the measured response.
For a specific measured response, the axle number and spacing can be obtained by a FAD
system. There will be many possible combinations of axle weights. For a combination (k), there is a corresponding probability ( σ are constant, and axle weights are the independent variables. Thus, the combination of axle weights plays a significant role in determining
In pBWIM, the probability of this response is found and the combination of axle weights with the greatest probability is the inferred result.
Example

Numerical model description
To verify the theory of pBWIM, a simple static vehicle-bridge model was developed. The model is shown in Figure 1 and is for a 2-axle truck passing over a simply supported beam. The bridge length is 6 m. The bending moment at mid-span is taken as the response ( i R ), which can be calculated from Eq. 7:
where i I is the influence line with an allowance for random error, and E M is measurement noise.
It is noted that the simulated measurement excludes dynamic vehicle-bridge interaction. The response is the sum of the products of the axle weights and the corresponding IL ordinates for each axle and a random measurement noise.
For this theoretical example, the mean value ( where λ is the scale factor, typically taken as 0.1, i.e. 10% (González et al. 2008) . Figure 2 shows the comparison between the theoretical IL and the IL with random error. var( ) 10log
where U is a standard normal distribution vector with zero mean and unit standard deviation. Enoise is the energy in the noise, which is determined by the ratio of the power (SNR) in the noise. In this paper, 200 random 2-axle vehicles are generated and passed over the simply supported bridge. The axle weights and spacings respectively are generated from the normal distributions, specified in Eq. 9. 
where GVW is the gross vehicle weight, W1 is the first axle weight, and S is the axle spacing. Using the vehicle information, the simulated and theoretical response to each vehicle can be calculated where the simulated response includes noise (influence line + measurement noise) and the theoretical response does not. Figure 3 shows the simulated and theoretical responses at mid-span for a typical 2-axle truck. The simulated response varies around the corresponding theoretical one.
Calculation
In pBWIM, the probability of the measurement signal is used to get the axle weights. For the comparison, axle weights are also obtained from Moses' algorithm (conventional BWIM) using the theoretical IL. Figure 4 is a flowchart showing a series of simulations, including the pBWIM procedure which incorporates conventional Moses' BWIM.
Firstly, the simulated bending moment at mid-span is calculated based on the two axle weights, spacing, the random IL and measurement noise for each vehicle using Eq. 7. Then, axle weights are calculated using pBWIM and Moses' algorithms. In Moses' algorithm, axle weights are obtained by minimizing the error function of Eq. 1 where the 'measurement' is calculated using Eq.
7. In pBWIM, the calculated axle weights
are those with the highest probability of occurrence among all possible combinations of axle weights. (Richardson et al. 2014 ). The probabilities of measurement for all the combinations can be obtained by Eq. 4 to Eq. 6. For this example, contours of probability are plotted in Figure 5 for a typical vehicle for which the true weights are <W1, W2> = <51, 80> kN. It is can be seen that the most probable result is at <51.2, 79.8> kN, which is very close to the true value.
Results and Analysis
The procedures above are repeated for 200 simulated measurements. The mean errors and standard deviations are obtained for the weights of each axle, gross vehicle weight (GVW) and single axle weight, taken collectively for the two axles. The results from these simulations are listed in Table   1 .
As can be seen, although the mean error and standard deviation of each entity are similar for the two algorithms, the mean error and standard deviation are slightly less when applying the A1: kN pBWIM algorithm. For example, the mean error in the prediction of single axle weight decreases from 0.23% to 0.17%, and the standard deviation decreases from 2.38% to 2.21%. The biggest drop happens in the first axle. The mean error and standard deviation are reduced from 0.22% and 2.53% respectively to 0.15% and 2.27% when using pBWIM algorithm. Hence, for the numerical model considering the random error in the influence line and measurement noise, both algorithms are excellent with pBWIM improving the accuracy a little relative to Moses' algorithm.
Field Test
In the simulations, most of the results were very good which made it hard to clearly identify the differences between the two algorithms. For this reason, a field test was sought, for which the results were poor. The objective was to determine if poor results from Moses' algorithm could be improved with pBWIM. The Sentvid Bridge in Slovenia was selected because it was located on a stretch of road where the surface profile was not good and Moses' algorithm was giving results well below the level of accuracy that is typical of BWIM (Corbally and Žnidarič 2013).
Site Layout
The Sentvid bridge is a frame/culvert type of structure as shown in Figure 6 . The bridge consists of two independent structures, each of which is 6 m long and 6.25 m wide, carrying two lanes of traffic.
The hardware components of the pBWIM system are the same as for conventional BWIM.
Each bridge structure is instrumented with 16 strain transducers, consisting of 4 FAD transducers and 12 weighing transducers. Figure 8 shows the layout of the transducers for one bridge structure.
The FAD transducers (7-8 and 15-16) are mounted 4 m apart in the longitudinal direction, two underneath each traffic lane. They are used for axle detection and speed calculation. The weighing transducers (1-6 and 9-14) are installed at mid-span with equal transverse spacings of 0.5 m.
During the field tests, the test vehicles traveled in Lane 1 (corresponding to the slow-lane shown in Figure 7 ). All the vehicles were pre-weighed at a static weigh station. There are 77 measurements recorded in total, as listed in Table 2 .
Selected sensor
Comparing the accuracy of the calculated weights using individual sensors showed that the sensors, which were located underneath Lane 1, in which all the trucks traveled, provided the best accuracy. Based on these results it was proposed that a single sensor BWIM algorithm should be tested here using only sensor 5 for the weighing of vehicles in Lane 1. It should be noted that accuracy might be improved by utilizing more sensors.
Measured ILs
The measured IL derived by the matrix method was adopted (OBrien et al. 2006) . In this case, the axle weights of the pre-weighed trucks and measured responses are known, so the IL ordinates can be found by minimizing E in Eq. 1.
As the Sentvid Bridge is an integral box culvert, vehicular load on the approach produces a load effect on the bridge at mid-span. When calculating the measured influence line, an approach length of 2 m is considered. Hence the total length of the influence line consists of bridge length and two approaches, totaling 10 m (2 + 6 + 2 =10). 
Finding axle weights
In pBWIM, the procedure for determining axle weights from the measurements is similar to that used for the numerical model. The process is illustrated in Figure 12 . σ , the probability of the response ( ( ) k P R ) can be calculated using
Eqs. 4 to 6. Finally, the combination of axle weight ( P W ) with the highest probability is found.
Field Testing
Results with High-accuracy Influence Line
In an initial test, referred to as Case 1, a high-accuracy influence line (IL) is utilized. For this case, the mean of all measured influence lines is used for both Moses' BWIM algorithm and to find the mean and standard deviation for the pBWIM algorithm. It is acknowledged that such a good IL would not normally be available in real field conditions.
For each measurement entity, the mean and standard deviation of the relative mean errors are calculated and are listed in Table 3 .
For this bridge, the results from Moses' BWIM algorithm can be seen to be excellent. The mean absolute error for each entity is greater when using the probabilistic algorithm, though the corresponding standard deviation is less. For instance, the mean absolute error in the prediction of the single axle weight increases from 0.022% to 3.58%; the standard deviation decreases from 13.31% to 12.45%.
To get an insight into the distributions of accuracy for the two algorithms, the details of GVW errors versus vehicle number are plotted in Figure 13 . This shows that most GVW errors from pBWIM are less than (often 'more negative than') the errors from BWIM. When the GVW errors are above zero, the predicted GVW's from pBWIM are consistently less. Overall, the errors in both algorithms are small and similar, with BWIM consistently outperforming pBWIM. The likely reason is that the mean IL from all test trucks was used. As such, the uncertainty in the IL was low.
The potential for pBWIM to deal with IL uncertainty was therefore not realized in this case.
Results with Inaccurate Influence Lines
Based on the results from the first field test case, pBWIM does not have an obvious advantage over conventional BWIM. However, it will be shown here that pBWIM can deal better with inaccurate IL's. To be more realistic, the IL is obtained here from a small number of calibration test runs, and this low-accuracy IL is used to calculate the weights of trucks passing over the bridge. In addition to the case already considered, two further cases are considered here for the pBWIM and BWIM algorithms.
Case 2:
The IL is taken here as the mean of the 10 measured ILs with the smallest peaks.
For pBWIM, two variations are considered. For Case 2a, the means and standard deviations of the 10 ILs with the smallest peaks are used to calculate the probabilities. For Case 2b, the same means are used but the standard deviations are based on all measured ILs.
Case 3: Here the IL is taken from the 10 measured ILs with the greatest peaks. Similar to above, Case 3a calculates the standard deviations from the 10 ILs with greatest peaks while Case 3b calculates them from all measured IL's.
The results are listed in Table 4 .
For Cases 2a and 2b, it can be seen that both the mean errors and the standard deviations from pBWIM are less than the mean errors and standard deviations from BWIM. This is true for all entities: GVW, groups of axles and single axles. It should be noted that the mean IL for pBWIM is the same IL as used for BWIM. Clearly allowing for the variability in IL reduces the sensitivity of pBWIM to influence line accuracy. Further, the standard deviation for IL used in pBWIM is important as can be seen by the differences in accuracies between Cases 2a and 2b (and similar for Cases 3a and 3b).
For Case 3a, the mean absolute error from pBWIM is greater than the mean from BWIM, but the standard deviation from pBWIM is less; For Case 3b, the mean absolute error and standard deviation from pBWIM are both less than for BWIM.
In pBWIM, with the same mean of the measured IL's, the more measured IL's that are used to get the standard deviations, the better pBWIM becomes, i.e., getting a good estimate of the true standard deviation of the IL is important for pBWIM accuracy. For example, in Case 2b where more accurate measures of the variability of the IL are used, the mean error with the pBWIM algorithm falls to 5.5% for gross weights (from 8.15% with BWIM and 7.51% for Case 2a) and there are similar reductions for axle groups and single axle weights.
For all cases, both BWIM and pBWIM based on measured ILs can get the best accuracy. It can be inferred that BWIM and pBWIM will have similarly high accuracy if the data from the calibration are sufficient, i.e., if the IL is accurate. In comparison to BWIM, pBWIM is better able to cope with cases where the IL is not accurate.
Conclusion
This paper proposes a novel algorithm, probabilistic bridge weigh-in-motion (pBWIM), to calculate axle and vehicle weights. Unlike conventional BWIM that minimizes the squared difference between measured and predicted responses, pBWIM utilizes the probability of measurement to find the most probable axle weights. Numerical modeling and field testing are both used to evaluate the feasibility and accuracy of pBWIM. The simulations and measurements are also used to find axle weights using Moses' BWIM algorithm.
Results of the simulations show that both the mean absolute errors and standard deviations of In the field tests, when using the average of all measured ILs to find axle weights, the mean absolute errors from pBWIM are slightly greater than the errors from BWIM, but the standard deviations from pBWIM are less. When using IL based on a subset of available results, as would be typical in a measurement campaign, pBWIM can get smaller mean absolute errors and standard deviations, i.e., pBWIM appears to be more tolerant of the fact that the IL is inaccurate.
This paper provides a proof of concept for what is, to the authors' knowledge, the first of its kind -namely, an entirely probabilistic bridge weigh-in-motion system. Get the combination of axle weights ( ) with the greatest probability.
Tables
