Reinforcement learning systems require good representations to work well. For decades practical success in reinforcement learning was limited to small domains. Deep reinforcement learning systems, on the other hand, are scalable, not dependent on domain specific prior knowledge and have been successfully used to play Atari, in 3D navigation from pixels, and to control high degree of freedom robots. Unfortunately, the performance of deep reinforcement learning systems is sensitive to hyper-parameter settings and architecture choices. Even well tuned systems exhibit significant instability both within a trial and across experiment replications. In practice, significant expertise and trial and error are usually required to achieve good performance. One potential source of the problem is known as catastrophic interference: when later training decreases performance by overriding previous learning. Interestingly, the powerful generalization that makes Neural Networks (NN) so effective in batch supervised learning might explain the challenges when applying them in reinforcement learning tasks. In this paper, we explore how online NN training and interference interact in reinforcement learning. We find that simply re-mapping the input observations to a high-dimensional space improves learning speed and parameter sensitivity. We also show this preprocessing reduces interference in prediction tasks. More practically, we provide a simple approach to NN training that is easy to implement, and requires little additional computation. We demonstrate that our approach improves performance in both prediction and control with an extensive batch of experiments in classic control domains.
INTRODUCTION
Reinforcement learning (RL) systems require good representations to work well. For decades practical success in RL was restricted to small domains-with the occasional exception such as Tesauro's Proc. of the 19th International Conference on Autonomous Agents and Multiagent Systems (AAMAS 2020), B. An, N. Yorke-Smith, A. El Fallah Seghrouchni, G. Sukthankar (eds.), May 9-13, 2020, Auckland, New Zealand. © 2020 International Foundation for Autonomous Agents and Multiagent Systems (www.ifaamas.org). All rights reserved. TD-Gammon (Tesauro, 1995) . High-dimensional and continuous inputs require function approximation where the features must either be designed by a domain expert, constructed from an exhaustive partitioning schemes (e.g., Tile Coding), or learned from data. Expert features can work well (Sturtevant and White, 2007 and Silver, 2009 ), but depending on prior knowledge in this way limits scalability. Exhaustive partition strategies can be extended beyond small toy tasks (Stone and Sutton, 2001 ; Modayil et al., 2014; Rafiee et al., 2019) , but ultimately do not scale either. Neural Networks (NN), on the other hand, are both scalable and not dependent on domain specific prior knowledge. Unfortunately, training NNs is typically slow, finicky, and not well suited for RL tasks where the training data is temporally correlated, non-stationary, and presented as an infinite stream of experience rather than a batch.
The practice of combining neural network function approximation and reinforcement learning has significantly improved. Deep reinforcement learning systems have been successfully deployed on visual tasks like Atari, 3D navigation, and video games (Mnih et al., 2015; Parisotto and Salakhutdinov, 2017; Vinyals et al., 2019) . Deep RL systems can control high degree of freedom robots (Riedmiller et al., 2018) , and learn in robot simulation domains directly from joint angles and velocities (Duan et al., 2016) . All these systems rely on a combination of improved optimization algorithms (Kingma and Ba, 2014) , Experience Replay (Lin, 1992) , and other tricks such as Target Networks (Mnih et al., 2015) .
There are many challenges in designing and training NN-based RL systems. Many systems exhibit extreme sensitivity to key hyperparameters (Henderson et al., 2018 )-choices of replay buffer size (Zhang and Sutton, 2017) , optimizer hyper-parameters (Jacobsen et al., 2019) , and other algorithm-dependent hyper-parameters have a large impact on performance. Many systems exhibit fast initial learning, followed by catastrophic collapse in performance, as the network unlearns its previously good policy (Goodrich, 2015) . In some domains, simpler learning systems can match and surpass state-of-the-art NN-based alternatives (Rajeswaran et al., 2017) .
Perhaps many of these frailties can be largely explained by aggressive generalization and interference that can occur in neural network training. The concept of Catastrophic Interference is simple to explain: training on a sequence of tasks causes the network to override the weights trained for earlier tasks. This problem is particularly acute in RL, because the agent's decision making policy changes over time causing interference to occur during single task training (Kirkpatrick et al., 2017; Liu et al., 2019) . There are three primary strategies for dealing with interference: (1) adapting the loss to account for interference (Javed and White, 2019) , (2) utilising networks that are robust to interference , or (3) adapting the training-classically by shuffling the training data in supervised learning (French, 1999) , or via experience replay in RL.
In this paper we propose a new approach to reducing interference and improving online learning performance of neural-network based RL. Our idea is based on a simple observation. Deep RL systems are more difficult to train in domains where there is significant and inappropriate generalization of the inputs. For example, in Mountain Car the observations are the position and velocity of the car. A NN will exploit the inherent generalization between states that are close in Euclidean space. However, the value function exhibits significant discontinuities and it is difficult for the network to overcome the harmful generalization to learn a good policy. This inappropriate generalization is prevalent in many classic RL control domains, and could compound the effects of interference, resulting in slow learning. Inappropriate generalization is less prevalent in visual tasks because standard architectures utilize convolutional layers which are designed to manage the input generalization.
Our proposed solution is to simply map the observations to a higher-dimensional space. This approach significantly reduces the harmful generalization in the inputs, has low computational overhead, and is easily scaled to higher dimensions. In fact, this is an old idea: randomly projecting the inputs was a common preprocessing step in training perceptrons (Minsky and Papert, 2017) and can be competitive with networks learned via Backprop (Sutton and Whitehead, 1993; Mahmood and Sutton, 2013) . We explore input preprocessing based on simple independent discretization, and Tile Coding (Sutton and Barto, 2018) . We show that our input preprocessing improves the learning speed of several standard neural-network systems, and reduces interference. In fact, DQN (Mnih et al., 2015) achieves low interference and efficient learning, possibly because it uses experience replay and target networks which reduce interference, as our experiments suggest. Across the board, our results show our input preprocessing strategy never reduced performance, and in many cases dramatically improved learning speed and hyper-parameter sensitivity. Our results show that neural-network learners can be made more user friendly and exhibit reliable and efficient training.
BACKGROUND
This paper studies both prediction-value function approximationand control-maximizing reward. We employ the Markov Decision Process (MDP) framework (Puterman, 2014) . In this framework, an agent and environment interact at discrete time steps t = 0, 1, 2, . . .. At each time step, t, the agent is in a state S t ∈ S and takes an action A t ∈ A, where S and A are state and action spaces respectively. The agent takes actions according to a policy π : A × S → [0, 1]. In response to the action, the environment emits a reward R t +1 ∈ R and takes the agent to the next state S t +1 . The environment makes this transition according to transition function P(S t +1 |S t , A t ).
In prediction (policy evaluation), the policy π , is fixed. The goal is to estimate the value function, defined as the expected return (G t ∈ R) if the agent starts from a state s and follows policy π until termination:
for all s ∈ S, where E π [.|.] denotes the conditional expectation of a random variable under π and γ ∈ [0, 1] is a scalar discount factor parameter.
In the control setting, the policy is not fixed. The agent seeks to find a policy that maximizes the expected return. In control, state-action value functions replace state value functions from the policy evaluation case. The state-action value is defined as:
We consider the case in which the state space is large and we cannot estimate one value for each state or state-action pair. Instead, we seek to make use of a parametric function to approximate the value function. We denote the approximate value function for states and state-action pairs byv(s, w) andq(s, a, w) respectively, wherê v(s, w) ≈ v π (s) andq(s, a, w) ≈ q π (s, a) where vector w ∈ R d includes the learned parameters of the approximation.
To estimate the state values, we use temporal-difference learning, more specifically, TD(0) (Sutton, 1988) , to update the neural network parameters at each time step, where the neural network is the function approximator to TD(0). Let w be the weights and α be a small step-size. The network parameters are updated according to:
To estimate the state-action pair values, we use TD(0)'s control variant, called Sarsa(0) (Rummery and Niranjan, 1994) . Sarsa(0) update rules are the same as TD(0) except thatv(S t , w t ) is replaced byq(S t , A t , w t ). Sarsa(0) typically uses an ϵ-greedy policy with respect to the state-action values to select actions.
Neural networks have been widely used to approximate value functions in reinforcement learning tasks, but there are several additional ingredients that improve performance. Often, neural networks are combined with Experience Replay (ER) (Lin, 1992) , Target Networks (TN), and step-size adaptation methods (called optimizers). ER is a way to reuse previous data stored in a replay buffer to increase sample efficiency. The idea is simple, the agent stores recent experience in a buffer of experience tuples-(S t , A t , R t +1 , S t +1 )and replays it repeatedly, as if the agent was re-experiencing the data. The experience is typically sampled randomly from the buffer to break the temporal dependencies in the training data. The main idea in using target networks is to stabilize the update used in TD methods. TD updates towards a bootstrap target: the update target contains the network's current estimate of the value function. Instead of changing the network in the target on every update, the Target Network is periodically set equal to the learned network. Optimizers such as Adam (Kingma and Ba, 2014) are used in place of a global learning rate in stochastic gradient descent (e.g., α above). Instead we use a vector of step-sizes-one for each weight-that change with time. These three ingredients were used in DQN (Mnih et al., 2014) , which is perhaps one of the most widely used and robust deep reinforcement learning systems available today. Figure 1 : A continuous 2D space with 1 tiling on top of it is on the left. Three overlapping tilings on the 2D continuous space are shown in the middle in blue, green and red. The generalization region for a sample point is on the right.
BREAKING GENERALIZATION IN NEURAL NETWORKS
Neural networks can forget what they learned in the past due to a phenomenon known as catastrophic interference. Interference happens when a neural network is trained on new data and it overwrites what it has learned in the past. This phenomenon can be related to neural network's global generalization.
To alleviate the interference issue, we propose mapping the input to a higher dimensional space. Specifically, we propose discretizing or tile coding the input as a preprocessing step before feeding it to the neural network. This preprocessing step breaks the input generalization and our hypothesis is that it helps reduce the overly global generalization of neural networks and in turn reduces interference and improves performance. We propose two simple approaches for breaking the generalization in the input space as discussed below and test our hypothesis in later sections.
The first approach is to simply use binning to discretize each dimension of the input separately. In this case, each dimension of the input is covered with a one dimensional grid and a one-hot vector is created that has a one in the bin where the input lies in and zero everywhere else. The same is done for all of the input dimensions and then the resulting vectors are concatenated to create a long one-dimensional vector, which is the final representation fed to the neural network. We will simply refer to this method as discretization-neural network or the shorthand D-NN.
The second approach that we use to break the generalization is Tile Coding (TC) (Albus 1975 (Albus , 1981 . We refer to this method with the shorthand TC-NN. Tile coding works by covering the state space with a number of overlapping grids called tilings. Each grid divides the state space into small squares, called tiles. In Figure 1 , a continuous 2D space is covered by 3 tilings where each tiling has 4 tile across each dimension (overall 16 tiles). Tile coding creates a representation for each point in space by concatenating the representation it has for each tiling. The representation for each tiling consists of a one hot vector that has a one for the tile that the point falls within and zero otherwise. For example, the representation for the point in Figure 1 will have three ones in a vector of size 48 (3 tilings × 4 × 4 tiles). See Sutton and Barto (2018) for a thorough explanation of tile coding.
Breaking the generalization in the input space increases the ability of the neural network to respond to different parts of the state space locally. With ReLU gates, the activation region of a node is the open half-space: {x | ⟨w, x⟩ + b > 0} where w represents the weights and b is the bias associated with a node. If the NN receives raw observations as input, every node will respond to an entire half-space in the input space and might cause undesirable generalization. However, when the generalization is broken in the input space using discretization, each small area in the input space is mapped to a vertex of a hypercube. These vertices are all extreme points of a convex set and thus the ReLU activations will have the ability to respond to each of these sub-areas separately. Figure 2 shows heat-maps for the case where NN used raw inputs (top) and tile coding preprocessing (bottom). The feature maps were created using a neural network trained on the Mountain Car problem for 500 episodes. Each heat-map represents the magnitude of the output of a node from the first hidden layer. Heat-maps on the bottom row of Figure 2 show two rather global and two rather local node responses from the hidden layer. As shown in the figure, responses from the neural net that use raw inputs are global. So far we discussed the features of the proposed methods and have shown that the proposed method can have more local generalizations. However, what we have shown so far is more qualitative than quantitative. The next section uses quantitative measures of interference for comparison.
EXPERIMENTAL SETUP
The experiments described in the following sections are rather extensive and have many components. At the highest level we investigate the impact of input preprocessing on a variety of base NN learning systems. Our experiments include both prediction and control, in two classic reinforcement learning control tasks. The following sections describe the simulation problems, and the base NN learning systems we used.
Simulation problems
We investigate three different problems, one prediction problem and two control problems. The control problems that we used are Mountain Car and Acrobot. The prediction problem also uses the Mountain Car testbed, but with a fixed given policy.
Mountain Car simulates an underpowered car on the bottom of a hill that should pass the finish line on top of the hill (Moore, 1991) . The problem has two dimensions: position and velocity. The position can vary between -1.2 and 0.6, and the velocity varies between -0.07 and 0.07. There are three actions in each state, throttle forward, throttle backward, and no throttle. The car starts around the bottom of the hill randomly in a point uniformly chosen between -0.4 and -0.6. The reward is -1 for each time step before the car passes the finish line at the top of the hill. When the position becomes larger than 0.5, the agent receives a reward of 0 and the episode terminates. The problem is episodic and not discounted (γ = 1).
In the control version of the Mountain Car problem, the agent seeks to find a policy that ends the episode as fast as possible. In control, episodes were cut-off after 1000 steps. In prediction variant of the problem, we used a simple energy pumping policy. This policy chooses the action in agreement with the current velocity: left if velocity is negative, right otherwise.
The Acrobot (Sutton, 1996) is similar to a gymnast. Its goal is to swing its feet above a bar it is hanging from. The problem has four dimensions, two angles and two angular velocities (all realvalued). There are three discrete actions: positive torque, negative torque, and no torque. The reward is -1 on each time step before the Acrobot swings its feet above over the bar to terminate the episode. The task is undiscounted with γ = 1. Episodes are cutoff after 500 steps. We used the Open AI Gym implementation of the Acrobot problem (Brockman et al., 2016).
Methods
We are interested in studying the impact of input preprocessing on a variety of NN learning systems. We investigate five NN learning systems that represent a spectrum from naive learning systems that we expect to work poorly, to well-known and widely used architectures. In particular we selected, (1) simple feed-forward NN with stochastic gradient descent (SGD); (2) simple feed-forward NN with ER and SGD; (3) simple feed-forward NN with Adam (Kingma and Ba, 2014); (4) simple feed-forward NN with ER, and Adam; (5) simple feed-forward NN with ER, Adam, and target networks.
Given our five representative learning systems, we experiment wih three different input preprocessing strategies. The first involves no preprocessing, feeding in the raw input observations. The second, first discretizes the inputs before they are passed to the network. The third, first tile codes the observations.
EXPERIMENTAL RESULTS
Our experiments primarily focus on how different input preprocessing strategies impact both the speed of learning, and sensitivity to the step-size parameter values. In addition we also investigate how preprocessing impacts interference. To do so, we use a recently proposed interference measure (Liu, 2019) . Our main hypothesis is that input preprocessing improves performance in prediction and control, because it reduces interference in the network updates. We begin first by reporting the improvements in prediction and control with discretization and tile coding.
Overall performance
We used different measures to compare the algorithms for control and prediction tasks. In the control tasks, we simply report the number of steps it takes for the agent to finish the episode. Note that the reward at each time step for all tasks is -1 and thus the agent's objective is finish the task as fast as possible.
For the Mountain Car prediction task, we used an easily interpretable error measure, the Root Mean Squared Value Error (RVE). We measure, at the end of each episode, how far the learned approximatet value function is from the optimal value function. The RVE(w t ) is defined as:
where d π (s) is the stationary distribution under π ,v is the agent's estimate of the value function, and v π is the true value function.
Since the state space is continuous, d π (s) is estimated by sampling states when following d π . D is a set of states that is formed by following π to termination and restarting the episode and following π again. This was done for 10,000,000 steps, and we then sampled 500 states from the 10,000,000 states randomly. The true value v π (s) was simply calculated for each s ∈ D by following π once to the end of the episode.
To create learning curves 1 , we ran each method with many different hyper-parameter combinations and plotted the one that minimized the Area Under the learning Curve (AUC)-total steps to goal in control and total RVE in prediction. We ran each method with each specific parameter setting 30 times (30 independent runs). We then averaged the results over runs and computed the standard error. Figure 3 , rows 1-3 compare each method using raw input-with its best performing hyper-parameters-with its counterpart that uses discretized inputs. In most cases, NNs with discretized inputs learned faster than NNs using raw inputs and converged to the same or a better final performance. Figure 3 , rows 4-6 compares raw inputs with tile coding preprocessing. NNs with tile coding preprocessing outperforms NN with raw inputs.
In most cases, the difference between the performance of NN using remapped inputs and raw inputs were statistically significant (according to the standard error). The results suggest that preprocessing the inputs and projecting them into a higher dimensional space helps neural networks learn faster and more accurately.
To further assess the significance of the difference in pairwise comparisons, we performed two sample t-tests. The pairs for the t-test were: 1) the method that used raw inputs and 2) the method that used either tile coding or discretization preprocessing. Each one of the 30 plots in Figure 3 includes two learning curves. Each plotted learning curve is the average over 30 learning curves of independent runs. We first averaged the performance (the value error for Mountain Car prediction, the number of steps per episode for Mountain Car control and Acrobot) over episodes for each run. This produced 30 numbers (one for each run) for each of the learning curves in each plot in Figure 3 . We then used these 60 numbers (30 for each group) for a two sample t-test. Appendix A summarizes the p-values of the t-test in a table. The test revealed that in cases that tile coding or discretization improved performance, the improvement was statistically significant.
Sensitivity to step-size
In our previous experiment, we reported the results using the best performing step-size, which is not always feasible in practice. Ideally, an algorithm will perform well with many different settings of the step-size parameter. In this section, we investigate the performance of each of our five learning systems with many different step-size parameter values. Our objective is to understand how the input preprocessing interacts with step-size sensitivity.
We evaluated the performance using different step-sizes (see Table 1 for a list of step-sizes). Figure 4 summarizes the sensitivity to step-size for the methods that used SGD and the initial stepsize for the methods that used Adam. To create sensitivity curves, we ran each method with a specific step-size parameter value 30 1 All learning curves were smoothed using a sliding window of size 10. times. We then averaged each run's performance to get a single number that represents the area under the learning curve for that specific run for that specific method with the specific parameter settings. We then computed the average and standard error over the 30 numbers (one for each run) and plotted this number for each specific step-size in Figure 4 .
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Each learning system that we tested actually has several hyperparameters, and these can also have a significant impact on performance. For example, the algorithms that use the Adam optimizer have two extra parameters that specify the exponential decay rate for the first and second moment estimates, which are typically referred to as β 1 and β 2 . To create a single curve for step-size sensitivity, we first searched over all the parameters to find the minimum AUC, we then fixed β 1 and β 2 to the values that achieved the minimum AUC and plotted the AUC over the step-size for those values.
As we see in Figure 4 , discretizing/tile coding reduced sensitivity to step-size (compare the size of the bowl-shaped curves when using tile coding or discretization to raw inputs). The standard errors in Figure 4 (some of which are not visible due to being small) show that the difference in the errors are statistically significant.
Interference
The results in the previous section indicate that input preprocessing can improve learning speed, stability, and parameter sensitivity, but it is not clear how these improvements relate to interference in the network updates. One hypothesis is that preprocessing reduces interference. To test this hypothesis, we use a recently proposed measure of interference (Liu, 2019) . The measure is only applicable to prediction tasks and so the results in this section are only suggestive of the possible relationship between performance improvements due to input preprocessing and reduction in interference. Liu's measure is fairly straightforward and is based on the Pairwise Interference (PI):
Mountain Car Prediction

Mountain Car Control
t E c U E D 1 k D O A j W j i U j g S d Y y x u e j / 3 W H Z O K R + E t j G L m B q Q f c p 9 T A l r q m v s O s H t I b z I n 0 r H x l D R X m h d Z 1 j X L V s W a A M 8 T e 0 r K a I p 6 1 / x y e h F N A h Y C F U S p j m 3 F 4 K Z E A q e C Z S U n U S w m d E j 6 r K N p S A K m 3 H S y R Y Y P t d L D f i T 1 C Q F
which means if the two vectors in the numerator have a zero inner product, they are orthogonal and update made to S i does not affect the update from S j . This is similar to the neural tangent kernel that has been previously used for studying generalization in deep reinforcement learning (Achaim, Knight and Abbeel, 2019), scaled by the norm. The measure is also similar to the one proposed by French (1999) for batch supervised learning. We measured the pairwise interference (Equation 2) for all pairs of samples in the dataset D where D is the same as the one used to compute RVE. See Equation 1. We averaged the pairwise interference over all samples and then averaged the results over 30 runs. We repeated this process as learning progressed, specifically, before the learning started, after initializing the neural network, and then after episodes 1, 5, 10, 25, and every 25 episodes afterwards until the end of learning (500 episodes in this case). The interference for each method was measured for the parameter setting that produced the best learning curve as explained in Section 5.1.
To sanity check this Liu's measure, we can compare the interference of a learning system we expect to have high interference with one we expect to have low interference and see if the measure agrees. Let's consider the simple feed-forward NN with SGD shown in Figure 5 (first row, leftmost subplot). We can compare this with the measured interference of a NN with ER, Adam and target networks ( Figure 5 , first row, rightmost subplot). We can see the simple NN results in higher measured interference than the NN with target networks, ER, and Adam.. Rows 1 and 4 of Figure 5 , compare the interference of different methods over episodes. The parameters for these interference measurements were the same as the ones used to produce learning curves in Figure 3 . Discretization and tile coding both reduced the interference compared to when raw input is used. We compared the interference of different methods with different numbers of hidden layers in the network. We fixed the number of hidden units at each layer to 25. To calculate a single number that represents the interference of each setting, we measured the interference over time, as discussed before for each run. We then averaged the results over time to get a single interference measurement for each run. We then computed the average and standard deviation of the resulting numbers as a measure of interference for each setting. Rows 3 and 6 of Figure 5 , show the interference over different number of hidden layers, 1 layer to 4 layers. In almost all cases, the interference was reduced when using tile coding or discretization. The interference was rather insensitive to number of hidden layers.
We also measured the interference over different number of hidden units. We fixed the number of hidden layers to 1, and changed the number of hidden units between 5, 10, 25, 50, 75 units. The process was the same as what we used to compute interference for increasing number of hidden layers, described before. Figure 5 , rows 2 and 5, shows that the interference generally decreased with increasing number of hidden units. This is possibly because larger networks have more capacity to reduce the impact of input generalization.
Scaling up reinforcement learning requires function approximation, but it is still not clear how to best learn the representation online. Modern NN systems work well in control tasks that would be nearly impossible with hand-designed static features. The NN learning systems used today employ a host of algorithmic tricks to achieve stable learning, but these systems are still slow to train and can exhibit significant variability in performance. Some of these limitations can potentially be explained by catastrophic interference in the network updates, which has been relatively under-explored in online reinforcement learning. In this paper, we take some first steps toward understanding how online NN training and interference relate. We find that simply re-mapping the input observations to a high-dimensional space that breaks the input generalization, improves learning speed, and parameter sensitivity across several different architectures on two different control tasks. We also show empirically that this preprocessing can reduce interference in prediction tasks. More practically, we provide a simple approach to NN training that is easy to implement, requires little additional computation, and can significantly improve performance.
One possible next step is to study the performance of these methods in higher dimensional spaces. We used simple classic reinforcement learning tasks in this paper so we could perform extensive hyper-parameter analysis and average over many runs. Nevertheless, the discretization methods proposed here is highly scalable (input dimension grows only linearly in the number of bins), but it remains unclear how effective it will be in higher dimensional spaces. Another possible next step is to investigate other preprocessing schemes and a greater variety of base learning systems. Here we explored discretization and tile coding because they are simple and their impact on the learning system is easy to understand. Previous work demonstrated that simple strategies like tile coding can be applied to rather high-dimensional spaces on mobile robots by tiling the dimensions independently (Stone and Sutton, 2001; Modayil et al., 2014; Rafiee et al., 2019) ; tile coding based preprocessing may work well in larger problems. There are likely better preprocessing strategies, that may even result in performance competitive with more complex deep reinforcement learning systems.
There is more work to be done characterizing and correlating poor performance in NN learning with interference. We have just begun to understand how sparse representations , training to reduce interference (Javed and White, 2019), and input preprocessing-our work-improves NN training. Perhaps we need better optimizers, or to dynamically grow the network over time. It is still unclear if interference is worse due to changes in the policy, or if there are additional complications for algorithms that use bootstrap targets like TD. Whatever the solution, we need to clearly define and measure interference before we can hope to mitigate it.
IMPLEMENTATION DETAILS
In this section, we describe our most important design decisions and parameter settings to aid reproducibility. We used Pytorch version 1.3.0 for training the neural networks (Paszke et al., 2017). All weights in the neural networks were initialized using Xavier uniform initialization (Glorot and Bengio, 2010) . All NN used ReLU activation in their hidden layers and were linear in the output. We tested several values of β 1 and β 2 to achieve good performance with Adam: all possible combinations of β 1 ∈ {0.9, 0.99, 0.999} and β 2 ∈ {0.9, 0.99, 0.999, 0.9999}. We used a replay buffer size of 2000. The target networks were updated every 100 steps (this value was determined through trial-and-error parameter tuning) 2 . We used a mini-batch size of 32 for all network updates. In control experiments, we used Sarsa(0) with an ϵ-greedy behavior and ϵ = 0.1.
There are a few details that were problem specific. In Mountain Car, the value function was approximated with a NN with one hidden layer and 50 hidden units, and in Acrobot the hidden layer contained 100 hidden units. In control, the network outputted three values, one for each action.
Input preprocessing was fairly generic and similar across both problems. The input to the networks was normalized between -1 and 1 when no preprocessing was used. For discretization-based preprocessing, each input dimension was discretized independently and passed to the network as concatenated one-hot vectors. In Mountain Car, the inputs were discretized into 20 bins per dimension, and in Acrobot we used 32 bins per dimension. For tile coding based preprocessing, we tiled each input dimension together producing a binary vector as input to the NN. We used 8 tilings, with a tile width of 1/4 for each dimension: 4 × 4 tiles for Mountain Car yielding 128 length binary vectors and 4 × 4 × 4 × 4 tiles for Acrobot hashed into 512 length binary vectors. We tested both joint tiling the dimensions and independent tilings. The results reported in Section 5 used joint tilings. We used the freely available Python tile coding software 3 . We performed a two sample t-test on the area under the learning curves reported in Figure 3 . Table 2 summarizes the p-values of the test. Each cell in the table reports the p-value from the two sample t-test comparing the 30 AUCs (one for each run) of the corresponding learning curve in Figure 3 . The significance test rejects the null hypothesis that the area under the learning curves come from normal distribution with equal means at the 5% level.
A TWO SAMPLE T-TEST RESULTS
