l Introduction* Let JV = 2* -1 where n is an odd prime. The Lucas-Lehmer test for the primality of N reads as follows:
If we put T o = 4 and define T k (mod N) by setting T fc+1 =T\-2 (modJV) for h ^ 0, then N is prime if and only if N\T n _ 2 .
(For proof, see [10, p. 443] or [13, p. 194] . This very elegant test has attracted a great deal of attention (see Williams [17] for a bibliography.) It is also the means by which the largest known primes have been found over the past twenty years.
While the Lucas-Lehmer criterion would only be used when n is a prime, it should be noted that it holds for any odd n ^ 3. When viewed in this way, it falls into a class of primality tests characterized by the following three properties.
(i ) The test is restricted to values of N given by some function involving an exponent n which usually belongs to some fixed congruence class and exceeds a certain bound.
(ii) A sequence {T h : h ^ 0} is employed, where T o is an easily calculated integer and T k+ι is defined (mod N) for k ^ 0 by T k+1 = f(T k ) (modiV) where / is some polynomial such that f(Z) £ Z.
(iii) Write T [k] for T k where k = m t . Then N is prime if and only if Λ(Γ[mJ: 1 ^ i ^ /) Ξ 0 (modiNΓ) where h is a ϋΓ-valued polynomial over Z' for some /^ 1 and the m, depend on n.
We say that any test with the properties i) through iii) is a primality test of Lucas-Lehmer (or LL) type. Such tests have been given for integers of the form Ac n -1 with c = 2 (Lehmer [10, p. 445 ]; Riesel [11] , [12] ; Inkeri [5] ; Stechkin [14] and with c = 3 (Williams [16] ). In this paper, we develop some tests of LL type for integers of the form Ab 2 + B n b n -1 and in particular a criterion (Theorem 2) is obtained when 6 = 2 which yields a large number of examples including of original LL test (A -2, B = 0) and the new case A = 2, B -±3. Further, we are able to show that an LL primality test exists even for integers of the form 478 H. C. WILLIAMS 10 2ίt ± 10 7 * -1 .
2* The Lucas functions: congruence and divisibility properties* We define the Lucas functions to be (2.1) U n = U n (P, Q) = (a n -β n )/(a -β) , V n = UJU n , where a and β are roots of the auxiliary quadratic
and exclude the case aβ = 0, i.e. Q = 0. (Here and in the sequel all latin letters denote integers unless stated otherwise.) U n and F n are defined in the obvious manner when a -= β or a n = β n so that F o = 2.
REMARK. By virtue of Theorems 1, 2, 4, we can also exclude the case a = β which holds if and only if P 2 = 4ζ> In employing these functions (modiV) we frequently use the following lemma connecting U n (P, Q), V n (P, Q) and related Lucas functions with second argument unity. LEMMA 1. We have U t JU m eZ if t, m > 0. In particular U n , V n eZ for n > 0 (and for n = 0). // QP' = P 2 -2Q (mod N) and (Q, N) -1 we have (2.2) U 2t JU 2m^Q^) m UL/ UL and F^TOi, m>0) wfcere Z7 2f c = J7 2Jfc (P, Q), U' k = JTfcCP' , 1) α^ώ likewise for the F's.
(Until further notice, all congruences hold (modiV).)
REMARK. When U h = 0, and in particular h = 0, we interpret U th /U h in the natural manner, i.e. as ta {t~ι \ Proof. We have U th /U h eZ [P, Q] since it is symmetric in a and /3, so by (2.1) it remains only to consider the first part of (2, 2) . Determine 7, d by the conditions 7 + <? = P', 7<5 = 1, so that our congruence is of the form A(a 2 (iii) P 2 = cQ with c ^ 3, or ~2 <; P' <* Ί respectively.
For (Q, 2V) = 1 set P' + 2 = c, 0 ^ o < i V* so that P 2 = cQ (mod JV). Then the two inequalities in (iii) are equivalent.
REMARK. Let aΦ β. Then U n and V n are bounded if and only if a and β are roots of 1, this being an easy consequence of the partial-fraction expansion of the respective generating functions.
REMARK. Since U n and V n are here of the form Q n/2 B(ri), where B(n) is uniformly bounded, it is intuitive on examining the later Theorems and LL-type tests ( § §3-5) that this case will be useless therein. Hence it seems desirable to enumerate these "degenerate" Lucas sequences in this paper. We will see that this case is excluded in Theorem 2, but not in Theorems 1 and 4.
and P 2 = (a + 2)Q. (The discussion for 7 and δ is the same so we omit it.) We first show that (i) implies (ii) and (ii) implies (iii). We have p h -1 so that p has degree <; min (2, φ(h) ) over Z and h \ 4 or 6. We require that a Φ β which holds if and only if p Φl 9 i.e. h ^ 2. Moreover aeZ so that -2 <; a ^ 2 and c ^ 3. We now show that (iii) implies (i). For each a above there exists a p + p" 1 = a and jo* = 1 with h Ξ> 2.
The last assertion is trivial so the proof is complete.
REMARK. The discussion here is like that in [1, [35] [36] (iv) This follows at once on setting t -e ίz above (and is of course well-known).
The following lemma will play a crucial role in the later work. We have. [x,y] .
( i ) For Q -1 we have
(We define W t and J t by the above convention when a zero denominator occurs.)
(ii) For (Q, N) = 1 set L n =V n (P', 1) for P f as in Lemma 1 and take t ^ 1. Then
where Q~k has the usual meaning (mod N) for k > 0.
REMARK. The expansion of J t (x, y) in x and y is obtainable at once from (ii) of Lemma 2.
Proof. Our two formulas follow without difficulty from (2.1) and (2.2) respectively.
In the rest of this section we present some divisibility and congruence properties of the U n and V n . Though these results are known (see [10] or [1] ) we supply proofs for the reader's convenience. For a given m ^ 1 such that (m, Q) -1 we define a) -ω{m) to be the least positive k such that m\U k . Define REMARK. The conclusion of (i) hold also if 21 m but we will not need that case.
In the proof we use the following simple identities: (2.7) becomes (2.8) on multiplying by Q~k and replacing -k by k in the result, and that (2.8) and (2.9) are essentially the same.)
Proof of (i). In (2.7) take k = hω > 0 where n -k = r(0 <: r < ω). It follows by Lemma 1 that m \ U r so r = 0 by definition ω.
Proof of (ii). By definition of a and β we assume that 2α -P + 1/4 2/3 = P -V~Δίoτ a fixed square root of Δ. It follows by a standard congruence for binomial coefficients and Euler's criterion that 2*U P Ξ 2(Δ \ p) or U p = (Δ\p) and F p = P = VΊ. (All congruences hold (modp) in this proof.) We thus obtain (ii) at once if p\Δ. Next by (2.7) and (2.8) with n -p, k -1 we get 2QC7,_ 1 Ξ ^(ϋ, -U,) = P((J|p) -1) and 2U P+1 = P((4|p) 4-1). Hence the assertion follows when p\Δ since p|Q.
Proof of (iii). By (2.7) we get -2Q ^U^V,-V p+1
so that V p+1 = 2Q by (ii). Suppose now that k ^ 0. Then by (2.9) we obtain the first part of (2.6) and the second part follows trivially. If k < 0 the result follows in the same way on interpreting Q k (modp) for k < 0 as in (2.4).
In Theorems 2 and 4 we use the following simple corollary. We have 
(We recall that this quotient is an integer by Lemma 1.)
Proof. Though we only need the case r a prime, the proof is no more difficult for arbitrary r. Set
The proof of our Lemma will clearly follow as soon as we show that A(a, β) e Z. On setting t = x%u = y 8 we get [x, y] . By (2.10) we have A(x, y) -A(y, x) and the assertion follows.
REMARK. If (P, Q) = 1 we can replace rQ sm above by r, but this refinement is not required. Carmichael [1, p. 51] proves this latter assertion for r prime only and by a different method.
From this we derive a lemma similar to Theorem 5.3 of [10] . Here A and J5 are fixed parameters and we can assume that Ab~2 and Bb~λ are not both integers. In the following theorem we will take b -ar where r is a (fixed) prime. (The references in §1 deal with "linear polynomials" of this type, i.e. numbers of the form Ab n -1.) We exclude the following two cases since N is then composite or trivial: J5 2 + 4A a square; B = 0, A -b ^ 3. Other exclusions will be presented later.
We being with some sufficient conditions for N to be prime. , D = Ba n (so that e > 1). Let p | iSΓ with p Ξ ±l(mode) and assume that N is composite. We show that e <: C + \D\. Since JVΞ-1 (mode) we have N = (he -l)(je + 1) = Ce 2 + De -1 for some h, j > 0, so that Ce + 7) = frie + h -j and |C -λi|e = |Λ -^ -i?| ^ λ^ -1 + |JD| as is easily seen. Set Chj -t so that ί^O since D 2 + 4C is non-square. Then \t\e ^ Ct-l + |D|<C+|D| + |ί| and the assertion follows.
(The reader can now pass on to the proofs of Theorem 1 and 2.) Somewhat better results can be obtained for special classes of N as follows, where N has a prime factor == ±1 (mode). We note that our hypotheses give e > 1 below, as can be easily verified. LEMMA 
Suppose that r is odd n^2.
Then N is prime if
(Here and in the next Lemma we use the notation introduced above.)
Proof. We assume that N is composite and follow the proof of Lemma 8. Since e and N are odd, we have 2\ (h, j) .
For t as above this gives e -1/2 ^ (e -l/2)|ί| ^ C/2 + \D\ -2, which gives (i). If now 21 a and n ^ 2 we have 4 | (C, Z?) and (ii) follows in the same way.
REMARK. The bounds for e in the preceding Lemmas and in the following one are exact, as can be shown without difficulty. Proof. Assume N is composite. By hypothesis we can write C = 32#, D = 32.P with E ^ 32. (We only need E ^ 7 in the following proof.) The assertion to be proved can now be written as
As in the proof of Lemmas 8 and 9 we find that (ii) w -1. Since e^l (mod 4) we have u = (k -m)/2 (mod 4) for all u by (3.3) . For u = 1 the left side of (3.4) increases with & and k = 8E -1. The choice & = 8E -1 contradicts the last congruence so (3.4) holds if (8^ -l)/3 -3 ^ (SE -10)/3 which is true.
(iii) u = -3. We maximize m in this case and argue as in (ii).
We are now ready to prove two related theorems, the second of which will yield a large class of LL-type tests. It is convenient to isolate part of the argument as the following LEMMA 11. For any N > 0 and a, b, P determine T k (mod N) for k^O by
) (here and later) to avoid subscripts with exponents.
Then
Proof By (2.1) we have P = V t so (3.6) follows by Lemma 2 and induction.
Let (.|.) denote the Jacobi symbol and define Δ by (2.5) . We present first a sufficient condition for primality, namely. REMARK. We prove in Proposition 3 below that the required P always exists when N is a non-square, and likewise for P and Q in the following Theorem 2.
Proof. By (3.6) we get J r = W r for W r as in Lemma 3 with U k =U k (P,l) It is easy to see by Proposition 1 that if W r = 0, then N < C as we would expect, where C is a universal constant. Thus the above test when applied to a sequence {N n : n > n 0 } satisfying (3.1), and with P so chosen that W r = 0, yields no information in this trivial case, a fact which may be considered as a partial check on the above proof.
We now employ Lemma 5 and the argument used to derive the first part of Theorem 1 to obtain a necessary and sufficient condition for the primality of N when b = r = 2 which includes the LucasLehmer test. REMARK. In §5 we use Theorem 2 to construct further LL-type tests.
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We now show the case U h (P, Q) or U h (P\ 1) = 0 for some h never occurs in the above proof if n ^ 3 so that the problem of zero denominators does not occur. By Proposition 1 it suffices to verify. PROPOSITION 
Let N, P, Q be given by Theorem 2 with n
Proof. Since (Q, N) = 1 we can find c such that P 2 = cQ. Then (c|iV) = -l, and (c -4 | 2V) = 1 by (2.5). Since (2 | ΛΓ) = 1, the assertion follows.
REMARK. Suppose now that n = 2 so that JV = 16A + 45 -1 <; 12A + 12 -1 ^ 47. Since 47 = -1 (mod 8) and N = -1 (mod 4) we have P 2 Ξ£CQ iί N> 43. We close this section by showing that Theorems 1 and 2 are "effective" in that the required P or P and Q can always be found if a nonsquare. Note that in Theorem 2 it suffices to find P such that (P 2 + 4| JV) = -1, since we can then take Q = -1. We will actually prove the following more general. PROPOSITION 4* LL-type tests when b -ar, r an odd prime, and the theory of cyclotomy* There is, unfortunately, no simple analogue of Lemma 5 which holds for U rk /U k with rk = p + 1 where p and r are odd primes. However, we can use the theory of cyclotomy to obtain an analogue of Theorem 2 that will be useful when r = 3 or 5. We employ here the method of Williams [15] .
Let m be odd, >0 and a nonsquare and take d =έ O(modm). Then there exists k such that (k
Let p, q, r( = 2s + 1) be odd primes such that p= -l,q = l (mod r) and let K = GFip^1). As is customary write t -indm =: ind^m where m = g\ 0 <L t <^ q -2 and g is a fixed primitive root of q. (Herein equality holds in K and Roman letters denote elements of Z or GF(p) unless stated otherwise.) We use the well-known Gauss sum (or Lagrange resolvent)
where ζ, ω are primitive rth and qth roots of 1 in K respectively. We require the following three lemmas.
LEMMA 12 [8, p. 278] . We have Proof. We use the fact that r \ (q -l)/2 which gives (4.2) at once since ind&m = indik + indm (moάq -1). Next write the left member of (4.3) as a double summation whose general term iŝ ind α-isd b ω a+b f or 1 <; α, 6 ^ g -1. Set a = 6c (modtf) and then sum first on 6, then c to complete the proof. Proof. For the proof of (4.4) see [8, p. 279] or [6, Chap. 8] . We get (4.5) at once form (4.3).
REMARK.
In [8] , (4.1)-(4.4) are presented as formulas in C, however they clearly remain valid in K. (These functions ψ t are often called the Jacobi Functions.)
Define G s (x) by setting
, where F n (α?) is defined as in Lemma 2. On setting G^(x) = -1, G o (^) = 1, it follows easily that
We temporarily let p be an arbitrary odd prime and prove LEMMA 
(i) p is a prime divisor of G s (x) if and only if p = 488
H. C. WILLIAMS 0, ±l(modr) [7, p. 199] GF(p) where ft = ξ ι + ξ~\ and ξ is a fixed primitive rth root of 1 m K, i.e. in GίXp 2 ). [2] Proof, lί p = r we have p = G s (2) . Suppose now that p Φ r and let ξ be a primitive rth root of 1 in H = : GF{p r~ι ). Then we have dr -l)/(i/ -1) -ΠΓ 1 (V -£') = Πί (V 2 -piV +1) = 2Γ S Πί (a-ft) = y~sG x (x) over 2ϊ where ft = £ * + £-'. Next, if p = ft 6 GUFXp) then 2/ 2 -ί >2/ + 1 splits over GF(p 2 ) so that r|p 2 -1. Conversely if this condition holds we have ρ*~x = 1 in GJ^(p 2 ) and peGF(p). We have ft = J? 7^^) for p = ft and 1 <; i ^ s by Lemma 2. Set c t = a t -a r _i. Then by Lemmas 13 and 14 we get (4.7) 7 -: a + β = Σ ^ft = Σ c^^) = Σ C(i # r, where JB = {β t } is any (integral) basis of Z(p), i runs from 1 to s, and the C(i, r, q) = C(i, r, g | -B) (which we regard as lying in GF{p)) are independent of p. It seems most convenient simply to take β t = ft for all i so that (4.8) 7 = Σ βift i «i = W, r, g) = a, + α r _ x , ft -F,(p) = £< + ξ-* When r = 3 or 5, expressions for the C(ΐ, r, g) in (4.8) in terms of the representations of q by certain quadratic forms will be given in §5.
We use the preceding Lemmas to prove. Moreover if we replace R = R x by Rt -: FJJΪ) for any i, we permute the Ci in P = P x to give s formally different choices of P =: P i above and in Theorem 4 below. (See (4.8).) We will not be concerned, here or later, with determining when the R t and P t are all distinct (modiSΓ) and do not claim that the R t are all the zeros in question, since N may be composite.
We note that the F^R) are easily computable by means of the recurrence in Lemma 2 and that P can be written as ^ΣJΓ
We are now ready to prove the following analogue of Theorem 2. The discussion in case (ii) goes in the same way so we omit the details.
REMARK. We can improve this Theorem in case (ii) when r = 1 (mod 4) by using Lemma 10. 5* Construction of LL-type tests by means of Theorems 2 and 4, and some numerical examples* We deal here with examples only of the many possible different tests of LL-type which can now be derived from the preceding theorems.
We set Before presenting further LL-type tests we give here a general formula for P' (modiV). Let N=h (modtf) where q is defined in Theorem 4 and (h, q) = 1. Suppose that jft = -1 (modg).
Then we have 
it is a routine matter to deduce that It should be noted here that there are precisely four solutions (x, u, v, w) , (x, v, -u, w) , (x, -v f u, -w), and (x, -u, -v, w) of (5.6). These give us two possible solutions for (c u c 2 ); however, since Jf2 8-< = -Ri -1, we see that we have a valid value of P for either of these values of (c u c 2 ). We also note that since Theorem 4 only requires a value of P 2 (modiSΓ), we have four possible values for P:
i -c 2 , -LRi -e lf -LRi + c 2 , LR t + c t .
Since the choice of formula here is arbitrary we will specify P as follows. Set M = minded, |c 2 |) so that M -(e x | or \c 2 \ according as sign KL < 0 or ^0. Then we may redefine P by setting (5.10)
We give some values of M, L, and ε in Table 5 .1 below We note that if For w = 1 we have N = 29, and the reader may verify that J = 0(mod 29) in accordance with Theorem 4, where t = T lf u -T o .
(ii) c •= 1, d = 0, k = -10% so that δ = 10, α = 2, A = JB = 1, R = k.
Condition (ii) of Theorem 4 says that 5 n > (2 2n + 2 n+1 )/8 which is true. Take q = 41, n = 3 (mod 5) so that N = 34 and JΞ6 (mod 41). We have P -478 -25&, Γ o = P 2 ((6^ + 1)/41) 3 -2, T k+1 = F 10 (T k ) = Ft{T k ) -2 (see Lemma 2) , and J is the same as in (i). We obtain a companion test on taking n = 2 (mod 5). n zeros n nines Lehmer [9] tabulated the four primes of the form 10 2n -10 71 + 1 for n <; 10. Sincfe these numbers have the form N n = (10 3n + l)/(10 ra + 1), we see that if N n is a prime, then n -2 α 3 iS . In fact, there are no more primes of this type for n < 1000. Indeed, one would expect such primes to be just about as scarce as Fermat primes. However, primes of the form 10 2n ±10 n -1, like the Mersenne primes, are somewhat more abundant. In Table 5 .2 below, we give all those values of n <Ξ m such that N n = k 2 ± k ± 1 is a prime with k -10 TO .
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