A k-coloring of a graph is an assignment of integers between 1 and k to vertices in the graph such that the endpoints of each edge receive different numbers. We study a local variation of the coloring problem, which imposes further requirements on three vertices: We are not allowed to use two consecutive numbers for a path on three vertices, or three consecutive numbers for a cycle on three vertices. Given a graph G and a positive integer k, the local coloring problem asks for whether G admits a local k-coloring. We give a characterization of graphs admitting local 3-coloring, which implies a simple polynomial-time algorithm for it. Li et al. [Inf. Proc. Letters 130 (2018)] recently showed it is NP-hard when k is an odd number of at least 5, or k = 4. We show that it is NP-hard when k is any fixed even number at least 6, thereby completing the complexity picture of this problem. We close the paper with a short remark on local colorings of perfect graphs.
Introduction
Graph coloring, in its original form, asks for an assignment of colors for vertices of a graph, such that endpoints of every edge receive different colors. It is one of the most classic and best-known problems in graph theory. Since it nicely formulates the partition of objects (vertices) subject to conflict constraints (edges), it has many variations. In the local coloring introduced by Chartrand et al. [1, 2] , there are additional requirements on three vertices: We are not allowed to use two consecutive numbers for a path on three vertices, or three consecutive numbers for a cycle on three vertices. As usual, we use positive integers for colors. If all the integers are between 1 and k, then it is called a (local) k-coloring. The (local) chromatic number of a graph is the smallest k such that it has a (local) k-coloring.
Although it is an ostensibly naive extension of standard coloring, some subtleties deserve attention. First of all, we are not counting the number of colors actually assigned (as in standard coloring). A local coloring usually leaves some gap in between; e.g., the local chromatic number for a triangle is 4, with a local coloring 1, 2, 4 or 1, 3, 4. This even led Chartrand et al. [1] to ask whether for all positive integer k, there are graphs of local chromatic number k of which every minimum local coloring uses all the k colors; see also [2] .
In standard coloring, a vertex of degree one seldom concerns us: We can safely remove it, together with the edge incident to it, from the graph, unless it is the only edge of the graph, when the problem is completely trivial. In general, we can safely do away with all vertices of degree small than k when looking for a k-coloring, but this is not the case for local coloring. As shown in Figure 1 , even removing vertices of degree one from a graph may decrease its local chromatic number.
It is well known that a graph is 2-colorable if and only if it is bipartite. But we cannot expect such a nice characterization of 3-colorable graphs, at least not one in the algorithmic sense, because it is NP-hard to decide whether a graph is 3-colorable [5, 3] . By definition, a graph admitting a local 2-coloring cannot have any path, induced or not, on three vertices. In other words, its maximum degree is at most one. It is easy to verify that this necessary condition is also sufficient. Recently, Li et al. [4] managed to show that it is NP-complete to decide whether a graph admits a local 4-coloring. This leaves the status of local 3-coloring open to date. We characterize local 3-colorable graphs, which implies a simple algorithm solving the local 3-coloring problem in polynomial time. A trivial fact on coloring is that if we add a new vertex to a graph and make it adjacent to all the old vertices, then the chromatic number increases by one. This is not true for local coloring, as an edge has local chromatic number two, but a triangle four. Indeed, it is easy to verify that the local chromatic number of a complete graph on n vertices is 3n−1 2 [1] . We show that if we add two new vertices to a graph and make them adjacent to all old vertices, but they are not adjacent themselves, then the local chromatic number increases by precisely two. This result subsumes the main result of Chartrand et al. [1] , which gives a formula on the chromatic number of complete multipartite graphs.
Another consequence of our result is the NP-hardness of the problem for all fixed even number k larger than four, with a straightforward reduction from that of k = 4 [4] . Since Li et al. [4] have also proved the NP-completeness for any fixed odd numbers k larger than three, the complexity picture of the local coloring problem is now complete. 
Local 3-coloring
All graphs discussed in this paper are undirected and simple. The vertex set and edge set of a graph G are denoted by V(G) and E(G) respectively. By G[S] we denote the subgraph induced by vertex set S ⊆ V(G), whose vertex set is S, and whose edge set consists of all edges with both ends in S.
A coloring of a graph G is a function c :
Note that a local coloring is also a valid coloring: The requirement of coloring corresponds to |S| = 2 in ( ). The local chromatic number of a graph G is defined as
Note that all the colors between 1 and k are not necessarily used by a local k-coloring. Therefore, it does not make much sense to talk about how many colors a local coloring uses. On the other hand, in any local χ (G)-coloring of G, there must be vertices receiving χ (G) and 1. (Otherwise decreasing every color by 1 gives a smaller local coloring of the graph.) Another way to see this is the following fact. Given any local k-coloring c for G, the assignment c
is also a local k-coloring of G. We say that c and c are symmetric.
The following observation on local 3-colorings is immediate from the definition.
Proposition 2.1. Let c be a local 3-coloring of a graph G and v
Proof. Suppose for contradiction that c(v) = 2 but d(v) 3. Then c(u) ∈ {1, 3} for all u ∈ N(v), and we can find two vertices from N(v) that both receive 1 or both receive 3. But these two vertices induce a path or a cycle with v, a contradiction to ( ).
A necessary condition for a graph to admit a local 3-coloring is that it cannot contain any triangle. The following lemma implies Theorem 1.1.
Lemma 2.2. A triangle-free graph G is local 3-colorable if and only if
Suppose that G is local 3-colorable, and let c be a local 3-coloring of G. We modify c into a local 3-coloring c of G − V 2 that uses only
= c(y) (i.e., they are both in A or both in B), then we color vertices in the path alternatively 4 − c(x), c(x), . . ., but c(u h ) = 2 if h is even. If c(x) = c(y) (i.e., one of them is in A and the other is in B), then we color vertices in the path alternatively 4 − c(x), c(x), . . ., but c(u h ) = 2 if h is odd. It is easy to verify that c is a local 3-coloring of G.
Before closing this section, we present another simple observation on local 3-coloring; see Figure 1 . Proof. The only if direction is trivial, and we focus on the if direction. Suppose that c is a local 3-coloring of G = G − {v}. We extend it to G by assigning a color to v as follows. It is trivial when d(u) = 1 as well. If d(u) = 2, let w be the other neighbor of u (different from v). We set
Now that d(u) > 3, hence u has at least three neighbors in G . By Proposition 2.1, c (u) is either 1 or 3. we set c(v) = 4 − c (u). It is straightforward to verify that this is a correct local 3-coloring.
Hardness
Given two disjoint graphs G 1 and G 2 , the join of G 1 and G 2 , denoted by G 1 ∨ G 2 , is obtained by adding edges connecting every vertex of G 1 to every vertex of G 2 . For a positive integer t, let I t denote the graph on t vertices and with no edges.
Lemma 3.1. For any graph G and any integer t 2, we have χ (G
Proof. Any local k-coloring c for G can be extended to a local (k + 2)-coloring c for G by setting c (u) = k + 2 for all u ∈ I t . Therefore, χ (G ∨ I t ) χ (G) + 2. Now suppose that c is a local k -coloring for G ∨ I t . Let u 1 , u 2 be any two vertices in I t and let G denote the subgraph of G ∨ I t induced by V(G) ∪ {u 1 , u 2 }. Clearly, c , when restricted to this vertex set, is also a local k -coloring of G . Let p 1 = c (u 1 ) and p 2 = c (u 2 ) and assume without loss of generality p 1 p 2 . Note that c (v) ∈ {p 1 , p 2 } for all v ∈ V(G). We give a local (k − 2)-coloring c of G as follows:
We now argue that c satisfies ( ). Let X ⊆ V(G) and |X| 3. Denote by
They form a partition of V(G), and note that some of the three parts may be empty. If X ⊆ V i for some i ∈ {1, 2, 3}, then max v∈X c(v) − min v∈X c(v) = max v∈X c (v) − min v∈X c (v). In the rest, we may assume otherwise. In other words, at least one of the following is true:
Note that if
. Therefore, we always have
As a result, c(x) = c(y) if and only if c (x) = c (y), for any two vertices x, y ∈ V(G). Hence, ( ) is always satisfied if G[X] has only one edge, and it suffices to consider set X with at least two edges in G[X]. Such a set necessarily has three vertices; let them be v 1 , v 2 , v 3 . We may assume without loss of generality In the final case,
This implies χ (G) χ (G ∨ I t ) − 2, or equivalently χ (G ∨ I t ) χ (G) + 2. Therefore, they have to be equal, and the proof is now complete.
As we have mentioned, χ (G ∨ I t ) − χ (G) may be one or two when t = 1. Using Lemma 3.1 inductively, one can easily conclude the following corollary. 
, where K n is the complete graph on n vertices. Together with Corollary 3.2, this gives a simpler proof for the main theorem (Theorem 3.1) of Chartrand et al. [1] .
Another consequence of Corollary 3.2 is a reduction from the local k-coloring problem to the local (k + 2p)-coloring problem for any positive integers k and p. Clearly, this is a polynomial-time reduction, which enables us to derive the following and hence conclude Theorem 1.2. Corollary 3.3. For any even integer k 6, the local k-coloring problem is NP-complete.
As a final remark, if one only wants to prove Corollary 3.3, there is a simpler reduction from the local k-coloring problem to the local (k + 2)-coloring problem. It is far easier to show χ (G ∨ I k+2 ) = χ (G) + 2. The trick is that in any local (k + 2)-coloring of G ∨ I k+2 , at least two vertices in I k+2 have to receive the same color. This allows a far simpler argument for χ (G) χ (G ∨ I k+2 ) − 2, compared with that used in the proof of Lemma 3.1.
Concluding remarks
Let χ(G) and ω(G) denote, respectively, the chromatic number and the size of maximum cliques of a graph G. A trivial fact is
for all graphs G. Actually, the study of graphs on which they are equal led to the fruitful perfect graph theory.
Recall that a graph G is perfect if χ(H) = ω(H) for all induced subgraphs H of G. A natural question can be raised on the local chromatic number of perfect graphs. One can easily generalize (2) to
However, they are not always equal on perfect graphs, e.g., consider the graph obtained by deleting one edge from K 5 .
On the algorithmic aspect, the chromatic number of perfect graphs can be computed in polynomial time. But we conjecture that the local chromatic number of perfect graphs is NP-hard. Actually, the computation of local chromatic number of split graphs, one of the simplest subclass of perfect graphs, is already nontrivial. Recall that a graph is a split graph if its vertices can be (not necessarily uniquely) partitioned into a clique and an independent set. The following is easy to verify. But to decide which one is the case is equivalent to the following variation of the hitting set problem.
Given a family S 1 , . . . , S p of subsets of U, is there a set of disjoint pairs in U such that S i contains at least one of the pairs for all i = 1, . . . , p?
