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SCHRO¨DINGER AND POLYHARMONIC OPERATORS ON INFINITE GRAPHS:
PARABOLIC WELL-POSEDNESS AND p-INDEPENDENCE OF SPECTRA
SIMON BECKER, FEDERICA GREGORIO, AND DELIO MUGNOLO
Abstract. We analyze properties of semigroups generated by Schro¨dinger operators −∆ + V or poly-
harmonic operators −(−∆)m, on metric graphs both on Lp-spaces and spaces of continuous functions.
In the case of spatially constant potentials, we provide a semi-explicit formula for their kernel. Under an
additional sub-exponential growth condition on the graph, we prove analyticity, ultracontractivity, and
pointwise kernel estimates for these semigroups; we also show that their generators’ spectra coincide on all
relevant function spaces and present a Kre˘ın-type dimension reduction, showing that their spectral values
are determined by the spectra of generalized discrete Laplacians acting on various spaces of functions
supported on combinatorial graphs.
1. Introduction
Differential operators on so-called metric graphs have been introduced in the mathematical literature by
Lumer in [Lum80], cf. [Mug14, § 2.5] for references to earlier investigations in the applied sciences. Most
of ongoing research is devoted to the case of finite graphs, i.e., of metric graphs whose underlying discrete
structure consists of finitely many vertices and edges.
Restricting to the case of finite graphs largely simplified earlier investigations: it is nowadays known
that the theory of Laplace-type operators becomes notably subtler in the infinite case, as recently shown
by e.g. [HKLW12, KL12] for the case of difference operators on combinatorial graphs and [KNM] for
Schro¨dinger operators on metric graph. The first and most obvious side effect is that on general infinite
graphs the compactness of the resolvent may be lost and the spectral properties of the Laplacian on different
Lp-spaces and Banach spaces of continuous functions may no longer coincide. Most importantly, one may
have to take care of boundary growing at infinity and, in turn, of non-uniqueness of solutions of diffusion
equations.
However, most existing results heavily rely on Hilbert space machinery; so far, to the best of our
knowledge not much attention has been devoted to the case of linear differential operators acting on spaces
of continuous functions over an infinite metric graph G. For results on finite graphs, see [Lum80, Bel88,
Mug07]. The case of infinite graphs that we address in this paper is subtler, as spaces C(G) are no longer
contained in L2(G). To mention just one important difference: Unlike in the case of the Hilbert space
L2(G) there is in general no strongly continuous heat semigroup acting on C(G), as already the trivial
case of G = R shows. However, among other things we are going to show in this article that both the space
2010 Mathematics Subject Classification. 47D06; 35R02; 34L05.
Key words and phrases. Quantum graphs, Schro¨dinger operators, Ultracontractive semigroups, Spectral independence.
S.B. gratefully acknowledges support by the UK Engineering and Physical Sciences Research Council (EPSRC) grant
EP/L016516/1 for the University of Cambridge Centre for Doctoral Training. F.G. is member of the Gruppo Nazionale per
l’Analisi Matematica, la Probabilita` e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM).
The work of D.M. was supported by the Deutsche Forschungsgemeinschaft (Grant 397230547). F.G. and D.M. would like to
acknowledge networking support by the COST Action CA18232.
1
ar
X
iv
:2
00
3.
12
03
1v
1 
 [m
ath
.SP
]  
26
 M
ar 
20
20
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of continuous functions vanishing at infinity and the space of bounded uniformly continuous functions do
yield strongly continuous heat semigroups.
Indeed, we are going to show that polyharmonic operators and a broad class of Schro¨dinger operators
drive well-posed parabolic equations on suitable spaces of continuous functions acting on general, possibly
non-equilateral infinite graphs, as well as on more usual Lp-spaces. Our way to prove this is unusual and,
we believe, among the main points of interest of our article: instead of checking that the assumptions
of Hille–Yosida-type results are satisfied, we are able to provide a semi-explicit formula for the integral
kernel of the relevant semigroups, in the case of spatially constant potentials. We do so by developing a
convolution calculus for functions supported on graphs and showing that semigroup kernels on R extend
to semigroup kernels on infinite graphs under rather mild summability assumptions. An analogous (semi-
)explicit formula for the solution to the heat equation on finite metric graphs has been found by Roth
in [Rot83] and then extended by Cattaneo to infinite equilateral trees and finally to general equilateral
infinite graphs in [Cat98, Cat99], respectively.
The fundamental object of our theory is the so-called Kirchhoff Laplacian ∆, i.e., the operator acting as
second derivative on the space of edgewise smooth functions that satisfy continuity condition across each
vertex while their normal derivatives sum up to zero about each vertex (Kirchhoff condition). We refer to
Section 2 for a precise definition.
The explicit construction of semigroups generated by Schro¨dinger and polyharmonic operators is stated
in Theorem 1 and presented in Section 3.3. We then show in Theorem 2 that the above semigroups are
also ultracontractive from which we conclude that the spectrum of Schro¨dinger operators is independent
of p ∈ [1,∞) and coincides with the spectrum on C0(G) and BUC(G), cf. Theorem 3 and Corollary 4.2.
In this article, we connect this explicit construction with the Lp-invariance properties of the spectrum
of the generator investigated by Voigt and his co-authors in [SV96, HV86, HV87, HV94]. We extend the
results for Schro¨dinger semigroups on Rd to metric graphs and are able to conclude essentially from the
spectral invariance a variety of semigroup properties – including contractivity (Proposition 5.1), positivity
(Proposition 5.3), analyticity (Theorem 4), the asymptotic behavior (Corollary 5.7) and the (strong) Feller
property (Corollary 5.4) – for the semigroup.
A reduction principle connecting the eigenvalues of the Kirchhoff Laplacian on a finite metric graph to
those of the normalized discrete Laplacian on the underlying combinatorial graph was first observed by von
Below in [Bel85]. His results were extended to the different parts of the spectrum of more general operators
on possibly infinite graphs, beginning with [Cat97]; we refer to [Pan12, LP16] and references therein for
later refinements of Cattaneo’s results. In Section 6 we prove that this spectral correspondence between
combinatorial and metric graphs carries over to general Schro¨dinger operators and can be extended to
general Lp-spaces and certain spaces of continuous functions on the one hand and specific discrete spaces.
These results are summarized in Theorem 5.
In Section 7 we then show that we are also able, at least in the case of the Laplacian on equilateral
metric graph, to identify the continuous spectrum with the continuous spectrum of the discrete Laplacian
on the vertices.
It should be mentioned that Exner, Kostenko, Malamud, and their co-authors have proved interesting
connections between the Laplacian with δ-interactions on possibly non-equilateral metric graphs and a
certain generalized discrete Laplacian on the underlying combinatorial graph [KMNE17, EKMN18, KN19]
– remarkably, not only at a spectral level, but also concerning parabolic properties: for instance, ultra-
contractivity of the semigroup generated by the former operator is equivalent to ultracontractivity of the
semigroup generated by the latter, with equal dimension.
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Sections 8 and 9 contain applications of our results. In Section 8 we construct a Feller process on metric
graphs associated with the Laplacian as its generator, which can be interpreted as a Brownian motion on
metric graphs, thus extending the construction carried out on finite graphs in [KPS12]. We also derive a
Feynman–Kac formula in Prop. 8.2 and obtain pointwise heat kernel estimates in Theorem 6. In Section
9, we study the properties of a parabolic Anderson model (parabolic equation with random Schro¨dinger
operator as its generator) on metric graphs.
Outline of article.
• Definition of Kirchhoff-Laplacian, Sec. 2.
• Explicit construction of heat semigroup, Sec. 3.
• Spectral independence and Schro¨dinger semigroups, Sec. 4.
• Properties of Schro¨dinger semigroups, Sec. 5.
• Point spectrum of Schro¨dinger operators, Sec. 6.
• Continuous spectrum of the Kirchhoff-Laplacian, Sec. 7.
• Markov semigroup and Brownian motion on metric graphs, Sec. 8.
• Parabolic Anderson model on metric graphs, Sec. 9.
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Assumptions & Notation.
The metric graph. Let G = (V, E) be a countable oriented connected locally finite (i.e. the degree of
every vertex is finite) graph without self-loops. Here V is the vertex set and E the set of edges. The length
of all edges e ∈ E is constrained uniformly from above and below by constants `↓ and `↑
0 < `↓ ≤ |e| ≤ `↑ <∞.
We define Ev to be the set of edges adjacent to a vertex v. Moreover, we assume that G is oriented such
that every edge e gets assigned an initial i(e) and terminal vertex t(e). The cardinality of a vertex v is
defined as dv := |Ev| and we assume G to be uniformly locally finite, i.e., d∗v := supv∈V dv <∞.
We can, without loss of generality, identify all edges e with intervals (0, |e|) such that G becomes naturally
a metric space. For a graph with edges e ∈ E we define the union of edges with either orientation, i.e., ±e
where initial and terminal vertex are interchanged, by G˜. For e′ ∈ E(G˜) we define e := |e′| with e ∈ E to be
the unique edge that either satisfies e = e′ or e = −e′.
A path P alongm ∈ N0 edges is a finite sequence of edges (e0, ..., em) ⊂ E(G˜)m+1 such that t(ej) = i(ej+1)
for each 0 ≤ j ≤ m− 1. We also define the set of paths along m ∈ N0-many edges between edges e and e′
by Pe,e′(m). The length of such a path is defined as |P | :=
∑m−1
i=0 |ei|.
We assume that there is a non-zero conductivity c(e) associated with every edge e ∈ E(G). For the same
edge with opposite orientation, −e, we set c(−e) := c(e). As the conductivity of a vertex v, we define
c(v) :=
∑
e∈Ev c(e) which is the sum of all conductivities of adjacent edges.
When analyzing general graphs of the above type in this article satisfying the preceding assumptions,
we sometimes have to impose the following assumption on the growth of the graph and conductivities in
parts of Sections 4 and 5 to conclude spectral equivalence.
Assumption 1 (Growth condition-General graphs). We assume that there are two constants k↓, k↑ such
that all conductivities satisfy k↓ ≤ c(e) ≤ k↑. Moreover, the number of edges is supposed to grow only
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sub-exponentially, i.e. let k(r) be the number of edges contained in a ball or radius r with respect to a fixed
reference vertex of the graph, then for all ε > 0 we have k(r)/eεr = o(1) as r →∞.
Mathematical notations.. Br(x) is the ball of radius r centered at x.
For p ∈ [1,∞), we consider the Lp-spaces with measure dc := ∏e∈E(G) c(e) dλe where λe is the standard
Lebesgue measure on some edge. The dual of Lp is then still Lq with p−1 + q−1 = 1 for p ∈ [1,∞) and
q ∈ (1,∞] due to the dual pairing
(u, v)Lp×Lq =
∫
G
u(x)v(x) dc(x).
Instead of writing dc(x), we will usually just write dx in the sequel.
Analogously, the discrete `p-spaces on the vertex set V(G) are given by
`p(V(G)) :=
z : V(G)→ C; ‖z‖`p :=
 ∑
v∈V(G)
|z(v)|pc(v)
1/p <∞

with dual pairing (u,w)`p×`q :=
∑
v∈V(G) c(v)
(
u(v)w(v)
)
. We write C(G) for the space of continuous
functions on the graph (requiring continuity also at the vertices). The spaces of discrete and continuous
functions
c0(V(G)), `∞(V(G)) and C0(G), BUC(G), L∞(G)
are defined with the standard (i.e., unweighted) supremum norm using the metric structure of the graph
and do not depend on conductivities.
As usual, `∞ can be identified with the double-dual of c0 and the dual space of `1. Moreover, both C0
and BUC are closed subspaces of L∞.
Here, C0 is the space of functions vanishing at infinity and BUC is the space of bounded uniformly
continuous functions.
We denote the point spectrum of an operator T by σp(T ) := {λ ∈ C : ker(T − λ) 6= {0}} and the
continuous spectrum by
σc(T ) := {λ ∈ C : T − λ is not bijective, but has dense range and is injective}.
We can view E(G) as the collection of edges (without vertices), where E(G) is naturally identified as a
smooth disconnected Riemannian manifold.
The space of distributions D ′(E(G)) := ⊕e∈E(G)D ′(e) on E(G) is the space of linear forms on C∞c (E(G))
such that for every compact set K b E(G) there are C > 0 and k ∈ N such that |u(ϕ)| ≤ C∑|α|≤k ‖ϕ(α)‖∞
for all ϕ ∈ C∞c (K). In particular, we can define the locally convex space E (E(G)), the set of C∞(E(G))
functions with the topology defined by seminorms ϕ 7→∑α≤k supx∈KbE(G) |ϕ(α)(x)|, where K ranges over
all compact subsets of E(G) and k over all integers.
The dual space E ′(E(G)) is the space of compactly supported distributions on E(G) that are of finite
order. In fact, take ν ∈ E ′(E(G)), then standard results on locally convex spaces imply that there are
C > 0, k ∈ N and K b E(G) such that |ν(ϕ)| ≤ C∑α≤k supx∈KbE(G) |ϕ(α)(x)| ∀ϕ ∈ C∞(E(G)). It is
then obvious that if supp(ϕ) ⊂ E(G)\K then ν(ϕ) = 0, i.e., the support of ν is contained in K and the
order of ν does not exceed k.
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Form ∈ Z, we define the Sobolev spacesHm(G) as the Hilbert space direct sumHm(G) := ⊕e∈E(G)Hm(e).
We define the function spaces Hmcomp(G) :=
⋃
A⊂E(G):|A|<∞H
m(A) equipped with the inductive limit topol-
ogy and spaces
Hmloc(G) := {u ∈ D ′(E(G));∀ϕ ∈ C∞c (E(G)) : ϕu ∈ Hm(G)} .
The topology on space Hmloc(G) is generated by seminorms pϕ(u) := ‖ϕu‖Hm(G) for ϕ ∈ C∞c (E(G)). We
then have the continuous inclusions, if we again consider spaces with their inductive limit topologies,⋂
m∈ZH
m
loc(G) ↪→ E (E(G)) and E ′(E(G)) ↪→
⋃
m∈ZH
m
comp(G).
2. Definition of the Kirchhoff-Laplacian
In this preliminary section, we introduce the central object of this article, the Kirchhoff-Laplacian ∆ on
various function spaces that we will analyze more thoroughly in this article.
We consider a collection (c(e))e∈E(G) of conductivities. The conductivities enter in the Kirchhoff bound-
ary conditions1, ∑
e∈Ev(G)
∂ue
∂ne
(v) = 0, (2.1)
that we impose at every v ∈ V(G). In this condition, both the orientation of the graph and the conductivities
enter
∂ue
∂ne
(v) :=
limh→0+ c(e)(ue(h)− ue(0))/h if v = i(e),−limh→0+c(e)(ue(1− h)− ue(1))/h if v = t(e).
We define the domain of the operator ∆ on either Xc = C0(G), Xc = BUC(G) or Xc = Lp(G) with
p ∈ [1,∞) by
D(∆X) :=
{
u ∈ Xc : Hu ∈ Xc, u ∈ C(G), u satisfies (2.1)
}
and (∆Xu)e := u
′′
e ; (2.2)
that is, at each vertex elements u of D(∆X) satisfy so-called natural (or standard) conditions: continuity
along the vertices for u and Kirchhoff condition on the normal derivative. Furthermore, powers ∆mX are
then iteratively defined on D(∆m+1X ) := {u ∈ D(∆mX); ∆u ∈ D(∆X)}. This means that all odd derivatives
are required to satisfy a Kirchhoff condition and all even ones a continuity condition at the vertices.
The operator ∆L2 is a self-adjoint operator on L
2 [Cat97]. Moreover, for general spaces X as above,
the operator ∆X is closed with the choice of domain (2.2) as the following Lemma shows:
Lemma 2.1. The domain D(∆X) is dense in Xc and the operator −(−∆X)m is closed on D((−∆X)m)
with respect to the graph norm ‖f‖∆p := ‖(‖f‖Lp , ‖(−∆)mf‖Lp)‖`p with the respective p ∈ [1,∞) for spaces
Xc = L
p(G) and p =∞ for Xc = C0(G) and Xc = BUC(G).
Proof. We start by defining Banach spaces X
(2)
c
C20 (G) :=
{
(fe)e∈E(G); fe ∈ C2[0, |e|]; (‖fe‖C2[0,|e|])e ∈ c0(E(G))
}
,
W 2,p(G) := {(fe)e∈E(G); fe ∈W 2,p[0, |e|]; (‖fe‖W 2,p[0,|e|])e ∈ `p(E(G))}
BUC2(G) := {(fe)e∈E(G); fe ∈ C2[0, |e|]; (‖fe‖C2[0,|e|])e ∈ `∞(E(G)), and
∀ε > 0 ∃δ > 0 ∀x, y ∈ (0, |e|) ∀e ∈ E(G) :
|x− y| ≤ δ ⇒ |fe(x)− fe(y)|, |f ′′e (x)− f ′′e (y)| ≤ ε
}
.
(2.3)
1sometimes also called Neumann conditions
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That the above spaces are Banach spaces with respect to the graph norm
‖f‖∆p := ‖(‖f‖Lp , ‖∆f‖Lp)‖`p
follows easily from the Cauchy–Schwarz and Gagliardo–Nirenberg interpolation inequality
‖f ′‖pLp =
∑
e∈E(G)
c(e)‖f ′‖pLp(e) .
∑
e∈E(G)
c(e)
(
‖f‖
p
2
Lp(e)‖∆f‖
p
2
Lp(e) + ‖f‖pLp(e)
)
.
√ ∑
e∈E(G)
c(e)‖f‖pLp(e)
√ ∑
e∈E(G)
c(e)‖∆f‖pLp(e) +
∑
e∈E(G)
c(e)‖f‖pLp(e)
= ‖f‖p/2Lp ‖∆f‖p/2Lp + ‖f‖pLp .
We then introduce functionals Fv for vertices v ∈ V(G) and Ge,e′ for adjacent edges e, e′ ∈ Ev(G) by
Fv : X
(2)
c 3 f 7→
∑
e∈Ev(G)
∂fe
∂ne
(v) and Ge,e′ : X
(2)
c 3 f 7→ fe(v)− fe′(v). (2.4)
Thus, let X
(2)
c be any of the spaces in (2.3), then we can define
D(∆X) := X
(2)
c ∩
⋂
v∈V(G)
ker(Fv) ∩
⋂
e,e′∈E(G);e∩e′={v}
ker(Ge,e′).
The operators ∆X are closed since functionals (2.4) are continuous as maps from X
(2)
c to R. The domain
D(∆X) is dense in Xc as it contains C
∞
c (G). In the case of Xc = BUC(G) 3 f , it suffices to subdivide for
every εn = 1/n each edge into intervals [xi, yi] of sizes between δn/2 and δn such that |x− y| ≤ δn implies
|f(x)− f(y)| ≤ εn. On each of these intervals, we can then choose a function g interpolating between f(xi)
and f(yi) such that g
′(xi) = g′′(xi) = g′(yi) = g′′(yi) = 0 and g ∈ D(∆BUC(G)). 
3. Convolutions on metric graphs and explicit construction of heat semigroup
In this section, we develop a general framework to naturally extend to metric graphs a class of convolution
semigroups on the real line R, with sufficiently rapidly decaying integral kernels, to semigroups on G,
building on ideas from [Rot83, Cat98]. To this aim, we start by defining transfer coefficients:
Definition 3.1 (Transfer coefficients). For two edges e, e′ ∈ E(G˜) we define the transfer coefficient
Te,e′ : =
(
2 c(e)c(t(e)) − δe,−e′
)
δt(e),i(e′) =

2 c(e)c(t(e)) , if t(e) = i(e
′), e′ 6= −e,
2 c(e)c(t(e)) − 1, if t(e) = i(e′), e′ = −e, and
0, otherwise.
For each path P = (e0, .., em) we denote by TP the product of transfer coefficients along that path TP :=∏m−1
j=0 Tej ,ej+1 .
We now turn to the construction of the integral kernel on the graph and consider intervals Im := [m`↓,∞)
for integers m ∈ N0. Then we can define a weighted L1-norm
‖f‖L1 :=
∑
m∈N0
3m‖f‖L1(Im) (3.1)
on the Banach space L1 of even functions for which the above sum is finite
L1 := {f ∈ L1(R); f(−•) = f(•) and ‖f‖L1 <∞} .
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We consider exponential scaling in the definition of L1 due to the –in general– exponential scaling in
the number of paths a graph admits. This, we illustrate with the following simple example:
Example 3.2 (Paths on Z). We consider a graph G with edges {(n, n+ 1);n ∈ Z} and vertices V(G) = Z.
• If the conductivities are constant c(n,n+1) = c(n+1,n+2) for all n ∈ Z, the transfer coefficients
are T(n,n+1),(n+1,n+2) = 1 and T(n,n+1),(n,n+1) = 0 since there is full transmission and no back-
scattering at the vertices. This implies that there is only a single path from the edge e := (n, n+ 1)
to e′ := (n+ k, n+ (k + 1)).
• If the conductivities are not all the same then there are in general paths of length 2m + k from e
to e′ for any integer m ≥ 0. Thus, the total number of such paths of length 2m+ k is (2m+km ) and
scales exponentially in m (Stirling’s formula).
Lemma 3.3. The Banach space L1 is a Banach algebra with respect to the standard convolution on R.
Proof. We have from an immediate computation with φn := ‖f‖L1[n`↓,(n+1)`↓] and γn := ‖g‖L1[n`↓,(n+1)`↓]
∫ (m+1)`↓
m`↓
|(f ∗ g)(t)| dt ≤
∫ (m+1)`↓
m`↓
∑
n∈Z
∫ (n+1)`↓
n`↓
|f(s)||g(t− s)| ds dt
≤
∑
n∈Z
φn
(
γm−(n+1) + γm−n
)
.
This implies that
‖f ∗ g‖L1 ≤
∑
m∈N0,n∈Z
3mφnγm−(n+1) +
∑
m∈N0,n∈Z
3mφnγm−n
≤ 3
∑
m∈N0,n∈Z
3|n|φn3|m−(n+1)|γm−(n+1) +
∑
m∈N0,n∈Z
3|n|φn3|m−n|γm−n
≤ 6‖f‖L1‖g‖L1 + 2‖f‖L1‖g‖L1 = 2(3 + 1)‖f‖L1‖g‖L1 .
This concludes the proof. 
In the following, we parametrize points of the metric graph G by tuples (e, ξ) where e ∈ E(G) and
ξ ∈ [0, |e|], with endpoints suitably identified to mirror the graph’s connectivity, see [Mug]. For P ∈ Pe,e′(m)
with P = (e0, .., em) and both e0 = e and em = e
′, we then have that c(e0)−1TP = c(em)−1T−P where
−P = (−em,−em−1, ...,−e0) is the inverted path.
We can now extend integral kernels f ∈ L1 -of convolution type- on R to integral kernels Kf on products
of graphs G :
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Definition 3.4 (Integral kernel on G). For functions f ∈ L1 we then define an integral kernel Kf on G×G
by the sum Kf := K
(1)
f +K
(2)
f , where K
(1)
f := K
(1a)
f +K
(1b)
f and K
(2)
f := K
(2a)
f +K
(2b)
f are defined by
K
(1a)
f ((e, ξ), (e
′, ξ′)) := c(e)−1
(
δe,e′f(ξ
′ − ξ) +
∑
m∈N
∑
P∈Pe,e′ (m)
TP f(ξ′ + |P | − ξ)
)
K
(1b)
f ((e, ξ), (e
′, ξ′)) := c(e)−1
∑
m∈N
∑
P∈Pe,−e′ (m)
TP f(|e′| − ξ′ + |P | − ξ)
K
(2a)
f ((e, ξ), (e
′, ξ′)) := c(e)−1
∑
m∈N
∑
P∈P−e,e′ (m)
TP f(ξ′ + |P | − (|e| − ξ))
K
(2b)
f ((e, ξ), (e
′, ξ′)) := c(e)−1
∑
m∈N
∑
P∈P−e,−e′ (m)
TP f(|e′| − ξ′ + |P | − (|e| − ξ))
(3.2)
where |P | is the length of path P.
Remark 3.5. The four sums above appear by considering paths between points (e, ξ), (e′, ξ′), where each
point on the graph can be represented using either possible orientation of edges ±e,±e′ on the graph .
Let us first note that the total kernel Kf we defined is symmetric. This follows directly, since we can
revert the orientation of all paths P appearing in the above sums. This implies that local (edge-wise)
coordinates change from ξ to |e| − ξ and analogously for e′. If we then use that c(e)−1TP = c(e′)−1T−P it
follows immediately from (3.2) that Kf is symmetric when all these operations are jointly executed.
The kernel Kf on the graph is such that it coincides with the kernel on individual edges and takes
scattering at the vertices into account when linking different edges together.
This allows us to define a convolution for f ∈ L1, suitable (to be specified later) functions u on G, and
x ∈ G as
(f ∗G u)(x) :=
∫
G
Kf (x, y)u(y) dy (3.3)
satisfying the associative property, see Lemma C.1, for f, g ∈ L1
(f ∗G (g ∗G u))(x) = ((f ∗ g) ∗G u)(x).
Definition 3.6 (Convolution semigroup on G). To extend the definition of a convolution semigroup on R
with kernel kt ∈ L1, for t > 0, to the graph G, we make the Ansatz
(Ttf)(x)
!
=
∫
G
Kkt(x, y)f(y) dy, x ∈ G. (3.4)
If the choice of kernel kt is clear, we may just write Kt.
3.1. Convergence properties of convolution semigroups. To analyze the semigroup (3.4), we now
introduce operators
(E(ν)e f)(e
′, ξ) := K(ν)f ((e, 0), (e
′, ξ)), e ∈ E(G), (e′, ξ) ∈ G, ν ∈ {1a, 1b, 1, 2a, 2b, 2}.
To link the function Eef(e
′, ξ′) = Kf ((e, 0), (e′, ξ′)) to the kernel Kf ((e, ξ), (e′, ξ′)) in the subsequent
Lemma, we define the shift operator (τξf)(x) := f(x− ξ). Then the shift R 3 s 7→ τsf = f(• − s) ∈ L1 is
continuous with ‖τs‖L(L1) ≤ κ for all s ∈ [−`↑, `↑] and some κ > 0.
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Lemma 3.7 (L1-L∞ estimate). For u ∈ L∞(G) and f ∈ L1 we have
sup
x∈G
∫
G
|Kf (x, y)u(y)| dy . κ‖f‖L1‖u‖L∞ .
In particular, for all e ∈ E(G) the operator Ee defines a continuous operator Ee ∈ L(L1, L1(G)) with bound
‖Eef‖L1 . κ‖f‖L1 independent of e.
Proof. The statement follows directly by applying (B.3) to (3.2), substituting the argument of f in (3.2)
as the new integration variable, such that∫
G
|Kf (x, y)u(y)| dy . κ
c(e)
∑
m∈N0
e′∈E(G)
P∈Pe,e′ (m)
c(e′)|TP |‖f‖L1(Im)‖u‖L∞
. κ
∑
m∈N0
3m‖f‖L1(Im)‖u‖L∞ = κ‖f‖L1‖u‖L∞ .
This concludes the proof. 
Lemma 3.8. Let f ∈ L1. The linear convolution maps, on spaces of continuous functions, f∗G : L∞(G)→
BUC(G) and f∗G : C0(G) → C0(G) are bounded. In addition, the convolution f∗G : Lp(G) → Lp(G) is a
bounded map satisfying
‖f ∗G u‖Lp(G) ≤ (κ‖f‖L1)‖u‖Lp(G) for all p ∈ [1,∞].
Proof. The continuity of the shift is immediate if we assume that f ∈ Cc(R). We therefore start by showing
that the convolution is uniformly continuous: For η, η′ ∈ [0, |e|] with |η−η′| ≤ min{δ, `↓}, where δ is chosen
such that ‖(τη − τη′)f‖L1 + ‖(τ−η − τ−η′)f‖L1 ≤ ε, and Lemma 3.7
|(f ∗G u)(η, e)− (f ∗G u)(η′, e)|
=
∣∣∣∣∣∣
∑
e′∈E(G˜)
c(e′)
∫ |e′|
0
(
E(1)e (τηf)(ξ, e
′)− E(1)e (τη′f)(ξ, e′)
)
u(ξ, e′) dξ
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
e′∈E(G˜)
c(e′)
∫ |e′|
0
(
E(2)e (τ−ηf)(ξ, e
′)− E(2)e (τ−η′f)(ξ, e′)
)
u(ξ, e′) dξ
∣∣∣∣∣∣
≤
∥∥∥E(1)e (τηf)− E(1)e (τη′f)∥∥∥
1
‖u‖∞ +
∥∥∥E(2)e (τ−ηf)− E(2)e (τ−η′f)∥∥∥
1
‖u‖∞
≤ (‖(τη − τη′)f‖L1 + ‖(τ−η − τ−η′)f‖L1) ‖u‖∞ ≤ ε‖u‖∞.
The result then follows since Cc(R) is dense in L1. To study the map on C0(G), it suffices to use the
density of Cc(R) in L1 and of Cc(G) in C0(G). This immediately implies that f∗G maps C0(G) into C0(G)
by Lemma 3.7.
It remains therefore to show Lp-boundedness:
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To show boundedness on Lp(G)-spaces that satisfy p < ∞, we use that for p−1 + q−1 = 1 by Ho¨lder’s
inequality, Lemma 3.7, and the symmetry of the integral kernel∫
G
|Kf ((e′, ξ′), (e, ξ))||u(e, ξ)| dλc(e, ξ)
=
∫
G
|Kf ((e′, ξ′), x)|1/q(|Kf ((e′, ξ′), x)||u(x)|p)1/p dx
≤ ‖Kf ((e′, ξ′), •)‖1/q1
(∫
G
|Kf ((e′, ξ′), x)||u(x)|p dx
)1/p
. (κ‖f‖L1)1/q
(∫
G
|Kf ((e, ξ), x)||u(x)|p dx
)1/p
.
Hence, we get, using again Lemma 3.7
‖f ∗G u‖pp . (κ‖f‖L1)p/q
∫
G
∫
G
|Kf (x, y)||u(x)|p dx dy
. (κ‖f‖L1)p/q
∫
G
‖Ee(τ−ξf)‖1|u(e, ξ)|pdλc(e, ξ)
. (κ‖f‖L1)p/qκ‖f‖L1‖u‖pp ≤ (κ‖f‖L1)p‖u‖pp.
This concludes the proof. 
Lemma 3.9. Let t 7→ kt ∈ L1 be a differentiable function with ∂kt∂t ∈ L1, such that for all time t > 0 we have∫
R kt = const and
∫
G K ∂kt∂t (x, y) dy = 0. Assume that for every ε > 0 we have limt↓0
∑
m∈N0 3
m‖kt‖L1(Im\[0,ε)) =
0 and there exists a function gε ∈ L1 with |kt(x)| ≤ gε(x) for all x ∈ R\(−ε, ε) and sufficiently small times.
Then, it follows that for every x ∈ G on the interior of an edge∫
G
Kkt(x, y) dy = const .
Proof. Let x = (e, ξ) be a point in the interior of e then by assumption there is αx =
1
2 min{d(x, i(e)), d(x, t(e))} >
0 such that Gx := G\{x− αx, x+ αx}
lim
t↓0
∫
Gx
Kkt(x, y) dy = 0 and lim
t↓0
∫
{x−αx,x+αx}
Kkt(x, y) dy = lim
t↓0
∫
R
kt(s) ds = const .
We then observe that by the dominated convergence theorem
∂
∂t
∫
G
Kkt(x, y) dy =
∫
G
K ∂kt
∂t
(x, y) dy = 0.
Thus, it follows that
∫
G Kt(x, y) dy =
∫
R kt(s) ds = const . 
We proceed with a result on approximate identities on metric graphs G that will allow us to show strong
continuity of C0-semigroups.
Lemma 3.10. Consider a kernel kt as in Lemma 3.9. Then, we obtain the following strong limits for the
semigroup defined by Ttu := kt ∗G u
lim
t↓0
‖kt ∗G u− u‖∞ = 0 for all u ∈ C0(G), BUC(G) and
lim
t↓0
‖kt ∗G u− u‖p = 0, for all u ∈ Lp(G), p ∈ [1,∞).
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Proof. The dominated convergence theorem implies the existence of the following limit
lim
t↓0
sup
ξ′∈[0,`↓]
∞∑
m=2
3m
∫ `↓
0
|kt(ξ′ +m`↓ − ξ)| dξ = 0. (3.5)
To simplify the notation, we write the kernel Kkt for x ∈ e and y ∈ e′ as
Kkt(x, y) :=c(e)
−1
(
kt(x− y)δe,e′ +
∑
m∈N
P∈Pe,e′ (m)
TP kt (|x− t(±e)|+ |P |+ |y − i(±e′)|)
)
where the summation is also over all four possible orientation of the initial and terminal edges.
We then start by showing the uniform convergence for u ∈ BUC(G), which also implies the result for
C0(G). Using the uniform limit (3.5), we find that
|(kt ∗G u)(ξ, e)− u(ξ, e)| ≤
∫ |e|
0
|kt(ξ − ξ′)||u(ξ′, e)− u(ξ, e)| dξ′ +
∑
m∈N
e′∈E(G)
P∈Pe,e′ (m)
c(e′)|TP |
c(e)
×
∫ |e′|
0
|kt (|(ξ, e)− t(±e)|+ |P | − |e|+ |(ξ′, e′)− i(±e′)|) | |u(ξ′, e′)− u(ξ, e)| dξ′
≤
∫ |e|
0
|kt(ξ − ξ′)||u(ξ′, e)− u(ξ, e)|dξ′ + 2‖u‖∞ε+
∑
e′∈E(G)
P∈Pe,e′ (1)
c(e′)|TP |
c(e)
×
∫ |e′|
0
|kt (|(ξ, e)− t(±e)|+ |P | − |e|+ |(ξ′, e′)− i(±e′)|) | |u(ξ′, e′)− u(ξ, e)| dξ′
for all t ∈ (0, t0) sufficiently small and (ξ, e′) ∈ G.
We then split the integral in the second-to-last line above into an integral over a set Iδ := (ξ− δ, ξ+ δ)∩
(0, |e|) and its relative complement ICδ := (ξ−δ, ξ+δ)C ∩(0, |e|). We see that for ξ ∈ ICδ , the integral in the
second-to-last line, and the integral in the last line are small in virtue of the limit limt↓0
∫
R\(−δ,δ) |kt(y)| dy =
0. If ξ ∈ Iδ, then |u(ξ′, e)− u(ξ, e)| is small by the uniform continuity of u. Hence, we have shown that
lim sup
t↓0
‖kt ∗G u− u‖∞ = 0. (3.6)
To show general Lp convergence, we start by showing L1 convergence, first. It suffices by Lemma 3.8
to show by density the convergence for u ∈ Cc(G) and thus we now fix R > 0 large enough, such that
u(x) := 0 for d(x, o) ≥ R where o is a fixed reference point of G. Then we first consider x = (ξ, e) with
d(x, o) > 2R. It follows that the expression for the convolution reduces to
(kt ∗G u)(x) =
∑
m≥2
e′∈E(BR+`↑ (o))
P∈Pe,e′ (m)
c(e′)
c(e)
TP
∫ |e′|
0
kt(ξ
′ + |P | − ξ)u(ξ′, e′) dξ′
where BR+`↑(o) is the ball with respect to the graph metric.
This implies that for any small ε > 0 we have for t small enough that |(kt∗Gu)(x)−u(x)| = |(kt∗Gu)(x)| ≤
ε by (3.5) for x satisfying d(x, o) ≥ 2R.
On the other hand, for x satisfying d(x, o) ≤ 2R the convergence is uniform by (3.6) and thus also in
L1.
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For functions g ∈ L1 ∩L∞ we have ‖g‖p ≤ ‖g‖1/p1 ‖g‖(p−1)/p∞ . Applying this to g = u−kt ∗G u, and using
the convergence in both L1-norm and L∞-norm, we conclude convergence in Lp-norm for any intermediate
exponent p ∈ (1,∞), whence the claim. Thus, let p < ∞, u ∈ Lp and ε > 0 small. Choose v ∈ Cc such
that ‖u− v‖p < ε. Then by (3.5) and by Lemma 3.8
lim sup
t↓0
‖kt ∗G u− u‖p ≤ lim sup
t↓0
[‖kt ∗G v − v‖p + ‖kt ∗G (u− v)‖p] + ‖u− v‖p
≤ (C + 1)‖u− v‖p ≤ (C + 1)ε.
This concludes the proof. 
3.2. Boundary conditions for convolutions on graphs. We now show that the convolution, intro-
duced in (3.3), is compatible with the boundary conditions introduced in Section 2, i.e., the convolution is
continuous at the vertices and its derivative satisfies the natural condition (2.1) at the vertices.
Lemma 3.11. Let f ∈ L1 then it follows that for any u ∈ BUC(G)
f ∗G u is continuous at the vertices .
Let f ∈ L1 be differentiable such that |f ′| ∈ L1 then it follows that for any u ∈ BUC(G)
f ′ ∗G u satisfies a Kirchhoff condition at the vertices .
Proof. To start with the continuity conditions, we fix an edge e, then the kernel K(1), defined in (3.2),
yields using Def. 3.1
K
(1)
f ((e, ξ), (e
′, 0)) := c(e)−1
(
δe,e′f(ξ) +
∑
m∈N
( ∑
P∈Pe,e′ (m)
TP f(|P | − ξ)
+
∑
P∈Pe,−e′ (m)
TP f(|e′|+ |P | − ξ)
))
= c(e)−1
(
δe,e′f(ξ) + Te,e′f(|e| − ξ) +
∑
m∈N
( ∑
e′′∈t−1(i(e′))
P∈Pe,e′′ (m)
TP
(
2c(e′′)
c(i(e′))
− δe′′,−e′
)
f(|e′′|+ |P | − ξ) +
∑
P∈Pe,−e′ (m)
TP f(|e′|+ |P | − ξ)
))
= c(e)−1
(
δe,e′f(ξ) + Te,e′f(|e| − ξ) +
∑
m∈N
e′′∈t−1(i(e′))
P∈Pe,e′′ (m)
TP
2c(e′′)
c(i(e′))
f(|e′′|+ |P | − ξ)
)
.
(3.7)
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By an analogous computation, we find for the remaining part of the kernel in (3.2)
K
(2)
f ((e, ξ), (e
′, 0)) := c(e)−1
(
T−e,e′f(ξ) +
∑
m∈N
P∈P−e,−e′ (m)
TP f(|e′|+ |P | − (|e| − ξ))
+
∑
m∈N
e′′∈t−1(i(e′))
P∈P−e,e′′ (m)
TP
(
2c(e′′)
c(i(e′))
− δe′′,−e′
)
f(|e′′|+ |P | − (|e| − ξ))
)
= c(e)−1
( ∑
e′′∈t−1(i(e′))
P∈P−e,e′′ (m)
TP
2c(e′′)
c(i(e′))
f(|e′′|+ |P | − (|e| − ξ)) + T−e,e′f(ξ)
)
.
(3.8)
To see that this representation implies continuity at vertices, we introduce coefficients, that only depend
on the terminal vertex v ∈ V but not(!) on the adjacent edge
(α0(e, i(e))f) (ξ) =
2c(e)
c(i(e))
f(ξ) and (α0(e, t(e))f) (ξ) =
2c(e)
c(t(e))
f(|e| − ξ)
and otherwise for m ∈ N
(αm(e, v)f) (ξ) := 2
∑
e′′∈t−1{v}
P∈Pe,e′′ (m)
TP
c(e′′)
c(v)
f(|P |+ |e′′| − ξ)
+ 2
∑
e′′∈t−1{v}
P∈P−e,e′′ (m)
TP
c(e′′)
c(v)
f(|e′′|+ |P | − (|e| − ξ)).
From (3.7) and (3.8) and an analogous calculation for terminal vertices, we find that
Kf ((e, ξ), v) = c(e)
−1 ∑
m∈N0
(αm(e, v)f)(ξ).
To derive the natural condition at the vertices, we find for derivatives of K
(1)
f and K
(2)
f in (3.2) and
some fixed edge e, using that since f is an even function, its derivative is an odd function
d
dξ′
∣∣∣
ξ′=0
K
(1)
f ((e, ξ), (e
′, ξ′)) := c(e)−1
(
− δe,e′f ′(ξ)
+
∑
m∈N
( ∑
P∈Pe,e′ (m)
TP f ′(|P | − ξ)−
∑
P∈Pe,−e′ (m)
TP f ′(|e′|+ |P | − ξ)
))
= c(e)−1
(
− δe,e′f ′(ξ) + Te,e′f ′(|e| − ξ)
+ 2
∑
m∈N
e′′∈t−1(i(e′))
P∈Pe,e′′ (m)
TP
(
c(e′′)
c(i(e′))
− δe′′,−e′
)
f ′(|e′′|+ |P | − ξ)
)
.
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Similarly, we find that
d
dξ′
∣∣∣
ξ′=0
K
(2)
f ((e, ξ), (e
′, ξ′)) := c(e)−1
( ∑
m∈N
e′′∈t−1(i(e′))
P∈P−e,e′′ (m)
TP
(
2c(e′′)
c(i(e′))
− δe′′,−e′
)
×
f ′(|e′′|+ |P | − (|e| − ξ)) + T−e,e′f ′(ξ) +
∑
m∈N
P∈P−e,−e′ (m)
TP f ′(|e′|+ |P | − (|e| − ξ))
)
= c(e)−1
(
2
∑
m∈N
e′′∈t−1(i(e′))
P∈P−e,e′′ (m)
TP
(
c(e′′)
c(i(e′))
− δe′′,−e′
)
f ′(|e′′|+ |P | − (|e| − ξ)) + T−e,e′f ′(ξ)
)
.
The study of directional derivatives at terminal ends is fully analogous.
From the identity ∑
e∈Ev
c(e)
(
c(e′)
c(v)
− δe′,−e
)
= c(e′)− c(e′) = 0,
we infer that ∑
e′∈Ei(e′)
c(e′)
∑
e′′∈t−1(i(e′))
P∈P−e,e′′ (m)
2TP
(
c(e′′)
c(i(e′))
− δe′′,−e′
)
= 0.
We then define for edges e′ ∈ E(G) with i(e) = i(e′) the quantity (β0(e, e′)f)(ξ) := 2
(
c(e)
c(t(e)) − δe,e′
)
f ′(ξ)
and for edges e′ ∈ E(G) with t(e) = i(e′) the expressions
(β0(e, e
′)f)(ξ) := 2
c(e)
c(t(e))
f ′(|e| − ξ).
Moreover, for m ≥ 1
(βm(e, e
′)f)(ξ) := 2
∑
m∈N
e′′∈t−1(i(e′))
P∈Pe,e′′ (m)
TP
(
c(e′′)
c(i(e′))
− δe′′,−e′
)
f ′(|e′′|+ |P | − ξ)
+ 2
∑
m∈N
e′′∈t−1(i(e′))
P∈P−e,e′′ (m)
TP
(
c(e′′)
c(i(e′))
− δe′′,−e′
)
f ′(|e′′|+ |P | − (|e| − ξ)).
It then follows that the convolution satisfies the Kirchhoff condition (2.1) due to∑
e′∈Ev
c(e′)
∂Kf ((e, ξ), (e
′, 0))
∂ne
= c(e)−1
∑
e′∈Ev
c(e′)(βm(e, e′)f)(ξ) = 0.
This concludes the proof. 
SCHRO¨DINGER AND POLYHARMONIC OPERATORS ON INFINITE GRAPHS 15
3.3. Convolution semigroups. Let us continue by studying the heat equation (or more generally a
convection-diffusion problem) as well as higher-order parabolic equations using our integral kernel frame-
work on infinite metric graphs. For equations
∂tu(t) = ∆u(t, x) + ξu(t, x) and ∂tv(t, x) = −(−∆)mv(t, x)
the solutions on R are given by convolutions u(t) = eξtht ∗ u0 and v(t) = kt ∗ v0. Here, ht is the standard
heat kernel on R given by ht(x) = e
− x2
4t
(4pit)1/2
and the kernel kt, see [Dav95a, p. 326], satisfies estimates
|kt(x, y)| ≤ c1t−1/(2m) exp
(
−c2 |x− y|
2m
2m−1
t1/(2m−1)
+ c3t
)
(3.9)
for some c1, c2, c3 > 0, cf. [BG13, Theorem 1] and [Dav95b].
Theorem 1. Let G be a metric graph and consider the convolution defined in (3.3) and the integral kernels
(ht)t>0 and (kt)t>0 defined in Section 3.3. Let also ξ ∈ C. Then the following assertions hold.
(1) The C0-semigroup (Ttf)(x) = e
ξt(ht ∗G f)(x)
∂tv(t, x) = ∆v(t, x) + ξv(t, x), v(0, x) = f(x)
on each of the following spaces:
• Lp(G), p ∈ [1,∞);
• C0(G);
• BUC(G).
(2) The C0-semigroup (Ttf)(x) = e
ξt(kt ∗G f)(x) satisfies the equation
∂tv(t, x) = −(−∆)mv(t, x) + ξv(t, x), v(0, x) = f(x)
on each of the following spaces:
• Lp(G), p ∈ [1,∞);
• C0(G);
• BUC(G).
Additionally, at the vertices v of G the function v(t) := Ttf satisfies in either case
• continuity conditions on (∆mv)(t, v), t > 0 and m ∈ N0;
• Kirchhoff (i.e., zero sum) conditions on ( ∂∂n∆mv)(t, v), t > 0 and m ∈ N0.
Proof. For the heat kernel it is obvious that ∆ht ∈ L1. The kernel kt is explicitly given, for some normal-
ization constant αm by the formula
kt(x) :=
αm
t1/2m
∫ ∞
0
e−s
2m
cos(xs/t1/2m) ds.
Differentiating this kernel in time shows that
∆mkt(x) :=
αm
t1/2m
∫ ∞
0
e−s
2m
s2m cos
(
xs
t1/2m
)
t
ds.
It then follows since kt is the Fourier transform of an entire function that is integrable on any slice R+iη for
η ∈ R, that kt decays faster than any exponential, i.e., for any b > 0 it follows that |∆mkt(x)| ≤ Cbe−b|x|.
This implies that also ∆mkt ∈ L1. In either case, this immediately implies that v(t, x) := Ttf(x) solves the
respective equation on the edges. That the solution satisfies the correct boundary conditions follows from
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the symmetry of the kernels ht, kt (even functions) and Lemma 3.11. More precisely, ∆
mht,∆
mkt are even
functions in L1 for all m ∈ N0 and thus the Lemma applies to every order. 
We will postpone the identification of the generator with (2.2) until Section 5 and, in particular, Propo-
sition 5.1 (heat semigroups) and Theorem 4 (higher order parabolic problems).
4. Spectral independence and Schro¨dinger semigroups
We start by analyzing mapping properties of Schro¨dinger semigroups. The ultracontractivity estimates
of the following subsection will also imply a crucial role in the proof of spectral independence in the
subsequent subsection.
4.1. Ultracontractivity and Schro¨dinger semigroups. We consider Schro¨dinger operators H = −∆+
V with potentials V ∈ L∞(G). We also introduce the operator H− = −∆ + V− where V− is the negative
part of V. Consider the Hilbert space L2(G) and the following closed symmetric form
τ(u, v) := 〈Hu, v〉L2 + c〈u, v〉L2
where c is such that τ is a positive form. We then define another form
τ−(u, v) := 〈H−u, v〉L2 + c〈u, v〉L2 .
Using that ∇|u| = sgn(u)∇u, we find for τ [u] := τ(u, u) that τ satisfies the first Beurling-Deny criterion
τ [|u|] ≤ τ [u], for u ∈ H1(G). Moreover, we have the domination of forms τ−(u, v) ≤ τ(u, v), for 0 ≤ u, v ∈
H1(G). Thus, we have ∣∣e−tHf ∣∣ ≤ e−tH− |f | for all t ≥ 0 and all f ∈ L2(G).
This implies that to study Lq-Lp smoothing of the Schro¨dinger semigroup (e−tHp)t≥0 it suffices to study
Tp(t) := e
−tHp− where the index p indicates the reference space Lp(G). To simplify the notation we will
just write H instead of H− and V instead of V− in the sequel. We will also write Tκp (t) := e
−t(−∆p+κV−)
for the semigroup generated by ∆p − κV− for some κ ∈ R.
Theorem 2 (Ultracontractivity). Let G be a metric graph. Then the following assertions hold.
(1) Let V ∈ L∞(G). Then the semigroup (T (t))t≥0 = (et(∆+V ))t≥0 consists of operators that are
bounded from Lq(G) to Lp(G) for all p ∈ [q,∞] and q ∈ [1,∞); we denote their realization in Lq(G)
by Tq(t).
If we additionally impose Assumption 1, then there exists M = M(q, p) > 0 such that
||Tq(t)f ||Lp ≤Mt− 12 (q−1−p−1)et‖V +‖∞ ||f ||Lq for all t > 0. (4.1)
(2) Let m ≥ 2. Then the semigroup (S(t))t≥0 = (e−t(−∆)m)t≥0 consists of operators that are bounded
from Lq(G) to Lp(G) for all p ∈ [q,∞] and q ∈ [1,∞); we denote their realization in Lq(G) by
Sq(t).
If we additionally impose Assumption 1, then there exists M = M(q, p) > 0 such that
||Sq(t)f ||Lp ≤Mt− 12m (q−1−p−1)||f ||Lq for all t > 0. (4.2)
Proof. We introduce the constant Ct :=
∥∥T 01 (t)∥∥L(L1,L∞) for t > 0. This quantity is finite as the integral
kernel (3.2) is uniformly bounded, which follows from (B.3) and the finiteness of the L1-norm. Let κ > 1
such that κ−1 + η−1 = 1 for some η ∈ N.
Since the negative part of the potential is relatively L1 zero-bounded, it follows that the Schro¨dinger
operator Hκ1 := −∆1 + κV generates a semigroup Tκ1 (t) on L1(G) such that for some M > 0 and ω ∈ R
we have ‖Tκ1 ‖L(L1) ≤Meωt.
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Let Ft(r) := T
rκ
2 (t) ∈ L(L2), then by [Kan10, Theo. 1.6.6] and positivity of T rκ2 (t/n) we have for
r ∈ [0, 1] ∣∣∣(eisκV tnT rκ2 (t/n))n f ∣∣∣ ≤ T rκ2 (t)|f |.
By the Trotter–Kato formula we have from taking the limit n→∞ in the above equation
∣∣∣T (r+is)κ2 (t)f ∣∣∣ ≤
T rκ2 (t)|f |. This implies that
‖Ft(is)f‖L∞ ≤ ‖Ft(0)|f |‖L∞ ≤ ‖Ft(0)‖L(L1,L∞) ‖f‖L1 and
‖Ft(1 + is)f‖L1 ≤ ‖Ft(1)|f |‖L1 ≤ ‖Ft(1)‖L(L1,L1) ‖f‖L1
such that
‖Ft(is)‖L(L1,L∞) ≤ ‖Ft(0)‖L(L1,L∞) = Ct and
‖Ft(1 + is)‖L(L1,L1) ≤ ‖Ft(1)‖L(L1,L1) ≤Meωt.
Stein’s interpolation theorem then implies that ‖Ft(s)‖L(L1,Ls−1 ) ≤ C1−st (Meωt)s such that by choosing
s = κ−1 we find ‖Ft(s)‖L(L1,Lκ) ≤ Cη
−1
t (Me
ωt)κ
−1
. The Riesz–Thorin theorem implies then by interpolat-
ing T1(t) : L
1(G)→ Lκ(G) and T1(t)∗ : Lη(G)→ L∞(G) with η ∈ N that T1(t) induces bounded operators
Tq(t) : L
q(G)→ Lp(G) with q−1 − p−1 = η−1.
We then have that for q0 = 1 < q1 < ... < qη =∞ with q−1j−1 − q−1j = η−1
‖T1(t)‖L(L1,L∞) ≤
η∏
j=1
‖T1(t/η)‖L(Lqj−1 ,Lqj ) ≤ Ct/ηMη−1etω(η−1).
For higher-order parabolic systems the Lq → L∞ boundedness of (S(t)) follows from the L1-boundedness
of the integral kernel. Thus, the Riesz–Thorin theorem implies the Lq → Lp boundedness of (Sq(t)).
In order to obtain estimates (4.1) and (4.2) we observe that by Theorem 4 we know that the semigroup
(T2(t)) is analytic on L
2(G). Its generator, that we denote here by H1 = ∆ − V , is associated with the
quadratic form
a1(u) =
∫
G
|u′(x)|2 dx+
∫
G
V (x)|u(x)|2 dx, u ∈ H1(G).
Moreover, (S2(t)) on L
2(G) is analytic and is generated by Hm := −(−∆)m for m ≥ 2 with domain
D(Hm) =
u ∈ H2m(G) : u(2n) ∈ C(G), ∑
e∈Ev(G)
∂
∂ne
u(2n)e (v) = 0, 0 ≤ n < m
 .
It is easy to see (adapt the proof of [GM19, Theorem 4.3]) that this operator is associated with the quadratic
form
am(u) =
∫
G
|u(m)(x)|2 dx,
D(am) =
u ∈ Hm(G) : u(2n) ∈ C(G), ∑
e∈Ev(G)
∂
∂ne
u(2n)e (v) = 0, 0 ≤ n <
⌊m
2
⌋ .
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Let u ∈ H1(G), then an application of Gagliardo-Nirenberg inequality (D.1) gives
||u||L∞ ≤ c1||u′||
1
2
L2 ||u||
1
2
L2 (4.3)
≤ c1
(
a1(u) + ||V ||L∞ ||u||2L2
) 1
4 ||u|| 12L2
≤ c˜1a1(u) 14 ||u||
1
2
L2 + c˜2||u||L2 .
Let now u ∈ Hm(G), m ≥ 2, again an application of (D.1) gives
||u||L∞ ≤ c1||u(m)||
1
2m
L2 ||u||
2m−1
2m
L2 (4.4)
= c1am(u)
1
4m ||u||
2m−1
2m
L2 .
Now we let u = P (t)f , where P (t) = T2(t) for m = 1 and P (t) = S(t) for m ≥ 2. By (4.3), (4.4) and
using contractivity (quasi contractivity for (T2(t))) and analyticity on L
2 and Cauchy–Schwarz inequality,
it follows that for all t > 0
||P (t)f ||L∞ ≤ k1〈−HmP (t)f, P (t)f〉 14m ||P (t)f ||
2m−1
2m
L2 + k2||P (t)f ||L2
≤ k1ect||V+||L∞ ||HmP (t)f ||
1
4m
L2 ||P (t)f ||
1
4m
L2 ||f ||
2m−1
2m
L2 + k2e
ct||V+||L∞ ||f ||L2
≤ ec˜t(k1t− 14m + k2)||f ||L2
≤Mt− 14m eωt||f ||L2 .
Observe that in the case m ≥ 2 the constants c, c˜, k2, ω vanish. Now, applying this last inequality to the
semigroup generated by H∗m, by duality this yields the same bound to hold for the L
1 − L2 norm as well
and then the claimed estimates follow for q = 1, p = ∞. Riesz–Thorin interpolation between (1,∞) and
(2, 2) implies that the result holds also for q, q′ where q−1 + q′−1 = 1. Another application of Riesz–Thorin
interpolation between (q, q) and (q, q′) yields then the result for pairs (q, p). 
4.2. Spectral independence of Schro¨dinger operators and −(−∆)m. From the ultracontractivity
proved in Theorem 2, let us now prove the p-independence of the spectrum of generators.
Theorem 3 (Lp-independence). Let G be a metric graph that satisfies Assumption 1. The spectrum of the
(negative) Schro¨dinger operator Hp := ∆p−V , with V ∈ L∞(G), on Lp(G) with p ∈ [1,∞) and Laplacians
of higher order Hp = −(−∆p)m on Lp(G) with m ≥ 1, does not depend on p, i.e., σ(H2) = σ(Hp) ⊂ R. The
inclusion σ(H2) ⊂ σ(Hp) holds also without any growth assumption on the graph. Moreover, the resolvents
of operators Hp are consistent.
Proof. “σ(H2) ⊂ σ(Hp)” Let p ∈ [q,∞], then Tq(t) ∈ L(Lq(G), Lp(G) ∩ Lq(G)) for t > 0, we have for
x ∈ D(Hq)
HpTq(t)x = lim
h↓0
Tp(h)− id
h
Tq(t)x = lim
h↓0
Tq(h)− id
h
Tq(t)x
= lim
h↓0
Tq(t)
Tq(h)− id
h
x = Tq(t)Hqx.
(4.5)
Let λ ∈ ρ(Hq) ∩ ρ(Hp), then from (4.5) we conclude that
(λ−Hp)−1Tq(t) = (λ−Hp)−1Tq(t)(λ−Hq)(λ−Hq)−1
= (λ−Hp)−1(λ−Hp)Tq(t)(λ−Hq)−1 = Tq(t)(λ−Hq)−1.
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Taking the limit t ↓ 0, we obtain that resolvents are consistent
(λ−Hp)−1|Lq∩Lp = (λ−Hq)−1|Lq∩Lp . (4.6)
By duality, the same is true for 2 ≤ p ≤ q ≤ ∞. Thus, for q−1 + q′−1 = 1 and λ ∈ ρ(Hq) = ρ(Hq′)
(λ−H ′q)−1|Lq∩Lq′ = (λ−Hq)−1|Lq∩Lq′ .
For x ∈ Lp(G) ∩ Lq(G), (4.5) implies
lim
t↓0
Tq(t)(λ−Hq)−1x = (λ−Hq)−1x and
lim
t↓0
(λ−Hp)Tq(t)(λ−Hq)−1x = lim
t↓0
Tq(t)x = x.
Using that λ−Hp is closed implies then that (λ−Hp)(λ−Hq)−1x = x and thus, we conclude (λ−Hq)−1x =
(λ − Hp)−1x. It remains to notice then that by the Riesz–Thorin theorem, by interpolating between
(λ−Hq′)−1 and (λ−Hq)−1, it follows that (λ−Hq)−1 is also continuous on Lp which implies that (λ−Hp)
is surjective. It is also injective, since otherwise there is a non-zero u ∈ D(Hp) such that Hpu = λu and
by (4.5)
Hq′ Tp(t)u = Tp(t)Hpu = λ Tp(t)u
which contradicts λ ∈ ρ(Hq′).
“σ(Hp) ⊂ σ(H2)”: To show the converse implication, we use that the resolvents are consistent for
z ∈ ρ(H2) ∩ ρ(Hp) by (4.6). We then notice that the resolvent z 7→ (H2 − z)−1|Lp∩L2 extends on ρ(H2)
to a bounded operator on Lp which follows from the Combes–Thomas estimate in Proposition A.1. By
unique continuation, this extension is the resolvent (Hp − z)−1. 
We now continue by extending our results to spaces C0(G) and BUC(G). We start with two far-reaching
results from semigroup theory on the spectrum of the (higher-order) Laplacians −(−∆)m for m ≥ 1 and
thereby provide an explanation why C0(G) and BUC(G) fit naturally in the framework of Lp(G)-spaces.
Since duals of C0-semigroups may not be strongly continuous, the concept of sun duals has been intro-
duced to restore strong continuity. Given a C0-semigroup (T (t)) on a Banach space Xc, its sun dual space
is defined by
Xc
 :=
{
x′ ∈ Xc′; lim
t↓0
‖T (t)′x′ − x′‖Xc′ = 0
}
.
The sun dual semigroup is then defined as T (t) := T (t)′|Xc . When it comes to spectral properties on
different spaces, the relevance of this concept is due to the following result.
Proposition 4.1. [HV94, Theo. 2.1] Let (T (t)) be a strongly continuous semigroup with generator A and
Y ⊂ Xc be a closed subspace that is invariant under T (t)′. If Y is equi-norming for Xc, i.e. for all x ∈ Xc
‖x‖Xc = sup
y∈Y ;‖y‖=1
〈y, x〉 ,
then ρ∞(A) = ρ∞(A′|Y ), where ρ∞ is the connected component of the resolvent set containing a right half
plane; and we have
(λ−A|Y )−1 = (λ−A)|−1Y for all λ ∈ ρ∞(A).
Moreover, the generator of T (t)′|Y is A′|Y .
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For any g ∈ (L1)∗ = L∞ the convolution with a kernel in L1 becomes by Lemma 3.8 immediately a
BUC(G) function. Thus, in particular for semigroups defined in Theorem 1, L1(G) ⊃ BUC(G). Theorem
4.1 however, also applies to the closed subspace C0(G) of bounded uniformly continuous functions, since
there is always a normalized sequence of C0(G) functions in this space converging a.e. to sgn(f) for any
f ∈ L1(G).
Thus, we have established at this point already the following Corollary:
Corollary 4.2. The connected component of the resolvent set containing a right half plane, that we denote
by ρ∞, satisfies for all m ∈ N0 and V ∈ L∞
ρ∞(−(−∆L1)m) = ρ∞(−(−∆C0)m) = ρ∞(−(−∆BUC)m) and
ρ∞(∆L1 − V ) = ρ∞(∆C0 − V ) = ρ∞(∆BUC − V ).
In particular, let Assumption 1 be satisfied. The spectrum of the Schro¨dinger operator Hp := −∆p + V ,
with V ∈ L∞(G), on Lp(G) with p ∈ [1,∞) and Laplacians of higher order Hp = −(−∆p)m on Lp(G) with
m ≥ 1, does not depend on p, i.e., σ(H2) = σ(Hp) ⊂ R and coincides with the spectrum on C0(G) and
BUC(G).
Proof. The first part is immediate from Proposition 4.1. The second one follows by combining the first
part and Theorem 3. 
4.3. Counterexamples to spectral independence. We now provide an example that shows that the
spectrum on BUC(G) can also differ from the spectrum on L2(G).
Figure 1. A counterexample to spectral independence
Example 4.3 (Rapidly growing graph). Consider the Laplacian ∆ on the infinite graph G illustrated in
Figure 1. Take an edge e = (n, d) of the graph, where we parametrize all edges connected to the same node
n ∈ Z, on the upper horizontal line, with depth d ∈ N0 (number of edges away from the horizontal line) by
ψe(t) =
sλ(t)e
iθ(n+d) + eiθ(n+d+1)(sλ(1)sλ(t)− cλ(1)sλ(t))
sλ(1)
.
This defines a family of eigenfunctions Ψθ = (ψe) in BUC(G) parametrized by a parameter θ ∈ [0, 2pi) such
that
∆Ψθ =
(
arccos
(
2eiθ + e−iθ
3
))2
Ψθ.
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However,
(
arccos
(
2eiθ+e−iθ
3
))2
takes also values with non-zero imaginary part. This is impossible for the
self-adjoint Laplacian we defined on L2(G).
While in the previous example the rapid growth rate of the graph G caused the spectral degeneracy
between spaces L2(G) and BUC(G), it is the unboundedness of the potential in the following example that
causes the spectrum to depend on the underlying space:
Example 4.4 (Harmonic oscillator). Let us start by defining the operator H = −∆ + V for positive
V ∈ L∞loc, defined weakly as the operator associated with the form QH given by
QH(f) =
∫
G
|f ′(x)|2 + V (x)|f(x)|2 dx, f ∈ D(QH),
where D(QH) = {f ∈ L2(G) : QH(f) ∈ L2(G)}. We then have that H has compact resolvent if V satisfies
a suitable growth condition.
Proposition 4.5. If V (x) ≥ c〈x〉κ, where 〈x〉 := (1 + |x|2)1/2 for some κ > 0, c > 0, and x such that
d(x, 0) > r for some fixed r > 0, then the operator H = −∆ +V – defined weakly as the operator associated
with the form QH – on L
2(G) has compact resolvent.
Proof. To show that H has compact resolvent, it suffices to show that the form domain D(QH) is compactly
embedded in L2(G). To see this, we first notice that
lim
r→∞
∫
d(x,0)>r
|f(x)|2 dx ≤ lim
r→∞
1
〈r〉κ
∫
d(x,0)>r
〈x〉κ|f(x)|2 dx = 0.
Then, since the first derivative is the generator of translations (τaf) = f(• − a), this implies that
lima→0 ‖τaf − f‖L2(G) = 0. The Fre´chet–Kolmogorov theorem implies therefore that the embedding
D(QH) ↪→ L2(G) is compact. 
The following Corollary, which follows from interpolation theory [Dav07, Theo. 8.2.12], shows that
spectral equivalence holds, under the conditions of Proposition 4.5, at least for p ∈ (1,∞) :
Corollary 4.6. If T2(t) = e
−H2t is compact for 0 < t < ∞, then e−Hpt is compact for t ∈ (0,∞) and
p ∈ (1,∞) and analytic. Moreover, σ(Hp) = σ(H2).
We will now see that the spectral invariance can fail dramatically for p = 1 as soon as the potential
is unbounded: Consider equilateral graphs G that are embedded into Rd. We then start by introducing the
Schro¨dinger operator
(Hoscu)(x) = (−∆u)(x) + ω2〈x, e− i(e)〉2u(x) (4.7)
where 〈•, •〉 denotes the usual inner product.
Let us recall that the harmonic oscillator on Rd given as HRn = −∆Rn +ω2|x|2 has a complete orthonor-
mal basis induced by product states ψj(x) :=
∏d
i=1 ψji(xi) ∈ L2(Rd). It is then easy to check that the above
eigenfunctions are also, for indices jk = ji, eigenfunctions to (4.7). More precisely, let e be an edge in
direction ei: then we have (Hoscψ)e(xi) = λjiψe(xi).
In contrast to this, it is known [DS86, Theo. 3] that on L1(R) the operator
HR = −∆R + ω2|x|2
has spectrum σ(HR) = {z ∈ C : Re(z) > 0} and the spectrum consists of eigenfunctions of multiplicity 2.
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Taking any of these eigenfunctions ϕz ∈ L1(R) we can define an eigenfunction ϕz(x) :=
∏d
i=1 ϕz(xi)
to Hosc. This shows that that the L
1 spectrum of Hosc contains the right half plane. In particular, the
semigroup generated by Hosc on L
1(G) is not analytic.
5. Properties of Schro¨dinger semigroups
We can now give a sufficient condition for Schro¨dinger operators H = −∆ + V to be accretive. Thus,
by the Lumer–Phillips theorem, −H generates a contractive semigroups on Lp-spaces as well as spaces C0
and BUC.
Proposition 5.1. The Schro¨dinger operator HXc , with positive potential V that is relatively ∆Xc bounded
with relative ∆Xc-bound < 1, is accretive on Xc = L
p(G) for all p ∈ [1,∞) as well as spaces Xc = C0(G)
and BUC(G). In particular, the heat semigroup constructed in Subsection 3.3 is contractive on all spaces
Xc = L
p(G) with p ∈ [1,∞) and C0(G), BUC(G) and generated by ∆ with domain given in (2.2).
Proof. The statement is clear on L2(G) by the spectral theorem.
Now, consider HL1 . To show that this operator is accretive, we take f ∈ D(HL1) and define the
functional
ϕf (g) :=
∫
G
g(x) ϕ(f)(x) dx with ϕ(f)(x) = sgn(f(x)) ‖f‖L1
from the duality set, see [EN00, § II.3]. It suffices then to show that ϕf (−HL1f) ≤ 0 in order to conclude
by [EN00, Prop. II.3.23] that the generator HL1 is accretive, i.e. for all λ > 0∥∥(−HL1 − λ)−1∥∥L(L1(G)) ≤ λ−1,
cf. [EN00, Prop. II.3.14]. To see this, it suffices to look at one fixed edge e ∈ E(G). There, we assume that
fe has x1, ..., xn (possibly none) zeros such that e = (i(e), x1)︸ ︷︷ ︸
=:I1
∪... ∪ (xn, t(e))︸ ︷︷ ︸
=:In+1
. Then, if sgn(f |Ii) = 1 we
have f ′(xi) ≤ 0 and if sgn(f |Ii) = −1 we obtain f ′(xi) ≥ 0. Thus, we have for i = 2, .., n that
ϕf (−HL1f) =
∫
Ii
(∆f)e(x)ϕ(f)e(x)− Ve(x)|fe(x)| ‖f‖L1 dx ≤ 0.
Hence, it follows that∫
e
(−HL1f)e(x)ϕ(f)e(x)dx ≤
∫
e
(∆f)e(x)ϕ(f)e(x)dx =
(
∂fe
∂ne
(t(e)) +
∂fe
∂ne
(i(e))
)
.
The Kirchhoff condition implies then by summing over e ∈ E(G) that∫
G
−(HL1f)e(x)ϕ(f)e(x)dx ≤ 0.
Clearly, the Laplacian with boundary conditions as defined in (2.2) does not have any eigenfunctions
with positive eigenvalue on L1(G) or L2(G) (dissipativity/integration by parts). The heat semigroup (Tp(t))
introduced in Subsection 3.3 maps by Lemma 3.11 into D(−∆p), defined in (2.2), and thus its generator
Ap is necessarily a restriction of ∆p.
Thus for λ > 0 large we have that the invertible operator A1−λ is a restriction of the injective operator
∆1 − λ which implies that they both coincide A1 = ∆1. Thus, the heat semigroup is contractive on L1(G)
by the Lumer-Phillips theorem. This implies that ∆1 − λ is invertible for any λ > 0.
Hence, by duality, there does not exist an eigenfunction u ∈ D(∆BUC) satisfying (∆BUC − λ)u = 0,
as otherwise ∆1 − λ would not be surjective on L1(G). We conclude from repeating the above calculation
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on spaces Lp using the functional ϕf (g) =
∫
G g(x) sgn(f(x))|f(x)|p−1‖f‖2−pp dx that ∆p is dissipative
on all spaces Lp(G) with p > 1. Riesz–Thorin interpolation of the semigroup on L1(G) and L2(G) and
duality implies then the contractivity of the semigroup on all spaces Lp(G) with p ∈ [1,∞) and spaces
C0(G), BUC(G). We conclude, as above, that the generator of all these semigroups must be a restriction of
the Laplacian we defined on these spaces in Section 2. The result for Schro¨dinger semigroups then follows
from [EN00, Theo. III.2.7]. 
We remark that higher order parabolic semigroups studied in Theorem 1 do not necessarily have to be
contractive which is obvious already for G = R:
Example 5.2 (Non-contractivity of bi-Laplacian). Consider the semigroup generated by the bi-Laplacian
−∆2 on L1(R). In this case, it is well-known that the kernel kt associated with the semigroup (e−∆2t) takes
negative values on a set of positive measure whereas
∫
R kt = 1. This implies that ‖kt‖L1 > 1 which implies
sup‖u0‖L1=1‖e−∆
2tu0‖1 = sup‖u0‖L1=1‖kt ∗ u0‖1 = ‖kt‖1 > 1 that the associated semigroup on L1 cannot
be contractive.
In fact, aside from this simple argument, it is known in much greater generality that derivatives of order
higher than two do not yield in general contraction semigroups on spaces Lp other than p = 2, [LM99,
Theo 4.14]. However, there is still a class of fourth order operators that generates contractive semigroups
on Lp for p ∈ [ 32 , 3] [LM99, Theo 5.2]; as also proved in [GM19] in the case of the Friedrichs realizations
of the bi-Laplacians on finite connected graphs through Nittka’s characterization of Lp-contractivity.
We proceed with a study of positivity and the Feller property for semigroups: A Banach lattice is a
Banach space X such that for all f, g ∈ X |f | ≤ |g| implies ‖f‖ ≤ ‖g‖. Examples of such spaces include
the spaces Xc = L
p(G), C0(G), and BUC(G). A C0-semigroup of operators (T (t)) on a Banach lattice is
then called positive if f ≥ 0 implies that T (t)f ≥ 0 for all t ≥ 0.
Proposition 5.3. The Schro¨dinger semigroup with V ∈ L∞ is positive on all spaces Lp with p ∈ [1,∞) and
spaces of continuous functions C0(G) and BUC(G). In fact, the heat semigroup is even positive improving,
i.e. a function f 6= 0 such that f ≥ 0 gets mapped to a function (T (t)f)(x) > 0 for all t > 0 and x ∈ G.
Proof. We start with Xc = L
p(G) and p < ∞. Take f ∈ Lp(G) positive and some fn ∈ Lp(G) ∩ L2(G)
positive such that limn→∞ ‖fn − f‖Lp(G) = 0. Then from standard operator theory T2(t)fn ≥ 0 (Trotter–
Kato theorem and Beurling-Deny criterion). On the other hand, limn→∞ ‖T1(t)fn − T1(t)f‖L1(G) = 0 by
continuity of the semigroup. Standard measure theory yields the existence of a pointwise a.e. convergent
subsequence such that T1(t)f ≥ 0. Take f ∈ BUC(G) positive and any g ∈ L1(G) positive, then the dual
pairing is positive (T1(t)g, f)L1(G)×L∞(G) ≥ 0. This however also implies that for all g ∈ L1(G) positive
(g, TBUC(t)f)L1(G)×L∞(G) ≥ 0. If TBUC(t)f was not a positive function, then there was a small open
interval I on some edge, where this function is negative. Taking g as the characteristic function of that
interval g = χI , we would obtain that (g, TBUC(t)f)L1(G)×L∞(G) < 0 which contradicts positivity above.
Now, apart from this abstract argument for positivity, it can be directly seen from the heat kernel
construction that the heat semigroup is positivity improving, as the heat kernel is strictly positive every-
where. 
We immediately obtain the following corollary from Lemma 3.8 and Prop. 5.1.
Corollary 5.4. The free Schro¨dinger semigroup (TC0(t)) on C0(G) is a Feller semigroup. It also has the
strong Feller property.
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Although it is well-known that the biharmonic heat kernel is non-positive, we can still obtain the
following positivity result for the biharmonic equation if the conductivities are summable
Proposition 5.5. We consider an equilateral graph that satisfies c(G) <∞. Then the semigroup e−t(−∆)m
is uniformly asymptotically positive on L2(G), i.e., for every ε > 0 there is t0 ≥ 0 such that
d
(
E+, e
t(−(−∆)m−inf(σ(−(−∆)m)))f
)
≤ ε‖f‖ for all t ≥ t0 and all f ∈ E+,
where E+ := {u ∈ L2(G);u ≥ 0}.
Proof. Using results from subsequent Sections (Prop. 6.5, Cor. 6.4, Theorem 5) it follows that the spectral
bound inf(σ(−(−∆)m)) is isolated in the spectrum, and corresponds to a finite eigenvalue. Thus, [DGK16,
Theo 8.3] implies then the claim. 
Theorem 4. Let G be a metric graph that satisfies Assumption 1. Schro¨dinger semigroups Tq(t) =
e−t(−∆q+V ) with relatively (−∆q)-bounded potential, with relative bound < 1, are analytic on spaces
Xc = L
p and spaces C0(G), BUC(G). Moreover, the higher order Laplacians −(−∆q)m, with m ≥ 1,
generate analytic semigroups on all these spaces as well. In the Hilbert space case L2(G), the previous
results hold also without imposing Assumption 1.
Proof. On L2(G), self-adjointness of the generator implies immediately the claim.
On all other spaces, it suffices to analyze operators −(−∆q)m, only. The analyticity of the Schro¨dinger
operator then follows from perturbation theory, cf. [EN00, Ch.2 Cor.2.14].
We start by showing that generators Aq, of semigroups (Tq(t)) are indeed given by −(−∆q)m. Let q ≤ 2
first, then for integers j < m, and α := (j−1)q+2mq satisfying p
−1 = 1 − q−1 = j −mα + q−1, we find by
Gagliardo–Nirenberg interpolation and the uniform boundedness of edge-lengths and conductivities from
above and below that there exist universal constants C1, C2 > 0 such that
‖u(j)‖p ≤ C1‖u(m)‖αq ‖u‖1−αq + C2‖u‖q.
This implies that if there exists a solution −(−∆q)mu = λu, then
λ〈u, u〉Lp×Lq = −〈(−∆)mq u, u〉Lp×Lq = −〈u(m), u(m)〉Lp×Lq ≤ 0,
which implies λ ≤ 0. This implies that −(−∆q)m− λ is injective for λ > 0. Since the semigroup maps into
D(−(−∆q)m) it follows that the generator Aq satisfies Aq ⊂ −(−∆q)m. Hence, for λ > 0 large enough we
have Aq − λ = −(−∆q)m − λ such that −(−∆q)m − λ is invertible, too. This implies also that operators
−(−∆p)m − λ with p ∈ [2,∞) as well as −(−∆C0)m − λ and −(−∆BUC)m − λ are injective (duality).
Hence, we conclude that the generators are indeed given by Ap = −(−∆p)m, AC0 = −(−∆C0)m, and
ABUC = −(−∆BUC)m.
To show analyticity, recall that a closed, densely defined linear operator Aq generates an analytic semi-
group if and only if there exists a half-plane Re(λ) > ω contained in ρ(Aq) such that ‖(λ − Aq)−1‖ .
|λ− ω|−1. All the above operators are closed and densely defined by Lemma 2.1.
First, we can conclude from spectral equivalence, Corollary 4.2, that the resolvent set contains a sector
and satisfies, by the Combes–Thomas estimate, Proposition A.1, and consistency of resolvents, the estimate
for A = −(−∆)m on Lp(G) and Re(λ) > ω = ε
‖(λ−Aq)−1‖ . |λ− ω|−1.
For spaces C0(G) and BUC(G) it suffices to note that, using Prop. 4.1
‖(λ−A)−1‖L(C0) ≤ ‖(λ−A)−1‖L(BUC) ≤ ‖(λ−A)−1‖L(L∞) = ‖(λ−A)−1‖L(L1).
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This concludes the proof. 
Immediately from [EN00, Cor. III.3.12], we obtain the following.
Corollary 5.6. Schro¨dinger semigroups satisfy a spectral mapping theorem e−tσ(H) = σ(T (t))\{0}, t ≥ 0
and the spectral bound and growth bound of the semigroups T (t) coincide.
5.1. Asymptotic properties. Recall that a C0-semigroup (T (t)) on Xc is called strongly stable if for all
x ∈ Xc we have limt→∞ ‖T (t)x‖ = 0, uniformly stable if limt→∞ ‖T (t)‖ = 0, and uniformly exponentially
stable, if there is ε > 0 such that limt→∞ eεt ‖T (t)‖ = 0.
From our previous discussions we immediately conclude that
Corollary 5.7. Let Assumption 1 be satisfied. The semigroup generated by −(−∆)m is never uniformly
stable on any of the spaces Xc = L
p(G), C0(G), BUC(G).
Proof. It follows from [EN00, Prop. III.1.7] that uniform stability is equivalent to exponential stability. To
have exponential stability the generator needs to possess a spectral gap. This is however not the case as
0 ∈ σp(∆BUC) which follows from ∆BUC 1l = 0. 
Because T (t) 1l = 1l, on the space of bounded uniformly continuous functions the heat semigroup is not
strongly stable; on all other spaces it may or may not be so.
If we drop the assumption of sub-exponential growth on our graph, the heat semigroup can indeed
become exponentially stable:
Example 5.8. Let G be the homogeneous equilateral tree of degree q ≥ 3 with unitary conductivities. The
spectrum of ∆ on L2(G) is given by [Cat97, Prop.2]
σp(∆) = {−k2pi2; k ∈ N} and
σc(∆) =
{
−λ ∈ (−∞, 0] : cos(
√
λ) ∈
[
−2
√
q − 1
q
,
2
√
q − 1
q
]}
.
In particular, ∆ has a spectral gap at zero. This implies that for some M > 0 and ω > 0 we have exponential
decay ‖T (t)‖ ≤Me−ωt.
6. Equilateral graphs: Point spectra of Schro¨dinger operators
In the following two sections, we assume the graph G to be equilateral.
Since we assume the graph G to be equilateral, this condition clearly implies that there is κ ≥ 1 such
that for all adjacent edges we have c(e′) ≤ κc(e) if e′ ∩ e 6= ∅. In this section, we characterize the point
spectrum of Schro¨dinger operators
Hψ := −∆ψ + V ψ,
with relatively −∆ bounded potential V = (Ve) ∈ L1loc that is the same on every edge e with relative bound
< 1, on (2.2).
Let HD be the Schro¨dinger operator with Dirichlet boundary conditions
D(HD) :=
{
f ∈ C2([0, 1]); f(0) = f(1) = 0} , HDf := Hf.
The spectrum of this operator is discrete. We also define the operator HDXc acting on Xc with Dirichlet
boundary conditions on every edge. There are always two linearly independent solutions cλ, sλ ∈ C∞[0, 1]
to the classical equation −∆ψ + Veψ = λψ such that cλ(0) = 1, sλ(0) = 0 and c′λ(0) = 0, s′λ(0) = 1.
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Example 6.1. For zero potential V ≡ 0, the solutions are explicitly given by
cλ(t) := cos(
√
λt) and sλ(t) :=
sin(
√
λt)√
λ
. (6.1)
Let λ /∈ σ(HD), a function satisfying Hψλ = λψλ can then be expressed in terms of sλ and cλ on edges
e as
ψλ(t) =
ψλ(1)− ψλ(0)cλ(1)
sλ(1)
sλ(t) + ψλ(0)cλ(t).
Consider the operator HextXc : D(H
ext
Xc
) ⊂ Xc → Xc defined by
D(HextXc ) := {f ∈ Xc : f ∈ C(G) and Hf ∈ Xc} , HextXc ψ := Hψ.
We stress that no Kirchhoff conditions at 0, 1 are imposed on the elements of D(HextXc ).
As is well-known in the Hilbert space setting, there is a close connection between the discrete Laplacian
on the underlying lattice of the graph and the continuous Laplacian on the metric graph. Our aim is to
extend this idea to the function spaces we study in this article.
To extend this idea to also other spaces, we want to introduce the following correspondences between
functions spaces on combinatorial (the vertex set) and metric graphs, G that we use frequently throughout
the article.
Space on vertex set Xd Space on metric graph Xc
c0(V(G)) C0(G)
`p(V(G)), p ∈ [1,∞) Lp(G), p ∈ [1,∞)
`∞(V(G)) BUC(G)
Table 1. Association of spaces on vertex set Xd and metric graphs Xc.
We then have the following Lemma linking spaces on vertex sets to spaces on the metric graph:
Lemma 6.2. The vertex map pi : D(HextXc )→ Xd defined by pi(ψ)(v) := ψ(v) restricts to an isomorphism
pi|ker(HextXc−λ) : ker(H
ext
Xc − λ)→ Xd
for any λ ∈ ρ(HD).
Its inverse is the gamma field γXd : ρ(H
D)→ L(Xd, Xc(2)), with Xc(2) defined in (2.3), satisfying
pi|ker(HextXc−λ) ◦ γXd(λ) = idXd and γXd(λ) ◦ pi|ker(HextXc−λ) = idker(HextXc−λ) (6.2)
on edges e ∈ E(G) and is given by
(γXd(λ)z)e(t) =
sλ(t)z(t(e)) + z(i(e))(sλ(1)cλ(t)− cλ(1)sλ(t))
sλ(1)
.
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Proof. The algebraic relations (6.2) are immediate. Also, the functions (γXd(λ)z) and HXc(γXd(λ)z) are
in Xc since functions cλ and sλ are smooth. Using that cλ satisfies HXccλ = λcλ, and similarly for sλ, this
implies
‖γXd(λ)z‖Xc(2) = ‖HXcγXd(λ)z‖Xc + ‖γXd(λ)z‖Xc
. (|λ|+ 1) ‖γXd(λ)z‖Xc .λ ‖z‖Xd
(6.3)
since on every edge e there is a constant Cλ > 0 independent of e such that
|(γXd(λ)z)e(t)| ≤ Cλ(|z(i(e))|+ |z(t(e))|).
Since the two maps t 7→ sλ(t)sλ(1) and t 7→
sλ(1)cλ(t)−cλ(1)sλ(t)
sλ(1)
are continuous and vanish / attain the value one
at t = 0 and t = 1, respectively, we have that for some sufficiently small ε > 0, independent of e,
|z(i(e))| ≤ Cλ,p,ε‖(γXd(λ)z)e‖Lp(0,ε) and |z(t(e))| ≤ Cλ,p,ε‖(γXd(λ)z)e‖Lp(1−ε,1).
From this, we get that γXd(λ) ∈ L(Xd, Xc(2)). 
We also consider the map µXd ∈ L(Xc, Xd) defined as
(µXd(λ)f)(i(e)) =
〈(sλ(1)cλ − cλ(1)sλ), fe〉
sλ(1)
and (µXd(λ)f)(t(e)) =
〈sλ, fe〉
sλ(1)
.
In the Hilbert space case Xc = L
2(G) and Xd = `2(V), we have µ`2(λ) = γ`2(λ)∗.
The next Lemma provides us with an isomorphism, expressed in terms of the Floquet discriminant,
[RS78, 279 pp.], D(λ) := 12 (cλ(1) + s
′
λ(1)) on ker(HXc − λ) rather than ker(HextXc − λ) ⊃ ker(HXc − λ).
Lemma 6.3. For λ ∈ ρ(HDXc) the operator M(λ)Xd ∈ L(Xd), with Floquet discriminant D(λ) := 12 (cλ(1)+
s′λ(1)), is given by
(M(λ)Xdz)(v) =
∑
e∈Ev(G)
c(e)
(
z
(
t(e)1v∈i(E(G)) + i(e)1v∈t(E(G))
)−D(λ)
sλ(1)
)
and has the property that γXd(λ)|ker(M(λ)Xd ) : ker(M(λ)Xd)→ ker (HXc − λ) is an isomorphism.
Proof. We only need to check the Kirchhoff condition on the derivatives. We first observe that the Wron-
skian W (sλ, cλ)(t) := s
′
λ(t)cλ(t)−sλ(t)c′λ(t) satisfies W (sλ, cλ)(0) = 1 from the initial conditions and since
the Wronskian is constant we have W (sλ, cλ)(t) = 1 for all t ∈ [0, 1].
This allows us to introduce the Dirichlet-to-Neumann map by differentiating (6.3)
m(λ) :=
1
sλ(1)
(−cλ(1) 1
1 −s′λ(1)
)
(6.4)
such that (
(γXd(λ)z)
′
e(0)
−(γXd(λ)z)′e(1)
)
= m(λ)
(
ze(0)
ze(1)
)
.
We therefore obtain for the derivatives at vertices v ∈ V(G)
0 =
∑
e∈Ev(G)
∂(γXd(λ)z)e
∂ne
(v) = (M(λ)Xdz)(v).
This implies immediately that 0 ∈ σp(M(λ)Xd) iff λ ∈ σp(HXc). 
By rewriting the operator M(λ)Xd we obtain the following corollary.
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Corollary 6.4. For λ ∈ ρ(HD) we have that λ ∈ σp(HXc) if and only if the Floquet discriminant D(λ),
satisfies D(λ) ∈ σp(PXd) where
(PXdz)(v) :=
∑
e∈Ev(G)
c(e)
c(v)
z
(
t(e)1v∈i(E(G)) + i(e)1v∈t(E(G))
)
on Xd. (6.5)
We then have that
Proposition 6.5. If c(G) < ∞, then the discrete Laplacian is a compact operator on all spaces `p(V(G))
with p ∈ (1,∞).
Proof. The following estimate shows the compactness on `p with 1/p+ 1/q = 1 and p ∈ (1,∞), for which
we fix some vertex o ∈ V,
‖ 1lB(o,r)c Pz‖pp =
∑
v∈V(G\B(o,r))
c(v)1−p
∣∣∣∣∣∣
∑
e∈Ev(G)
c(e)z
(
t(e)1v∈i(E(G)) + i(e)1v∈t(E(G))
)∣∣∣∣∣∣
p
≤
∑
v∈V(G\B(o,r))
c(v)1−p
 ∑
e;i(e)=v
c(e) |z(t(e))|p +
∑
e;t(e)=v
c(e) |z(i(e))|p
 ∑
e∈Ev(G)
c(e)q
p/q
≤
∑
v∈V(G\B(o,r))
c(v)
 ∑
e;i(e)=v
c(e) |z(t(e))|p +
∑
e;t(e)=v
c(e) |z(i(e))|p
 −−−→
r→∞ 0.
Hence, the operator P is approximated by finite-rank operators 1lB(o,r) P which implies the claim. This
concludes the proof. 
This condition however, is not sufficient to obtain compactness on c0, `
1, and `∞ as the following example
shows:
Example 6.6. To see that the operator is not compact on `∞(Z), and thus by Schauder’s theorem also on
c0 and `
1, let us choose conductivities c(n, n+ 1) = 1|n|2+1 . Then
c(n, n+ 1)
c(n)
=
n2 − 2n+ 2
2n2 − 2n+ 3 .
It is straightforward to verify that with this choice of conductivities P is not compact, since the image of
the standard basis (en)n∈N under P does not have a convergent subsequence.
It follows from `p ⊂ `2, assuming still that c(G) < ∞, for p ∈ (2,∞) from standard properties, see e.g.
[Lax54, Theo. 3], that ker(P`2 − λ) = ker(P`p − λ) for all λ ∈ C and p ∈ (2,∞).
Let us now state a lower growth bound on solutions ϕ to the equation HXcϕ = λϕ for λ such that D(λ)
is non-real under a suitable growth condition on the graph.
Proposition 6.7. Fix an element o ∈ V(G) and consider a nested partition Gn := {x ∈ G; |d(x, o)| ≤ n}
such that
⋃
n Gn = G. Moreover, assume that the graph satisfies the growth condition
lim sup
n→∞
|V (Gn)|
cn
= 0
for any c > 1. Then, the point spectrum of HXc satisfies σp(HXc) ⊂ {λ ∈ C;D(λ) ∈ R} . In particular, the
`2 mass of any solution in Xd to the above equation satisfies for some c > 0 that 〈1lGn z, z〉`2(V(G)) ≥ crn,
where r is the unique solution in (1,∞) to the equation r2 − 1 = r |Im(D(λ))|d∗v .
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Proof. Let λ ∈ C\R and assume there was an eigenfunction ϕ ∈ D(∆Xc) such that
(−∆Xc + V )ϕ = λϕ.
This implies by Corollary (6.4) the existence of an eigenfunction z ∈ Xd such that
PXdz = D(λ)z.
We therefore conclude that
Sn := 〈1lGn PXdz, z〉`2(V(G)) =
∑
v∈V(Gn)
c(v)(PXdz)(v)z(v)
= 〈1lGn D(λ)z, z〉`2(V(G)) = D(λ)
∑
v∈V(Gn)
c(v) |z(v)|2 .
We observe that any edge that is only partially contained in Gn is fully contained in Ωn+1. Taking the
absolute value of the imaginary part, we obtain the estimate
|ImSn| = |Im(D(λ))|
∑
v∈V(Gn)
c(v) |z(v)|2
=
∣∣∣∣∣∣Im
 ∑
v∈V(Gn)
c(v)(PXdz)(v)z(v)
∣∣∣∣∣∣ ≤ d∗v
∑
v∈V(Gn+1\Gn−1)
c(v) |z(v)|2
which by introducing sn := 〈1lGn z, z〉`2(V(G)) > 0 means that sn+1 − sn−1 ≥ |Im(D(λ))|d∗v sn. Without loss of
generality we may assume s1 > 0 otherwise we translate the origin of the graph. Then, since all sn > 0 we
obtain a lower bound on sn by positive δn satisfying δn+1− δn−1 = |Im(D(λ))|d∗v δn with δ1 := s1. Solutions to
this three term recurrence relation are, in terms of two constants λ1, λ2 ∈ R, given by δn = λ1rn1 + λ2rn2 ,
where r1 ∈ (−1, 0) and r2 ∈ (1,∞) are solutions to the equation x2−1 = |Im(∆(λ))| /d∗vx. In particular λ2
is strictly positive. Thus, for large n we see that rn2 . sn where r2 > 1. This contradicts the boundedness
of eigenfunctions in all spaces that we consider. 
Let us record an immediate fact about the spectrum.
Proposition 6.8. 0 ∈ σp(∆BUC) is a simple eigenvalue for any infinite graph.
Proof. ∆BUC1 = 0. To prove the second assertion, observe that each element of the null space of ∆BUC is
necessarily a piecewise affine function, and indeed a constant function on each connected component, as one
sees enforcing boundedness. The claim now follows in view of our standing assumption of connectedness
of G. 
Results on the Dirichlet spectrum highly depend on geometric properties of the graph results for various
cases can be found in [Cat97, Theo. 2]. In addition, we have the following immediate result:
Lemma 6.9. If the graph G is an equilateral tree, then the Dirichlet spectrum belongs to σp(∆BUC).
Proof. Since functions e±iλx are bounded, this just follows from iteratively adding new fragments of such
functions, with the correct boundary conditions, along the tree. 
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7. Equilateral graphs: Continuous spectrum of the Kirchhoff-Laplacian
In this section we are still assuming G to be equilateral and make the following growth assumption:
Assumption 2 (Growth condition-Equilateral graphs). We assume that G is an equilateral graph such
that for all ε > 0 there is Cε > 0 such that for all e ∈ E(G)
c(Br(x) ⊃ E(G)) ≤ Cεeεrc(e), x = i(e),
where Br(x) ⊃ E(G) is the set of edges fully contained in Br(x). Here, we write for A ⊂ E(G) the conduc-
tivity c(A) :=
∑
e∈A c(e).
Given λ ∈ ρ(∆D) and g = (ge) ∈ Xc, we introduce the function u ∈ D(∆Xc) defined on edges e ∈ E(G)
by
ue(x) :=
sλ(x)
sλ(1)
(
w(t(e))−
∫ 1
x
ge(y)sλ(1− y) dy
)
+
sλ(1− x)
sλ(1)
(
w(i(e))−
∫ x
0
ge(y)sλ(y) dy
)
,
where sλ is defined as in (6.1); u satisfies the equation (∆Xc − λ)u = g for any family of coefficients
(w(v))v∈V(G) in Xd.
Consider then functions f1,λ(x) := sλ(1− x) and f2,λ(x) := sλ(x).
These two functions are linearly independent on (0, 1) for λ /∈ ρ(∆D) since
f1,λ(0) = sλ(1) 6= 0 = sλ(0) = f2,λ(0).
Lemma 7.1. There exists a function g ∈ C[0, 1] such that g(0) = g(1) = 0 and
〈gλ, f1,λ〉L2(0,1) = 0 and 〈gλ, f2,λ〉L2(0,1) = 1.
Proof. Consider the measure dµ(x) = x(1−x) dx on (0, 1). There is by Gram–Schmidt orthonormalization
a function gλ(x) := g˜λ(x)x(1 − x) such that 〈g˜λ, f1,λ〉L2(dµ) = 0 and 〈gλ, f2,λ〉L2(dµ) = 1. If g would not
vanish at the end-points e.g. at x = 0, then |g˜λ(x)| ≥ c/x for some c > 0 and thus g˜λ /∈ L2((0, 1), dµ). 
Lemma 7.2. Let Wλ ∈ Xd be given, then there is a function y ∈ Xc, that vanishes at the vertices, such
that
Wλ(v) =
∑
e∈Ev
c(e)
c(v)
∫ 1
0
ye(x)fI(e),λ(x) dx
where I(e) = 1 if i(e) = v and I(e) = 2 otherwise.
Proof. Let T be a spanning tree of G, i.e., a new metric graph that shares all edges with G but such that
some of the vertices can be cut through, cf. [KKMM16, Rem. 2.4(b)], and let it be oriented in such a way
that for a given root o of the tree an edge e
• with a vertex v of degree one, is oriented such that i(e) := v;
• with vertices of degree ≥ 2, is oriented such that we choose the initial vertex to be the vertex with
smaller geodesic distance to o.
This way, there is for every v ∈ V(G) some e ∈ E(G) such that i(e) = v. We then set ye(x) := αe,λgλ(x) with
gλ as defined in Lemma 7.1. By Assumption 2 we can define the positive quantity c0(v) :=
∑
e∈E(T ):i(e)=v c(e)
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such that c(v)c0(v) is uniformly bounded. Then setting αe,λ :=
c(v)
c0(v)
Wλ(v) if e ∈ E(T ) with v = i(e) and αe,λ = 0
if e /∈ E(T ) provides the desired function y in Xc. That y is indeed a function in Xc follows since for p <∞
‖y‖p ≤
 ∑
e∈E(G)
|αe,λ|p‖gλ‖pp
1/p <∞
and analogously for p =∞. 
We have established the following correspondence between the spectra of the discrete Laplacian and
continuous Laplacian on metric graphs:
Theorem 5. Let G be an equilateral metric graph that satisfies Assumption 2. The spectrum of ∆Xc on
Xc ∈ {Lp(G), C0(G), BUC(G)} away from the point spectrum σp(∆Xc) and the Dirichlet spectrum σ(∆D)
coincides with {
λ /∈ (σp(∆Xc) ∪ σ(∆D)); cλ(1) ∈ σ(PXd)
}
,
where the correspondence between Xc and Xd follows the scheme in Table 1.
Proof. We assume throughout the proof that λ /∈ (σp(∆Xc) ∪ σ(∆D)).
Given arbitrary cλ(1) ∈ ρ(PXd) and g ∈ Xc, we have to construct u ∈ D(∆Xc) such that (∆Xc−λ)u = g.
Using g, we obtain the sequence (Wλ(v))v∈V(G) ∈ Xd, as in Lemma 7.2, by the formula
Wλ(v) =
∑
e∈Ev
c(e)
c(v)
∫ 1
0
ge(x)fI(e),λ(x) dx.
By assumption there is U ∈ Xd such that
(PXd − cλ(1))U = Wλ. (7.1)
Then, by inserting the respective values of U into
ue(x) :=
sλ(x)
sλ(1)
(
U(t(e))−
∫ 1
x
ga(y)sλ(1− y) dy
)
+
sλ(1− x)
sλ(1)
(
U(i(e))−
∫ x
0
ga(y)sλ(y) dy
)
we obtain the desired function that solves (∆Xc − λ)u = g. A direct computation and (7.1) show that the
Kirchhoff conditions are satisfied as well
(M(λ)Xdu)(v) =
∑
e∈Ev(G)
∂ue
∂ne
(v) =
c(v)
sλ(1)
(−(PXd − cλ(1))U +Wλ) = 0. (7.2)
For the converse implication, assume that λ ∈ ρ(∆Xc) and W ∈ Xd. By the previous Lemma 7.2 there is
y ∈ Xc such that
Wλ(v) =
∑
e∈Ev
c(e)
c(v)
∫ 1
0
ye(x)fI(e),λ(x) dx.
Then, there is u ∈ D(Xc), i.e. u satisfies in addition the Kirchhoff condition, such that (∆Xc−λ)u = y. Let
U ∈ Xd be the vertex points associated with u, then the computation in (7.2) shows that (PXd−cλ(1))U =
Wλ. This completes the proof. 
From our discussion so far, we conclude the following spectral independence result for equilateral graphs
satisfying the sub-exponential growth condition in Assumption 2:
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Corollary 7.3 (Spectral independence of Laplacian). The spectrum of the Laplacian ∆Xc , for λ ∈ ρ(HD)
on equilateral graphs satisfying Assumption 2, is independent of the space Xc ∈ {Lp(G), C0(G), BUC(G)},
i.e., σ(∆Xc) ∩ ρ(HD) = σ(∆L2) ∩ ρ(HD).
Proof. It suffices to observe that the operator PXd , defined in (6.5), is of the form considered in [BHK13].
This result follows by combining Theorem 5 with [BHK13, Theo. 2.1]. For the space c0, which is not
discussed in [BHK13], we use that c∗∗0 = `
∞. 
As a consequence of the consistency of the resolvents, cf. (4.6), we show that the Kre˘ın resolvent formula
extends to spaces Xc = L
p(G) with p <∞:
Corollary 7.4 (Kre˘ın resolvent formula). Let Assumption 1 be satisfied and G be equilateral. We consider
the Schro¨dinger operator Hp = −∆ + V with potential V ∈ L∞(G), that is the same on every edge, on
Lp(G). Let z ∈ ρ(HD) ∩ ρ(Hp), where HD is the Schro¨dinger operator with Dirichlet boundary conditions
on every edge. Then the operator M`p , defined in (6.4), is invertible and satisfies (Hp − z)−1 = (HDp −
z)−1 + γ`p(z)M`p(z)−1µ`p(z). Here γ`p is the gamma field introduced in (6.2).
Proof. Since this formula is well-known to hold on L2(G), see e.g. [Pan06] and references therein, and we
have already established spectral independence in Theorem 3 and consistency of resolvents in (4.6), we can
use an L2-approximation argument: If we then take a sequence un ∈ Cc(G) approximating some u ∈ Xc,
the following limits exist:
(Hp − z)−1u = lim
n→∞,‖•‖Xc
(H2 − z)−1un,
(HDp − z)−1u = lim
n→∞,‖•‖Xc
(HD2 − z)−1un, and(
γ`p(z)M`p(z)
−1µ`p(z)
)
u = lim
n→∞,‖•‖`p
(
γ`2(z)M`2(z)
−1γ`2(z)∗
)
un.
This concludes the proof. 
8. Markov semigroup and Brownian motion on metric graphs
Based on our preliminary work in previous sections, we are now in the position to introduce a canonical
stochastic process which we will refer to as Brownian motion on infinite metric graphs, cf. [KPS12] for
related results on finite graphs.
Definition 8.1 (Brownian motion). We define the Brownian motion (Bt) on a metric graph as the Feller
process associated with the rescaled heat semigroup ABM :=
1
2∆ on BUC(G).
The theory of Feller processes gives immediately the Feynman–Kac formula [Lig10, Theo. 3.47]. An
analogous formula for discrete graphs has been proved in [GKS16].
Proposition 8.2 (Feynman–Kac formula on metric graphs). Consider the Feller process Bt with generator
∆C0 and a function V ∈ C(G). We then define for f ∈ D(∆C0)
uf (t, x) = Ex
(
f(Xt) exp
(∫ t
0
−V (Xs) ds
))
.
It follows that uf (t, x) ∈ D(∆C0) and uf solves the parabolic Schro¨dinger equation
∂tuf (t, x) = −(−∆ + V )uf (t, x), t > 0
uf (0, x) = f.
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We conclude with an immediate corollary on heat kernel estimates for Schro¨dinger semigroups and
higher-order parabolic equations.
Theorem 6 (Heat kernel estimates). Let G be a metric graph and V ∈ C∞(E(G)) such that all its
derivatives are bounded over the entire metric graph. Then the heat kernel of the Schro¨dinger semigroups
and higher-order parabolic equations satisfies kt ∈ C∞(E(G)× E(G)).
For potentials V ∈ C(G)∩L∞(G) and all x, y ∈ G, where G satisfies Assumption 1, we have for all t > 0
|e−tH(x, y)| . |et∆(x, y)|1/2t−1/4et‖V +‖∞
where V + is the positive part of V. Moreover, for semigroups |e−t(−∆)m | there is Ct0 > 0 such that for all
x, y ∈ G and t ≥ t0
|e−t(−∆)m(x, y)| ≤ Ct0t−1/(2m) exp
(
− c2
2t1/(2m−1) |d(x, y)|
2m
2m−1 + c3t
)
where c2 and c3 are as in (3.9).
Proof. The functional calculus implies that for t > 0 the semigroup T (t) = e−tH is a map T (t) ∈
L(L2(G), Hm(G)) for all m ≥ 0. Duality implies then that T (t) ∈ L(H−n(G), L2(G)) for n ≥ 0 such
that by the semigroup property
T (t+ s) ∈ L(H−n(G), Hm(G)) for all m,n ∈ N0.
This implies that T (t) ∈ L(E ′(E(G)),E (E(G))) for all t > 0.
The existence of the integral kernel representation for the Schro¨dinger semigroup follows by Schwartz’s
kernel theorem [Ho¨r03, Theo. 5.2.1]. Since the semigroup is smoothing for t > 0 we conclude that the
integral kernel must be given by a smooth function [Ho¨r03, Theo. 5.2.6]. The p-independence of the
spectrum of the semigroup (away from zero) follows from the spectral mapping theorem in Corollary 5.6.
Ho¨lder’s inequality in the Feynman–Kac formula implies that
|uf (t, x)| ≤ Ex
(
|f(Bt)|p−1+q−1 exp
(∫ t
0
−V (Bs) ds
))
≤ Ex (|f(Bt)|)q
−1
Ex
(
|f(Bt)| exp
(∫ t
0
−pV (Bs) ds
))p−1
= (et∆|f |(x))1/q(et(∆−pV )|f |(x))1/p.
If we now choose f to be an approximate identity 0 ≤ fn → δy we find using the ultracontractivity of the
Schro¨dinger semigroup, i.e., Theorem 2, that
|e−tH(x, y)| ≤ |et∆(x, y)|1/q|et(∆−pV )(x, y)|1/p
≤ |et∆(x, y)|1/q sup
x′,y′
|et(∆−pV )(x′, y′)|1/p
= |et∆(x, y)|1/q‖et(∆−pV )‖1/pL(L1,L∞)
. |et∆(x, y)|1/qt−1/(2p)et‖V +‖∞
The kernel estimates on the graph then follow by using that for d(x, y) ≥ n`↓ and kt the integral kernel
of the semigroup (e−t(−∆)
m
)t≥0 on R, we find from kernel estimates (3.9), estimate (B.2) on the transfer
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coefficients, and the definition of the kernel on the graph (3.2)
|Kkt(x, y)| . t−1/(2m) exp
(
− c2|d(x,y)|
2m
2m−1
2t1/(2m−1) + c3t
)∑
k≥n
exp
(
− c2
2t1/(2m−1) |k`↓|
2m
2m−1
)
3k
. t−1/(2m) exp
(
− c2
2t1/(2m−1) |d(x, y)|
2m
2m−1 + c3t
)
.
Here, we used that
∑
k≥n exp
(
− c2
2t1/(2m−1) |k`↓|
2m
2m−1
)
3k is uniformly bounded for t ≥ t0 in n. 
Proposition 8.3. The process (Bt) has a.s. continuous paths and has martingales Mt := Bt and Mt :=
|Bt|2 − t on the cubic metric graph G induced by the integer lattice V := Zd with unit conductivities.
Proof. The continuity of paths follows by the locality of the graph Laplacian [FT10, Theo. 4.5.1].
The martingales can be derived directly from the Markov generator using Dynkin’s formula:
Let f ∈ D(∆C0) then Mft := f(Bt)− f(B0)−
∫ t
0
1
2∆f(Bs) ds defines a martingale with respect to the
filtration induced by the process (Bt)t≥0.
The above martingales can be derived directly by approximating the (unbounded) functions f : G → G
with f(x) := x and f : G → R with f(x) := |x|2 on sufficiently large sets of growing size.
More precisely, let fn(x) = χn(x)f(x) ∈ D(∆C0), where χn is a smooth cut-off function of modulus at
most one, such that χn(x) = 1 for |x| ≤ n and χn(x) = 0 for |x| ≥ 2n.
We then have that from the kernel estimates in Theorem 6
Ex((f − fn)(Bt)) = Tt(f(1− χn))(x)
=
∫
Bn(0)c
et∆(x, y)f(y)(1− χn(y)) dy −−−−→
n→∞ 0.
This implies that limn→∞ Ex|Mfnt −Mft | = 0 for all t > 0 which shows that M tt is a martingale as well,
even though f /∈ D(∆C0). 
9. Parabolic Anderson model
We next turn to an application of our semigroup framework and introduce the parabolic Anderson model
(PAM) on a periodic metric graph as the Cauchy problem
∂tu(t, x) = −(−∆ + Vω)u(t, x), (t, x) ∈ (0,∞)× G such that u(0, x) = 1l . (9.1)
This model can be seen as a natural extension of the discrete parabolic Anderson model on combinatorial
graphs [GM90]. Here, we assume that Vω are i.i.d. realizations of a potential on every edge e ∈ E(G). From
our analysis so far, we know that there exists a random semigroup (ω 7→ (Tω(t))t≥0) associated with the
evolution equation (9.1) for BUC(G) initial data.
In the following, we assume that G is a periodic equilateral metric graph with fundamental domain D.
We can now prove a version of intermittency for our random Schro¨dinger operator using the tools
from semigroup theory we developed in the preceding chapters. For this purpose, we define functions
Λp(t) := logE
∫
D
u(t, x)p dx|D| for t ≥ 0, p ∈ N.
Since the function p 7→ Λp(t) is convex, difference quotients p 7→ Λp+1(t)− Λp(t) are increasing in p.
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Hence, we conclude that for q ≥ p
qΛq+1(t)− (q + 1)Λq(t) =
q−1∑
k=0
((Λq+1(t)− Λq(t))− (Λk+1(t)− Λk(t)))
≥
p−1∑
k=0
((Λp+1(t)− Λp(t))− (Λk+1(t)− Λk(t)))
= pΛp+1(t)− (p+ 1)Λp(t).
We then write f  g to denote that limt→∞ g(t) − f(t) = ∞. Thus, if (p + 1)Λp  pΛp+1 then this
implies also that (q + 1)Λq(t) qΛq+1 for all q ≥ p.
We also define translations (Dn)n∈Zd , with D0 = D, of the fundamental domain such that G = unionsqnDn.
Definition 9.1 (Intermittency). The solution to the parabolic Anderson model is called intermittent if the
Lyapunov exponents
λp := lim
t→∞
Λp(t)
t
, for p ∈ N exist and we have λ1 < λ2
2
<
λ3
3
< ... .
Proposition 9.2. Suppose H = −∆+V such that V = (Ve)e is an i.i.d. family of bounded non-degenerate
random potentials, then the parabolic Anderson model is intermittent.
Proof. Let kω(t, x, y) be the Schwartz kernel of the PAM. We then have that since the probability measure
is translation invariant
E
∫
D
u1l(t+ s, x)
dx
|D| = E
∫
D
∫
G
∫
G
kω(s, x, y)kω(t, y, z) dy dz
dx
|D|
= E
∫
D
∑
n,m∈Zd
∫
Dn
∫
Dm
kω(s, y, x)kω(t, y, z) dy dz
dx
|D|
= E
∫
D
∑
n,m∈Zd
∫
D−m
∫
Dn−m
kω(s, y, x)kω(t, y, z) dz dx
dy
|D|
= E
∫
D
(u1l(s, x)u1l(t, x))
dx
|D| .
(9.2)
Let λ0 := supσ(−Hω) a.s.. Then, we conclude from (9.2) that
Λ1(2t) = logE
∫
D
u1l(2t, x)
dx
|D| = logE
∫
D
u1l(t, x)
2 dx
|D| = Λ2(t)
and using the Cauchy–Schwarz inequality(
E
∫
D
u1l(s+ t, x)
dx
|D|
)2
≤
(
E
∫
D
u1l(2s, x)
dx
|D|
)(
E
∫
D
u1l(2t, x)
dx
|D|
)
.
Taking the logarithm of the previous line we find that
2Λ1(s+ t) ≤ Λ1(2s) + Λ1(2t) for all s, t ≥ 0.
Since Λ1 is also continuous and satisfies Λ1
(
s+t
2
) ≤ Λ1(s)+Λ1(t)2 , this implies the convexity of Λ1.
Positivity of the semigroup yields that using the spectral theorem with spectral measure EHω for the
operator Hω
E
∫
D
u1l(t, x)
dx
|D| ≥
E〈T (t) 1lD, 1lD〉L2
|D| =
1
|D|E
∫
σ(Hω)
e−λt d〈EHω (λ) 1lD, 1lD〉L2 . (9.3)
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We have for any λ > λ0
E〈EHω ([λ0, λ]) 1lDn , 1lDn〉L2
|D| =
E〈EHTnω ([λ0, λ]) 1lD0 , 1lD0〉L2
|D|
=
E〈EHω ([λ0, λ]) 1lD, 1lD〉L2
|D| > 0.
This implies, by applying the logarithm to (9.3), that limt→∞ Λ1(t)/t ≥ λ0.
To show that limt→∞ Λ1(t)/t = λ0 we use that the spectral bound coincides with the growth bound
(Corollary 5.6)
E
∫
D
u1l(t, x)
dx
|D| = E
∫
D
(Tω(t) 1l)(x)
dx
|D| . e
λ0t a.s.
Convexity implies then that for t2 ≥ t1
φ(t2) :=
Λ1(t2)
t2
=
Λ1(t2)− Λ1(0)
t2
≥ Λ1(t1)− Λ1(0)
t1
=
Λ1(t1)
t1
= φ(t1).
Thus, if we assume that λ = 0 such that limt→∞ Λ1(t)/t = 0, then by the monotonicity of Λ1(t)/t we
conclude that for all t > 0 we have that Λ1(t)/t ≤ 0. This implies Λ1(t) ≤ 0.
Moreover, Λ1 is non-increasing since from convexity we have for t0 < t1 < t2
Λ1(t2) ≥ Λ1(t1)− Λ1(t0)
t1 − t0 (t2 − t1) + Λ1(t1).
Assuming that Λ1(t1) > Λ1(t0) for some 0 < t0 < t1 then the difference quotient in the previous line is
positive. Thus, we find that
lim sup
t2→∞
Λ1(t2) ≥ lim sup
t2→∞
Λ1(t1)− Λ1(t0)
t1 − t0 (t2 − t1) + Λ1(t1) =∞
which is impossible as Λ1(t) ≤ 0. Therefore, Λ1(t) is non-increasing. Hence, since Λ1(t) is non-negative,
we have the existence of some ρ such that limt→∞ Λ1(t) = ρ. Thus, if ρ > −∞ we find that limt→∞ Λ2(t)−
2Λ1(t) = limt→∞ Λ1(2t)− 2Λ1(t) = −ρ.
On the other hand, if we assume that ρ = −∞, we may note that the function Λ2(t) − 2Λ1(t) =
Λ1(2t)−2Λ1(t) ≥ 0 by convexity and is non-decreasing, as the difference quotient of convex functions is non-
decreasing in both parameters. This implies that there is c ∈ [0,∞] such that limt→∞ Λ2(t)− 2Λ1(t) = c.
To show that in this case c =∞ we observe that
Λ1(2
nt)− 2nΛ1(t) =
n∑
i=1
2n−i
(
Λ1(2
it)− 2Λ1(2i−1t)
) ≤ n∑
i=1
2n−ic = (2n − 1)c.
Thus, we have from dividing by 2nt and taking the limit n→∞
0 = lim
n→∞
Λ1(2
nt)
2nt
≤ Λ1(t) + c
t
∀t ≥ 0.
Now if c was not infinite, then choosing t large enough gives a contradiction since limt→∞ Λ1(t) = −∞.
From (9.2) we then deduce that the random variable
Zω(x) := Ex(Xt)e
∫∞
0
−Vω(Xs)+λ0 ds ∈ [0, 1)
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which is strictly less than one, as Vω is non-degenerate describes the t → ∞ limit of the solution by the
Feynman–Kac formula, cf. Prop. 8.2. Moreover, by the dominated convergence theorem, we find
E
∫
D
Z(x)
dx
|D| = lim supt→∞ e
λ0tE
∫
D
(u1l(t, x))
dx
|D|
= lim sup
t→∞
EVω
∫
D
Ex(Xt)e
∫ t
0
−Vω(Xs)+λ0 ds dx
|D|
= lim sup
t→∞
EVω
∫
D
(
Ex(Xt)e
∫ t
0
−Vω(Xs)+λ0 ds
)2 dx
|D| = E
∫
D
Z(x)2
dx
|D| .
Thus, since Zω(x) ∈ [0, 1) it follows that Zω = 0 a.s., which implies ρ = −∞ and the claim follows as
c =∞. 
Appendix A. Combes–Thomas estimate
For the Combes–Thomas estimate we introduce on edges e functions for a fixed reference vertex v
(fv)e(t) := d(i(e) + t, v) + ki(e),eχi(e),e(t) + kt(e),eχt(e),e(t)
where χi(e),e(0) = χt(e),e(|e|) = 0 and supp(χi(e),e) is contained in a small neighborhood of 0 while
supp(χt(e),e) is contained in a small neighborhood of |e|. This implies that
(f ′v)e(t) = 1 + ki(e),eχ
′
i(e),e(t) + kt(e),eχ
′
t(e),e(t) and
(f (n)v )e(t) = ki(e),eχ
(n)
i(e),e(t) + kt(e),eχ
(n)
t(e),e(t) for n ≥ 2
such that for some fixed v ∈ V we have both fe(0) = d(i(e), v) and fe(|e|) = d(t(e), v) and coefficients k
above are chosen such that the first derivative satisfies the natural boundary conditions at the vertices.
Moreover, we assume that the first and second derivatives are uniformly bounded over the entire edge.
This is possible as both the edge length and the conductivities are uniformly bounded from above and
below.
For the sake of simplicity, in this article we have refrained from discussing semigroup generated by higher
order Schro¨dinger operator −(−∆)m − V . The careful reader will have noticed that most of our results
easily carry over to this more general setting, but we avoid going into details. The main ingredient for this
extension would be the following.
Proposition A.1 (Combes–Thomas estimate). Let V ∈ L∞ and m ∈ N and consider H := (−∆)m + V .
For graphs satisfying Assumption 1, and a set K that is bounded away from σ(H). Then, it follows for
z ∈ K and p ∈ [1,∞)∥∥(H − z)−1∥∥L(Lp) . ‖(Hε − z)−1‖L(L2;H2) .ε,K ‖(H − z)−1‖L(L2;H2) .ε,K | Im(z)|−1.
for the operator Hε := e
εfv′ (x)He−εfv′ (x) for a vertex v′ ∈ V.
Fix a vertex v′ ∈ V.
Proof.
Hε := e
εfv′ (x)He−εfv′ (x) m=0= H − εf ′′v′(x) + ε2f ′v′(x)2 − 2εf ′v′(x)∂x.
Thus, for m = 0 we find that
(Hε − z) = (1 + (−εf ′′v′(x) + ε2f ′v′(x)2 − 2εf ′v′(x)∂x)(H − z)−1︸ ︷︷ ︸
=OK(ε)
)(H − z)
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for z ∈ ρ(H). Analogous computations show that for arbitrary m ∈ N0 and compact sets K ⊂ ρ(H)
(Hε − z) = (1 +OK,m(ε))(H − z).
This implies the inclusion K ⊂ ρ(Hε) too if ε ≤ Cm,K for some constant Cm,K sufficiently small. Let
(χv)v∈V , be a smooth partition of unity with support supp(χv) being concentrated uniformly around v. For
such ε ≤ Cm,K , it follows that
〈χvh, (H − z)−1χv′g〉 = 〈χvhe−εfv′ , (Hε − z)−1eεfv′ gχv′〉
= e−εfv′ (v)〈χvhe−ε(fv′−fv′ (v)), (Hε − z)−1eεfv′ gχv′〉.
Thus, we have shown, using Sobolev’s embedding H2 ↪→ Lp that
|〈hχv, (H − z)−1gχv′〉|
. e−εd(v,v′)‖hχve−ε(d(•,v′)−d(v,v′))‖Lq‖(Hε − z)−1eεfv′ gχv′‖Lp
. e−εd(v,v′)‖hχve−ε(d(•,v′)−d(v,v′))‖Lq‖(Hε − z)−1eεd(•,v′)gχv′‖H2
. e−εd(v,v′)‖hχve−ε(d(•,v′)−d(v,v′))‖Lq‖(Hε − z)−1‖L(L2,H2)‖eεd(•,v
′)gχv′‖L2
. e−εd(v,v′)e2ε‖hχv‖Lq‖(Hε − z)−1‖L(L2,H2)‖gχv′‖L2 .
Hence, we conclude from Young’s inequality that
|〈h, (H − z)−1g〉| ≤
∑
v,v′∈V
|〈hχv, (H − z)−1gχv′〉|
. ‖(Hε − z)−1‖L(L2,H2)
∑
v,v′∈V
e−εd(v,v
′) (e2ε‖hχv‖qq + ‖gχv′‖pp)
.ε ‖(Hε − z)−1‖L(L2,H2)
(‖h‖qq + ‖g‖pp) .
This concludes the proof. 
Appendix B. Properties of transfer coefficients
In this section we record various useful properties of the transfer coefficients introduced in Definition
3.1. We start by collecting some properties of transfer coefficients Te,e′ .
Lemma B.1. For a metric graph G and e, e′ ∈ E(G˜) the following estimates on the transfer matrix hold∑
e∈t−1(i(e′))
|Te,e′ | ≤ 3,
∑
e∈t−1(i(e′))
Te,e′ = 1, and
∑
e′∈i−1(t(e))
c(e′) |Te,e′ | ≤ 3c(e),
∑
e′∈i−1(t(e))
c(e′)Te,e′ = c(e).
(B.1)
Moreover, let P be a path of length m starting at an edge e then∑
P∈Pe,e′ (m)
|TP | ≤ 3m (B.2)
and also
c(e)−1
∑
e′∈E(G˜)
∑
P∈Pe,e′ (m)
c(e′)|TP | ≤ 3m. (B.3)
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Proof. The first set of bounds (B.1) follow right from the definition of transfer coefficients. To see (B.2),
we use that for a path P of length m connecting edges e and e′ we have by induction using (B.1), assuming
it to holds for paths of length m∑
P∈Pe,e′ (m+1)
|TP | =
∑
e′′∈t−1(i(e′))
∑
P∈Pe,e′′ (m)
|TP ||Te′′,e′ | ≤ 3m+1.
The estimate (B.3) follows from a similar inductive argument. Assuming it to hold for paths of length m,
we find
c(e)−1
∑
e′∈E(G˜)
∑
P∈Pe,e′ (m+1)
c(e′)|TP | ≤ c(e)−1
∑
e′∈E(G˜)
∑
e′′∈t−1(i(e))
∑
P∈Pe,e′′ (m)
|TP |c(e′)|Te′′,e′ |
≤ c(e)−1
∑
e′′∈E(G˜)
∑
P∈Pe,e′′ (m)
|TP |
∑
e′∈i−1(t(e′′))
c(e′)|Te′′,e′ |
≤ 3
∑
e′′∈E(G˜)
∑
P∈Pe,e′′ (m)
c(e′′)|TP | ≤ 3m+1
where we used (B.1) in the second-to-last row and the induction hypothesis in the last one. This concludes
the proof. 
Appendix C. Convolution properties
Lemma C.1. The identity Kf ∗GKg = Kf∗g holds for all f, g ∈ L1, where ∗G is the convolution introduced
in (3.3).
Proof. This property follows by showing that∫
G
Kf ((ξ, e), y)Kg(y, (ξ
′′, e′′)) dy = Kg∗f ((ξ, e), (ξ′′, e′′)).
Using (3.2) it suffices to consider in the above integral the products of four different types of terms
K
(1a)
h ((ξ, e), (ξ
′, e′)) :=
∑
P∈Pe,e′ (m)
TPh(ξ′ + |P | − ξ)
K
(1b)
h (((ξ, e), (ξ
′, e′)) :=
∑
P∈Pe,−e′ (m)
TPh(|e′| − ξ′ + |P | − ξ)
K
(2a)
h (((ξ, e), (ξ
′, e′)) :=
∑
P∈P−e,e′ (m)
TPh(ξ′ + |P | − (|e| − ξ)) and
K
(2b)
h ((ξ, e), (ξ
′, e′)) :=
∑
P∈P−e,−e′ (m)
TPh(|e′| − ξ′ + |P | − (|e| − ξ)).
It then follows that the individual terms of Kg∗f ((ξ, e), (ξ′′, e′′)), i.e.,
K
(1a)
f∗g is obtained from integrands K
(1a)
f K
(1a)
g and K
(1b)
f K
(1b)
g
K
(1b)
f∗g is obtained from integrands K
(1a)
f K
(1b)
g and K
(1b)
f K
(2a)
g
K
(2a)
f∗g is obtained from integrands K
(2a)
f K
(1a)
g and K
(2b)
f K
(2a)
g
K
(2b)
f∗g is obtained from integrands K
(2b)
f K
(2b)
g and K
(2b)
f K
(1b)
g ,
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whereas integrals involving terms
K
(2b)
f K
(1b)
g +K
(2a)
f K
(2b)
g , K
(1a)
f K
(2b)
g +K
(1b)
f K
(1a)
g and
K
(1a)
f K
(2a)
g +K
(1b)
f K
(1a)
g , K
(2a)
f K
(2a)
g +K
(2b)
f K
(1a)
g
vanish by symmetry. 
Appendix D. A Gagliardo–Nirenberg inequality on metric graphs
Reasoning as in [Pro¨13, Theorem 1], it is straightforward that the Gagliardo-Nirenberg inequality holds
on the infinite graph G. We give the proof here for the sake of completeness.
Proposition D.1. Let G be a connected locally finite metric graph with edge lengths and conductivities
uniformly bounded from below and from above. Let u ∈ L2(G) ∩ C(G) such that u(m) ∈ L2(G), then the
Gagliardo-Nirenberg inequality
||u||L∞ ≤ C||u(m)||
1
2m
L2 ||u||
2m−1
2m
L2 (D.1)
holds on G.
Proof. By density we can consider functions u ∈ C∞c (G). Fix a vertex v0 ∈ V and consider the subgraph
G of G induced by the vertices in a neighborhood of v0, more precisely: all vertices belonging to a ball
Br(v0) and all vertices that are adjacent to them (even if they are not in the ball), where r is chosen in
such a way that supp u ⊂ Br(v0). We denote the first set of vertices by Vin and the latter one by Vout,
clearly u(v) = 0 for v ∈ Vout. Now, it is possible to identify all vertices in Vout with one sole vertex of
this set; in such a way we obtain a new metric graph G having multiple edges between Vout and some
vertices in Vin and some loops at Vout that we can discard since u ≡ 0 there. Now, for every finite graph
G it is possible to construct a new graph G˜ out of it by doubling each edge of G, such that every vertex
in the resulting graph G˜ has even degree. If e˜ is the new edge obtained doubling e we extend u on G˜ by
u˜(e˜) = u(e). Since G˜ is connected and every vertex has even degree, it admits an Euler tour, i.e., a closed
walk that traverses each edge exactly once. Therefore, G˜ admits an Euler tour starting and terminating
in Vout, and the function u˜ : G˜→ R can be regarded as a function on the interval (0, l), where the interval
(0, l) is obtained by concatenating the edges in their order of appearance during the Euler tour. Therefore,
u˜ ∈ L2(0, l) ∩ C0(0, l) and hence we can apply the classic Gagliardo-Nirenberg inequality for functions in
L2(R) with m-th derivative in L2(R) to u˜, c.f. [Nir59, page 12]. Then,
||u||L∞(G) ≤ ||u˜||L∞(R) ≤ c||u˜(m)||
1
2m
L2(R)||u˜||
2m−1
2m
L2(R)
≤ 2|G˜|c||u(m)|| 12m
L2(G˜)
||u||
2m−1
2m
L2(G˜)
≤ c˜||u(m)|| 12mL2(G)||u||
2m−1
2m
L2(G)
since every edge of G˜ occurs twice in the Euler tour and conductivities are uniformly bounded from above
and below. 
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