Abstract-The finite-difference time-domain (FDTD) method is combined with an adaptive mesh refinement (AMR) technique, to achieve a fast, time-domain solver for Maxwell's equations (AMR-FDTD), based on a three-dimensional moving/rotating Cartesian mesh. This combination allows the proposed solver to adapt to the problem at hand, optimally distributing computational resources in a given domain as needed, by recursively refining a coarse grid in regions of large over time gradient of electromagnetic field energy. Several applications of the method to the analysis of microwave circuit geometries demonstrate its salient features and its outstanding efficiency as a microwave computer-aided design tool.
I. INTRODUCTION
T HE finite-difference time-domain (FDTD) technique [1] has been extensively employed in the modeling of microwave integrated circuits [2] . It is especially suitable for wideband applications since it allows for the characterization of a given structure in a broad frequency range, through a single simulation. However, the FDTD stability and dispersion properties impose severe limitations on the choice of the cell size and the time step of the method, rendering its application to complex structures computationally expensive.
The challenge of accelerating FDTD simulations for practical geometries has been addressed in the past with a variety of static subgridding techniques [3] - [6] . According to those, local mesh refinement is pursued in a priori defined regions of a computational domain, as dictated by physical considerations. For example, the presence of metallic edges or high-dielectric permittivity inclusions would call for a locally dense mesh, embedded in a coarser global one. The use of local mesh refinement typically results in significant computational savings compared to the conventional FDTD method, despite the fact that its implementation is associated with additional interpolation and extrapolation operations in both space and time.
However, this approach ignores the dynamic nature of timedomain field simulations. In fact, techniques such as FDTD and transmission-line matrix (TLM) essentially register the history of a broad-band pulse propagating in a device-under-test (DUT), Manuscript along with its multiple reflections from parts of the latter. Hence, a sharp edge of a microstrip structure is not continuously illuminated by the pulse excitation; on the contrary, it is so for a (potentially small) fraction of the total simulation time, during which a local mesh refinement around it is needed. Therefore, static mesh refinement, which is widely employed in frequencydomain simulations and has been incorporated in commercial finite-element tools, is only a suboptimal solution to the mesh refinement problem in the framework of time-domain analysis.
More recently, a moving-window finite-difference time-domain (MW-FDTD) method was proposed for the tracking of the forward propagating wave in the two-dimensional (2-D) terrain environment of a wireless channel [7] . The single moving window used by the method was characterized by fixed size and velocity and, therefore, it could not track reflections (which were absorbed by terminating boundaries of the window). As a result, the MW-FDTD is is not well suited for microwave circuit simulations, where the modeling of phenomena as common as signal reflection and branching would require multiple and potentially rotating windows.
In the context of computational fluid dynamics, the technique of adaptive mesh refinement (AMR) was introduced in [8] , for the solution of hyperbolic partial differential equations. The application of AMR is based on the use of a hierarchical mesh, which is recursively developed through the refinement of a coarse root mesh, which covers the entire computational domain. The regions of the computational domain that need further mesh refinement are detected via error estimates or indicators such as gradients of the quantity for which to be solved. There may also be dense mesh regions, where the use of a dense mesh is not necessary after a certain time step. These can then be coarsened, again in a recursive manner. Dense and coarse mesh regions are organized via a clustering algorithm that is accompanied by regular checks (every certain time steps) of the error estimates, which guide the process of migration of a cell from one level of resolution to another. This procedure can be associated with the algorithm of [9] and [10] , which used wavelet field expansions in order to track the spatio-temporal evolution of shock-wave and nonlinear optical pulse propagation problems, respectively. However, the generalization of such wavelet-based algorithms to three dimensions presents a significant added complexity, while the implicit relation between the actual field values and the wavelet expansion coefficients renders the application of boundary conditions, which are essential for the connection of nested meshes of different resolutions, computationally burdensome.
In this paper, the conventional FDTD is combined with the AMR method, in order to formulate an efficient AMR-FDTD technique of superior performance, extending earlier work by the authors [11] , [12] . Instead of using fixed subgrids, this method uses subgrids that are adaptively defined, according to the evolution of field distributions in space and time. As an example, when a Gaussian pulse propagating along a microstrip line is simulated, the AMR scheme successfully tracks the movement of the pulse, thereby refining only the region that surrounds the propagating pulse. In this case, the AMR accuracy is comparable to that of a uniformly (throughout the entire computational domain) dense mesh FDTD.
The paper is organized as follows. The general structure of the AMR-FDTD algorithm is presented in Section II, while Section III refers to the update procedure of the tree of meshes that the algorithm uses in order to adaptively track the field evolution. Section IV outlines how cells that need further mesh refinement or cells that can be removed from the mesh are detected, clustered, and managed by the AMR-FDTD scheme. Finally, Section V presents an extensive set of time-and frequency-domain numerical results for realistic applications, which illustrate the advantages of the algorithm. Based on these results, accuracy and stability aspects of the technique are presented.
II. AMR-FDTD: OVERVIEW OF THE ALGORITHM
In general, a Cartesian FDTD mesh occupies a rectangular region that is terminated by closed or absorbing boundaries. Inhomogeneous material properties can be readily assumed by letting the dielectric permittivity and magnetic permeability of the structure be generic functions of the space variables , respectively. Let us consider the subdivision of the domain in -Yee cells, indexed by a triplet . Each cell occupies a volume , where denote the cell sizes in the , and directions. The mesh of these cells is the coarse grid of region that the algorithm under development will selectively and locally refine.
Let us now assume that there are cells within the domain whose refinement is necessary, according to certain accuracy criteria (the discussion of the latter is deferred to Section IV). These cells are first clustered together and then covered by rectangular subregions which belong to . Throughout the algorithmic development of the AMR-FDTD, it will be ensured that these subregions can share planar boundaries, yet they cannot overlap. This is important in order to preserve the possibility of further refinement of these subregions independently from each other, as required by the evolution of the field solution. Each rectangular region is subdivided in Yee cells of dimensions:
. Hence, a refinement factor of 2 is used in every direction, reducing the Yee cell volume of the initial mesh by a factor of 8.
To summarize, a coarse mesh has been defined in the rectangular region , enclosing finer meshes in rectangular subregions of the latter. The mesh of region , henceforth re- ferred to as mesh , will be called the root mesh or level 1 mesh. The meshes of regions , or meshes , will be called child meshes of or level 2 meshes. Recursively, each can be further refined to have its own child meshes, again refining the cell sizes involved by a factor of 2. Therefore, all of the meshes that are generated in this manner can be assembled in a tree structure, since its hierarchy has a one-to-one correspondence with the proposed order of AMR-FDTD grids.
According to the convention of the Yee cell in FDTD (Fig. 1) , electric field components are sampled at the center of the edges of each cell, while magnetic field components are sampled at face centers. The sampling points of a parent mesh may coincide or not with the sampling points of its child mesh, depending on whether the refinement factor is odd or even, respectively. In this study, the refinement factor is 2 (or powers of 2, with respect to the root mesh), and, hence, the grid points of child and parent meshes do not coincide. An alternative case, where the choice of a refinement factor of three renders the parent mesh sampling points also child mesh sampling points, can be found in [6] .
The main difference between standard subgridded FDTD methods and AMR-FDTD is the dynamic mesh generation which is pursued in the latter, every time steps. In order to define the time step of AMR-FDTD, the following observations need to be made. For a level mesh, Yee cell dimensions are:
, where are the root mesh Yee cell dimensions. Furthermore, the Courant number is fixed to a constant value in all meshes. This implies that the root mesh time step (from now on referred to as AMR-FDTD time step) is given as (1) where is the maximum phase velocity in the computational domain. Applying (1) for a mesh of level , keeping fixed, yields a time step for this mesh equal to For example, level 2 meshes are updated twice as many times as the root mesh. Thus, another shortcoming of the conventional FDTD is addressed; the minimum time step of the algorithm is only used for the update of regions of large field variations, as opposed to the whole domain, which is a salient feature that is also part of the fixed subgridding algorithms of [3] and [6] .
The loop of the AMR-FDTD operations is as follows.
Step 1) Check the number of time steps executed. If it is an integer multiple of , perform adaptive mesh refinement to create a new mesh tree, and carry the field values from the old mesh tree to the new mesh tree.
Step 2) Update fields of the root mesh.
Step 3) Copy fields from the root mesh to the boundary of the child meshes. Update fields of the child meshes times, where is the resolution level of the mesh. Copy fields from child meshes back to the root mesh, for the time steps of the latter.
Step 4) Check whether the maximum time step has been reached. If so, terminate the simulation, otherwise return to Step 1). The next two sections are aimed at explaining these steps in detail.
III. MESH TREE AND FIELD UPDATE PROCEDURE
IN AMR-FDTD AMR-FDTD applies the well-known field update equations of FDTD for each mesh, yet the interconnection of the different resolution meshes that march in time at different time steps is an issue to be addressed explicitly. In this section, the types of interfaces that occur in an AMR-FDTD domain are presented, along with their treatment in the update process.
A. Categorization of Boundaries of Child Meshes
The different categories of child mesh boundaries that may practically occur are shown in Fig. 2 . In order to facilitate the presentation of the different cases, a 2-D case is discussed (readily extensible to three dimensions). Consider two child meshes and , embedded in a root mesh . Three separate cases of boundaries can be identified as follows.
Case 1) Segment : It is defined here as a physical boundary (PB), including absorbing and/or perfect electric conductor boundary conditions. Case 2) Segment : This is a boundary between "sibling" meshes (SB). Case 3) Segments : These are boundaries between child and parent meshes (CPB). Evidently, it is possible that a boundary may belong to more than one of the aforementioned categories. Then, its classification is based on the following hierarchy:
B. Update of the Mesh Tree
In the following, the update of a two-level mesh tree (with root and level 1 meshes) is discussed. The steps outlined here can be recursively extended to mesh trees of more levels, by considering, for example, level 2 meshes as roots for level 3 meshes and so on. As before, is the time step of the root mesh, while the child level 1 mesh uses a time step . Let us consider the order of updates, assuming that the time-marching procedure has reached the time . As a result, it is assumed that the root mesh contains the updated values of the electric field component grid points at and those of the magnetic field component grid points at
. In addition, the child meshes contain the updated electric and magnetic field values at and , respectively. Then, the following procedure is applied.
1) Backup magnetic field components of the root mesh at . Obtain their values at by applying the FDTD update equations. 2) Backup the electric field components of the root mesh at . Obtain their values at by applying the FDTD update equations. 3) For each child mesh, apply the update equations to obtain the magnetic field values at . 4) For each child mesh: a) Update the interior (nonboundary) electric field grid points to obtain their values at . b) Update the boundary electric field grid points, at boundaries of the PB, SB, CPB-type, to obtain their values at . Obviously, these updates are nontrivial, since they invoke grid points of the root mesh, calculated at time steps of the child mesh. Therefore, interpolation needs to be carried out in a way that is analyzed in the next subsection of this paper. 5) For each child mesh, backup the magnetic field components at and obtain their values at by applying the FDTD update equations. 6) Repeat steps 4a) and 4b) to advance the electric field values of the child meshes to . 7) For each child mesh: a) put the spatially interpolated electric field nodal values at back to the parent mesh, excluding CPB grid points; b) put the spatially interpolated magnetic field nodal values at back to the parent mesh. 
C. Field Updates on CPB-Type Boundaries
The electric field components of a child mesh tangential to its CPB-type boundary [steps 4a) and 4b)] are obtained from its parent through trilinear interpolation in space and time, as shown in Fig. 3 . Since such a boundary is characterized by fixing one spatial variable and letting the other two vary, along with time, trilinear interpolation provides the expression employed in all of these updates. In order to interpolate a function in the range , by using values of the function at points and , the following formula can be applied:
As an example, consider the field on a CPB-type boundary located at . The parent mesh has , whereas the child mesh needs .
If
, with being integers. Then, and correspond to the following normalized spatial and temperal variables: which vary within the interval . Since the child mesh regions belong to their root mesh region , the use of (3) allows for the determination of any sampling point of the child mesh from sampling points of its root mesh, enabling the transfer of data which is included in step 4b). 
D. Field Updates on SB-Type Boundaries
First, note that boundaries between child meshes of different levels of resolution can be treated as the CPB boundaries that were discussed above. Therefore, the treatment of SB-type boundaries can be limited to boundaries between child meshes of the same level. Since, by Yee cell convention, the electric field is sampled at cell edge centers and the magnetic field is sampled at cell face centers, two meshes of the same level share tangential electric field and normal magnetic field components at the interface between them (see, for example, Fig. 4) .
However, an inspection of the required grid points that the Yee's algorithm invokes in the update of the field components indicated in Fig. 4 reveals that only the update of the tangential electric field component needs special handling. Referring to Fig. 4 , which shows two meshes interfaced at , the update of in mesh 1 is based on the retrieval of the values of . In particular, the index of in mesh 2 should be transparent to mesh 1. For this purpose, the positions of the SB-type boundaries (between child meshes of the same level) are recorded in a table, after each mesh refinement (i.e., at each time steps). One specific difficulty arising in the update of an SB-type boundary comes from T-junction regions, where three sibling meshes share one common edge, and cross-junction regions, where four sibling meshes share one common edge. Ideally, SB-type boundaries should be transparent to incident waves, causing no reflections. However, handling those T-junctions and cross junctions could render the implementation of the algorithm excessively complicated by itself. Therefore, the current implementation treats these junctions as CPB-type boundaries. The numerical results show that any reflections caused by this approach at the junctions are acceptably small.
E. Field Updates on PB-Type Boundaries
PB-type boundaries include absorbing and/or PEC boundary conditions. These conditions are enforced in both root and child meshes. For the applications that follow, Mur's first-order boundary condition [13] has been used. However, any other type of boundary condition can be readily incorporated. Perfectly matched layer (PML)-type conditions would simply extend the computational domain by the number of the absorber cells. Since PMLs are terminated into PECs, the only type of PB boundaries occurring in a PML-terminated domain are those of PECs.
F. Transition From Old to New Mesh Tree
Each time steps of the root mesh, a new mesh tree is created, representing the adaptive mesh regeneration. Field samples stored in the old mesh tree are transferred to the new mesh tree. This is straightforward for the root mesh, since the new tree has the same root mesh as the old tree. On the other hand, the possibility of an overlap between any child mesh of the new tree and any child mesh of the old tree is checked. If there is such an overlap, the field samples in the overlapping region are transferred from the old to the new child mesh. For example, consider the situation shown in Fig. 5 , where is the root mesh, is an old child mesh, and is a new child mesh. and overlap in region . Fields of within will be copied to directly, and the rest of is initialized by interpolating fields of . Note that if contains boundaries, where conditions, such as Mur's first-order absorbing boundary condition, are applied, and then field values of the current and the last time step are needed. These are maintained and kept available, according to the proposed algorithm of Section III-B. Again, trilinear interpolating operations are employed to initialize the new mesh.
Finally, it is noted that source conditions are always enforced in the root mesh. If a child mesh overlaps with the source region, the overlapping part of the source should also be enforced in the child mesh.
IV. AMR
Up to this point, the features of AMR-FDTD relevant to the enforcement of a nonuniform grid and the implementation of multiple subgrids within a root mesh have been explained. Standard interpolation operations, which are the common characteristic of any subgridding algorithm, have been proposed. What distinguishes AMR-FDTD from previous subgridding approaches is the AMR, which enables the adaptive movement of the subgrids. This part of the paper explains the core of AMR-FDTD, which is the detection of cells which need further refinement, the dilation of the detected region, to account for wave propagation during the AMR interval, and the clustering of the detected cells, to form child meshes.
A. Detection of Cells That Need Refinement

Every
-steps, the following calculations are carried out. First, the energy of each cell of the root mesh is approximated as follows (assume that the computation is made at time step ):
where is the volume of cell is the electromagnetic energy in this cell at time step , and are vector electric and magnetic field values at the center of the cell at time step , which can be approximated by space/time averaging. Then, the gradient of the energy is numerically approximated by a second-order finite-difference expression, as (5) Defining thresholds and , a cell is marked for refinement if both of the following criteria are met: (6) where (7) (8) (9) Therefore, the AMR is executed in a cell when both an instantaneous and a calculated over the whole simulated time threshold are exceeded. The first criterion takes into account the appearance of energy gradient peaks, while the second ensures that arbitrary field fluctuations, mainly stemming from numerical errors at the final steps of the simulation, will not create an unnecessary refinement process.
On the other hand, as the AMR-FDTD simulation begins, all of the electric field components assume zero values, except for the ones excited by the source. The detection of cells to be refined at this time-marching stage is difficult, since the energy gradient is too small to surpass the threshold set. To overcome this difficulty, in addition to the cells detected by thresholding, the cells in the source region are also marked for refinement, for a certain period of time. For example, if a Gaussian excitation of the form is used (with ), source region cells are refined up to time .
B. Modeling of Wave Propagation
The application of the previous criteria may result in a number of cells being marked for refinement. However, this refinement process takes place every time steps (to avoid loading every time step with the mesh refinement operations). Within these time steps, wave propagation within the computational domain can clearly generate the need for a denser mesh in cells neighboring those that are already refined. To capture this field movement, cells within a distance (10) from a marked cell are also refined, where is the speed of light. The factor is a predefined, greater-than-one positive real number, which is called the spreading factor. To facilitate computations, the cell-to-cell distances can be defined in the sense of the Manhattan distance instead of the Euclidean distance . Physically, this distance is the maximum distance that a wave can travel within time equal to , multiplied by the spreading factor. Note that no assumption is being made as to the direction of the wave velocity, which in general is unknown.
The effect of the spreading factor, as well as the thresholds defined in the previous section, will become evident in the numerical results of Section V.
C. Clustering
Since the cells that are marked for refinement would generally define irregularly shaped regions, they are first covered by a number of boxes, which are then divided into Yee cells. This procedure is called clustering. To evaluate the quality of clustering, the box coverage efficiency is introduced, which is defined as the ratio of the total volume of the marked cells covered by a box, to the volume of the box.
For the implementation of this clustering procedure, the methodology proposed in [14] is followed. There are three predefined controlling parameters: the threshold for coverage efficiency , the minimum dimension of the box , and the maximum number of boxes . At the beginning, the bounding box enclosing all the marked cells is found, and its coverage efficiency is calculated. If the coverage efficiency is greater than or the dimension is less than , the algorithm stops; otherwise, the box is split into two boxes across a cut plane. Each of the new boxes is shrunk to just cover the marked cells. Then, the coverage efficiency of each box is calculated and compared with . Again, either box with coverage efficiency less than and dimension greater than will be split into two. This iterative process continues until the maximum number of boxes is reached. Fig. 6 illustrates the splitting and shrinking of box B. The black dots represent the marked cells. Box is the root mesh.
Box
is split across the cut plane , and the resultant two boxes are shrunk to obtain boxes and . The determination of the position of the cut plane is detailed in [14] .
D. Guidelines for Choosing AMR-FDTD Parameters
As discussed before, the accuracy and efficiency of AMR-FDTD depends on five parameters:
, and . While a formal analysis of the dependence of numerical errors of the algorithm on the values of these parameters is beyond the scope of this paper, some empirical guidelines dictating their choice can be provided, based on the authors' experience with the proposed technique.
First, it should be noted that the best achievable accuracy by AMR-FDTD is that of the FDTD scheme applied at a mesh as dense as the finest child mesh in the AMR-FDTD hierarchy of meshes. Therefore, the comments on the accuracy of the technique are meant to be always referred to such an FDTD scheme. Let us also define the AMR coverage as the ratio of mesh-refined regions to the total volume of the computational domain. In general, decreasing the AMR coverage will reduce the execution time of the code but will also reduce its accuracy, since the mesh becomes coarser overall.
Furthermore, determines how frequently the AMR operations are performed. Increasing this parameter leads to less AMR-related operations. A subtle side-effect of a large is the following: newly generated mesh-refined regions are always extended by a factor proportional to [see (10) ], to account for wave propagation between successive mesh refinements. Hence, the coverage increases and, thus, so does the execution time. In general, the recommended values of are between 10-50.
The most important source of errors in any static or dynamic mesh refinement scheme is the reflections at a CPB-type boundary. The parameter directly affects the wave amplitude at such boundaries and as such it is the most important controlling parameter. On the other hand, ensures that the refined regions enclose large energy gradient variations. In general, -and -. Finally, a value of seems to yield satisfactory results in all cases, while the coverage efficiency threshold is chosen between 0.6-0.8. Note that a large value of the latter enforces the generation of more smaller meshes, thus improving the AMR coverage. At the same time, it generates more CPBand SB-type boundaries, thus increasing the operations related to their management.
These guidelines and the inherent tradeoffs in the choice of the parameters are further illustrated in the numerical results of Section V.
V. NUMERICAL EXAMPLES
Two questions remain to be addressed about the AMR-FDTD algorithm. First, what is the effect of the thresholding parameters, defined in the previous sections on the performance and accuracy of the algorithm, and second, whether the overhead that AMR-FDTD accumulates from the application of the mesh refinement can still leave some room for computational savings stemming from a reduced overall number of operations. Both questions will be addressed through the application of the technique to three microwave circuit geometries, namely, a microstrip low-pass filter, a branch coupler, and a spiral inductor. In all these experiments, a two-level AMR-FDTD is implemented, in order to facilitate the presentation of the effect of its parameters on its accuracy and execution time. Furthermore, an optical waveguide problem, solved with a multiple-level AMR-FDTD, is provided. All simulations were executed on an Intel Xeon 3.06-GHz machine.
A. Microstrip Low-Pass Filter
The first example is a microstrip low-pass filter, shown in Fig. 7 . The dimensions indicated in the figure are mm, mm, mm, and mm. The substrate thickness is 0.8 mm and its dielectric constant is 2.2. The dimensions of the air box are 40 mm 40 mm 4 mm. Two conventional FDTD simulations were performed for comparison: one using a relatively coarse mesh (40 40 10 cells) and the second using a dense mesh (80 80 20 cells). AMR-FDTD simulations use a 40 40 10 cell root mesh and different controlling parameters for AMR. Both AMR-FDTD and conventional FDTD use Mur's first-order absorbing boundary condition. A voltage source excitation is imposed at 3 mm from the edges. In all simulations, a Courant number of 0.7 is used for determining the time step. While AMR-FDTD and the coarse FDTD technique are run for 4096 time steps, the dense FDTD technique uses 8192 steps, since the of the latter is equal to one half the of the former. The AMR parameters are and . To demonstrate the evolution of the child meshes over time, the ratio of the volume of mesh-refined areas (occupied by child meshes) to the total volume (AMR coverage) of the domain and the number of child meshes as a function of the time step are shown in Fig. 8. In addition, Figs. 9-13 show the vertical-toground electric field component and child meshes on the plane mm at different time steps. The initial child mesh at is given in Fig. 9 . As the wave propagates along the feed line, the coverage of refinement increases, until about . Between -, the coverage is relatively large (40%-60%) due to multiple reflections between the two open ends of the microstrip line. As the fields impinge upon the absorbing boundaries of the structure, the field values in the working volume of the domain decrease. Consequently, the spatial field variation becomes smoother, which causes the AMR coverage to decrease. In fact, after time , the coarse One child mesh; AMR coverage is 52.5%. Fig. 12 . Vertical electric field magnitude at z = 0:4 mm and t = 5001t.
Three child meshes; AMR coverage is 44.2%. Fig. 13 . Vertical electric field magnitude at z = 0:4 mm and t = 8001t.
Three child meshes; AMR coverage is 28.0%.
root mesh captures the field solution sufficiently well, so that no child meshes are necessary. Fig. 14 compares the vertical electrical field at mm and the center of the microstrip line, which is 3 mm from the right edge up to 40 000 time steps (32 ns). The time series deduced via AMR-FDTD cannot be distinguished from that of the reference FDTD simulation, whereas the result of FDTD using a coarser mesh has a significant difference. The absence of any late-time instability effects is also noted.
The calculated scattering -parameters and their differences are shown in Fig. 15 . The plot indicates the excellent approximation provided by AMR-FDTD to the result of FDTD using a dense mesh. This accuracy is quantified in Table I , which employs the following -parameter error metric: (11) where is a discrete frequency within the modeled frequency band (up to 30 GHz), is the element of the scattering matrix of the simulated circuit, as determined by the AMR-FDTD or the coarsely meshed FDTD technique, and is the same element, which is determined by the densely meshed FDTD, which is used as a reference code. From Table I , it is concluded that AMR-FDTD can closely follow the accuracy of the reference FDTD method, while consuming only 5.4% of its total simulation time. These execution time savings are well above the savings expected from static subgridding algorithms that were previously reported in the literature and indicate the potential of AMR-FDTD.
It should be noted that the ratio between the FDTD simulation times for the fine and the coarse mesh is larger than 16 : 1, which is the ratio between the operations carried out in the two cases. Our simulation results show that, for small meshes, the simulation time tends to follow the 16 : 1 rule. However, once the mesh size exceeds a certain limit, the simulation time increases faster than 16 : 1. This is due to the increase in the memory access time for large meshes, which further extends their simulation time. A thorough investigation of memory-cache related effects in the execution time of time-discrete methods can be found in [15] . The effect of the AMR-FDTD controlling parameters on the simulation time and error of this technique is studied next and results are shown in Figs. [16] [17] [18] [19] [20] . As expected, the decrease in and results in lower errors and longer simulation times. Essentially, as these two thresholds are lowered, the AMR-FDTD tends to become equivalent in operation and performance to the dense FDTD method. On the contrary, increasing these thresholds can reduce the overall computation time, without sacrificing accuracy, up to some point. It should be noted that the percentage error does not decrease monotonically as and decrease. This is because certain child meshes generated by using smaller or may have larger reflections due to the irregularity of the shape of the refined regions. This problem can be alleviated by using higher order interpolation schemes at the mesh boundaries to reduce the reflections [4] - [6] . It is also noted that there is a sudden increase in the simulation time when is below 0.01 without any associated improvement in accuracy. At the late stage of the simulation, the field components assume some small values due to the reflections at the CPB-and SB-type boundaries. If is very small, a large number of child meshes can be generated as a result. Subsequently, the simulation time increases, without any improvement in accuracy. An appropriate choice of can essentially eliminate this problem. Also, when reaches 0.8, both the error and the computation time increase. The reason is that the numerical error triggers the automatic generation of multiple spurious child meshes that are clustered independently. As a result, their management by the algorithm adds an overhead that completely eliminates any savings due to the mesh refinement. Tradeoff effects related to the choice of and are also evident in Figs. 19 and 20. The appropriate values for and , indicated by these plots, have been used in all the aforementioned numerical experiments.
B. Microstrip Branch Coupler
The microstrip branch coupler geometry of Fig. 21 is analyzed next. The geometric parameters indicated in the figure are as follows:
mm, mm, mm, mm, mm, and mm. The thickness of the substrate is 0.8 mm, and its dielectric constant is 2.2. The Table II . The data demonstrate AMR-FDTD's ability to deduce the dense FDTD results with a greatly reduced computational effort, which is reflected on an execution time reduction by a factor of 20. Time-domain field waveforms up to 40 000 time steps are shown in Fig. 26 . Again, the AMR-FDTD and dense-mesh FDTD waveforms coincide, without any sign of late-time instability. 
C. Microstrip Spiral Inductor
As a last example, the geometry of a spiral inductor of Fig. 27 is analyzed. The parameters of this geometry are mm, mm, mm, mm, Table III . Time-domain results are also shown in Fig. 29 .
Compared to the low-pass filter and the branch coupler, the execution time savings achieved by AMR-FDTD over the conventional FDTD are smaller (yet large, at approximately 80%), while the associated errors are larger. These effects stem from the highly resonant nature of the spiral inductor, which necessitates the use of a significant number of time steps for the extraction of the -parameters. At late stages of the simulation, relatively small field values are easily contaminated by spurious reflections at the parent-child mesh interfaces. Coupling this method with extrapolation techniques such as Prony's or Matrix Pencil [16] can readily alleviate this problem and maintain the numerical advantages of AMR-FDTD. Note that, in this case, the error of the coarse mesh FDTD becomes excessively large as well.
D. Discussion: Stability and Accuracy of AMR-FDTD Results
Based on the previous examples, two further comments are in order. First, the time-domain results accompanying the three numerical experiments (see Figs. 14, 26 , and 29) demonstrate the absence of late-time instability in the AMR-FDTD. In fact, the convergence of the number of AMR-FDTD child meshes to zero over time implies that only the root mesh is still present at a late stage of the code. Therefore, no spatial or temporal interpolation operations simulation, which are the primary sources of instabilities in adaptive mesh FDTD codes [6] , are applied then. This is an additional advantage of using a dynamically adaptive instead of a statically adaptive mesh in time-domain simulations.
Another aspect of the AMR-FDTD accuracy is associated with the reflections at dense/coarse mesh interfaces. A pulse propagating in a statically refined mesh will be reflected off such an interface, creating numerical errors. Note that, in AMR-FDTD, such a pulse would always be enclosed in a dense mesh, while its retro-reflections might encounter dense/coarse grid interfaces before the AMR algorithm creates new meshes for them. This latter case produces errors in AMR-FDTD, which are evidently smaller than those arising in a static subgrid.
However, the application of interpolations in space and time generates a degradation in the FDTD stability factor. This wellknown effect, also discussed in [6] , can be alleviated by using higher order interpolation schemes. For the simple trilinear interpolations employed in this paper, the AMR-FDTD stability limit is observed to be 0.9 of the corresponding FDTD technique in 2-D cases and 0.85 of the corresponding FDTD one in 3-D cases.
Finally, the comparison between coarse/dense FDTD results and AMR-FDTD results in the frequency domain, reveals the standard pattern of the results being in a relatively good agreement with each other up to the middle of the simulated frequency band and diverging afterwards. In these simulations, the coarse grid Yee cell size is about is each dimension. Therefore, up to the frequency , the so-called coarse mesh uses a sampling rate of at least , which is dense enough to determine the -parameters accurately. From that point on, the effect of the FDTD numerical dispersion becomes more severe, leading to the large errors shown in the figures.
E. Multilevel AMR-FDTD
To demonstrate the application of the proposed algorithm with multiple resolution levels, a 2-D TE-mode (with an Fig. 30 ) is simulated. Its width is 0.3 m, and its dielectric constant is 10.24. The computational domain is 6 m 6 m and a 1-m-thick matched absorber is used to truncate it. Fig. 31 shows a snapshot of the electric field obtained by AMR-FDTD with a maximum number of levels equal to 4. The excitation is imposed at 1 m from the left edge of the waveguide, and the electric field is recorded at the center of the waveguide and 1.5 m from the right edge. The excitation is a modulated Gaussian pulse of the form where ps, THz, m, and m. Table IV compares the accuracy and computation time of AMR-FDTD using a root mesh of 120 120 and 2-4 mesh levels, to a reference FDTD simulation using a 1920 1920 mesh and several coarser FDTD schemes. The accuracy is quantified by employing the following time-domain error metric: (12) where is discrete time within the modeled time range (up to 16 ps), is the sampled electric field as determined by AMR-FDTD or the coarse mesh FDTD techniques, and is the sampled electric field determined by the reference FDTD simulation. All AMR-FDTD simulations use a refinement factor of two for successive levels, and and . Fig. 31 shows that AMR-FDTD can reach the accuracy of the reference FDTD method in a greatly reduced computation time. The time-domain simulation results of the AMR-FDTD with four levels and the reference FDTD code are compared in Fig. 32 . The AMR-FDTD waveform is not visually discernible from the reference FDTD one. To demonstrate the absence of long-term instability in AMR-FDTD, 40 000 time steps of this simulation are also shown in Fig. 33 .
VI. CONCLUSION
In this paper, a dynamic AMR-FDTD technique was presented in detail and applied to realistic microwave circuit and optical waveguide geometries. Essentially, this technique belongs to the class of multiresolution time-domain (MRTD) methods [17] , although it does not implicate wavelet basis functions. However, it does implement multiresolution moving grids that enforce a space-and time-adaptive moving mesh in three dimensions, which are regenerated every certain time steps.
The purpose of the applications that were shown, was to demonstrate whether the mesh adaptation overhead of AMR-FDTD can still allow for important computational savings. The conclusion is that it does, because the method is optimally suited to the nature of time-domain simulations. The latter are characterized by spatially and temporally localized phenomena that call for a dense mesh not throughout space and time, but only at the certain time and space they happen. Although this paper investigates AMR-FDTD as a microwave-circuit CAD tool, the technique evidently holds a great promise for large-scale optical geometries and wireless problem simulations.
