A rational approximation in a triangle is proposed and analyzed in this paper. The rational basis functions in the triangle are obtained from the polynomials in the reference square through a collapsed coordinate transform. Optimal error estimates for the L 2 -and H 1 0 -orthogonal projections are derived with upper bounds expressed in the original coordinates in the triangle. It is shown that the rational approximation is as accurate as the polynomial approximation in the triangle. Illustrative numerical results, which are in agreement with the theoretical estimates, are presented.
tensor product basis functions, these basis functions involve a wrapped (since the two subscripts in G lm are dependent) tensor product and use the Jacobi polynomials with a variable parameter in J 2l+1,0 m , which make it difficult to analyze (cf. [12] ) and somewhat difficult to implement. Moreover, no nodal basis corresponding to (1.1) is available, further complicating the implementation procedure.
In this paper, we take an approach in the second category. Namely, we consider rational functions generated by polynomials in the reference square through the Duffy transform (3.2)-(3.3) below (cf. [9] ), that is, These basis functions involve usual tensor product of Jacobi polynomials with indices (0, 0) and (1, 0) so they are easier to deal with in practice. Furthermore, one can construct a nodal basis corresponding to (1.2), making it suitable for implementations in a spectral-element framework. An important question is whether this rational approximation in the triangle is as accurate as or better than the polynomial approximation? We shall answer this question by performing error analysis in the original coordinates in the triangle, and by presenting illustrative numerical results.
The difficulty in obtaining error bounds in the original coordinates is that the Duffy transform introduces a coordinate singularity, similar to the polar and spherical coordinate transforms. However, in polar and spherical geometries, one actually prefers to write the equations in polar and spherical coordinates rather than the original Cartesian coordinates, so it is natural to work in the "transformed" polar or spherical coordinates. But for triangular domains, one obviously prefers to work with the original coordinates.
We note that it is considerably easier to derive error estimates in the transformed coordinates. However, these error estimates would involve complicated norms in the reference square that cannot be easily quantified in terms of usual norms in the triangle, and consequently, cannot be used to compare directly with polynomial approximations in the triangle. However, sensible comparison can be performed if error estimates in the original coordinates are available.
While using a rational approximation in triangles enjoys the aforementioned advantages, it also has some drawbacks. Namely, the collocation points in the triangle are severely clustered near the singular vertex (cf. Figure 4 .2, right), resulting in an unfavorable spectral radius for the derivative matrix, which in turns limits the size of allowable time steps for any explicit or semi-implicit time stepping schemes. However, the effect of this drawback will be limited in practice, since the method is to be used in the context of spectral-element methods in which the degree of polynomials used in each triangle will not be too large. This situation is reminiscent to the comparison between spherical harmonics and double Fourier series on the sphere (see a discussion in [4] ).
The rest of the paper is organized as follows. In the next section, we present some preliminary results which will be used in the sequel. The main results on rational approximations are provided in section 3. In section 4, we provide error estimates and implementation details for the mono-domain rational approximation to a Poisson type equation, and describe briefly the result for the multidomain spectral element approximations. We present in section 5 some numerical results which are consistent with our error analysis and conclude with some remarks.
Preliminaries.

Notations.
Throughout this paper, we will use the following notations.
• Let Ω be a bounded domain, and ω be a generic positive weight function which is not necessary in L 1 (Ω). Denote by (u, v) ω,Ω := Ω uvωdΩ the inner product of L 2 ω (Ω) whose norm is denoted by · ω,Ω . We use H m ω (Ω) and H m 0,ω (Ω) to denote the usual weighted Sobolev spaces, whose norms and seminorms are denoted by u m,ω,Ω and |u| m,ω,Ω , respectively. In cases where no confusion would arise, ω (if ω ≡ 1) and Ω may be dropped from the notations.
• Let N be the set of all nonnegative integers. For any N ∈ N, we set I = (−1, 1) and denote by P N (I) the set of all polynomials of degree ≤ N , and set P 0 N (I) := {φ ∈ P N (I) : φ(±1) = 0}.
• We denote by c a generic positive constant independent of any function and of any discretization parameters. We use the expression A B to mean that A ≤ cB.
One-dimensional approximation results.
We derive and refine in this section some one-dimensional results on Jacobi polynomial approximations and Jacobi-Gauss-type interpolation approximations, which play important roles in the error analysis of rational approximation in the triangle.
Jacobi polynomial approximations.
The classical Jacobi polynomials, denoted by J α,β k (ζ), ζ ∈ I with α, β > −1, are mutually orthogonal with respect to the Jacobi weight function
δ mn , where δ mn is the Kronecker symbol, and
Notice that the classical Jacobi polynomials are defined only for α, β > −1, while in a recent work [11] , the definition of Jacobi polynomials are extended to cases where α and/or β are negative integers. We define the orthogonal projection π
Note that for α, β > −1,
, but when α and/or β are negative integers, suitable boundary conditions are involved. For example,
To describe the approximation errors, we introduce the nonuniformly weighted Sobolev space
equipped with the norm and seminorm
. Let I be the identity operator. It is obvious that for any N, M ∈ N, and N ≥ M, the projection operator π
Another property is as follows.
We next show that there exists ζ 0 ∈ (−1, 1) such that g(ζ 0 ) = 0. Indeed, one verifies readily that w is pointwise continuous in (−1, 1). Thus, by the orthogonality (2.1) and the intermediate-value theorem of integration,
To proceed the proof, we recall the embedding result (see, e.g., [2, 13] 
Therefore, by (2.6) and (2.9),
= w ω α+2,β+2 ,I , which ends the proof. The following approximation result plays an fundamental role in the analysis in the forthcoming section. It is a generalization of the classical approximation results for Jacobi polynomials established in [10] . 
.
The proof of Lemma 2.2 will be postponed to Appendix A.
2.2.2.
Jacobi-Gauss-type interpolation approximation. In this paper, the interpolation in the triangle T is based on a map of the tensorial product of LegendreGauss-Lobatto (LGL) and Jacobi-Gauss-Radau (JGR) interpolations in the rectangle Q.
We first consider the one-dimensional Legendre-Gauss-Lobatto interpolation. Let {ξ
be the LGL interpolation points (i.e., the zeros of ( 
We have the following approximation results. 
Proof. Let
Observe that w N − w = (π 
In the last step, we used the fact π α,β N φ = φ for any φ ∈ P N (I) with N ≥ 1 and α, β > −1, which implies
We now recall the inverse inequality (see, e.g., Lemma 3.3 of [13] ):
We also use the stability result of the LGL interpolation operator (see Theorem 4.9 of [13] ): 
. This ends the proof. We now turn to the Jacobi-Gauss-Radau (JGR) interpolation associated with the weight function ω
be the JGR interpolation points (i.e., the zeros of (1 + η)J 
Rational approximations in the triangle.
In this section, we introduce a rational orthogonal system in the triangle T and study the approximation property of the associated L 2 -and H 1 0 -projection operators. 3.1. Coordinate transform. We consider two coordinate systems: the Cartesian coordinate (x, y)-system for the reference triangle:
and the (ξ, η)-system for the square: Q = (−1, 1) 2 . The one-to-one transformation between T and Q is given by
with the inversion
This mapping collapses one edge: η = 1, −1 ≤ ξ ≤ 1, of the rectangle Q into a vertex (0, 1) of the triangle T , so it is referred to as a collapsed coordinate system in [17] (also called the Duffy's system (cf. [9] )). We point out that this type of coordinate singularity also occurs in polar and spherical coordinate transformations. Notice that there holds
The following formulas associated with the transformation (3.2)-(3.3) will be used frequently throughout this paper:
From the above, one easily finds that the determinant of the Jacobian for (3.2)-(3.3) is given by
Throughout the paper, we shall associate a function u in T with a function v in Q through
One verifies readily that
and conversely,
In particular, we have
We note that the above corresponds to the pole conditions in the polar and spherical coordinates.
Error estimates of the L 2 -orthogonal projection.
We now consider the approximation of functions in L 2 (T ) by using series of the rational basis {R lm } defined in (1.2). We first notice that {R} lm are mutually orthogonal in L 2 (T ). Define
Since the determinant of the Jacobian for the mapping (3.2) is 1−η 8 , we derive from the orthogonality of the Jacobi polynomials (2.1) and (3.7) that
For any function u ∈ L 2 (T ), we write
, and
where { R lm } are defined in (3.12) . Define the space of rational functions in T
which corresponds to the space of polynomials
and is given by
Define the Jacobi weight function in the triangle T :
α x β y γ , and introduce the Jacobi-weighted space in T : for integers r, s ≥ 0,
Observe that the weight functions χ r,r,0 and χ j,s−j,s are uniformly bounded onT , and hence,
and for any integers i, j < r, χ
As a consequence, we derive, by successive integration by parts, that
Similarly, we have
The estimates of the L 2 errors are stated in the following theorem.
, with integers r, s ≥ 0, we have
, which implies that
In particular, if r = s, L = M , and
Proof. By the definition of the operator Π LM ,
L acts on the variable ξ and likewise for η), a direct calculation, together with (3.7), leads to
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By Lemma 2.2 with α = β = 0, μ = 0, and r = 0, we have
Using Lemma 2.2 again yields
Now, we bound the norms of v in the right-hand side of (3.24) by the norms of u on T . By (3.5)-(3.6) and a recursive calculation, we have that for integer k ≥ 1,
and
Moreover, by (3.3),
Thanks to (3.7) and (3.25)-(3.27),
Inserting the above two estimates into (3.24) leads to We define the finite-dimensional approximation space
It is clear that the transform (3.2) maps X
To simplify the presentation, we only consider the case L = M and set X
We first point out that under the mapping (3.2)-(3.3), the space H 1 (T ) corresponds to the weighted space
with the weight = (1 − η)/8 being the Jacobian in (3.7), and the norm
One verifies the equivalence by using (3.4) and (3.9)-(3.10):
We have the following results on error estimates of the 
Proof. We first prove (3.34) with μ = 1. By the projection theorem,
Taking Φ = 0, we get that (−1, 1) ). By (3.7), (3.9), and (3.36), ∂ ξ π
, and (3.40)
Hence, taking
in (3.38), we derive from the triangular inequality, (3.39), and Lemma 2.2 that
To further simplify the first term in the right-hand side of the above estimate, we define
Therefore,
Hence, using the above identity, (2.6) and (2.7), gives
. Therefore, we have the upper bound for the first term in the right-hand side of (3.38):
(3.44)
We now turn to the second term in the right-hand side of (3.38) with Ψ given by (3.41). Similarly, by the triangular inequality, (3.40) and Lemma 2.2, we derive that
To deal with the second term in the right-hand side of the above estimate, we use (3.9), (3.10), and (3.25) to derive that
For simplicity, we define
Hence, by (2.6) and (2.7), we have
. Therefore, we obtain the upper bound of the second term in the right-hand side of (3.38):
(3.47)
A combination of (3.38), (3.44), and (3.47) yields
(3.48)
We now bound the terms in the right-hand side by the norms of u on T . Using (3.4), (3.7), and (3.25)-(3.26), we find
We conclude (3.34) from (3.38) and the above inequalities. This ends the proof of (3.34) with μ = 1. The case with μ = 0 can be proved by using a duality argument. Let e M = Π 1,0 M u − u and consider the auxiliary problem:
which admits a unique solution w ∈ H 1 0 (T ) with the regularity
Taking φ = e M in (3.49), we have from (3.30) and (3.35) with μ = 1 that
which implies e M T M −1 ∇e M T . By using (3.34) with μ = 1, we finally get the estimate (3.34) with μ = 0. be the LGL and JGR points defined in section 2, respectively. The interpolation grid in T is given by
Error estimates for the interpolation. Let {ξ
We now define the rational interpolation operator. For any u ∈ C(T ), the interpolant 
(3.53)
In particular, the above estimate implies
Application to a Poisson-type equation.
Let Ω be an open bounded domain, and consider the Poisson-type equation:
The variational formulation of (4.1) is to find u ∈ H 1 0 (Ω) such that
which, thanks to the Lax-Milgram lemma, admits a unique solution satisfying
Mono-domain case. Let Ω = T . The rational spectral-Galerkin approximation to (4.2) is: find u
which has a unique solution satisfying (4.2) with u M and II M f in place of u and f, respectively.
Error estimates.
Thanks to the approximation result in Theorems 3.2 and 3.3, we immediately derive the following convergence result using a standard procedure. 
which implies that
Proof. One derives immediately from (4.2) and (4.4) that
Then, applying Theorems 3.2 and 3.3 to the above, we obtain immediately (4.5) with μ = 1. The result for μ = 0 can then be derived by using a standard duality argument as in the proof of Theorem 3.2. Remark 4.1. Alternative to (4.4), we can also consider the following rational spectral-Galerkin approximation with numerical integration:
being the weights for the LGL nodes {ξ 
with α and/or β being nonintegers. By using the error bound in (4.6) and ignoring the interpolation error for f , one can only derive that for any > 0,
However, by directly calculating all the terms in (4.5) and ignoring the interpolation error for f , we can show that
This estimate is in agreement with our numerical experiments presented below.
Modal basis functions.
In order to treat nonhomogeneous boundary conditions and/or to enforce continuity across the interfaces in a triangular spectralelement method, we need to construct basis functions for (4.14)
which, through the transformation (3.2), corresponds to (4.15)
Note that the condition ∂ ξ Ψ(ξ, 1) = 0 is needed to ensure that Ψ(ξ, 1) ≡ c for ξ ∈ [−1, 1]. To simplify the presentation, we shall take L = M and denote X M = X MM and X M = X MM . We start with a commonly used C 0 -model basis for
We observe that
Thus, by redefining Ψ 0M (ξ, η) := 1+η 2 , we have that
where the index set
Let Φ lm (x, y) = Ψ lm (ξ, η) (under the mapping (3.2)-(3.3)), and
and dim(X M ) = M (M + 1) + 1.
As in the p-version of finite elements, we can split this model basis into interior and boundary modes (including vertex and edge modes). All interior modes are zero on the triangle boundary. The vertex modes have a unit magnitude at one vertex and are zero at all other vertices, and the edge modes only have magnitude along one edge and are zero at all other vertices and edges.
• Interior modes (1 ≤ l, m ≤ M − 1):
(4.21)
• Edge modes:
• Vertex modes:
Note that the total number of modal basis functions in the above is (M − 1)
Linear system.
We now examine the linear system associated to the spectral-Galerkin approximation (4.4).
Let {Φ lm = Ψ lm } be the basis of X 0 M as defined in (4.21) . By (3.7), (3.9)-(3.10), and (4.16), we have that
and 26) and
(and likewise for B, D k , and F), the linear system associated to (4.4) becomes (4.27)
We can also rewrite the above equation in the following form using tensor product notation:
where u and f are U and F written in the form of a column vector, i.e.,
and ⊗ denotes the tensor product of matrices, i.e., A ⊗ B = (Ab ij ) i,j=0,. ..,M−1 . Since the triangle T is not a separable domain, the linear system (4.27) cannot be solved by the usual matrix diagonalization method (cf. [19, 24] ). By using
and the three-term recurrence formulas
and the orthogonality of Jacobi polynomials, we can easily verify that
The nonzero entries of these matrices can be evaluated exactly. The structures of the mass matrix M and the stiffness matrix S are depicted in Figure 4 .1. Therefore, the linear system can be effectively solved by using an efficient sparse solver such as SPARSEPACK. Alternatively, one may attempt to use a suitable iterative solver. As is typical in a spectral method, the matrix S + γM is usually very ill-conditioned so it is necessary to construct a suitable preconditioner. We now examine the condition numbers of the stiffness and mass matrices as well as the effect of diagonal preconditioner. For this purpose, let Λ = (diag(S)) −1/2 , and let α A be an index such that Cond(A) = M α A , i.e., α A = log M (Cond(A)) for a given matrix A. We tabulate below the condition numbers of the matrices S, S = ΛSΛ, T γ := S + γM, and T γ = ΛT γ Λ for various M and γ = 10 4 . We observe from Table 4.1 that the condition numbers of the stiffness matrix S and T γ := S + γM behave like O(M 3 ), while their preconditioned (by diagonal preconditioner) counterparts behave like O(M 2 ). How to construct a simple and optimal preconditioner in this case is still an open question. We refer to [15] for an attempt using finite difference.
Nodal basis functions.
In practice, it is often more convenient to use a nodal basis. We now construct a nodal basis for X M . Let {ξ i = η i } 0≤i≤M (with ξ M = η M = 1) be the Legendre-Gauss-Lobatto points, and let {h i (ξ), h i (η)} 0≤i≤M be the Lagrange basis associated with {ξ i = η i } 0≤i≤M . We definẽ
where (x, y) and (ξ, η) are related by the mapping (3.2)-(3.3). Then, we have
where the index set Υ M is given in (4.19) .
Note that the set of collocation points (Figure 4 .2, right) used here to construct the nodal basis for X M is different from the set of interpolation points (Figure 4 .2, left) in section 3. This approach is reminiscent of the Chebyshev-Legendre method in [7] (see, also [25] ).
Multidomain case.
We now briefly describe how to set up a multidomain spectral-element method for (4.2) following the approach in [3] . For more details in this regard, we refer to the books [3, 17, 6] .
Let Ω be an open bounded domain with Lipschitz boundaries which is decomposed as follows: We assume that the decomposition satisfies the following properties:
• each Ω k is spectrally admissible in the sense that there exists F k , a bijection of class C ∞ , which mapsΩ ontoΩ k , whereΩ is either the reference triangle T or the reference square (−1, 1)
2 , such that its inverse
is either empty or a node or a whole side of Ω k and Ω j ; • for each common side Γ kj ofΩ k andΩ j , which is an image of a sideΓ ofΩ through F k andΓ ofΩ through F j , we have the identity
where G is the rotation or translation which mapsΓ toΓ. We denote
the combined rational function-Legendre spectral-element approximation to (4.2) is: Then, using the standard error estimates of the projection and interpolation operators for the Legendre approximation (see, for instance, [2] ) and the error estimates of the projection and interpolation operators for the rational approximation established in section 3, and following a procedure similar to that in sections 6.1 and 6.2 of [3] , we can prove the following result.
Proposition 4.1. Assuming that the solution of (4.
Then, the approximate solution u M of (4.38) satisfies the following error estimate:
Remark 4.3. It can also be shown that Proposition 4.1 holds if we replace the inner product in (4.38) in each subdomain by the discrete inner product (cf. Remark 4.1).
Numerical results and discussions.
To illustrate the convergence rate of our rational approximation, we implemented the rational approximation to the model equation (4.1) with two exact solutions and we report our numerical results below.
For a given M , we denote the discrete L 2 -error by Since u ∈ H r (T ) for any r > 0, Theorem 4.1 indicates that the error will converge faster than any algebraic order. Indeed, as shown in Figure 5 .1 (left), the errors decay exponentially, typical for a spectral approximation to an analytic function.
Example 2. We consider the equation ( As discussed in Remark 4.2, we expect the error estimate (4.13) with r given by (4.12) with α and/or β being noninteger, assuming that the integrals in (4.26) are computed exactly. If α, β ∈ N, we expect that our numerical solution converges exponentially to the exact solution. In Figure 5 .1 (right), we plot the maximum and L 2 -errors versus various M with α = 3.2 and β = 2.8 in the log-log scale. The algebraic convergence rate is evidenced by the near straight lines in the plot.
We also tabulated in Table 5 .1 the discrete L 2 -errors and the approximate convergence rate defined as
We note from the table that the asymptotic convergence rate is about 5 in the case of α = β = 2.5 and about 6.6 in the case of α = 3.3 and β = 2. Since we used a quadrature rule to compute the integrals in (4.26), these rates of convergence are about one-order less than the rate given in (4.13). This difference can be attributed to the interpolation error which is not taken into account in (4.13). Hence, our numerical results are in good agreement with the error estimates in Theorem 4.1 (cf. Remark 4.2).
Concluding remarks.
We introduced and analyzed in this paper a rational approximation in the triangle. The rational basis functions in the triangle are obtained from tensor product of 1D polynomials in the reference square through the collapsed coordinate transform (3.2). We derived optimal error estimates for the L 2 -and H 1 0 -orthogonal projections with upper bounds expressed in the original coordinates in the triangle. These fundamental approximation results are then used to derive error estimates for the spectral-element method using a combination of rational functions in triangles and polynomials in quadrilaterals.
Our error analysis indicates that the rational approximation leads to error estimates which are as accurate as the polynomial approximation in the triangle. Furthermore, these rational basis functions appear to be easier to deal with, both in analysis and in practice, than the polynomial basis functions in (1.1). Hence, this rational approximation represents a viable alternative to the polynomial approximation for triangular domains, despite the drawback induced by the clustering of collocation points around the singular vertex.
We provided implementation detail for the rational spectral-Galerkin approximation to a Poisson-type equation, and show that the resultant linear system is sparse and can be efficiently solved, for example, by a sparse solver. We also presented illustrative numerical results which are in agreement with the theoretical estimates.
This work is the first step towards developing a spectral-element method for complex geometries using rational functions in triangles.
which gives the first inequality in (2.10). The second inequality is an immediate consequence of (2.6). Therefore, we complete the proof of (2.10).
