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THE VISCOUS SURFACE-INTERNAL WAVE PROBLEM:
NONLINEAR RAYLEIGH-TAYLOR INSTABILITY
YANJIN WANG AND IAN TICE
Abstract. We consider the free boundary problem for two layers of immiscible, viscous, incom-
pressible fluid in a uniform gravitational field, lying above a rigid bottom in a three-dimensional
horizontally periodic setting. The effect of surface tension is either taken into account at both free
boundaries or neglected at both. We are concerned with the Rayleigh-Taylor instability, so we
assume that the upper fluid is heavier than the lower fluid. When the surface tension at the free
internal interface is below a critical value, which we identify, we establish that the problem under
consideration is nonlinearly unstable.
1. Introduction
1.1. Formulation of the problem in Eulerian coordinates. In this paper we study the viscous
surface-internal wave problem, which concerns the dynamics of two layers of distinct, immiscible,
viscous, incompressible fluid lying above a flat rigid bottom and below an atmosphere of constant
pressure. We assume that a uniform gravitational field points in the direction of the rigid bottom.
This is a free boundary problem since both the upper surface, where the upper fluid meets the
atmosphere, and the internal interface, where the upper and lower fluids meet, are free to evolve in
time with the motion of the fluids. We assume that the upper fluid is heavier than the lower fluid,
which makes the problem susceptible to the so-called Rayleigh-Taylor instability. We will consider
the nonlinear Rayleigh-Taylor instability both with and without taking into account the effect of
surface tension on the free surfaces.
We will assume that the two fluids occupy the moving domain Ω(t), which we take to be three-
dimensional and horizontally periodic. One fluid (+) fills the upper domain
(1.1) Ω+(t) = {y ∈ T2 × R | η−(t, y1, y2) < y3 < 1 + η+(t, y1, y2)},
and the other fluid (−) fills the lower domain
(1.2) Ω−(t) = {y ∈ T2 × R | −b < y3 < η−(t, y1, y2)}.
Here we have written the periodic horizontal cross-section as T2 = (2πL1T) × (2πL2T), where
T = R/Z is the usual 1–torus and L1, L2 > 0 are fixed constants. We assume that b > 0 is the
constant depth of the rigid bottom but that the surface functions η± are unknowns in the problem.
The surface Γ+(t) = {y3 = 1+η+(t, y1, y2)} is the moving upper boundary of Ω+(t), Γ−(t) = {y3 =
η−(t, y1, y2)} is the moving internal interface between the two fluids, and Σb = {y3 = −b} is the
fixed lower boundary of Ω−(t).
The fluids are described by their velocity and pressure functions, which are given for each t ≥ 0
by v±(t, ·) : Ω±(t) → R3 and p¯±(t, ·) : Ω±(t) → R, respectively. The fluid motion is governed by
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the incompressible Navier-Stokes equations:
(1.3)


ρ±∂tv± + ρ±v± · ∇v± + divS(p¯±, v±) = −gρ±e3 in Ω±(t)
div v± = 0 in Ω±(t)
∂tη± = v3,± − v1,±∂y1η± − v2,±∂y2η± on Γ±(t)
S(p¯+, v+)n+ = pen+ − σ+H+n+ on Γ+(t)
v+ = v−, S(p¯+, v+)n− = S(p¯−, v−)n− + σ−H−n− on Γ−(t)
v− = 0 on Σb.
Here the positive constants ρ± denote the densities of the respective fluids, g > 0 is the acceleration
of gravity, e3 = (0, 0, 1)
T , and −gρ±e3 is the gravitational force. Throughout the paper we will
write JρK := ρ+ − ρ−. Since we are interested in the Rayleigh–Taylor instability, we assume that
the upper fluid is heavier than the lower fluid, i.e.,
(1.4) ρ+ > ρ− ⇐⇒ JρK > 0.
The quantity S(p¯±, v±) := p¯±I − µ±D(v±) is known as the viscous stress tensor, where µ± are
the viscosities of the respective fluids and we have written I for the 3 × 3 identity matrix and
D(v±)ij = ∂jvi,± + ∂ivj,± for twice the velocity deformation tensor. We have written divS(p¯±, v±)
for the vector with ith component ∂jS(p¯±, v±)ij ; an easy computation shows that if div u± = 0,
then divS(p¯±, v±) = ∇p¯± − µ±∆u±. The constant pe is the atmospheric pressure, and we take
σ± ≥ 0 to be the constant coefficients of surface tension. We will assume that either σ± = 0 or
σ± > 0, i.e. we do not allow only one free surface to experience the effect of surface tension. In
this paper, we let ∇∗ denote the horizontal gradient, div∗ denote the horizontal divergence and ∆∗
denote the horizontal Laplace operator. Then the unit normal of Γ±(t) (pointing up), n±, is given
by
(1.5) n± =
(−∇∗η±, 1)√
1 + |∇∗η±|2
,
and H±, twice the mean curvature of the surface Γ±(t), is given by the formula
(1.6) H± = div∗
(
∇∗η±√
1 + |∇∗η±|2
)
.
The third equation in (1.3) is called the kinematic boundary condition since it implies that the free
surfaces are advected with the fluids. Notice that on Γ−(t), the continuity of velocity implies that
v+ = v−, which means that it is the common value of v± that advects the interface. For a more
physical description of the equations (1.3) and the boundary conditions in (1.3), we refer to [24].
Note that the constant 1 appearing above in the definition of Ω+(t) and Γ+(t) is the equilibrium
height of the upper fluid, i.e. the height of a solution with v± = 0, η± = 0, etc. It is not a loss
of generality for us to assume this value is unity. Indeed, if we were to replace the 1 in Ω+(t) and
Γ+(t) by an arbitrary equilibrium height L3 > 0, then a standard scaling argument would allow us
to rescale the coordinates and unknowns in such a way that L3 > 0 would be replaced by 1. Of
course, in doing so we would have to multiply L1, L2, µ±, σ±, g and b by positive constants. In
our above formulation of the problem we assume that this procedure has already been done.
To complete the statement of the problem, we must specify initial conditions. We suppose that
the initial surfaces Γ±(0) are given by the graphs of the functions η±(0) = η0,±, which yield the
open sets Ω±(0) on which we specify the initial data for the velocity, v±(0) = v0,± : Ω±(0)→ R3.
We will assume that 1 + η0,+ > η0,− > −b on T2 and that η0,±, v0,± satisfy certain compatibility
conditions (see the discussion before Theorem 4.4) required for the local well-posedness of the
problem. We assume that the initial surface functions satisfy the “zero-average” condition
(1.7)
∫
T2
η0,± = 0.
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It is not a loss of generality to assume this. Indeed, if (1.7) is not satisfied, then we could use
the Galilean invariance of the equations and the flatness of the rigid lower boundary to restore the
zero-average condition (see the introduction of [23] for details). For sufficiently regular solutions to
the problem, the condition (1.7) persists in time, i.e.
(1.8)
∫
T2
η±(t) = 0 for t ≥ 0.
Indeed, from the equations (1.3)2, (1.3)3, and (1.3)6 we obtain
(1.9)
d
dt
∫
T2
η− =
∫
T2
∂tη− =
∫
Γ−(t)
v− · n− =
∫
Ω−(t)
div v− = 0,
and
(1.10)
d
dt
∫
T2
η+ =
∫
T2
∂tη+ =
∫
Γ+(t)
v+ · n+ =
∫
Ω+(t)
div v+ +
∫
Γ−(t)
v− · n− = 0.
To simplify the equations we introduce the indicator function χ and denote{
v = v+χΩ+(t) + v−χΩ−(t), p¯ = p¯+χΩ+(t) + p¯−χΩ−(t),
ρ = ρ+χΩ+(t) + ρ−χΩ−(t), µ = µ+χΩ+(t) + µ−χΩ−(t),
(1.11)
on Ω(t) = Ω+(t) ∪ Ω−(t). We similarly denote quantities on Γ(t) := Γ+(t) ∪ Γ−(t), etc. We define
the modified pressure through p˜ = p¯+ ρgy3 − pe − ρ+g. Then the modified equations are
(1.12)


ρ∂tv + ρv · ∇v +∇p˜ = µ∆v in Ω(t)
div v = 0 in Ω(t)
∂tη = v3 − v1∂y1η − v2∂y2η on Γ(t)
(p˜+I − µ+D(v+))n+ = ρ+gη+n+ − σ+H+n+ on Γ+(t)
v+ = v− on Γ−(t)
(p˜+I − µ+D(v+))n− − (p˜−I − µ−D(v−))n− = JρK gη−n− + σ−H−n− on Γ−(t)
(v, η) |t=0= (v0, η0).
In this paper we shall always unify the notations by means of (1.11) to suppress the subscript “±”
unless clarification is needed.
1.2. Reformulation via a flattening coordinate transformation. The movement of the free
boundaries Γ±(t) and the subsequent change of the domains Ω±(t) create numerous mathematical
difficulties. To circumvent these, as usual, we will transform the free boundary problem under
consideration to a problem with a fixed domain and fixed boundary. Since we are interested in
the stability and instability of the equilibrium state, we will use the equilibrium domain. We will
not use the usual Lagrangian coordinate transformation as in [18, 1], but rather utilize a special
flattening coordinate transformation that we introduced in [23].
To this end, we define the fixed domain
(1.13) Ω = Ω+ ∪Ω− with Ω+ := {0 < x3 < 1}, Ω− := {−b < x3 < 0},
for which we have written the coordinates as x ∈ Ω. We shall write Σ+ := {x3 = 1} for the upper
boundary, Σ− := {x3 = 0} for the internal interface and Σb := {x3 = −b} for the lower boundary.
Throughout the paper we will write Σ = Σ+ ∪ Σ−. We think of η± as a function on Σ± according
to η+ : (T
2 × {1}) × R+ → R and η− : (T2 × {0}) × R+ → R, respectively, where R+ = (0,∞).
We will transform the free boundary problem in Ω(t) to one in the fixed domain Ω by using the
unknown free surface functions η±. For this we define
(1.14) η¯+ := P+η+ = Poisson extension of η+ into T2 × {x3 ≤ 1}
and
(1.15) η¯− := P−η− = specialized Poisson extension of η− into T2 ×R,
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where P± are defined by (A.4) and (A.9). We now encounter the first key problem of how to define
an appropriate coordinate transformation to flatten the two free surfaces together. Since we only
need to transform the third component of the spatial coordinate and keep the other two fixed,
we can flatten the domain by a linear combination of the three boundary functions, as introduced
by Beale in [2]. However, this would result in the discontinuity of the Jacobian matrix of the
coordinate transformation, which would then lead to severe technical difficulties in the proof of the
local well-posedness of the problem. In [23], we overcame this difficulty by flattening the coordinate
domain via the following special coordinate transformation, writing b˜ = 1 + x3/b:
(1.16)
{
Ω+ ∋ x 7→ (x1, x2, x3 + x23(η¯+ − (1 + 1/b)η¯−) + b˜η¯−) = Θ+(t, x) = (y1, y2, y3) ∈ Ω+(t),
Ω− ∋ x 7→ (x1, x2, x3 + b˜η¯−) = Θ−(t, x) = (y1, y2, y3) ∈ Ω−(t).
Note that Θ(Σ+, t) = Γ+(t), Θ(Σ−, t) = Γ−(t) and Θ−(·, t) |Σb= Id |Σb . In order to write down
the equations in the new coordinate system, we compute
(1.17) ∇Θ =

 1 0 00 1 0
A B J

 and A := (∇Θ−1)T =

 1 0 −AK0 1 −BK
0 0 K

 .
Here the components in the matrix are
(1.18)


A+ = x
2
3 (∂1η¯+ − (1 + 1/b)∂1η¯−) + ∂1η¯−b˜, B+ = x23 (∂2η¯+ − (1 + 1/b)∂2η¯−) + ∂2η¯−b˜,
J+ = 1 + 2x3(η¯+ − (1 + 1/b)η¯−) + x23(∂3η¯+ − (1 + 1/b)∂3η¯−) + η¯−/b+ ∂3η¯−b˜,
A− = ∂1η¯−b˜, B− = ∂2η¯−b˜,
J− = 1 + η¯−/b+ ∂3η¯−b˜, K = J
−1.
Notice that J = det∇Θ is the Jacobian of the coordinate transformation. We also denote
W = ∂tΘ3K
N = (−∂1η,−∂2η, 1)
T i = ei + ∂iηe3 for i = 1, 2
θij = ∂jΘi for i, j = 1, 2, 3.
(1.19)
It is straightforward to check that, because of how we have defined η¯±, the matrix A and the other
terms defined above are all continuous across the internal interface Σ−. This is crucial for the
whole analysis in our proof of local well-posedness of the problem in [23]. Also, we may remark
that one can replace x23 in the coordinate transformation (1.16) by some smooth function h(x3)
with h(1) = 1 and h(0) = h′(0) = · · · = 0, to let Θ be more regular across the interface Σ−.
Note that if η is sufficiently small (in an appropriate Sobolev space), then the mapping Θ is a C1
diffeomorphism. This allows us to transform the problem to one in the fixed spatial domain Ω for
each t ≥ 0. We will transform the problem in different ways according to whether we take into
account the effect of surface tension.
In the case with surface tension, i.e. σ± > 0, η will be in a higher regularity class than u. This
allows us to use the clever idea introduced by Beale in [2] to transform the velocity field in a manner
that preserves the divergence-free condition. We define the pressure p on Ω by the composition
p(t, x) = p˜ ◦ Θ(t, x), but we define the velocity u on Ω according to vi ◦ Θ(t, x) = Kθijuj(t, x)
(equivalently, ui(t, x) = JAjivj ◦ Θ(t, x)). The advantages of this transform are twofold. First, u
has divergence zero in Ω if and only if v has the same property in Ω(t). Second, the right-hand side
of (1.12)3 is replaced simply by u3. In the new coordinates, the system (1.12) with surface tension
becomes the equations for the new unknowns (u, p, η) in the following perturbation form, denoting
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the interfacial jump as JfK = f+ |x3=0 −f− |x3=0:
(1.20)


ρ∂tu− µ∆u+∇p = f in Ω
div u = 0 in Ω
∂tη = u3 on Σ
(p+I − µ+D(u+))e3 = (ρ+gη+ − σ+∆∗η+)e3 + g+ on Σ+
JuK = 0, JpI − µD(u)K e3 = (JρK gη− + σ−∆∗η−)e3 − g− on Σ−
u− = 0 on Σb
(u, η) |t=0= (u0, η0),
where the nonlinear terms f = (f1, f2, f3) and g± = (g
1
±, g
2
±, g
3
±) are given by
f i = −ρJAji[∂t(Kθjk)uk −W∂3(Kθjk)uk +K∂k(Kθjl)ukul]
+ ρ[W∂3ui −Kuk∂kui] + µJAniAjk∂k(Ajl)∂l(Kθnm)um
+ µAjk∂k(Ajl)∂lui + µJAniAjkAjl∂k∂l(Kθnm)um
+ µJAniAjkAjl∂l(Kθnm)∂kum + µJAniAjkAjl∂k(Kθnm)∂lum
+ µ(AjkAjl − δkl)∂k∂lui + (δki − JAjiAjk)∂kp, i = 1, 2, 3;
(1.21)
gi+ = µJAmk∂k(Kθjl)ulNjT im + µ(Amkθjl − δikδjl)∂kulNjT im
+ µJAjk∂k(Kθml)ulNjT im + µ(Ajkθml − δjkδil)∂kulNjT im
− µ∂iu1∂1η − µ∂iu2∂2η + ∂3ulNl∂iη
− µ∂1ui∂1η − µ∂2ui∂2η + µ∂ku3Nk∂iη, i = 1, 2,
(1.22)
g3+ = 2µ(A3kKθ3l − δ3kδ3l)∂kul + 2µA3k∂k(Kθ3l)ul
+ 2µ(Aik∂k(Kθjl)ul +AikKθjl∂kul)(NjNi − δj3δi3)|N |−2
+ 2µ(A3k∂k(Kθ3l)ul +A3kKθ3l∂kul)(|N |−2 − 1)
− σ+((1 + |∇∗η|2)−1/2 − 1)∆∗η
+ σ+(1 + |∇∗η|2)−3/2((∂1η)2∂21η + 2∂1η∂2η∂1∂2η + (∂2η)2∂22η);
(1.23)
−gi− = JµKJAmk∂k(Kθjl)ulNjT im + (Amkθjl − δikδjl) Jµ∂kulKNjT im
+ JµK JAjk∂k(Kθml)ulNjT im + (Ajkθml − δjkδil) Jµ∂kulKNjT im
− JµK ∂iu1∂1η − JµK∂iu2∂2η + Jµ∂3ulKNl∂iη
− JµK ∂1ui∂1η − JµK∂2ui∂2η + Jµ∂ku3KNk∂iη, i = 1, 2,
(1.24)
−g3 = 2(A3kKθ3l − δ3kδ3l) Jµ∂kulK + 2 JµKA3k∂k(Kθ3l)ul
+ 2(JµKAik∂k(Kθjl)ul +AikKθjl Jµ∂kulK)(NjNi − δj3δi3)|N |−2
+ 2(JµKA3k∂k(Kθ3l)ul +A3kKθ3l Jµ∂kulK)(|N |−2 − 1)
+ σ−((1 + |∇∗η|2)−1/2 − 1)∆∗η
− σ−(1 + |∇∗η|2)−3/2((∂1η)2∂21η + 2∂1η∂2η∂1∂2η + (∂2η)2∂22η).
(1.25)
Note that the coordinate transformation (1.16) guarantees that JuK = 0 on Σ−.
In the case without surface tension, i.e., σ± = 0, η will be in the same regularity class as
v, so we can not transform the velocity field as above to preserve the divergence-free condition.
Rather, we define the velocity u and the pressure p on Ω directly by the composition with Θ:
u(t, x) = v ◦ Θ(t, x) and p = p˜ ◦ Θ(t, x). Hence in the new coordinates, the system (1.12) without
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surface tension becomes the following equations for the new unknowns (u, p, η) in the perturbation
form:
(1.26)


ρ∂tu− µ∆u+∇p = G1 in Ω
div u = G2 in Ω
∂tη − u3 = G4 on Σ
(p+I − µ+D(u+))e3 = ρ+gη+e3 +G3+ on Σ+JuK = 0, JpI − µD(u)K e3 = JρK gη−e3 −G3− on Σ−
u− = 0 on Σb
(u, η) |t=0= (u0, η0),
where the nonlinear terms are given by
G1 = ρW∂3u− ρu · ∇Au+ µ(∆A −∆)u− (∇A −∇)p,(1.27)
G2 = (div− divA)u,(1.28)
G3+ = (p − ρ+gη+)(e3 −N+) + µ+(Due3 − DA+u+N+),(1.29)
G3− = −(JpK− JρK gη−)(e3 −N−)− Jµ(Due3 − DAuN )K ,(1.30)
G4 = −u1∂1η − u2∂2η.(1.31)
We may also refer to [10] for more explicit expressions of Gi.
1.3. Main results. The Rayleigh-Taylor instability arises when steady states of two fluid layers
with different densities are accelerated in the direction toward the denser fluid. The instability is
well-known since the classical work of Rayleigh [17] and of Taylor [20]. For a general discussion of
the physics related to this topic, we refer to [14] and the references therein.
The Rayleigh-Taylor instability has attracted much attention in the mathematics community due
both to its physical importance and to the mathematical challenges it offers. Presently, the linear
Rayleigh-Taylor instability is well understood, but the nonlinear instability is much less so. The
standard procedure (see, for instance, Chandrasekhar’s book [4]) for analyzing the linear instability
is to try to construct “normal mode” (horizontal Fourier modes of a fixed spatial frequency that grow
exponentially in time) solutions to the linearization of problem (1.12). For instance, the inviscid
(µ± = 0) version of our present problem can be analyzed with normal modes as in [4]. It can be
shown that without surface tension all the spatial frequencies are unstable. With surface tension,
there is a critical frequency |ξ|c =
√
g JρK /σ− so that the spatial frequencies ξ with 0 < |ξ| < |ξ|c
are unstable, while the spatial frequencies ξ with |ξ| > |ξ|c are stable. This in particular implies
that the inviscid version of problem (1.12), defined in a horizontally infinite setting (i.e., horizontal
cross-section R2 in place of T2), is linearly unstable. However, in the horizontally periodic setting,
if the domain is sufficiently small so that
(1.32) min{L−11 , L−12 } ≥
√
g JρK
σ−
⇐⇒ σ− ≥ σc := g JρKmax{L21, L22},
then there will be no frequency belonging to the interval 0 < |ξ| < |ξ|c. This implies that the
inviscid version of problem (1.12) should be linearly stable. The same result for (viscous and
inviscid) compressible fluids was shown by Guo and Tice [8, 9].
As a part of our previous paper [23], we proved that the viscous surface-internal wave problem
(1.12) is nonlinearly stable for σ− > σc and that the solutions decay to the equilibrium state at an
exponential rate. In this paper, we will continue our study of (1.12) by showing that the problem
is nonlinearly unstable for σ− < σc.
Our main results can be stated as follows. The first theorem establishes the nonlinear instability
for the case with surface tension.
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Theorem 1.1. Assume that JρK > 0, σ+ > 0, and 0 < σ− < σc, where σc is defined by (1.32).
Let the norm |||·|||0 be defined by (4.17) and another (stronger) norm |||·|||00 be defined by (4.18).
There exist constants θ0 > 0 and C > 0 such that for any sufficiently small 0 < ι < θ0, there exist
solutions
(
uι(t)
ηι(t)
)
to (1.20) so that
(1.33)
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(0)
ηι(0)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
≤ Cι, but
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(T ι)
ηι(T ι)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
≥ θ0
2
.
Here the escape time T ι > 0 is
(1.34) T ι :=
1
Λ
log
θ0
ι
,
where Λ > 0, defined by (2.32), is the sharp linear growth rate obtained in Section 2.
In [23] we also proved the nonlinear stability for the problem (1.26) without surface tension
(σ± = 0), provided that JρK < 0, i.e. the lighter fluid is on top. Our next theorem is the analog of
Theorem 1.1 for the case without surface tension in the case JρK > 0.
Theorem 1.2. Assume that JρK > 0 and σ± = 0. Let the norm |||·|||0 be defined by (4.17) and
another (stronger) norm |||·|||00 defined by (4.19) (with N ≥ 3 an integer). There exist constants
θ0 > 0 and C > 0 such that for any sufficiently small 0 < ι < θ0, there exist solutions
(
uι(t)
ηι(t)
)
to
(1.26) so that
(1.35)
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(0)
ηι(0)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
≤ Cι, but
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(T ι)
ηι(T ι)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
≥ θ0
2
.
Here the escape time T ι > 0 is
(1.36) T ι :=
1
Λ∗
log
θ0
ι
,
where Λ∗ > 0, defined by (2.33), is close to the sharp linear growth rate Λ obtained in Section 2.
Remark 1.3. The solution is actually a triple (u, p, η), and the quantity |||·|||00 employed in Theorems
1.1 and 1.2 is actually a norm for (u, p, η). See Remark 4.1 for more details on our slight abuse
of notion and notation. Also, although we have suppressed it in the notation, the quantity |||·|||00
appearing in Theorem 1.2 depends on an integer N ≥ 3 that measures the regularity of solutions
(u ∈ H¨4N , etc). The choice N = 3 is the minimal regularity framework in which we can close
our nonlinear instability estimates. However, by letting N be arbitrarily large we find that no
high-regularity smallness criterion can prevent instability.
Remark 1.4. In both Theorems 1.1 and 1.2 the instability occurs in the |||·|||0 norm, which is just
the L2 norms of u and η. This means that although our instability analysis works in a framework
with some degree of regularity, the onset of instability occurs at the lowest level of regularity. Note
that an easy refinement of our analysis would allow us to replace |||·|||0 with the L2 norm of η−.
This highlights the fact that the instability occurs at the internal interface. We have chosen not to
pursue this refinement in order to make |||·|||0 consistent with a quantity that appears in our linear
analysis.
Remark 1.5. Theorems 1.1 and 1.2, together with our results in [23], establish sharp nonlinear sta-
bility criteria for the equilibrium state in the viscous surface-internal wave problem. We summarize
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these and the rates of decay to equilibrium in the table below.
JρK < 0 JρK = 0 JρK > 0
σ± = 0
nonlinearly stable
almost exponential decay
locally well-posed nonlinearly unstable
0 < σ+
0 < σ− < σc
nonlinearly stable
exponential decay
nonlinearly stable
exponential decay
nonlinearly unstable
0 < σ+
σc = σ−
nonlinearly stable
exponential decay
nonlinearly stable
exponential decay
locally well-posed
0 < σ+
σc < σ−
nonlinearly stable
exponential decay
nonlinearly stable
exponential decay
nonlinearly stable
exponential decay
Note that our table identifies two critical regimes: σ− = σc, σ+ > 0, JρK > 0; and σ± = 0,
JρK = 0. In these critical regimes we know from [23] that the problem is locally well-posed, but it is
not clear to us what the stability of the system should be.
In general, the passage from linear instability to nonlinear instability is delicate for partial
differential equations due to, for instance, severe nonlinearities with possible unbounded derivatives.
In 1995, Guo and Strauss [7] developed a bootstrap instability framework to treat such an issue.
The main idea of the Guo-Strauss approach is to show that on the time scale of the instability,
the stronger Sobolev norm of the solution is actually bounded by the growth of its weaker norm
(see also Lemma 1.1 of [6] for the abstract framework of this method). For our Rayleigh-Taylor
problem the term JρK gη− is what leads to the instability; since it is of low order, we are led to
use the Guo-Strauss bootstrap framework here. However, the bootstrap lemma in [6] can not be
applied directly, so in the proof of Theorems 1.1 and 1.2 we use a slight variant. For the sake of
completeness, we record an abstract version of this method in the following theorem.
Theorem 1.6. Assume the following.
(1) L is a linear operator on a Banach space X with norm |||·|||0, and there exists another norm
‖·‖ such that
(1.37)
∣∣∣∣∣∣etLy∣∣∣∣∣∣
0
≤ CLetΛ‖y‖
for some CL and Λ > 0.
(2) N = N(y) is some nonlinear operator on X, and there exist another norm |||·|||00 and a
constant CN such that
(1.38) ‖N(y)‖ ≤ CN |||y|||200
for all y ∈ X with |||y|||00 <∞.
(3) There is a growing mode y0 ∈ X with |||y0|||0 = 1 and |||y0|||00 <∞, and
(1.39) eLty0 = e
λty0
for some λ > 0 with Λ2 < λ ≤ Λ.
(4) There exists a small constant δ such that for any solution y(t) to the equation
(1.40)
d
dt
y + Ly = N(y)
with |||y(t)|||00 ≤ δ for all t ∈ [0, T ], there exists Cδ > 0 so that the following energy estimate
holds:
(1.41) |||y(t)|||200 ≤ Cδ |||y(0)|||200 +
λ
2
∫ t
0
|||y(s)|||200 ds+ Cδ
∫ t
0
|||y(s)|||300 ds+ Cδ
∫ t
0
|||y(s)|||20 ds
for all t ∈ [0, T ].
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Let yι be a solution to (1.40) with initial data yι(0) = ιy0. Then there exists a sufficiently small
(fixed) number θ0 > 0, which depends explicitly on CL, CN , Cδ, λ, Λ, y0, δ but is independent of ι,
so that for any sufficiently small ι > 0,
(1.42) |||yι(T ι)|||0 ≥
θ0
2
> 0,
where the escape time T ι > 0 is defined by
(1.43) T ι :=
1
λ
log
θ0
ι
.
Theorem 1.6 can be proved by a slight modifications of the proof of Lemma 1.1 of [6], which
also follows along the lines of our proof of Theorems 1.1 and 1.2, and hence we omit its proof.
In fact, one may read Theorem 1.6 as a description of our strategy for proving Theorems 1.1 and
1.2. Comparing with Lemma 1.1 of [6], we see that (1.37) and (1.39) are two relaxations of the
corresponding conditions in that lemma. This is precisely the case we encounter when we try to use
the Guo-Strauss bootstrap framework to prove nonlinear Rayleigh-Taylor instability. Another point
we want to mention here is that in Theorem 1.6 we implicitly assume that the linear growing mode
y0 can be used as initial data for the nonlinear problem (1.40). However, in our nonlinear problems
(1.20) and (1.26) defined on a domain with boundary, to guarantee the local well-posedness the
initial data must satisfy certain compatibility conditions that the growing modes to the linearized
problem would not satisfy. Hence, we need to employ an argument from [12] to use the linear
growing mode to construct initial data for the nonlinear problem in Section 4.3.
We will end this introduction by reviewing some previous mathematical results closely related
to our current paper. The stability and instability analysis for the linearized problem without
viscosity is well understood [4]. However, there is no general theory that guarantees the passage
from linear instability to nonlinear instability for partial differential equations, so the question of
nonlinear instability was not immediately resolved by the linear analysis. For the inviscid Rayleigh-
Taylor problem without surface tension, Ebin [5] proved the nonlinear ill-posedness of the problem
for incompressible fluids, Guo and Tice [9] proved an analogous result for compressible fluids,
and Hwang and Guo [11] proved the nonlinear instability of the incompressible problem with a
continuous density distribution. For the viscous Rayleigh-Taylor problem with or without surface
tension, Guo and Tice [8] proved the linear instability for compressible fluids, and with surface
tension Pru¨ss and Simonett [16] proved nonlinear instability for incompressible fluids in an Lp-
setting by using Henry’s instability theorem. The proof of [16] is quite abstract, hence in this paper
for the case with surface tension we provide an alternative proof to show the nonlinear instability
in the natural energy space. However, to our best knowledge, the result is completely new for the
case without surface tension. In forthcoming papers, we expect to apply the framework here to
show the nonlinear Rayleigh-Taylor instability for viscous incompressible fluids with magnetic field,
the linear instability of which was obtained by Wang [22].
Notation. In this paper, for any given domain, we write Hk for the usual L2-based Sobolev space
of order k ≥ 0. We define the piecewise Sobolev spaces H¨k(Ω), k ≥ 0 by
(1.44) H¨k(Ω) = {uχΩ± ∈ Hk(Ω±)} with norm ‖u‖2k := ‖u‖2H¨k(Ω) := ‖u+‖2Hk(Ω+) + ‖u−‖2Hk(Ω−).
When k = 0, H¨0(Ω) = H0(Ω) = L2(Ω). We let the Sobolev spaces Hs(Σ±) for s ∈ R be equivalent
to Hs(T2), with norm ‖ · ‖Hs(Σ±); we write
(1.45) ‖η‖2s := ‖η‖2Hs(Σ) := ‖η+‖2Hs(Σ+) + ‖η−‖2Hs(Σ−).
We do not distinguish the notation of norms on the domain or on the boundary. Basically, when
we write ‖∂jt u‖k and ‖∂jt p‖k we always mean that the space is H¨k(Ω), and when we write ‖∂jt η‖k
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we always mean that the space is Hk(Σ). When there is potential for confusion, typically when
trace estimates are employed, we will clarify as needed. Let us define
0H
1(Ω) := {u ∈ H1(Ω) | u |Σb= 0} and 0H1σ(Ω) := {u ∈ 0H1(Ω) | div u = 0},(1.46)
with the obvious restriction that the last space is for vector-valued functions only. It is easy to
see that u ∈ 0H1(Ω) if and only if u ∈ H¨1(Ω) with JuK = 0 on Σ− and u = 0 on Σb. We will not
need negative index spaces on Ω except for (0H
1(Ω))∗. In our analysis, we will occasionally abuse
notation by writing ‖·‖−1 for the norm in (0H1(Ω))∗. Here it is not the case that (0H1(Ω))∗ = H−1
because of boundary conditions; we employ this abuse of notation in order to have indexed sums
of norms include terms like ‖ · ‖4N−2j+1 for j = 2N + 1. Sometimes we use ‖ · ‖LpX to denote the
norm of the space Lp(0, T ;X). We will sometimes extend the above abuse of notation by writing
‖ · ‖LpHk for k = −1 in a sum of norms; when we do this we actually mean ‖ · ‖Lp(0H1(Ω))∗ .
We shall also employ the notational convention for derivatives from [10]. When using space-
time differential multi-indices, we will write N1+m = {α = (α0, α1, . . . , αm)} to emphasize that the
0−index term is related to temporal derivatives. For just spatial derivatives we write Nm. For
α ∈ N1+m we write ∂α = ∂α0t ∂α11 · · · ∂αmm . We define the parabolic counting of such multi-indices
by writing |α| = 2α0 + α1 + · · · + αm. We will also write ∇∗f for the horizontal gradient of f , i.e.
∇∗f = ∂1fe1 + ∂2fe2, while ∇f will denote the usual full gradient.
For a given norm ‖ · ‖ and an integer k ≥ 0, we introduce the following notation for sums of
spatial derivatives:
(1.47) ‖∇k∗f‖2 :=
∑
α∈N2
|α|≤k
‖∂αf‖2 and ‖∇kf‖2 :=
∑
α∈N3
|α|≤k
‖∂αf‖2.
The convention we adopt in this notation is that ∇∗ refers to only “horizontal” spatial derivatives,
while ∇ refers to full spatial derivatives. For space-time derivatives we add bars to our notation:
(1.48) ‖∇¯k∗f‖2 :=
∑
α∈N1+2
|α|≤k
‖∂αf‖2 and ‖∇¯kf‖2 :=
∑
α∈N1+3
|α|≤k
‖∂αf‖2.
We allow for composition of derivatives in this counting scheme in a natural way; for example,∥∥∇∗∇k∗f∥∥ = ∥∥∇k∗∇∗f∥∥ = ∥∥∇k+1∗ f∥∥.
We will employ the Einstein convention of summing over repeated indices. Throughout the paper
C > 0 will denote a generic constant that can depend on the parameters of the problem, integers N
used in energy definitions, and Ω, but does not depend on the data, etc. We refer to such constants
as “universal.” Such constants are allowed to change from line to line. When a constant depends
on a quantity z we will write C = C(z) = Cz to indicate this. We will employ the notation a . b
to mean that a ≤ Cb for a universal constant C > 0. To indicate some constants in some places so
that they can be referred to later, we will denote them in particular by C1, C2, etc.
2. Linear instability
In this section, we consider the linearized equations of (1.20) and (1.26) in the unified form
(2.1)


ρ∂tu− µ∆u+∇p = 0 in Ω
div u = 0 in Ω
∂tη = u3 on Σ
(p+I − µ+D(u+))e3 = (ρ+gη+ − σ+∆∗η+)e3 on Σ+
JuK = 0, JpI − µD(u)K e3 = (JρK gη− + σ−∆∗η−)e3 on Σ−
u− = 0 on Σb
(u, η)|t=0 = (u0, η0),
where σ± ≥ 0.
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2.1. Growing mode solution. We want to construct a growing mode solution to (2.1), so we
assume an ansatz
(2.2) u(t, x) = w(x)eλt, p(t, x) = π˜(x)eλt, η(t, x′) = ζ(x′)eλt,
for some λ > 0 (the same in both Ω±), where x
′ = (x1, x2). Substituting this ansatz into (2.1), we
find that ζ = λ−1w3|Σ. By this fact we can eliminate ζ from (2.1) and then arrive at the following
time-invariant system for w and π˜:
(2.3)


λρw − µ∆w +∇π˜ = 0 in Ω
divw = 0 in Ω
(π˜+I − µ+D(w+))e3 = λ−1(gρ+w3,+ − σ+∆∗w3,+)e3 on Σ+
JwK = 0, Jπ˜I − µD(w)Ke3 = λ−1(g JρKw3 + σ−∆∗w3)e3 on Σ−
w− = 0 on Σb.
Since the domain is horizontally flat, we are free to make the further structural assumption that
the x′ dependence of w, π˜ is given as a Fourier mode eix
′·ξ for ξ = (ξ1, ξ2) ∈ L−11 Z×L−12 Z. Together
with the growing mode ansatz (2.2), this constitutes a “normal mode” ansatz (see [4]). We define
the new unknowns ϕ, θ, ψ, π : (−b, 1)→ R according to
(2.4) w1(x) = −iϕ(x3)eix′·ξ, w2(x) = −iθ(x3)eix′·ξ, w3(x) = ψ(x3)eix′·ξ, π˜(x) = π(x3)eix′·ξ.
For each fixed nonzero spatial frequency ξ, we deduce from the equations (2.3) a system of ODEs
for ϕ, θ, ψ, π and λ, denoting ′ = d/dx3:
(2.5)


λ2ρϕ+ µλ(|ξ|2ϕ− ϕ′′)− λξ1π = 0 in (−b, 1)
λ2ρθ + µλ(|ξ|2θ − θ′′)− λξ2π = 0 in (−b, 1)
λ2ρψ + µλ(|ξ|2ψ − ψ′′) + λπ′ = 0 in (−b, 1)
ξ1ϕ+ ξ2θ + ψ
′ = 0 in (−b, 1)
µ+λ(ξ1ψ+ − ϕ′+) = µ+λ(ξ2ψ+ − θ′+) = 0 at x3 = 1
−2µ+λψ′+ + λπ+ = gρ+ψ+ + σ+|ξ|2ψ+ at x3 = 1JϕK = JθK = JψK = 0 at x3 = 0
Jµλ(ξ1ψ − ϕ′)K = Jµλ(ξ2ψ − θ′)K = 0 at x3 = 0
J−2µλψ′ + λπK = g JρKψ − σ−|ξ|2ψ at x3 = 0
ϕ− = θ− = ψ− = 0 at x3 = −b.
We may eliminate π by multiplying the first and second equations by ξ1, ξ2 respectively, summing,
and then using the fourth equation to solve for
(2.6) λ|ξ|2π = −(λ2ρψ′ + λµ(|ξ|2ψ′ − ψ′′′)).
Eliminating π from the third equation in (2.5), we then obtain the following fourth-order ODE for
ψ:
(2.7)


−λ2ρ(|ξ|2ψ − ψ′′) = µλ(|ξ|4ψ − 2|ξ|2ψ′′ + ψ′′′′) in (−b, 1)
µ+λ(|ξ|2ψ+ + ψ′′+) = 0 at x3 = 1
µ+λ(ψ
′′′
+ − 3|ξ|2ψ′+) = λ2ρ+ψ′+ + gρ+|ξ|2ψ+ + σ+|ξ|4ψ+ at x3 = 1JψK = Jψ′K = 0 at x3 = 0
Jµλ(|ξ|2ψ + ψ′′)K = 0 at x3 = 0
Jµλ(ψ′′′ − 3|ξ|2ψ′)K = Jλ2ρψ′K + g JρK |ξ|2ψ − σ−|ξ|4ψ at x3 = 0
ψ− = ψ
′
− = 0 at x3 = −b.
Given a solution ψ to (2.7), we can recover the function π via (2.6). To recover ϕ and θ, we
first note that the problem (2.5) is invariant under simultaneous rotations of (ϕ, θ) and (ξ1, ξ2).
Indeed, it is easily verified that if R ∈ SO(2) is any rotation operator, then R(ϕ, θ), R(ξ1, ξ2) is
also a solution with the same ψ and λ. Then, given any ξ we choose a rotation operator Rξ so that
Rξξ = (|ξ|, 0). It is easy to check that when ξ2 = 0, we may simply take θ = 0 in (2.5). Then from
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a solution ψ|ξ|, λ, Rξ = (|ξ|, 0) to (2.7) we can recover ϕ|ξ| through the equation |ξ|ϕ|ξ| + ψ′|ξ| = 0.
Then we return to a full solution to (2.5) for ξ by setting (ϕ, θ) = R−1ξ (ϕ|ξ|, 0).
The problem (2.7) can be viewed as an eigenvalue problem with the eigenvalue λ. However,
due to the fact that λ appears both quadratically and linearly, this problem does not possess a
standard variational structure. In [8], Guo and Tice developed a robust method to overcome such
a difficulty and constructed growing mode solutions for viscous compressible fluids. In [22], Wang
also applied this method to construct growing mode solutions for viscous incompressible fluids
with magnetic field in a slightly different setting. The method was also employed by Jang and
Tice [12] for the compressible Navier-Stokes-Poisson system. The growing mode solution to (2.1)
can be constructed in the same way, though the actual procedure is somewhat simpler, so we will
only sketch the procedure for later use, such as for deriving some estimates. For a more thorough
presentation of the idea, we refer to [8].
In order to restore the ability to use variational methods we artificially remove the linear de-
pendence on λ in (2.7) by defining the modified viscosities µ˜ = sµ, where s > 0 is an arbitrary
parameter. This results in a family (s > 0) of modified problems:
(2.8)


−λ2ρ(|ξ|2ψ − ψ′′) = sµ(|ξ|4ψ − 2|ξ|2ψ′′ + ψ′′′′) in (−b, 1)
sµ+(|ξ|2ψ+ + ψ′′+) = 0 at x3 = 1
sµ+(ψ
′′′
+ − 3|ξ|2ψ′+) = λ2ρ+ψ′+ + gρ+|ξ|2ψ+ + σ+|ξ|4ψ+ at x3 = 1JψK = Jψ′K = 0 at x3 = 0
Jsµ(|ξ|2ψ + ψ′′)K = 0 at x3 = 0
Jsµ(ψ′′′ − 3|ξ|2ψ′)K = Jλ2ρψ′K + g JρK |ξ|2ψ − σ−|ξ|4ψ at x3 = 0
ψ− = ψ
′
− = 0 at x3 = −b.
Note that for any fixed s > 0 and ξ, (2.8) is a standard eigenvalue problem for −λ2, which has a
natural variational structure that allows us to use variational methods to construct solutions. For
this, we define the energies
E(ψ; |ξ|, s) = 1
2
∫ 1
−b
sµ(4|ξ|2|ψ′|2 + ||ξ|2ψ + ψ′′|2)
+
1
2
|ξ|2(σ+|ξ|2 + gρ+)|ψ(1)|2 + 1
2
|ξ|2(σ−|ξ|2 − g JρK)|ψ(0)|2,
(2.9)
(2.10) J(ψ; |ξ|) = 1
2
∫ 1
−b
ρ(|ξ|2|ψ|2 + |ψ′|2) dx3,
which are both well-defined on the space 0H
2((−b, 1)) := {v ∈ H2((−b, 1)) | ψ(−b) = ψ′(−b) = 0}.
We define the set
(2.11) C = {ψ ∈ 0H2((−b, 1)) | J(ψ; |ξ|) = 1}.
Then we want to find the smallest −λ2 by minimizing
(2.12) − λ2(|ξ|; s) = α(|ξ|; s) := inf
ψ∈C
E(ψ; |ξ|, s).
It is standard to show that a minimizer of (2.12) exists and that the minimizer satisfies Euler-
Lagrange equations equivalent to (2.8). A standard bootstrap argument also shows that the mini-
mizer ψ is in Hk((−b, 0)) (resp. Hk((0, 1))) for all k ≥ 0 when restricted to (−b, 0) (resp. (0, 1)),
and hence is smooth when restricted to either interval.
To construct the growing mode we then need to clarify the sign of the infimum (2.12). For
σ− ≥ σc, we always have that E(ψ; |ξ|, s) ≥ 0 for any nonzero frequency ξ ∈ L−11 Z × L−12 Z and
any ψ ∈ C, which then means that α(|ξ|; s) ≥ 0. This suggests that no growing mode solution to
(2.1) can be constructed when σ− ≥ σc, and then that the system should be linearly stable. In
[23] we proved the nonlinear stability of the problem (1.12) in the case σ− > σc. However, when
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0 ≤ σ− < σc and 0 < |ξ| < |ξ|c :=
√JρK g/σ− (it is interpreted that when σ− = 0 this means
0 < |ξ| < ∞), then it is easy to see that if s > 0 is small enough we can always find ψ ∈ C such
that E(ψ; |ξ|, s) ≤ 0. Hence in this case there is ψs(|ξ|) such that E(ψs(|ξ|); |ξ|, s) = α(|ξ|; s) < 0.
We want to show that there is a fixed point s so that λ(|ξ|, s) = s, which will then allow us to
construct a solution to the original problem (2.7). To this end, we study the behavior of α(s) as a
function of s > 0.
Lemma 2.1. For any fixed |ξ| ∈ (0, |ξ|c), let α(s) = α(|ξ|; s) be defined by (2.12). Then the
following hold.
(1) α ∈ C0,1loc ((0,∞)) ∩C0((0,∞)) and α(s) is strictly increasing in s.
(2) There exist constants C0, C1, C2 > 0 depending on ρ±, µ±, σ±, b, g, |ξ| so that
(2.13) α(s) ≤ −C0 + sC1,
and
(2.14) α(s) ≥ −2g JρK
ρ−
|ξ|+ sC2.
Proof. We decompose the energy (2.9) as
(2.15) E(ψ; |ξ|, s) = sE1(ψ; |ξ|) + E0(ψ; |ξ|),
where
(2.16) E1(ψ; |ξ|) := 1
2
∫ 1
−b
µ(4|ξ|2|ψ′|2 + ||ξ|2ψ + ψ′′|2),
(2.17) E0(ψ; |ξ|) := 1
2
|ξ|2(σ+|ξ|2 + gρ+)|ψ(1)|2 + 1
2
|ξ|2(σ−|ξ|2 − g JρK)|ψ(0)|2.
The decomposition (2.15) keeps the same form as in Proposition 3.6 of [8], hence (1) follows in the
same way.
Now we prove (2). First, for (2.13), note that for any fixed 0 < |ξ| < |ξ|c there exists ψ|ξ| such
that C0 = −E0(ψ|ξ|; |ξ|) > 0. Then we have that E(ψ|ξ|; |ξ|, s) ≤ −C0 + sC1 for some C1 > 0, and
hence (2.13) holds. Next, for (2.14), observe that for any ψ ∈ C, we have
−|ξ|
2g JρK |ψ(0)|2
2
= −|ξ|2g JρK
∫ 0
−b
ψ′ψ dx3
≥ −|ξ|g JρK
ρ−
(∫ 0
−b
ρ−|ξ|2|ψ|2 dx3
) 1
2
(∫ 0
−b
ρ−|ψ′|2 dx3
) 1
2
≥ −2|ξ|g JρK
ρ−
.
(2.18)
Since the other terms in the energy E are nonnegative, we have
(2.19) α(s) ≥ −2|ξ|g JρK
ρ−
+ s inf
ψ∈C
E1(ψ).
We denote by C2 this latter positive infimum; then (2.14) follows and we conclude our lemma. 
For any fixed |ξ| ∈ (0, |ξ|c), we then define the open set
(2.20) S = α−1((−∞, 0)) ⊂ (0,∞).
Note that S is non-empty and allows us to define λ(s) = √−α(s) for s ∈ S. We next show that
there is a unique fix point s ∈ S so that s = λ(|ξ|; s).
Lemma 2.2. There exists a unique s ∈ S so that λ(|ξ|; s) =√−α(|ξ|; s) > 0 and
(2.21) s = λ(|ξ|; s).
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Proof. By Lemma 2.1, there exists s∗ > 0 such that
(2.22) S = α−1((−∞, 0)) = (0, s∗).
We define λ =
√−α on S and define the function Φ : (0, s∗)→ (0,∞) by
(2.23) Φ(s) = s/λ(|ξ|; s),
which is continuous and strictly increasing in s. Moreover, lims→0Φ(s) = 0 and lims→s∗ Φ(s) = +∞.
Hence there is unique s ∈ (0, s∗) so that Φ(s) = 1, which gives (2.21). 
Notice that in Lemma 2.2, for any fixed |ξ| ∈ (0, |ξ|c) the fixed point s = s(|ξ|) ∈ S is unique,
we may write uniquely λ(|ξ|) within (0, |ξ|c), while the corresponding solution to (2.7) is written
by ψ|ξ|. We have the following behavior of λ(|ξ|).
Proposition 2.3. The function λ : (0, |ξ|c)→ (0,∞) satisfies the bound
(2.24) λ(|ξ|) ≤ bg JρK
4µ−
.
Moreover,
(2.25) lim
|ξ|→0
λ(|ξ|) = 0 for σ± ≥ 0, and lim
|ξ|→|ξ|c
λ(|ξ|) = 0 if σ− > 0.
Proof. We shall use the fact that E(ψ|ξ|; |ξ|, λ(|ξ|)) = −λ2(|ξ|) < 0. First, we have
(2.26) λ(|ξ|)E1(ψ|ξ|) <
|ξ|2g JρK |ψ|ξ|(0)|2
2
,
where E1(ψ|ξ|) := E1(ψ|ξ|; |ξ|, λ(|ξ|)). Since ψ|ξ|(−b) = 0, we have
(2.27) ψ|ξ|(0) =
∫ 0
−b
ψ′|ξ| dx3 ≤
√
b
(∫ 0
−b
|ψ′|ξ||2 dx3
)1/2
=
√
b√
2µ−|ξ|2
(∫ 0
−b
2µ−|ξ|2|ψ′|ξ||2 dx3
)1/2
,
which implies that
(2.28)
|ξ|2g JρK |ψ|ξ|(0)|2
2
≤ bg JρK
4µ−
E1(ψ|ξ|).
This together with (2.26) implies (2.24).
Next, we derive the limit behaviors of λ(|ξ|). First, by (2.14), we have
(2.29) 0 ≤ λ2(|ξ|) ≤ 2g JρK
ρ−
|ξ|,
which implies that lim|ξ|→0 λ(|ξ|) = 0 for σ± ≥ 0. On the other hand, by (2.18), we have
(2.30) |ψ|ξ|(0)|2 ≤
4
ρ−|ξ| .
Hence, we obtain
(2.31) λ2(|ξ|) ≤ |ξ|
2(g JρK− σ−|ξ|2)
2
|ψ|ξ|(0)|2 ≤
2|ξ|(g JρK− σ−|ξ|2)
ρ−
,
which implies that lim|ξ|→|ξ|c λ(|ξ|) = 0 for σ− > 0. 
By Proposition 2.3, we can then define
(2.32) 0 < Λ := sup
0<|ξ|<|ξ|c
λ(|ξ|) <∞.
For σ− > 0, there is only a finite number of spatial frequencies ξ ∈ (L−11 Z) × (L−12 Z) satisfying
|ξ| < |ξ|c, so the the largest growth rate Λ must be achieved when 0 < σ− < σc. For σ− = 0 it is
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not clear whether Λ is achieved. However, we can achieve a growth rate that is arbitrarily close to
Λ, and so in particular Λ∗ is achieved, where
(2.33) 0 < Λ/2 < Λ∗ ≤ Λ.
We may now construct a growing mode solution to the linearized problem (2.1).
Theorem 2.4. Let Λ be defined by (2.32) and Λ∗ be defined by (2.33). Then the following hold.
(1) Let 0 < σ− < σc. Then there is a growing mode solution to (2.1) so that
(2.34) ‖η(t)‖Hk = eΛt‖η(0)‖Hk , ‖u(t)‖Hk = eΛt‖u(0)‖Hk , for any k ≥ 0.
(2) Let σ− = 0. Then there is a growing mode solution to (2.1) so that
(2.35) ‖η(t)‖k = eΛ∗t‖η(0)‖k , ‖u(t)‖k = eΛ∗t‖u(0)‖k , for any k ≥ 0.
Proof. Let |ξ| > 0 be so that λ(|ξ|) = Λ for σ− > 0 or λ(|ξ|) = Λ∗ for σ− = 0. Let ψ|ξ| be
the corresponding solution to (2.7) with λ(|ξ|), which is constructed above by the minimization
problem (2.12). We then define a solution to (2.5) as described immediately after (2.7), which then
allows us to define u, p, and η according to (2.2), (2.4), and η = λ−1u3|Σ. Then we have that
u ∈ 0H1σ(Ω) ∩ H¨k(Ω), p ∈ H¨k(Ω), and η ∈ Hk(Σ) for any k ≥ 0 and (u, p, η) solve the linearized
problem (2.1). Moreover, u, η satisfy (2.34) or (2.35). 
2.2. Sharp growth rate. In this subsection, we will show that Λ defined by (2.32) is the sharp
growth rate of arbitrary solutions to the linearized problem (2.1). Since the spectrum of the linear
operator is complicated, it is hard to obtain the largest growth rate of the solution operator in “L2”
in the usual way. Instead, motivated by [8, 12], we use careful energy estimates to show that eΛt is
the sharp growth rate in a slightly weaker sense (cf. (1.37)).
First, we have the following energy identity.
Lemma 2.5. Let (u, p, η) solve (2.1), then
1
2
d
dt
(∫
Ω
ρ|∂tu|2 +
∫
Σ+
σ+|∇∗u3|2 + ρ+g|u3|2 +
∫
Σ−
σ−|∇∗u3|2 − JρK g|u3|2
)
+
1
2
∫
Ω
µ|D∂tu|2 = 0.
(2.36)
Proof. We differentiate (2.1)1 in time, multiply the resulting equation by ∂tu and then integrate by
parts over Ω. By using the other conditions in (2.1), we obtain (2.36). 
The next result allows us to estimate the energy in terms of Λ.
Lemma 2.6. Let u ∈ 0H1σ(Ω) with σ∇∗u3 ∈ L2(Σ), then we have the inequality
1
2
∫
Σ+
σ+|∇∗u3|2 + ρ+g|u3|2 + 1
2
∫
Σ−
σ−|∇∗u3|2 − JρK g|u3|2
≥ −Λ
2
2
∫
Ω
ρ|u|2 − Λ
4
∫
Ω
µ|Du|2.
(2.37)
Proof. Let fˆ be the horizontal Fourier transform of f . By the Parseval theorem, we have
1
2
∫
Σ+
σ+|∇∗u3|2 + ρ+g|u3|2 + 1
2
∫
Σ−
σ−|∇∗u3|2 − JρK g|u3|2
=
1
4π2
×
∑
ξ∈L−11 Z×L
−1
2 Z
{
1
2
(σ+|ξ|2 + ρ+g)|uˆ3(1)|2 + 1
2
(σ−|ξ|2 − JρK g)|uˆ3(0)|2
}
.
(2.38)
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Noticing that for ξ = 0,
(2.39) uˆ3(0) =
∫
Σ−
u3 =
∫
Ω−
divu = 0
and then
(2.40) uˆ3(1) =
∫
Σ+
u3 =
∫
Ω+
divu = 0,
we may reduce (2.38) to be
1
2
∫
Σ+
σ+|∇∗u3|2 + ρ+g|u3|2 + 1
2
∫
Σ−
σ−|∇∗u3|2 − JρK g|u3|2
=
1
4π2
×
∑
06=ξ∈L−11 Z×L
−1
2 Z
{
1
2
(σ+|ξ|2 + ρ+g)|uˆ3(1)|2 + 1
2
(σ−|ξ|2 − JρK g)|uˆ3(0)|2
}
.
(2.41)
Now for any fixed ξ 6= 0, writing
(2.42) uˆ1(x3) = −iϕ(ξ, x3), uˆ2(x3) = −iθ(ξ, x3), uˆ3(x3) = ψ(ξ, x3)
we have ξ1ϕ+ ξ2θ+ψ
′ = 0. The right hand side of (2.41) and the constraint ξ1ϕ+ ξ2θ+ψ
′ = 0 are
obviously invariant under simultaneous rotations of ξ and (ϕ, θ), so without loss of generality we
may assume that ξ = (|ξ|, 0) with |ξ| > 0 and θ = 0. Noting that for |ξ| ∈ (0, |ξ|c), by the definition
of (2.9), we have
1
2
(σ+|ξ|2 + ρ+g)|uˆ3(1)|2 + 1
2
(σ−|ξ|2 − JρK g)|uˆ3(0)|2
=
1
2
(σ+|ξ|2 + ρ+g)|ψ(1)|2 + 1
2
(σ−|ξ|2 − JρK g)|ψ(0)|2
=
1
|ξ|2
(
E(ψ; |ξ|,Λ) − 1
2
∫ 1
−b
Λµ(4|ξ|2|ψ′|2 + ||ξ|2ψ + ψ′′|2) dx3
)
≥ 1|ξ|2
(
−Λ2J(ψ; |ξ|) − Λ
2
∫ 1
−b
µ(4|ξ|2|ψ′|2 + ||ξ|2ψ + ψ′′|2) dx3
)
= −Λ
2
2
∫ 1
−b
ρ(|ψ|2 + |ϕ|2) dx3 − Λ
2
∫ 1
−b
µ(4|ψ′|2 + ||ξ|ψ − ϕ′|2) dx3.
(2.43)
Here in the inequality above we have used the following variational characterization for Λ, which
follows directly from the definitions (2.12) and (2.32),
(2.44) E(ψ; |ξ|,Λ) ≥ −Λ2J(ψ; |ξ|), for any 0 < |ξ| < |ξ|c and any ψ ∈ 0H2((−b, 1)).
Note that for |ξ| ≥ |ξ|c the left hand side of (2.43) is nonnegative, so (2.43) holds trivially, and so
we deduce that it holds for all 0 6= ξ ∈ L−11 Z× L−12 Z.
Plugging (2.43) into (2.41) and translating the resulting inequality back to the original notation
for fixed ξ, by the Fubini and Parseval theorems, we find that
1
2
∫
Σ+
σ+|∇∗u3|2 + ρ+g|u3|2 + 1
2
∫
Σ−
σ−|∇∗u3|2 − JρK g|u3|2
≥ − 1
4π2
×
∑
ξ∈L−11 Z×L
−1
2 Z
Λ2
2
∫ 1
−b
ρ|uˆ(x3)|2 dx3 + Λ
4
∫ 1
−b
µ|D̂(u)(x3)| dx3
= −Λ
2
2
∫
Ω
ρ|u|2 − Λ
4
∫
Ω
µ|Du|2.
(2.45)
This is (2.37) and we conclude our lemma. 
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Now we can prove our main result of the subsection.
Theorem 2.7. Let (u, p, η) solve (2.1). Then we have the following estimates for t ≥ 0:
(2.46) ‖u(t)‖21 + ‖∂tu(t)‖20 +
∫ t
0
‖u(s)‖21 ds ≤ Ce2Λt‖u(0)‖22,
and
(2.47) ‖η(t)‖20 + ‖∂tη(t)‖21/2 +
∫ t
0
‖∂sη(s)‖21/2 ds ≤ CeΛt(‖η(0)‖20 + ‖u(0)‖22).
Proof. Integrating the result of Lemma 2.5 in time from 0 to t, by Lemma 2.6, we get
1
2
∫
Ω
ρ|∂tu|2 + 1
2
∫ t
0
∫
Ω
µ|D∂tu|2
= K0 − 1
2
(∫
Σ+
σ+|∇∗u3|2 + ρ+g|u3|2 +
∫
Σ−
σ−|∇∗u3|2 − JρK g|u3|2
)
≤ K0 + Λ
2
2
∫
Ω
ρ|u|2 + Λ
4
∫
Ω
µ|Du|2
(2.48)
with
(2.49)
K0 =
1
2
(∫
Ω
ρ|∂tu(0)|2 +
∫
Σ+
σ+|∇∗u3(0)|2 + ρ+g|u3(0)|2 +
∫
Σ−
σ−|∇∗u3(0)|2 − JρK g|u3(0)|2
)
.
To compactly rewrite the previous inequality, we denote the weighted norms by
(2.50) ‖u‖2⋆ :=
∫
Ω
ρ|u|2 and ‖u‖2⋆⋆ :=
1
2
∫
Ω
µ|Du|2
which are equivalent to ‖ · ‖20 and ‖ · ‖21 respectively. We denote the corresponding inner-products
by 〈·, ·〉∗, etc. Then (2.48) reads as
(2.51)
1
2
‖∂tu(t)‖2⋆ +
∫ t
0
‖∂tu(s)‖2⋆⋆ds ≤ K0 +
Λ2
2
‖u(t)‖2⋆ +
Λ
2
‖u(t)‖2⋆⋆.
Integrating in time and using Cauchy’s inequality, we may bound
Λ‖u(t)‖2⋆⋆ = Λ‖u(0)‖2⋆⋆ +Λ
∫ t
0
2〈u(s), ∂su(s)〉⋆⋆ ds
≤ Λ‖u(0)‖2⋆⋆ +
∫ t
0
‖∂su(s)‖2⋆⋆ ds+ Λ2
∫ t
0
‖u(s)‖2⋆⋆ ds.
(2.52)
On the other hand
(2.53) Λ∂t‖u(t)‖2⋆ = 2Λ〈u(t), ∂tu(t)〉⋆ ≤ ‖∂tu(t)‖2⋆ + Λ2‖u(t)‖2⋆.
Hence, combining (2.52)–(2.53) with (2.51), we derive the differential inequality
(2.54) ∂t‖u(t)‖2⋆ + ‖u(t)‖2⋆⋆ ≤ K1 + 2Λ
(
‖u(t)‖2⋆ +
∫ t
0
‖u(s)‖2⋆⋆ ds
)
for K1 = 2K0/Λ + 2‖u(0)‖2⋆⋆. An application of Gronwall’s inequality to (2.54) yields
(2.55) ‖u(t)‖2⋆ +
∫ t
0
‖u(s)‖2⋆⋆ ≤ e2Λt‖u(0)‖2⋆ +
K1
2Λ
(e2Λt − 1).
Now plugging (2.55) and (2.52) into (2.51), we find that
(2.56)
1
Λ
‖∂tu(t)‖2⋆ + ‖u(t)‖2⋆⋆ ≤ K1 + Λ‖u(t)‖2⋆ + 2Λ
∫ t
0
‖u(s)‖2⋆⋆ ds ≤ e2Λt(2Λ‖u(0)‖2⋆ +K1).
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By the trace theorem and using the equations (2.1), we have
(2.57) K0,K1 . ‖u(0)‖22 + ‖∂tu(0)‖20 . ‖u(0)‖22.
and so (2.56) implies (2.46).
To prove (2.47), we use (2.46) together with the kinematic boundary condition ∂tη = u3 and the
trace theorem to estimate
‖∂tη(t)‖21/2 +
∫ t
0
‖∂sη(s)‖21/2 ds = ‖u3(t)‖2H1/2(Σ) +
∫ t
0
‖u3(s)‖2H1/2(Σ) ds
. ‖u3(t)‖21 +
∫ t
0
‖u3(s)‖21 ds . e2Λt‖u(0)‖22,
(2.58)
and then by (2.58),
(2.59) ‖η(t)‖0 ≤ ‖η(0)‖0 +
∫ t
0
‖∂sη(s)‖0 ds . eΛt(‖η(0)‖0 + ‖u(0)‖2).
Hence, (2.58) and (2.59) imply (2.47). 
3. Nonlinear energy estimates
3.1. Energy estimates with surface tension. In this subsection, we will derive the nonlinear
energy estimates for the system (1.20). For this, we define the energy and dissipation, the definitions
of which rely on the linear energy identity of the homogeneous form of (1.20):
d
dt
(
1
2
∫
Ω
ρ|u|2 + 1
2
∫
Σ+
ρ+g|η+|2 + σ+|∇∗η+|2 + 1
2
∫
Σ−
− JρK g|η−|2 + σ−|∇∗η−|2
)
+
1
2
∫
Ω
µ|Du|2 = 0.
(3.1)
According to this energy identity and the structure of the equations (1.20), we define the instanta-
neous energy (a higher regularity version of what we used in [23]) as
(3.2) E :=
2∑
ℓ=0
‖∂ℓtu‖24−2ℓ +
1∑
ℓ=0
‖∂ℓtp‖24−2ℓ−1 + ‖η‖25 +
3∑
ℓ=1
‖∂ℓt η‖24−2ℓ+3/2
and the corresponding dissipation rate as
D :=
2∑
ℓ=0
‖∂ℓtu‖24−2ℓ+1 +
1∑
ℓ=0
‖∂ℓtp‖24−2ℓ + ‖η‖211/2 +
3∑
ℓ=1
‖∂ℓt η‖24−2ℓ+5/2
+ ‖ρ∂3t u‖2−1 + ‖∇∂2t u‖2H−1/2(Σ+) + ‖Jµ∇∂2t uK‖2H−1/2(Σ−)
+ ‖∂2t p‖20 + ‖∂2t p‖2H−1/2(Σ+) + ‖J∂2t pK‖2H−1/2(Σ−).
(3.3)
We recall that in these definitions we have abused notation by writing ‖ · ‖−1 := ‖ · ‖(0H1)∗ .
We will now derive our a priori estimates. Throughout the rest of this subsection we will assume
that E(t) ≤ δ2 for some sufficiently small δ > 0 and for all t in the interval in which the solution
is defined. We will implicitly allow δ to be made smaller in each result, but we will reiterate the
smallness of δ in our main result.
To begin with, in the following lemma we present the estimates of the nonlinear terms f and g,
defined by (1.21)–(1.25), in terms of E and D.
Lemma 3.1. Let f and g be defined by (1.21)–(1.25), then we have
(3.4)
1∑
ℓ=0
(
‖∂ℓt f‖24−2ℓ−2 + ‖∂ℓt g‖24−2ℓ−3/2
)
≤ CE2,
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and
(3.5)
2∑
ℓ=0
(
‖∂ℓt f‖24−2ℓ−1 + ‖∂ℓtg‖24−2ℓ−1/2
)
≤ CED.
Proof. The full expressions that define f and g are rather complicated, and a full analysis of each
term would be tedious. As such, we will identify only the principal terms in the expressions and
provide details for only the most delicate estimates. The other terms (lower order terms) may be
handled through straightforward modifications of the arguments presented here.
The principal terms appearing in f and g may be identified by first examining the regularity
of the terms appearing in E and D, as defined by (3.2)–(3.3), and by appealing to Lemma A.1 to
compare the regularity of η¯ to η. We find that, roughly speaking, the regularity of u (and its time
derivatives) is same as ∂tη¯, one order higher than p and at least one order lower than η¯. Based on
this, we identify the principal terms in f and g defined by (1.21)–(1.25) as
(3.6) f ∼ ∇3η¯u+∇2η¯∇u+∇η¯ µ∇2u
and
(3.7) g+ ∼ ∇∗η+∇u+ +∇2∗η+u+, g− ∼ ∇∗η− Jµ∇uK +∇2∗η−u.
We will prove only the most involved estimate, namely,
(3.8) ‖∂2t f‖2−1 + ‖∂2t g‖2−1/2 . ED.
The other estimates may be derived through somewhat easier arguments. By Lemma A.1–A.4, we
have
‖∂2t f‖−1 := ‖∂2t f‖(0H1)∗ . ‖∂2t∇3η¯‖0‖u‖1 + ‖∂t∇3η¯‖0‖∂tu‖1 + ‖∇3η¯‖0‖∂2t u‖1
+ ‖∂2t∇2η¯‖0‖∇u‖1 + ‖∂t∇2η¯‖0‖∂t∇u‖1 + ‖∇2η¯‖1‖∂2t∇u‖0
+ ‖∂2t∇η¯‖0‖∇2u‖1 + ‖∂t∇η¯‖1‖∂t∇2u‖0 + ‖∇η¯‖3‖µ∂2t∇2u‖(0H1)∗
. ‖∂2t η‖5/2‖u‖1 + ‖∂tη‖5/2‖∂tu‖1 + ‖η‖5/2‖∂2t u‖1
+ ‖∂2t η‖3/2‖u‖2 + ‖∂tη‖3/2‖∂tu‖2 + ‖η‖5/2‖∂2t u‖1
+ ‖∂2t η‖1/2‖u‖2 + ‖∂tη‖3/2‖∂tu‖2 + ‖η‖7/2‖µ∂2t∇2u‖(0H1)∗
.
√
ED.
(3.9)
Here, in the last inequality, we have used the estimate
(3.10) ‖µ∂2t∇2u‖(0H1)∗ . ‖∂2t u‖1 + ‖∂2t∇u+‖H−1/2(Σ+) + ‖∂2t Jµ∇uK ‖H−1/2(Σ−) .
√
D.
Indeed, by Ho¨lder’s inequality and the trace theorem, we obtain that for any ϕ ∈ 0H1(Ω) and any
i, j = 1, 2, 3,
〈µ∂2t ∂i∂ju, ϕ〉∗ = −
∫
Ω
µ∂2t ∂iu · ∂jϕdx+ µ+
∫
Σ+
∂2t ∂iu+ · ϕ(e3 · ej)−
∫
Σ−
∂2t Jµ∂iuK · ϕ(e3 · ej)
.
∥∥∂2t u∥∥1 ‖ϕ‖1 + ‖∂2t∇u+‖H−1/2(Σ+)‖ϕ‖H1/2(Σ+) + ‖∂2t Jµ∇uK ‖H−1/2(Σ−)‖ϕ‖H1/2(Σ−)
.
(
‖∂tu‖1 + ‖∂2t∇u+‖H−1/2(Σ+) + ‖∂2t Jµ∇uK ‖H−1/2(Σ−)
)
‖ϕ‖1 .
(3.11)
Taking the supremum over such ϕ with ‖ϕ‖1 ≤ 1, we get (3.10).
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A similar application of these lemmas, together with trace estimates, implies that
‖∂2t g−‖−1/2 . ‖∂2t∇∗η−‖0‖ Jµ∇uK ‖L2(Σ) + ‖∂t∇∗η−‖0‖ Jµ∂t∇uK ‖L2(Σ)
+ ‖∇∗η−‖2‖
q
µ∂2t∇u
y ‖H−1/2(Σ) + ‖∂2t∇2∗η−‖0‖u‖L2(Σ)
+ ‖∂t∇2∗η−‖0‖∂tu‖L2(Σ) + ‖∇2∗η−‖0‖∂2t u‖L2(Σ)
. ‖∂2t η−‖1‖u‖2 + ‖∂tη−‖1‖∂tu‖2 + ‖η−‖3‖
q
µ∂2t∇u
y ‖H−1/2(Σ)
+ ‖∂2t η−‖2‖u‖1 + ‖∂tη−‖2‖∂tu‖1 + ‖η−‖2‖∂2t u‖1
.
√
ED,
(3.12)
and similarly, ‖∂2t g+‖2−1/2 . ED. Hence, (3.8) follows. 
3.1.1. Energy evolution. We first derive the energy evolution of the pure temporal derivatives.
Lemma 3.2. Let (u, p, η) solve (1.20). Then we have the estimate
2∑
ℓ=0
(
‖∂ℓtu(t)‖20 + ‖∂ℓt η(t)‖20
)
+
∫ t
0
2∑
ℓ=0
‖∂ℓtu(s)‖21 ds
≤ CE(0) + C
∫ t
0
E(s)D(s) ds+ C
∫ t
0
‖η(s)‖20 ds.
(3.13)
Proof. We multiply (1.20)1 by u and then integrate by parts respectively in Ω+ and Ω−; by using
the other conditions in (1.20), together with duality and trace theory, we then obtain that for any
ε > 0,
1
2
d
dt
(∫
Ω
ρ|u|2 +
∫
Σ+
σ+|∇∗η+|2 + ρ+g|η+|2 +
∫
Σ−
σ−|∇∗η−|2
)
+
1
2
∫
Ω
µ|Du|2
=
∫
Ω
f · u−
∫
Σ
g · u+
∫
Σ−
JρK gη−u3
≤ Cε(‖f‖2−1 + ‖g‖2−1/2 + ‖η‖20) + ε‖u‖21.
(3.14)
Now we integrate (3.14) in time from 0 to t and bound the resulting terms using the Korn inequality
and the Poincare´ inequality on Σ−, as well as the nonlinear estimates (3.5); taking ε sufficiently
small in the resulting bound, we may absorb the ‖u‖21 term onto the left to find that
(3.15) ‖u(t)‖20 + ‖η(t)‖21 +
∫ t
0
‖u(s)‖21 ds ≤ CE(0) + C
∫ t
0
E(s)D(s) ds+ C
∫ t
0
‖η(s)‖20 ds.
Now we apply ∂ℓt with ℓ = 1, 2 to (1.20)1 and integrate and estimate as above to find that
1
2
d
dt
(∫
Ω
ρ|∂ℓtu|2 +
∫
Σ+
σ+|∇∗∂ℓtη+|2 + ρ+g|∂ℓt η+|2 +
∫
Σ−
σ−|∇∗∂ℓtη−|2
)
+
1
2
∫
Ω
µ|D∂ℓtu|2
=
∫
Ω
∂ℓt f · ∂ℓtu−
∫
Σ
∂ℓtg · ∂ℓtu+
∫
Σ−
JρK g∂ℓt η−∂ℓtu3
≤ C(‖∂ℓt f‖−1 + ‖∂ℓt g‖−1/2 + ‖∂ℓt η‖−1/2)‖∂ℓtu‖1
≤ Cε(‖∂ℓt f‖2−1 + ‖∂ℓt g‖2−1/2 + ‖∂ℓ−1t u‖21) + ε‖∂ℓtu‖21.
(3.16)
Here in the last inequality we have used the fact that
(3.17) ‖∂ℓt η‖−1/2 = ‖∂ℓ−1t u3‖H−1/2(Σ) ≤ C‖∂ℓ−1t u‖1.
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Then we integrate (3.16) in time from 0 to t and argue as above to deduce that for ℓ = 1, 2,
(3.18) ‖∂ℓtu(t)‖20+‖∂ℓt η(t)‖21+
∫ t
0
‖∂ℓtu(s)‖21 ds ≤ CE(0)+C
∫ t
0
E(s)D(s) ds+C
∫ t
0
‖∂ℓ−1t u(s)‖20 ds.
Consequently, chaining (3.15) and (3.18) together, we get (3.13). 
Next, we derive the energy evolution of the mixed horizontal space-time derivatives.
Lemma 3.3. Let (u, p, η) solve (1.20), then for any ε > 0, there exists constant Cε > 0 such that∑
|α|≤4
(‖∂αu(t)‖20 + ‖∂αη(t)‖21)+
∫ t
0
∑
|α|≤4
‖∂αu(s)‖21 ds
≤ CεE(0) + Cε
∫ t
0
E(s)D(s) ds + ε
∫ t
0
D(s) ds+ Cε
∫ t
0
‖η(s)‖20 ds.
(3.19)
Proof. Since the boundaries Σ± and Σb are flat, we are free to take temporal and horizontal deriva-
tives of the equations (1.20) without disrupting the structure of the boundary conditions. Applying
∂α for α ∈ N1+2 with |α| ≤ 4, α0 < 2 to (1.20)1, multiplying the resulting equations by ∂αu, and
then integrating by parts over Ω, we find that (again using trace estimates)
1
2
d
dt
(∫
Ω
ρ|∂αu|2 +
∫
Σ
σ|∇∗∂αη|2
)
+
1
2
∫
Ω
µ|D∂αu|2
=
∫
Ω
∂αf · ∂αu−
∫
Σ
∂αg · ∂αu+
∫
Σ−
JρK g∂αη−∂αu3
≤ C(‖∂αf‖−1 + ‖∂αg‖−1/2 + ‖∂αη‖−1/2)‖∂αu‖1.
(3.20)
Notice that for |α| ≤ 4, α0 < 2, the kinematic boundary condition, the trace theorem, and the
usual Sobolev interpolation allow us to estimate
‖∂αη‖2−1/2 ≤ ‖η‖27/2 + ‖∂tη‖23/2 = ‖η‖27/2 + ‖u3‖2H3/2(Σ)
≤ Cε(‖η‖20 + ‖u‖20) + ε(‖η‖24 + ‖u‖23) ≤ Cε(‖η‖20 + ‖u‖20) + εD.
(3.21)
We then integrate (3.20) in time from 0 to t, plug (3.21) into the resulting inequality, and use
Korn’s inequality, Poincare´’s inequality, Cauchy’s inequality, and the estimate (3.5) to find that∑
|α|≤4
α0<2
(‖∂αu(t)‖20 + ‖∂αη(t)‖21) +
∫ t
0
∑
|α|≤4
α0<2
‖∂αu(s)‖21 ds
≤ CE(0) + C
∫ t
0
E(s)D(s) ds+ ε
∫ t
0
D(s) ds + Cε
∫ t
0
(‖η(s)‖20 + ‖u(s)‖20) ds.
(3.22)
We then obtain the estimate (3.19) from the above inequality and the estimate (3.13) of Lemma
3.2. 
3.1.2. Full energy estimates. Notice that the estimates (3.19) of Lemma 3.3 only contain the “hori-
zontal” part energy estimates. In this subsection we will improve the estimates to be the full energy
estimates.
Theorem 3.4. Let (u, p, η) solve (1.20). If E(t) ≤ δ2 for sufficiently small δ for all t ∈ [0, T ], then
we have that
(3.23) E(t) +
∫ t
0
D(s) ds ≤ CE(0) + C
∫ t
0
‖η(s)‖20 ds
for t ∈ [0, T ].
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Proof. As in [23], we will use the elliptic regularity theory for the stationary Stokes problems and
the structure of the equations (1.20) to improve the estimates. We divide our proof into several
steps.
Step 1 – E estimates
First, we may apply ∂ℓt with ℓ = 0, 1 to the equations (1.20) to find
(3.24)


−µ∆∂ℓtu+∇∂ℓtp = −ρ∂ℓ+1t u+ ∂ℓtf in Ω
div ∂ℓtu = 0 in Ω
J∂ℓtp+I − µ+D(∂ℓtu+)Ke3 = ρ+g∂ℓt η+e3 − σ+∆∗∂ℓtη+ + ∂ℓt g3+ on Σ+
J∂ℓtuK = 0, J∂ℓtpI − µD(∂ℓtu)Ke3 = JρK g∂ℓt η−e3 + σ−∆∗∂ℓtη− − ∂ℓtg3− on Σ−
∂jtu− = 0 on Σb.
Applying the two-phase Stokes regularity theory in Lemma A.7 with r = 4−2ℓ ≥ 2 to the problem
(3.24) and using (3.19) and (3.4), we obtain
‖∂ℓtu(t)‖24−2ℓ + ‖∂ℓtp(t)‖24−2ℓ−1
. ‖∂ℓ+1t u‖24−2ℓ−2 + ‖∂ℓtf(t)‖24−2ℓ−2 + ‖∂ℓt η‖24−2ℓ−3/2+2 + ‖∂ℓtg‖24−2ℓ−3/2
. E2 + ‖∂ℓ+1t u‖24−2ℓ−2 + ‖∂ℓt η‖24−2ℓ−3/2+2.
(3.25)
Chaining (3.25) and (3.19), we obtain
(3.26)
2∑
ℓ=0
(
‖∂ℓtu‖24−2ℓ + ‖∂ℓt η‖24−2ℓ+1
)
+
1∑
ℓ=0
‖∂ℓtp‖24−2ℓ−1 . E2 + Z,
where we have written compactly Z to denote the right hand side of (3.19).
Next, employing the kinematic boundary conditions and the trace theorem, we deduce from
(3.26) that
3∑
ℓ=1
‖∂ℓt η(t)‖24−2ℓ+3/2 =
3∑
ℓ=1
‖∂ℓ−1t u3(t)‖2H4−2ℓ+3/2(Σ)
.
3∑
ℓ=1
‖∂ℓ−1t u(t)‖24−2(ℓ−1) . E2 + Z.
(3.27)
Here, when ℓ = 3 we have used the fact ‖∂2t u3‖H−1/2(Σ) . ‖∂2t u‖0 since div ∂2t u = 0 in Ω.
We complete the energy part of the desired estimate by summing (3.26)–(3.27) and then absorb-
ing the E2 term (taking δ small enough) onto the left side of the resulting inequality. This yields
the estimate
(3.28) E(t) . Z.
Step 2 – D estimates for u and ∇p
Now we turn to the dissipation part estimates. Notice that we have not yet derived at estimate
of η in terms of the dissipation, so we can not apply the two-phase elliptic estimates of Lemma A.7
as above. It is crucial to observe that from (3.19) we can get higher regularity estimates of u on
the boundaries Σ = Σ+ ∪ Σ−. Indeed, since Σ± are flat, by the definition of Sobolev norm on T2
and the trace theorem, we may deduce from (3.19) that for ℓ = 0, 1, 2,∫ t
0
‖∂ℓtu(s)‖2H4−2ℓ+1/2(Σ) ds .
∫ t
0
(
‖∂ℓtu(s)‖2H1/2(Σ) + ‖∇
(4−2ℓ)
∗ ∂
ℓ
tu(s)‖2H1/2(Σ)
)
ds
.
∫ t
0
(
‖∂ℓtu(s)‖21 + ‖∇(4−2ℓ)∗ ∂ℓtu(s)‖21
)
ds . Z.
(3.29)
This motivates us to use the one-phase Stokes regularity theory of Lemma A.8.
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The key point is to observe that (∂ℓtu+, ∂
ℓ
tp+) with ℓ = 0, 1 solve the problem
(3.30)


−µ+∆∂ℓtu+ +∇∂ℓtp+ = −ρ+∂ℓ+1t u+ + ∂ℓt f+ in Ω+
div ∂ℓtu+ = 0 in Ω+
∂ℓtu+ = ∂
ℓ
tu+ on Σ,
and (∂ℓtu−, ∂
ℓ
tp−) solve the problem
(3.31)


−µ−∆∂ℓtu− +∇∂ℓtp− = −ρ−∂ℓ+1t u− + ∂ℓtf− in Ω−
div ∂ℓtu− = 0 in Ω−
∂ℓtu− = ∂
ℓ
tu− on Σ−,
∂ℓtu− = 0 on Σb.
We apply Lemma A.8 with r = 4− 2ℓ+1 to the problems (3.30) and (3.31) respectively, using the
estimates (3.5), (3.29), and then summing up, to have∫ t
0
‖∂ℓtu(s)‖24−2ℓ+1 + ‖∇∂ℓtp(s)‖24−2ℓ−1 ds
.
∫ t
0
‖∂ℓ+1t u(s)‖24−2ℓ−1 + ‖∂ℓt f(s)‖24−2ℓ−1 + ‖∂ℓtu(s)‖2H4−2ℓ+1/2(Σ) ds
.
∫ t
0
‖∂ℓ+1t u(s)‖24−2ℓ−1 ds +
∫ t
0
E(s)D(s) ds + Z
.
∫ t
0
‖∂ℓ+1t u(s)‖24−2ℓ−1 ds + Z.
(3.32)
Chaining (3.32) and (3.19), we obtain
(3.33)
∫ t
0
2∑
ℓ=0
‖∂ℓtu(s)‖24−2ℓ+1 +
1∑
ℓ=0
‖∇∂ℓtp(s)‖24−2ℓ−1 ds . Z.
Step 3 – D estimates for η and p
Now that we have obtained (3.33), we estimate the remaining parts in D. We will turn to the
boundary conditions in (1.20). First we derive estimates for η. For the time derivatives of η, we
use the kinematic boundary conditions, the trace theorem and (3.33) to obtain
∫ t
0
3∑
ℓ=1
‖∂ℓtη(s)‖24−2ℓ+5/2 ds =
∫ t
0
3∑
ℓ=1
‖∂ℓ−1t u3(s)‖2H4−2ℓ+5/2(Σ) ds
.
∫ t
0
3∑
ℓ=1
‖∂ℓ−1t u3(s)‖24−2(ℓ−1)+1 ds . Z.
(3.34)
For the term η without temporal derivatives we use the dynamic boundary conditions
(3.35) − σ+∆∗η+ = p+ − 2µ+∂3u3,+ − g+ − ρ+gη+ on Σ+
and
(3.36) − σ−∆∗η− = J−p+ 2µ∂3u3K− g− + JρK gη− on Σ−.
Notice that at this point we do not have any bound on p on the boundary Σ yet, but we have the
estimate of ∇p in Ω. Applying ∇∗ to (3.35)–(3.36) and employing the standard elliptic theory on
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T2 as well as the trace theorem and (3.33), we find that∫ t
0
‖∇∗η(s)‖29/2 ds .
∫ t
0
‖∇∗p(s)‖2H5/2(Σ) + ‖∇∗∂3u3(s)‖2H5/2(Σ) + ‖∇∗η(s)‖25/2 ds
.
∫ t
0
‖∇∗p(s)‖23 + ‖u(s)‖25 + ‖η(s)‖27/2 ds
. Z +
∫ t
0
‖η(s)‖27/2 ds.
(3.37)
Using Poincare´’s inequality on Σ± (since
∫
T2 η = 0) and the same type of Sobolev interpolation
trick we used in (3.21), we deduce from (3.37) that
(3.38)
∫ t
0
‖η(s)‖211/2 ds . Z +
∫ t
0
‖η(s)‖20 ds . Z.
We now estimate ‖∂ℓtp‖0 for ℓ = 0, 1. By the equations (3.35)–(3.36), the estimates (3.33), (3.38)
and (3.5), and the trace theorem, we find that for ℓ = 0, 1,∫ t
0
‖∂ℓtp+(s)‖2L2(Σ+) + ‖J∂ℓtpK(s)‖2L2(Σ+) ds
.
∫ t
0
‖∂ℓt∂3u3(s)‖2L2(Σ) + ‖∂ℓt g(s)‖2L2(Σ) + ‖∂ℓt η(s)‖22 ds
. Z +
∫ t
0
E(s)D(s) ds . Z.
(3.39)
By Poincare´’s inequality on Ω+ (Lemma A.5), (3.33) and (3.39), we have∫ t
0
‖∂ℓtp+(s)‖2H1(Ω+) ds =
∫ t
0
‖∂ℓtp+(s)‖2L2(Ω+) + ‖∇∂ℓtp+(s)‖2L2(Ω+) ds
.
∫ t
0
‖∂ℓtp+(s)‖2L2(Σ+) + ‖∇∂ℓtp+(s)‖2L2(Ω+) ds . Z.
(3.40)
On the other hand, by the trace theorem and (3.39)–(3.40), we have∫ t
0
‖∂ℓtp−(s)‖2L2(Σ−) ds ≤
∫ t
0
‖∂ℓtp+(s)‖2L2(Σ−) + ‖J∂ℓtp(s)K‖2L2(Σ−) ds
.
∫ t
0
‖∂ℓtp+(s)‖2H1(Ω+) + ‖J∂ℓtp(s)K‖2L2(Σ−) ds . Z,
(3.41)
and so again by Poincare´’s inequality on Ω− as well as (3.33) and (3.41), we have∫ t
0
‖∂ℓtp−(s)‖2H1(Ω−) ds =
∫ t
0
‖∂ℓtp−(s)‖2L2(Ω−) + ‖∇∂ℓtp−(s)‖2L2(Ω−) ds
.
∫ t
0
‖∂ℓtp−(s)‖2L2(Σ−) + ‖∇∂ℓtp−(s)‖2L2(Ω−) ds . Z.
(3.42)
In light of (3.40) and (3.42), we may improve the estimate (3.33) to be
∫ t
0
2∑
ℓ=0
‖∂ℓtu(s)‖24−2ℓ+1 +
1∑
ℓ=0
‖∂ℓtp(s)‖24−2ℓ ds . Z.(3.43)
Step 4 – Remaining D estimates for u and p
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Next, we want to estimate ‖ρ∂3t u(s)‖2(0H1)∗ and ‖∂2t p‖20. To do this, we shall use a weak formu-
lation of the problem (1.20). It follows that
〈ρ∂3t u, ϕ〉∗ + (
µ
2
D∂2t u,Dϕ) = 〈∂2t f, ϕ〉∗ − 〈∂2t g, ϕ〉−1/2 + σ±(∆∗∂2t η±, ϕ3,+)±
− ρ+g(∂2t η+, ϕ3,+)+ + JρK g(∂2t η−, ϕ3)− for all ϕ ∈ 0H1σ(Ω).
(3.44)
Here 〈·, ·〉∗ denotes the dual pairing between (0H1σ(Ω))∗ and 0H1σ(Ω), 〈·, ·〉−1/2 denotes the dual
pairing between H1/2(Σ) and H−1/2(Σ), (·, ·)± is the L2 inner product on Σ±. By the estimates
(3.5), (3.34) and (3.43), we see from the formulation (3.44) that
(3.45)
∫ t
0
‖ρ∂3t u(s)‖2(0H1σ(Ω))∗ ds ≤ Z.
Since 0H
1
σ(Ω) ⊂ 0H1(Ω), the usual theory of Hilbert spaces provides a unique operator E :
(0H
1
σ(Ω))
∗ → (0H1(Ω))∗ satisfying the property that Ef |0H1σ(Ω) = f and that ‖Ef‖(0H1(Ω))∗ =
‖f‖(0H1σ(Ω))∗ for all f ∈ (0H1σ(Ω))∗. Using this E, we regard the element of (0H1σ(Ω))∗ as an element
of (0H
1(Ω))∗ in a natural way. Hence, we may also rewrite (3.45) as
(3.46)
∫ t
0
‖ρ∂3t u(s)‖2(0H1(Ω))∗ ds ≤ Z.
With the estimate (3.46) in mind, since the pressure can be viewed as a Lagrange multiplier to
(3.44), applying Lemma A.9, we obtain
(3.47)
∫ t
0
‖∂2t p(s)‖20 ds ≤ Z.
Now we derive the boundary estimates for ∂2t u and ∂
2
t p. First, by (3.43), we have
(3.48)
∫ t
0
‖∇∗∂2t u(s)‖2H−1/2(Σ) ds .
∫ t
0
‖∂2t u(s)‖2H1/2(Σ) ds .
∫ t
0
‖∂2t u(s)‖21 ds . Z,
and then by the incompressibility condition and (3.48), we get
(3.49)
∫ t
0
‖∂3∂2t u3(s)‖2H−1/2(Σ) ds =
∫ t
0
‖∂1∂2t u1(s) + ∂2∂2t u2(s)‖2H−1/2(Σ) ds . Z.
For the term Jµ∂3∂2t uiK, i = 1, 2, we use the first two identities of the dynamic boundary conditions
on Σ−, along with the estimates (3.5) and (3.48), to see that∫ t
0
‖Jµ∂3∂2t ui(s)K‖2H−1/2(Σ−) ds =
∫ t
0
‖∂2t gi−(s)‖2H−1/2(Σ−) + ‖Jµ∂i∂2t u3(s)K(s)‖2H−1/2(Σ−) ds
. Z +
∫ t
0
E(s)D(s) ds . Z, i = 1, 2.
(3.50)
Similarly, we have
(3.51)
∫ t
0
‖∂3∂2t ui,+(s)‖2H−1/2(Σ+) ds . Z.
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Next, using the third identity of the dynamic boundary condition on Σ, along with the estimates
(3.5) and (3.49), we obtain the bound∫ t
0
‖∂2t p+(s)‖2H−1/2(Σ+) + ‖J∂2t p(s)K‖2H−1/2(Σ−) ds
≤
∫ t
0
‖∂2t g3(s)‖2−1/2 + ‖∂3∂2t u3(s)‖2H−1/2(Σ) + ‖∂2t η(s)‖23/2 ds
. Z +
∫ t
0
E(s)D(s) ds . Z.
(3.52)
We now combine (3.34), (3.38), (3.43), (3.46)–(3.47) and (3.48)–(3.52), and then use the smallness
of δ to absorb the
∫ ED term onto the left. This yields the inequality
(3.53)
∫ t
0
D(s) ds . Z,
which completes the dissipation part of the estimates.
Step 5 – Conclusion
Consequently, by (3.28), (3.53) and the definition of Z, we have
(3.54) E(t) +
∫ t
0
D(s) ds ≤ CεE(0) + Cε
∫ t
0
E(s)D(s) ds+ εC
∫ t
0
D(s) ds+ Cε
∫ t
0
‖η(s)‖20 ds.
By taking ε and δ sufficiently small, the previous inequality implies that
E(t) +
∫ t
0
D(s) ds ≤ CE(0) +C
∫ t
0
‖η(s)‖20 ds.(3.55)
This is (3.23) and we conclude our proof. 
3.2. Energy estimates without surface tension. In this subsection, we will derive the nonlinear
energy estimates for the system (1.26). For this, the definitions of the energy and dissipation rely
on the linear energy identity of the homogeneous form of (1.26):
(3.56)
d
dt
(
1
2
∫
Ω
ρ|u|2 + 1
2
∫
Σ+
ρ+g|η+|2 + 1
2
∫
Σ−
− JρK g|η−|2
)
+
1
2
∫
Ω
µ|Du|2 = 0.
According to this energy identity and the structure of the equations, as in [10, 23], we define the
energies and dissipations as follows. For any integer N ≥ 3 we define the energy as
(3.57) E2N :=
2N∑
j=0
(
‖∂jt u‖24N−2j + ‖∂jt η‖24N−2j
)
+
2N−1∑
j=0
‖∂jt p‖24N−2j−1
and the corresponding dissipation as
D2N :=
2N∑
j=0
‖∂jt u‖24N−2j+1 +
2N−1∑
j=0
‖∂jt p‖24N−2j
+ ‖η‖24N−1/2 + ‖∂tη‖24N−1/2 +
2N+1∑
j=2
‖∂jt η‖24N−2j+5/2.
(3.58)
We also define
(3.59) F2N := ‖η‖24N+1/2.
We will now derive our a priori estimates. We assume throughout this subsection that E2N (t) +
F2N (t) ≤ δ2 for some sufficiently small δ > 0 and for all t in the interval in which the solution
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is defined. We will implicitly allow δ to be made smaller in each result, but we will reiterate the
smallness of δ in our main result.
3.2.1. Energy evolution in geometric form. We can not use the equations of perturbed form (1.26) to
derive the energy evolution of the pure temporal derivatives because of lack of control of the highest
temporal derivative of p. Instead, to control the temporal derivatives we employ the following
equivalent geometric formulation. The geometric form is the equations directly transformed by
composition from the original problem (1.12):
(3.60)


ρ∂tu− ρW∂3u+ ρu · ∇Au− µ∆Au+∇Ap = 0 in Ω
divA u = 0 in Ω
∂tη = u · N on Σ
SA(p+, u+)N+ = ρ+gη+N+ on Σ+
JuK = 0, JSA(p, u)KN− = JρK gη−N− on Σ−
u = 0 on Σb
(u, η) |t=0= (u0, η0).
Here we have written the differential operators ∇A,divA and ∆A with their actions given by
(∇Af)i := Aij∂jf , divAX := Aij∂jXi, and ∆Af = divA∇Af for appropriate f and X. We write
SA(p, u) := pI − µDAu for the stress tensor, where (DAu)ij = Aik∂kuj +Ajk∂kui is the symmetric
A–gradient. Note that if we extend divA to act on symmetric tensors in the natural way, then
divA SA(p, u) = −µ∆Au+∇Ap for those u satisfying divA u = 0.
Applying the temporal differential operator ∂ℓt to (3.60), the resulting equations are the following
system for (∂ℓtu, ∂
ℓ
tp, ∂
ℓ
tη),
(3.61)


ρ∂t(∂
ℓ
tu)− ρW∂3(∂ℓtu) + ρu · ∇A(∂ℓtu) + divASA(∂ℓtp, ∂ℓtu) = F ℓ,1 in Ω
divA(∂
ℓ
tu) = F
ℓ,2 in Ω
∂t(∂
ℓ
t η) = ∂
ℓ
tu · N + F ℓ,4 on Σ
SA(∂
ℓ
tp+, ∂
ℓ
tu+)N+ = ρ+g∂ℓt η+N+ + F ℓ,3+ on Σ+
J∂ℓtuK = 0, JSA(∂ℓtp, ∂ℓtu)KN− = JρK g∂ℓt η−N− − F ℓ,3− on Σ−
∂ℓtu− = 0 on Σb,
where
F ℓ,1i =
∑
0<m<ℓ
Cmℓ ρ∂
m
t W∂
ℓ−m
t ∂3ui +
∑
0<m≤ℓ
Cmℓ ∂
ℓ−m
t ∂tΘ
3∂mt K∂3ui
−
∑
0<m≤ℓ
Cmℓ (ρ∂
m
t (ujAjk)∂ℓ−mt ∂kui + ∂mt Aik∂ℓ−mt ∂kp)
+
∑
0<m≤ℓ
Cmℓ µ∂
m
t Ajk∂ℓ−mt ∂k(Ais∂suj +Ajs∂sui)
+
∑
0<m<ℓ
Cmℓ Ajk∂k(∂mt Ais∂ℓ−mt ∂suj + ∂mt Ajs∂ℓ−mt ∂sui)
+ ∂ℓt∂tΘ
3K∂3ui +Ajk∂k(∂ℓtAis∂suj + ∂ltAjs∂sui),
(3.62)
F ℓ,2 = −
∑
0<m<ℓ
Cmℓ ∂
m
t Aij∂ℓ−mt ∂jui − ∂ℓtAij∂jui,(3.63)
F ℓ,3+ =
∑
0<m≤ℓ
Cmℓ ∂
m
t ∇η+(∂ℓ−mt η+ − ∂ℓ−mt p+)
−
∑
0<m≤ℓ
Cmℓ µ+
(
∂mt (Nj,+Ais,+)∂ℓ−mt ∂suj,+ + ∂mt (Nj,+Ajs,+)∂ℓ−mt ∂sui,+
)
,
(3.64)
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F ℓ,3− = −
∑
0<m≤ℓ
Cmℓ ∂
m
t ∇η−(∂ℓ−mt η− − ∂ℓ−mt JpK)
−
∑
0<m≤l
Cmℓ
(
∂mt (Nj,−Ais)Jµ∂ℓ−mt ∂sujK + ∂mt (Nj,−Ajs)Jµ∂ℓ−mt ∂suiK
)
,
(3.65)
F ℓ,4 =
∑
0<m≤ℓ
Cmℓ ∂
m
t ∇η · ∂ℓ−mt u.(3.66)
We present the estimates of these nonlinear perturbation terms F ℓ,1, F ℓ,2, F ℓ,3 and F ℓ,4 in the
following lemma.
Lemma 3.5. Let the F ℓ,i, i = 1, 2, 3, 4 be given as above, then for 0 ≤ ℓ ≤ 2N , we have
(3.67) ‖F ℓ,1‖20 + ‖∂t(JF ℓ,2)‖20 + ‖F ℓ,3‖20 + ‖F ℓ,4‖20 . E2ND2N .
Proof. Our perturbations F ℓ,1, F ℓ,2, F ℓ,3, and F ℓ,4 have the same structure as those of [10]. As
such, the estimates in (3.67) are recorded in Theorem 4.1 of [10]. 
We now estimate the evolution of the pure temporal derivatives.
Lemma 3.6. It holds that
2N∑
ℓ=0
‖∂ℓtu(t)‖20 +
∫ t
0
2N∑
ℓ=0
‖∂ℓtu(s)‖21 ds
. E2N (0) + (E2N (t))3/2 +
∫ t
0
√
E2N (s)D2N (s) ds+
∫ t
0
‖η(s)‖20 ds.
(3.68)
Proof. For ℓ = 0, 1, . . . , 2N , we take the dot product of (3.61)1 with J∂
ℓ
tu, integrate by parts over
the domain Ω and then integrate in time from 0 to t; by using the other conditions in (3.61) and
some easy geometric identities, we obtain the following energy identity:
1
2
∫
Ω
ρJ |∂ℓtu(t)|2 +
1
2
∫ t
0
∫
Ω
µJ |DA∂ℓtu|2
=
1
2
∫
Ω
ρJ |∂ℓtu(0)|2 +
∫ t
0
∫
Ω
J(∂ℓtu · F 1 + ∂ℓtpF 2)−
∫ t
0
∫
Σ
∂ℓtu · F 3
− 1
2
∫ t
0
∫
Σ+
ρ+g∂
ℓ
t η+∂
ℓ
tu+ · N+ +
1
2
∫ t
0
∫
Σ−
JρK g∂ℓt η−∂ℓtu · N−.
(3.69)
First, we estimate the left hand side of (3.69). For this we write
(3.70) J |DA∂ℓtu|2 = |D∂ℓtu|2 + (J − 1)|D∂ℓtu|2 + J(DA∂ℓtu+ D∂ℓtu) : (DA∂ℓtu− D∂ℓtu).
For the last term in the above, since
(3.71) DA∂
ℓ
tu± D∂ℓtu = (Aik ± δik)∂k∂ℓtuj + (Ajk ± δjk)∂k∂ℓtui,
we have that (using Lemma A.1 to estimate A± I)
(3.72)
∫
Ω
J(DA∂
ℓ
tu+ D∂
ℓ
tu) : (DA∂
ℓ
tu− D∂ℓtu) .
√
E2ND2N .
On the other hand, we similarly have the estimate
(3.73)
∫
Ω
|J − 1||D∂ℓtu|2 .
√
E2ND2N and
∫
Ω
ρ|J − 1||∂ℓtu|2(t) . (E2N )3/2.
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This allows us to estimate the left hand side as
1
2
∫
Ω
ρJ |∂ℓtu(t)|2 +
1
2
∫ t
0
∫
Ω
µJ |DA∂ℓtu|2
≥ 1
2
∫
Ω
ρ|∂ℓtu(t)|2 +
1
2
∫ t
0
∫
Ω
µ|D∂ℓtu|2 − C(E2N (t))3/2 − C
∫ t
0
√
E2N (s)D2N (s) ds.
(3.74)
We now estimate the right hand side of (3.69). For the F 1 term, by (3.67), we have
(3.75)
∫ t
0
∫
Ω
J∂ℓtu · F 1 ≤
∫ t
0
‖∂ℓtu‖0‖J‖L∞‖F 1‖0 .
∫ t
0
√
E2ND2N .
For the F 3 term, by again (3.67) and the trace theorem, we have
−
∫ t
0
∫
Σ
∂ℓtu · F 3 ≤
∫ t
0
‖∂ℓtu‖L2(Σ)‖F 3‖0 .
∫ t
0
‖∂ℓtu‖1
√
E2ND2N .
∫ t
0
√
E2ND2N .(3.76)
Next, we estimate the F 2 term. Notice that we can not control ∂2Nt p by D2N , hence we need to
integrate by parts in time to find
(3.77)
∫ t
0
∫
Ω
J∂ℓtpF
2 = −
∫ t
0
∫
Ω
∂ℓ−1t p∂t(JF
2) +
∫
Ω
(∂ℓ−1t pJF
2)(t)−
∫
Ω
(∂ℓ−1t pJF
2)(0).
Then by (3.67), we may estimate
(3.78) −
∫ t
0
∫
Ω
∂ℓ−1t p∂t(JF
2) ≤
∫ t
0
‖∂ℓ−1t p‖0‖∂t(JF 2)‖0 .
∫ t
0
√
E2ND2N .
Also, it is easy to deduce that
(3.79)
∫
Ω
(∂ℓ−1t pJF
2)(t)−
∫
Ω
(∂ℓ−1t pJF
2)(0) . E2N (0) + (E2N (t))3/2.
Hence, we have
(3.80)
∫ t
0
∫
Ω
J∂ℓtpF
2 . E2N (0) + (E2N (t))3/2 +
∫ t
0
√
E2ND2N .
For the last line of (3.69), by the trace theorem and Cauchy’s inequality, we have
− 1
2
∫ t
0
∫
Σ+
ρ+g∂
ℓ
t η+∂
ℓ
tu+ · N+ +
1
2
∫ t
0
∫
Σ−
JρK g∂ℓtη−∂ℓtu · N−
≤ C
∫ t
0
‖∂ℓtη(s)‖0‖∂ℓtu(s)‖0 ds ≤ Cε
∫ t
0
‖∂ℓt η(s)‖20 ds + ε
∫ t
0
‖∂ℓtu(s)‖21 ds.
(3.81)
Using Korn’s inequality together with the estimates (3.74), (3.75), (3.76), (3.80), and (3.81), we
find that we may take ε sufficiently small to deduce from (3.69) that
‖∂ℓtu(t)‖20 +
∫ t
0
‖∂ℓtu(s)‖21 ds
. E2N (0) + (E2N (t))3/2 +
∫ t
0
√
E2N (s)D2N (s) ds +
∫ t
0
‖∂ℓtη(s)‖20 ds.
(3.82)
Now taking ℓ = 0 in (3.82), we have
‖u(t)‖20 +
∫ t
0
‖u(s)‖21 ds
. E2N (0) + (E2N (t))3/2 +
∫ t
0
√
E2N (s)D2N (s) ds+
∫ t
0
‖η(s)‖20 ds.
(3.83)
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For ℓ = 1, . . . , 2N the kinematic boundary condition (3.60)3 and the estimate (3.67) imply that
(3.84) ‖∂ℓt η‖0 ≤ ‖∂ℓ−1t u3‖L2(Σ) + ‖∂ℓ−1t (u · ∇∗η)‖L2(Σ) ≤ ‖∂ℓ−1t u‖1 +
√
E2N
√
D2N .
Plugging (3.84) into (3.82), we obtain
‖∂ℓtu(t)‖20 +
∫ t
0
‖∂ℓtu(s)‖21 ds
. E2N (0) + (E2N (t))3/2 +
∫ t
0
√
E2N (s)D2N (s) ds+
∫ t
0
‖∂ℓ−1t u(s)‖21 ds.
(3.85)
Consequently, chaining (3.85) and (3.83), we get (3.68). 
3.2.2. Energy evolution in perturbed form. We shall now use the perturbed equation (1.26) to derive
the energy evolution of the mixed horizontal space-time derivatives. To proceed with, we present
the estimates of Gi defined by (1.27)–(1.31) in the following lemma.
Lemma 3.7. There exists a θ > 0 so that
(3.86) ‖∇¯4N−2G1‖20 + ‖∇¯4N−2G2‖20 + ‖∇¯4N−2∗ G3‖21/2 + ‖∇¯4N−2∗ G4‖21/2 . E1+θ2N ,
‖∇¯4N−2G1‖20 + ‖∇¯4N−2G2‖20 + ‖∇¯4N−2∗ G3‖21/2 + ‖∇¯4N−2∗ G4‖21/2
+ ‖∇¯4N−3∂tG1‖20 + ‖∇¯4N−3∂tG2‖20 + ‖∇¯4N−3∗ ∂tG3‖21/2 + ‖∇¯4N−3∗ ∂tG4‖21/2
. Eθ2ND2N ,
(3.87)
(3.88) ‖∇4N−1G1‖20 + ‖∇4N−1G2‖20 + ‖∇4N−1∗ G3‖21/2 + ‖∇4N−1∗ G4‖21/2 . Eθ2ND2N + E2NF2N .
Proof. Since our perturbationsG1, G2, G3, G4 have the same structure as those of [10], the estimates
(3.86)–(3.88) follow from Theorem 3.2 of [10]. In the statement of Theorem 3.2 of [10], the left
hand side of (3.88) is bounded by Eθ2ND2N +KF2N with
(3.89) K := ‖∇u‖2L∞ + ‖∇2u‖2L∞ +
2∑
i=1
‖Dui‖2H2(Σ).
However, in the present case we may use the Sobolev embeddings to estimate K . E2N , and so we
have (3.88). 
Now we estimate the energy evolution of the mixed horizontal space-time derivatives.
Lemma 3.8. There exists a θ > 0 such that for any κ > 0, there exists a constant Cκ > 0 so that∑
|α|≤4N
‖∂αu(t)‖20 +
∫ t
0
∑
|α|≤4N
‖∂αu(s)‖21 ds
. E2N (0) +
∫ t
0
(
Eθ2ND2N (s) +
√
E2NF2N (s) + κF2N (s) ds
)
+ Cκ
∫ t
0
‖η(s)‖20 ds.
(3.90)
Proof. Since the boundaries of Ω± are flat we are free to take the time derivatives and horizontal
derivatives in the equations (1.26). Let α ∈ N1+2 so that α0 ≤ 2N − 1 and |α| ≤ 4N . We apply
∂α to (1.26)1, multiply the resulting equations by ∂
αu, and then integrate over Ω, using the other
conditions in (1.26); using trace estimates on the resulting equality, we find that
1
2
d
dt
∫
Ω
ρ|∂αu|2 + 1
2
∫
Ω
µ|D∂αu|2 =
∫
Ω
∂αu · ∂αG1 + ∂αp∂αG2 −
∫
Σ
∂αu · ∂αG3
− 1
2
∫
Σ+
ρ+g∂
αη+∂
αu3,+ +
1
2
∫
Σ−
JρK g∂αη−∂αu3.
(3.91)
THE VISCOUS SURFACE-INTERNAL WAVE PROBLEM 31
We will estimate the right hand side of (3.91). First, we estimate the G1, G2, G3 terms. Assume
that |α| ≤ 4N − 1, then by the estimates (3.87)–(3.88) in Lemma 3.7 we have∫
Ω
∂αu · ∂αG1 + ∂αp∂αG2 . ‖∂αu‖0‖∂αG1‖0 + ‖∂αp‖0‖∂αG2‖0
.
√
D2N
√
Eθ2ND2N + E2NF2N .
(3.92)
Again by (3.87)–(3.88), together with the trace theorem, we have
−
∫
Σ
∂αu · ∂αG3 . ‖∂αu‖L2(Σ)‖∂αG3‖0 .
√
D2N
√
Eθ2ND2N + E2NF2N .(3.93)
Now we assume that |α| = 4N . Since α0 ≤ 2N − 1, we have α1 + α2 ≥ 2, so we can integrate
by parts in the horizontal directions. We write ∂α = ∂β∂γ so that |γ| = 4N − 1 and |β| = 1.
Integrating by parts and using the estimates (3.87)–(3.88), we find that∫
Ω
∂αu · ∂αG1 = −
∫
Ω
∂α+βu · ∂γG1 . ‖∂α+βu‖0‖∂γG1‖0
.
√
D2N
√
Eθ2ND2N + E2NF2N .
(3.94)
For the G2 term, we do not need to integrate by parts:
(3.95)
∫
Ω
∂αp∂αG2 . ‖∂αp‖0‖∂γG2‖1 .
√
D2N
√
Eθ2ND2N + E2NF2N .
For the G3 term, we use the trace theorem to estimate
−
∫
Σ
∂αu · ∂αG3 .
∣∣∣∣
∫
Σ
∂α+βu · ∂γG3
∣∣∣∣ . ‖∂α+βu‖H−1/2(Σ)‖∂γG3‖1/2
. ‖∂αu‖H1/2(Σ)‖∂γG3‖1/2 . ‖∂αu‖1‖∂γG3‖1/2
.
√
D2N
√
Eθ2ND2N + E2NF2N .
(3.96)
Now we turn to estimating the last two terms in (3.91). By the trace theorem and Cauchy’s
inequality, since α0 ≤ 2N − 1 and |α| ≤ 4N , we have
−1
2
∫
Σ+
ρ+g∂
αη+∂
αu3,+ +
1
2
∫
Σ−
JρK g∂αη−∂αu3 ≤ C‖∂αη‖−1/2‖∂αu3‖H1/2(Σ)
≤ Cε‖∂α0t η‖24N−2α0−1/2 + ε‖∂αu‖21.
(3.97)
Consequently, in light of (3.92)–(3.97), we may integrate (3.91) from 0 to t and sum over such
α. Using Korn’s inequality and taking ε sufficiently small, we find that
∑
|α|≤4N
α0<2N
‖∂αu(t)‖20 +
∫ t
0
∑
|α|≤4N
α0<2N
‖∂αu(s)‖2 ds . E2N (0)
+
∫ t
0
(
Eθ/22N D2N (s) +
√
D2NE2NF2N (s)
)
ds+
∫ t
0
∑
0≤α0≤2N−1
‖∂α0t η(s)‖24N−2α0−1/2 ds.
(3.98)
If α0 = 0, we use Sobolev interpolation to bound
(3.99) ‖∂α0t η‖24N−2α0−1/2 = ‖η‖24N−1/2 ≤ Cκ‖η‖20 + κ‖η‖24N+1/2 = Cκ‖η‖20 + κF2N .
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If 1 ≤ α0 ≤ 2N − 1, we use the kinematic boundary condition, the trace theorem and (3.87), to
obtain
‖∂α0t η‖24N−2α0−1/2 ≤ ‖∂α0−1t u3‖2H4N−2α0−1/2 + ‖∂α0−1t G4‖2H4N−2α0−1/2
≤ ‖∂α0−1t u‖24N−2(α0−1)−2 + ‖∂α0−1t G4‖2H4N−2(α0−1)−5/2
≤ ‖∂α0−1t u‖24N−2(α0−1)−2 + Eθ2ND2N .
(3.100)
Hence, by (3.99)–(3.100), we deduce from (3.98) that∑
|α|≤4N
α0<2N
‖∂αu(t)‖20 +
∫ t
0
∑
|α|≤4N
α0<2N
‖∂αu(s)‖21 ds
. E2N (0) +
∫ t
0
Eθ/22N D2N +
√
E2NF2N + κF2N ds
+ Cκ
∫ t
0
‖η(s)‖20 ds+
∫ t
0
∑
0≤ℓ≤2N−2
‖∂ℓtu(s)‖24N−2ℓ−2 ds.
(3.101)
To conclude, we combine (3.101) and (3.68) of Lemma 3.6, renaming θ; This yields (3.90). 
3.2.3. Transport estimates. Now we derive estimates for η by using the kinematic transport equa-
tion
(3.102) ∂tη + u · ∇∗η = u3 in Σ,
where u · ∇∗η = u1∂1η + u2∂2η.
Lemma 3.9. For any ε > 0, there exists a constant Cε > 0 such that
2N∑
ℓ=0
‖∂ℓtη(t)‖24−2ℓ + F2N (t) . E2N (0) + F2N (0) +
∫ t
0
√
E2N (D2N + F2N ) ds
+ ε
∫ t
0
(E2N + F2N ) ds+ Cε
∫ t
0
∑
|α|≤4N
‖∂αu(s)‖21 ds.
(3.103)
Proof. Let α ∈ N1+2. Applying ∂α with |α| ≤ 4N to (3.102), we obtain
(3.104) ∂t(∂
αη) + u · ∇∗(∂αη) = ∂αu3 +Rα.
Here the remainder term Rα is a sum of terms ∂βu ·∇∗(∂α−βη) with 0 6= β ≤ α. As in Lemma 3.7,
we may bound this term as
(3.105) ‖Rα‖2L2(Σ) . E2N (D2N + F2N ).
We multiply (3.104) by ∂αη and then integrate over Σ; by the Sobolev embedding theory on Σ, the
trace theorem and (3.105), we obtain the bound
1
2
d
dt
∫
Σ
|∂αη|2 = −1
2
∫
Σ
u · ∇∗|∂αη|2 +
∫
Σ
(∂αu3 +R
α)∂αη
=
1
2
∫
Σ
(∂1u1 + ∂2u2)|∂αη|2 +
∫
Σ
(∂αu3 +R
α)∂αη
. ‖∇∗u‖L∞(Σ)‖∂αη‖20 + (‖∂αu3‖L2(Σ) + ‖Rα‖L2(Σ))‖∂αη‖0
. ‖u‖4‖∂αη‖20 + (‖∂αu3‖1 + ‖Rα‖L2(Σ))‖∂αη‖0
.
√
E2N (D2N +F2N ) +
√
E2N‖∂αu‖1.
(3.106)
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Integrating the previous inequality in time from 0 to t, summing over α, we find that
2N∑
ℓ=0
‖∂ℓt η(t)‖24−2ℓ . E2N (0) +
∫ t
0

√E2N (D2N + F2N ) +√E2N ∑
|α|≤4N
‖∂αu(s)‖1

 ds.(3.107)
Now we define the operator J = √1−∆∗. We apply J 4N+1/2 to (3.102), multiply the resulting
equation by J 4N+1/2η, and then integrate over (0, t)×Σ; using the commutator estimate of Lemma
A.10 with s = 4N + 1/2, we find that
1
2
d
dt
∫
Σ
|J 4N+1/2η|2
= −1
2
∫
Σ
u · ∇∗|J 4N+1/2η|2 +
∫
Σ
(
J 4N+1/2u3 −
[
J 4N+1/2, u
]
· ∇∗η
)
J 4N+1/2η
=
1
2
∫
Σ
(∂1u1 + ∂2u2)|J 4N+1/2η|2 +
∫
Σ
(
J 4N+1/2u3 −
[
J 4N+1/2, u
]
· ∇∗η
)
J 4N+1/2η
. ‖∇∗u‖L∞(Σ)‖J 4N+1/2η‖20 +
(
‖J 4N+1/2u3‖L2(Σ) + ‖∇∗u‖L∞(Σ)‖J 4N−1/2∇∗η‖0
+ ‖J 4N+1/2u‖0‖∇∗η‖L∞(Σ)
)
‖J 4N+1/2η‖0
. ‖u‖4‖η‖24N+1/2 + (‖J 4Nu3‖1 + ‖u‖4‖η‖4N+1/2 + ‖J 4Nu3‖1‖η‖3)‖η‖4N+1/2
.
√
E2N (D2N + F2N ) +
√
F2N‖∂αu‖1.
(3.108)
Integrating the above in time from 0 to t, we find that
F2N (t) . F2N (0) +
∫ t
0
√
E2N (D2N + F2N ) +
√
F2N‖∂αu(s)‖1 ds.(3.109)
Summing (3.107) and (3.109) and applying Cauchy’s inequality then yields (3.103). 
3.2.4. Full energy estimates. We will improve the estimates derived previously. To simplify nota-
tion, we define the “horizontal” energy as
(3.110) E¯2N :=
∑
|α|≤4N
‖∂αu‖20 +
2N∑
ℓ=0
‖∂ℓt η‖24−2ℓ
and the horizontal dissipation as
(3.111) D¯2N :=
∑
|α|≤4N
‖∂αu‖21.
First, chaining (3.90) and (3.103), we obtain that for any ε > 0, there exist a constant Cε > 0
and a universal C0 > 0 such that
E¯2N (t) + F2N (t) +
∫ t
0
D¯2N ds
≤ Cε(E2N (0) + F2N (0)) + Cε
∫ t
0
Eθ2ND2N ds+ Cε
∫ t
0
√
E2NF2N ds
+ εC0
∫ t
0
(E2N + F2N ) + CεκF2N ds+ CκCε
∫ t
0
‖η(s)‖20 ds.
(3.112)
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If we set κ = (εC0)/Cε, then we may rewrite the inequality above as
E¯2N (t) + F2N (t) +
∫ t
0
D¯2N ds
≤ Cε(E2N (0) + F2N (0)) + Cε
∫ t
0
Eθ2ND2N ds+ Cε
∫ t
0
√
E2NF2N ds
+ 2εC0
∫ t
0
(E2N + F2N ) ds+ Cε
∫ t
0
‖η(s)‖20 ds.
(3.113)
To conclude our estimates, we shall replace the left hand side of (3.113) with the full energy and
dissipation. Hence, in what follows we want to show that E2N is comparable to E¯2N and that D2N
is comparable to D¯2N , provided that δ is sufficiently small. We begin with the energy estimate.
Lemma 3.10. It holds that
(3.114) E2N . E¯2N .
Proof. We compactly write
(3.115) Z2N =
n−1∑
j=0
‖∂jtG1‖24N−2j−2 + ‖∂jtG2‖24N−2j−1 + ‖∂jtG3‖24N−2j−3/2.
Note that by the definitions of E¯2N , we have
(3.116) ‖∂2Nt u‖20 +
2N∑
j=0
‖∂jt η‖24N−2j . E¯2N .
Now we let j = 0, . . . , 2N − 1 and then apply ∂jt to the equations in (1.26) to find
(3.117)


−µ∆∂jtu+∇∂jt p = −ρ∂j+1t u+ ∂jtG1 in Ω
div ∂jtu = ∂
j
tG
2 in Ω
J∂jt p+I − µ+D(∂jtu+)Ke3 = ρ+g∂jt η+e3 + ∂jtG3+ on Σ+
J∂jt uK = 0, J∂jt pI − µD(∂jt u)Ke3 = JρK g∂jt η−e3 − ∂jtG3− on Σ−
∂jt u− = 0 on Σb.
Applying the elliptic estimates in Theorem A.7 with r = 4N − 2j ≥ 2 to the problem (3.117) and
using (3.115)–(3.116), we obtain
‖∂jt u‖24N−2j + ‖∂jt p‖24N−2j−1 . ‖∂j+1t u‖24N−2j−2 + ‖∂jtG1‖24N−2j−2
+ ‖∂jtG2‖24N−2j−1 + ‖∂jt η‖24N−2j−3/2 + ‖∂jtG3‖24N−2j−3/2
. ‖∂j+1t u‖24N−2(j+1) + E¯2N +Z2N .
(3.118)
We claim that
(3.119) E2N . E¯2N + Z2N .
We prove the claim (3.119) by a finite induction based on the estimate (3.118). For j = 2N − 1,
we obtain from (3.118) and (3.116) that
(3.120) ‖∂2N−1t u‖22 + ‖∂2N−1t p‖21 . ‖∂2Nt u‖20 + E¯2N +Z2N . E¯2N + Z2N .
Now suppose that the following holds for 1 ≤ ℓ < 2N
(3.121) ‖∂2N−ℓt u‖22ℓ + ‖∂2N−ℓt p‖22ℓ−1 . E¯2N + Z2N .
We apply (3.118) with j = 2N − (ℓ+ 1) and use the induction hypothesis (3.121) to find
(3.122) ‖∂2N−(ℓ+1)t u‖22(ℓ+1) + ‖∂4N−(ℓ+1)t p‖22(ℓ+1)−1 . ‖∂2N−ℓt u‖22ℓ + E¯2N + Z2N . E¯2N + Z2N .
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Hence by finite induction, the bound (3.121) holds for all ℓ = 1, . . . , n. Summing (3.121) over
ℓ = 1, . . . , n and changing the index, we then have
(3.123)
2N−1∑
j=0
‖∂jt u‖24N−2j + ‖∂jt p‖24N−2j−1 . E¯2N + Z2N .
We then conclude the claim (3.119) by summing (3.116) and (3.123).
Finally, using (3.86) in Lemma 3.7 to bound Z2N . (E2N )1+θ, we obtain (3.114) if we take
E2N < δ2 with δ small enough to absorb onto the left. 
Now we consider a similar estimate for the dissipation.
Lemma 3.11. It holds that
(3.124) D2N . D¯2N + E2NF2N .
Proof. We compactly write
(3.125) Z2N = ‖∇¯4N−1G1‖20+‖∇¯4N−1G2‖21+‖∇¯4N−1∗ G3‖21/2+‖∇¯4N−1∗ G4‖21/2+‖∇¯4N−2∗ ∂tG4‖21/2.
First, by the definition of D¯2N and Korn’s inequality, we obtain
(3.126) ‖∇¯4N∗ u‖21 . D¯2N .
Notice that we have not yet derived at estimate of η in terms of the dissipation, so we can not
apply the two-phase elliptic estimates of Lemma A.7 as in Lemma 3.10. It is crucial to observe that
from (3.126) we can get higher regularity estimates of u on the boundaries Σ = Σ+ ∪ Σ−. Indeed,
since Σ± are flat, we may use the definition of the Sobolev norm on T
2 and the trace theorem to
see from (3.126) that
‖∂jt u‖2H4N−2j+1/2(Σ) . ‖∂
j
t u‖2L2(Σ) + ‖∇¯4N−2j∗ ∂jt u‖2H1/2(Σ)
. ‖∂jt u‖21 + ‖∇¯4N−2j∗ ∂jt u‖21 . D¯2N .
(3.127)
This motivates us to use the one-phase elliptic estimates of Lemma A.8.
Let j = 0, . . . , 2N − 1, and observe that (∂jt u+, ∂jt p+) solve the problem
(3.128)


−µ+∆∂jt u+ +∇∂jt p+ = −ρ+∂j+1t u+ + ∂jtG1+ in Ω+
div ∂jt u+ = ∂
j
tG
2
+ in Ω+
∂jtu+ = ∂
j
tu+ on Σ,
and (∂jt u−, ∂
j
t p−) solve the problem
(3.129)


−µ−∆∂jtu− +∇∂jt p− = −ρ−∂j+1t u− + ∂jtG1− in Ω−
div ∂jt u− = ∂
j
tG
2
− in Ω−
∂jt u− = ∂
j
t u− on Σ−
∂jt u− = 0 on Σb.
We apply Lemma A.8 with r = 4N − 2j +1 to the problem (3.128) for u+, p+ and to the problem
(3.129) for u−, p−, respectively; using (3.125), (3.126), (3.127) and summing up, we find
‖∂jt u‖24N−2j+1 + ‖∇∂jt p‖24N−2j−1
. ‖∂j+1t u‖24N−2j−1 + ‖∂jtG1‖24N−2j−1 + ‖∂jtG2‖24N−2j + ‖∂jt u‖2H4N−2j+1/2(Σ)
. ‖∂j+1t u‖24N−2j−1 + Z2N + D¯2N .
(3.130)
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We now claim that
(3.131)
2N∑
j=0
‖∂jt u‖24N−2j+1 +
2N−1∑
j=0
‖∂jt∇p‖4N−2j−1 . Z2N + D¯2N .
We prove the claim (3.131) by a finite induction as in Lemma 3.10. For j = 2N − 1, by (3.125) and
(3.130), we obtain
(3.132) ‖∂2N−1t u‖23 + ‖∇∂2N−1t p‖21 . ‖∂2Nt u‖21 + Z2N + D¯2N . Z2N + D¯2N .
Now suppose that the following holds for 1 ≤ ℓ < 2N :
(3.133) ‖∂2N−ℓt u‖22ℓ+1 + ‖∇∂2N−ℓt p‖22ℓ−1 . Z2N + D¯2N .
We apply (3.130) with j = 2N − (ℓ+ 1) and use the induction hypothesis (3.133) to find
‖∂2N−(ℓ+1)t u‖22(ℓ+1)+1 + ‖∇∂2N−(ℓ+1)t p‖22(ℓ+1)−1 . ‖∂2N−ℓt u‖22ℓ+1 + Z2N + D¯2N
. Z2N + D¯2N .
(3.134)
Hence the bound (3.133) holds for all l = 1, . . . , 2N.We then conclude the claim (3.131) by summing
this over ℓ = 1, . . . , n, adding (3.126) and changing the index.
Now that we have obtained (3.131), we estimate the remaining parts in D2N . We will turn to
the boundary conditions in (1.26). First we derive estimates for η. For the term ∂jt η for j ≥ 2 we
use the boundary condition
(3.135) ∂tη = u3 +G
4 on Σ.
Indeed, for j = 2, . . . , 2N + 1 we apply ∂j−1t to (3.135) to see, by (3.131) and (3.125), that
‖∂jt η‖24N−2j+5/2 . ‖∂j−1t u3‖2H4N−2j+5/2(Σ) + ‖∂j−1t G4‖24N−2j+5/2
. ‖∂j−1t u3‖22n−2(j−1)+1 + ‖∂j−1t G4‖24N−2(j−1)+1/2 . Z2N + D¯2N .
(3.136)
For the term ∂tη, we again use (3.135), (3.131) and (3.125) to find
‖∂tη‖24N−1/2 . ‖u3‖2H4N−1/2(Σ) + ‖∂j−1t G4‖24N−1/2
. ‖u3‖24N + ‖G4‖24N−1/2 . Z2N + D¯2N .
(3.137)
For the remaining η term, i.e. those without temporal derivatives, we use the boundary conditions
(3.138) ρgη+ = p+ − µ+∂3u3,+ −G33,+ on Σ+
and
(3.139) JρK gη− = JpK− Jµ∂3u3K +G33,− on Σ−.
Notice that at this point we do not have any bound on p on the boundary Σ, but we have bounded
∇p in Ω. Applying ∇∗ to (3.138) and (3.139), respectively, by (3.131) and (3.125), we obtain
‖∇∗η‖24N−3/2 . ‖∇∗p‖2H4N−3/2(Σ) + ‖∇∗∂3u3‖2H2n−3/2(Σ) + ‖∇∗G3‖22n−3/2
. ‖∇p‖24N−1 + ‖u3‖24N+1 + ‖G3‖24N−1/2 . Z2N + D¯2N .
(3.140)
Since
∫
T2 η = 0, we may then use Poincare´’s inequality on Σ± to obtain from (3.140) that
(3.141) ‖η‖24N−1/2 . ‖η‖20 + ‖∇∗η‖24N−3/2 . ‖∇∗η‖24N−3/2 . Z2N + D¯2N .
Summing (3.136), (3.137) and (3.141), we complete the estimates for η:
(3.142) ‖η‖24N−1/2 + ‖∂tη‖24N−1/2 +
n+1∑
j=2
‖∂jt η‖4N−2j+5/2 . Z2N + D¯2N .
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It remains to bound ‖∂jt p‖0. Applying ∂jt , j = 0, . . . , 2N − 1 to (3.138)–(3.139), by (3.131),
(3.142) and (3.125), we find
‖∂jt p+‖2L2(Σ+) + ‖J∂jt pK‖2L2(Σ−) . ‖∂jt η‖20 + ‖∂3∂jt u3‖2L2(Σ) + ‖∂jtG3‖20
. ‖∂jt η‖20 + ‖∂jt u3‖22 + ‖∂jtG3‖20 . Z2N + D¯2N .
(3.143)
By Poincare´’s inequality on Ω+ (Lemma A.5) and (3.131) and (3.143), we have
‖∂jt p‖2H1(Ω+) = ‖∂
j
t p‖2L2(Ω+) + ‖∇∂
j
t p‖2L2(Ω+) . ‖∂
j
t p‖2L2(Σ+) + ‖∇∂
j
t p‖2L2(Ω+)
. Z2N + D¯2N .
(3.144)
On the other hand, by the trace theorem and (3.143)–(3.144), we have
‖∂jt p−‖2L2(Σ−) ≤ ‖∂
j
t p+‖2L2(Σ−) + ‖J∂jt pK‖2L2(Σ−) . ‖∂jt p+‖2H1(Ω+) + ‖J∂jt pK‖2L2(Σ−)
. Z2N + D¯n,
(3.145)
so again by Poincare´’s inequality on Ω− as well as (3.131) and (3.143), we have
‖∂jt p‖2H1(Ω−) = ‖∂
j
t p‖2L2(Ω−) + ‖∇∂
j
t p‖2L2(Ω−) . ‖∂
j
t p‖2L2(Σ−) + ‖∇∂
j
t p‖2L2(Ω−)
. Z2N + D¯2N .
(3.146)
In light of (3.144) and (3.146), we may improve the estimate (3.131) to be
(3.147)
2N∑
j=0
‖∂jt u‖24N−2j+1 +
2N−1∑
j=0
‖∂jt p‖24N−2j . Z2N + D¯2N .
Consequently, summing (3.142) and (3.147), we obtain
(3.148) Dn . Z2N + D¯2N .
Thus, using (3.87)–(3.88) in Theorem 3.7 to bound Z2N . (E2N )θD2N +E2NF2N , we obtain (3.124)
provided that E2N < δ2 with δ small enough to absorb onto the left. 
Now we are ready to state the full energy estimates.
Theorem 3.12. Let Λ∗ be defined by (2.33), and let (u, p, η) solve (1.26). If E2N (t)+F2N (t) ≤ δ2
for sufficiently small δ for all t ∈ [0, T ], then we have that
E2N (t) + F2N (t) +
∫ t
0
D2N (s) ds
≤ C(E2N (0) + F2N (0)) + Λ∗
2
∫ t
0
(E2N + F2N ) ds+ C
∫ t
0
√
E2NF2N ds+ C
∫ t
0
‖η(s)‖20 ds
(3.149)
for all t ∈ [0, T ].
Proof. By (3.114) and (3.124), we deduce from (3.113) that for any ε > 0, there exist Cε > 0 and
C1 > 0 such that
E2N (t) + F2N (t) +
∫ t
0
D2N (s) ds
≤ Cε(E2N (0) + F2N (0)) + Cε
∫ t
0
Eθ2ND2N ds+ Cε
∫ t
0
√
E2NF2N ds
+ εC1
∫ t
0
(E2N + F2N ) ds + Cε
∫ t
0
‖η(s)‖20 ds.
(3.150)
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We fix the value of ε by ε = Λ∗/(2C1) with Λ∗ defined by (2.33). Taking δ sufficiently small, we
deduce from (3.150) that there exists a constant C = CΛ∗ so that
E2N (t) +F2N (t) +
∫ t
0
D2N (s) ds
≤ C(E2N (0) + F2N (0)) + Λ∗
2
∫ t
0
(E2N + F2N ) ds+ C
∫ t
0
√
E2NF2N + C
∫ t
0
‖η(s)‖20 ds.
(3.151)
This is exactly (3.149) and the proof is completed. 
4. Nonlinear instability
4.1. Unified operator form. Note that the nonlinear problems (1.20) and (1.26) can be written
uniformly as
(4.1)


ρ∂tu− µ∆u+∇p = F 1 in Ω
div u = divF 2 in Ω
∂tη − u3 = −F 2 · e3 on Σ
(p+I − µ+D(u+))e3 − (ρ+gη+ − σ+∆∗η+)e3 = F 3+ on Σ+JuK = 0, JpI − µD(u)K e3 − (JρK gη− + σ−∆∗η−)e3 = −F 3− on Σ−
u− = 0 on Σb
(u, η) |t=0= (u0, η0).
Here, the nonlinear terms in the right hand sides of (4.1) are given as follows: for σ± > 0, (1.20)
corresponds to (4.1) with F 1 = f , F 2 = 0 and F 3 = g, where f and g are defined by (1.21)–(1.25);
for σ± = 0, (1.26) corresponds to (4.1) with F
1 = G1, F 2i = (δji−JAji)uj , i = 1, 2, 3 and F 3 = G3,
where G1 and G3 are defined by (1.27), (1.29) and (1.30). Note that for σ± = 0, (4.1)2 is derived
as follows:
(4.2) divA u = 0⇐⇒ JAij∂jui = 0⇐⇒ ∂j(JAijui) = 0⇐⇒ div u = divF 2.
This implies that divF 2 = G2, with G2 defined by (1.28). We can also check, using the definitions
in (1.18), that F 2 · e3 = −G4 with G4 defined by (1.31) as follows: on the boundary Σ,
(4.3) F 2 · e3 = (δji − JAji)ujδi3 = u3 − u · N = −G4.
In order to use the linear theory we have developed in Section 2, we shall write the system
(4.1) in the operator form as in [1, 2, 3]. First, we want to reduce the divergence of velocity to
be zero. This can be easily done by setting u˜ = u − F 2. Then (u˜, η, p) satisfy (4.1), replacing F 1
by F˜ 1 = F 1 − ρ∂tF 2 + µ∆F 2, F 2 by 0, and F 3 by F˜ 3 = F 3 + µD(F 2). Second, we reduce the
tangential components of the stress tensor F˜ 3i , i = 1, 2 to be zero. We choose the vector z satisfying
the conditions (see Page 6 of [3], for instance, for details of how to construct z)
(4.4)
{
z+ = 0, ∂3z+ = 0, −µ+∂23z+ = (F˜ 32,+,−F˜ 31,+, 0) on Σ+, z+ vanishes near Σ−,
z− = 0, ∂3z− = 0, −µ−∂23z− = (−F˜ 32,−, F˜ 31,−, 0) on Σ−, z− vanishes near Σb.
Then w = ∇× z satisfies
(4.5)


w = 0, −µ+(∂3wi + ∂iw3) = F˜ 3i,+, ∂3w3 = 0 on Σ+,
w = 0, −Jµ(∂3wi + ∂iw3)K = −F˜ 3i,−, ∂3w3 = 0 on Σ−,
divw = 0 in Ω, and w = 0 on Σb,
and we have the estimate
(4.6) ‖w‖r . ‖F˜ 3‖r−3/2, r ≥ 2.
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Therefore, let u¯ = u˜− w = u− F 2 − w, then (u¯, p, η) satisfy
(4.7)


ρ∂tu¯− µ∆u¯+∇p = F¯ 1 := F˜ 1 − ρ∂tw + µ∆w in Ω
div u¯ = 0 in Ω
∂tη − u¯3 = 0 on Σ
Stan(u¯+) = 0 on Σ+
p+ − 2µ+∂3u¯3,+ − ρ+gη+ + σ+∆∗η+ = F˜ 33,+ on Σ+
Ju¯K = JStan(u¯)K = 0 on Σ−
Jp− 2µ∂3u¯3K− JρK gη− − σ−∆∗η− = −F˜ 33,− on Σ−
u¯− = 0 on Σb
(u¯, η) |t=0= (u¯0, η0),
where we have written Stan(u¯) for the tangential part of S(p, u¯).
We want to introduce a projection on divergence-free vectors to remove the pressure as an
unknown. With fixed boundaries the pressure term has no influence on the projected equation;
in the present case, we shall see that it is replaced by a gradient term which is determined by
the other unknowns. Let P be the orthogonal projection in L2(Ω) onto the space orthogonal to
{∇φ | φ ∈ 0H1(Ω)}, where 0H1(Ω) := {u ∈ H1(Ω) | u|Σ+ = 0}. Following Lemma 3.1 of [1],
we can prove that P is a bounded operator on H¨s(Ω) for s ≥ 0 and that if φ ∈ H¨s+1(Ω), then
P(∇φ) = ∇π, where π solves the problem
(4.8) ∆π = 0 in Ω, π = φ on Σ+, JπK = JφK and J∂3πK = 0 on Σ−, ∂νπ = 0 on Σb.
We may regard π as a harmonic representation of φ and we denote it as π = H(φ|Σ+ , JφK|Σ−) to
illustrate its dependence on the boundary values of φ.
Now we apply P to the momentum equation (4.7)1 to obtain
(4.9) ρ∂tu¯+Au¯+∇H(ρ+gη+ − σ+∆∗η+, JρK gη− + σ−∆∗η−) = PF¯ 1 −∇H(F˜ 33,+,−F˜ 33,−),
where A is defined by
(4.10) Av = −µP∆v +∇H(2µ+∂3v3|Σ+ , 2Jµ∂3v3K|Σ−).
The domain condition of A is given by
(4.11) div v = 0 in Ω, Stan(v) = 0 on Σ+, JvK = JStan(v)K = 0 on Σ−, v = 0 on Σb.
Now we define the linear operator L by
(4.12) L
(
u¯
η
)
=
(
ρ−1 (Au¯+∇H(ρ+gη+ − σ+∆∗η+, JρK gη− + σ−∆∗η−))
−u3
)
,
which then allows us to rewrite (4.7) as
(4.13) ∂t
(
u¯
η
)
+ L
(
u¯
η
)
=
(
N
0
)
,
where the nonlinear term N is given by
(4.14) N := ρ−1
(
PF¯ 1 −∇H(F˜ 33,+,−F˜ 33,−)
)
.
Employing Duhamel’s principle, we can then solve (4.13) via
(4.15)
(
u¯(t)
η(t)
)
= etL
(
u¯(0)
η(0)
)
+
∫ t
0
e(t−s)L
(
N(s)
0
)
ds.
We can then go back to u = u¯+ w + F 2 to see that
(4.16)
(
u(t)
η(t)
)
= etL
(
u¯(0)
η(0)
)
+
(
w(t) + F 2(t)
0
)
+
∫ t
0
e(t−s)L
(
N(s)
0
)
ds.
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4.2. Unified estimates. We now define the norm |||·|||0 appearing in the Theorems 1.1 and 1.2 by
(4.17)
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u
η
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
=
√
‖u‖20 + ‖η‖20.
We define the term |||·|||00 appearing in the Theorem 1.1 by
(4.18)
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u
η
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
:=
√
E ,
where E is defined by (3.2). We define the term |||·|||00 appearing in the Theorem 1.2 by
(4.19)
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u
η
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
:=
√
E2N + F2N
for an integer N ≥ 3, where E2N and F2N are given by (3.57) and (3.59), respectively. We also
define another norm ‖·‖ by
(4.20)
∥∥∥∥
(
u
η
)∥∥∥∥ :=
√
‖u‖22 + ‖η‖20.
Remark 4.1. Note that the expression for
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u
η
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
also involves sums of norms of p and its
temporal derivatives, and as such is not actually a norm for u and η. If we were to view |||·|||00 as
acting on triples (u, p, η) in the obvious way, then this quantity would function as an actual norm.
Here we abuse notation in this manner in order to suppress the appearance of p, which we want to
view as being determined by u and η in a nonlinear fashion. The reader troubled by this abuse of
notation could simply replace the notation
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u
η
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
by a nonlinear functional E(u, η) defined in
the same manner.
We now restate the main results of Sections 2 and 3 in our new notation. Note that our notation
has allowed us to unify the cases σ± = 0 and σ± > 0.
Proposition 4.2. Suppose that (u, p, η) is the solution to (1.20) with surface tension or is the
solution to (1.26) without surface tension. Let the terms |||·|||0, |||·|||00 and ‖·‖ be defined by (4.17)–
(4.20). Then we have the following.
(1) Let Λ be defined by (2.32). Then we have
(4.21)
∣∣∣∣
∣∣∣∣
∣∣∣∣etL
(
u(0)
η(0)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
0
≤ Ce2Λt
∥∥∥∥
(
u(0)
η(0)
)∥∥∥∥
2
.
(2) There is a growing mode
(
u⋆
η⋆
)
satisfying
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u⋆
η⋆
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
= 1,
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u⋆
η⋆
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
<∞, and
(4.22) eLt
(
u⋆
η⋆
)
= eλt
(
u⋆
η⋆
)
.
(3) There exists a small constant δ such that if
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(t)
η(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
≤ δ for all t ∈ [0, T ], then there
exists Cδ > 0 so that the following energy estimate holds for t ∈ [0, T ]:∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(t)
η(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
≤ Cδ
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(0)
η(0)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
+
λ
2
∫ t
0
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(t)
η(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
ds
+ Cδ
∫ t
0
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(t)
η(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
3
00
ds+ Cδ
∫ t
0
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(t)
η(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
0
ds.
(4.23)
Here, in the statements of 2 and 3, λ > 0 is a number satisfying Λ2 < λ ≤ Λ.
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Proof. Statement 1 follows from Theorem 2.7. Statement 2 follows from Theorem 2.4. Statement
3 follows from Theorem 3.4 by taking λ = Λ for the case with surface tension and from Theorem
3.12 by taking λ = Λ∗ for the case without surface tension. 
Now we will state an estimate for the solution to (4.1).
Proposition 4.3. Suppose that (u, p, η) solve (4.1) and that u¯ = u − w − F 2 with w constructed
in Section 4.1. Then we have the following estimates: for both σ± = 0 and σ± > 0, there exists a
small constant δ such that if
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(t)
η(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
≤ δ for all t ∈ [0, T ], then
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(t)
η(t)
)
− etL
(
u¯(0)
η(0)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
≤ C
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(t)
η(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
+ C
∫ t
0
eΛ(t−s)
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(s)
η(s)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
ds(4.24)
for all t ∈ [0, T ].
Proof. From the formula (4.16) and (4.21), we have∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(t)
η(t)
)
− etL
(
u¯(0)
η(0)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
.
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
w(t) + F 2(t)
0
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
+
∫ t
0
eΛ(t−s)
∥∥∥∥
(
N(s)
0
)∥∥∥∥ ds
. ‖w(t)‖0 + ‖F 2(t)‖0 +
∫ t
0
eΛ(t−s)‖N(s)‖2 ds.
(4.25)
On the other hand, by the construction of N and w in Section 4.1, we can estimate
‖w‖0 ≤ ‖w‖2 . ‖F˜ 3‖1/2 . ‖F 3‖1/2 + ‖F 2‖2.(4.26)
and
‖N‖2 . ‖F¯ 1‖2 + ‖∇H(F˜ 33,+,−F˜ 33,−)‖2
. ‖F˜ 1‖2 + ‖∂tw‖2 + ‖w‖4 + ‖F˜ 3‖5/2
. ‖F 1‖2 + ‖∂tF 2‖2 + ‖F 2‖4 + ‖∂tw‖2 + ‖w‖4 + ‖F 3‖5/2 + ‖D(F 2)‖5/2
. ‖F 1‖2 + ‖∂tF 2‖2 + ‖F 2‖4 + ‖F 3‖5/2 + ‖∂tF˜ 3‖1/2 + ‖F˜ 3‖5/2
. ‖F 1‖2 + ‖∂tF 2‖2 + ‖F 2‖4 + ‖F 3‖5/2.
(4.27)
Plugging (4.26)–(4.27) into (4.25), we obtain
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(t)
η(t)
)
− etL
(
u¯(0)
η(0)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
. ‖F 2(t)‖2 + ‖F 3(t)‖1/2 +
∫ t
0
eΛ(t−s)(‖F 1(s)‖2 + ‖∂tF 2(s)‖2 + ‖F 2(s)‖4 + ‖F 3(s)‖5/2) ds.
(4.28)
In both cases σ± = 0 and σ± > 0, we may estimate the nonlinear terms as we did in Section 3.
Indeed, we have
(4.29) ‖F 2(t)‖2 + ‖F 3(t)‖1/2 .
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(t)
η(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
and
(4.30) ‖F 1(s)‖2 + ‖∂tF 2(s)‖2 + ‖F 2(s)‖4 + ‖F 3(s)‖5/2 .
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(s)
η(s)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
where we recall that |||·|||00 is given by (4.18) when σ± > 0 and (4.19) when σ± > 0.
Substituting (4.29)–(4.30) into (4.28), we get (4.24). 
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Thus far we have not elaborated on the local well-posedness theory for our problem that we
developed in [23]. We now want to state a version of it specially tailored to our uniform operator
setting. In the result we will refer to the “necessary compatibility conditions” required for the local
well-posedness in our energy spaces. These are cumbersome to write out explicitly. In the case
without surface tension we refer to Theorem 2.1 of [23] for their explicit statement. In the case
with surface tension we refer to Theorem 2.5 of [23] for a lower-regularity version of the conditions;
the conditions in the present case can be deduced similarly as those stated in [23].
Theorem 4.4. Suppose that the initial data (u0, η0) satisfying the necessary compatibility condi-
tions. There exist δ0, T > 0 so that if
(4.31)
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u0
η0
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
< δ0,
then there exists a unique solution (u, p, η) to (4.1) on [0, T ] that satisfies the estimate
(4.32)
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u(t)
η(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
.
√
1 + T
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u0
η0
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
for all t ∈ [0, T ].
Proof. The result without surface tension follows from Theorem 2.1 of [23]. In the case with
surface tension, we proved a lower-regularity version of this result in Theorem 2.5 of [23]. The
higher-regularity version we state here can be proved using a straightforward modification of our
method in [23], based on our new a priori energy estimates stated in Theorem 3.4. 
4.3. Unified data analysis. In order to prove our nonlinear instability result, we want to use the
linear growing mode solutions constructed in Theorem 2.4 (cf. (4.22)) to construct small initial
data for the nonlinear problem, written in the unified equivalent perturbed operator form (4.13).
Due to the nonstandard growth rate estimates stated in Theorem 2.7 (cf. (4.21)) which force us to
derive the nonlinear estimates in the higher-order regularity context (cf. (4.23)), we cannot simply
set the initial data for the nonlinear problem to be a small constant times the linear growing modes.
The reason for this is that the initial data for the nonlinear problem must satisfy certain nonlinear
compatibility conditions in order for us to guarantee local existence in the space corresponding to
norm |||·|||00, which the linear growing mode solutions do not satisfy.
To get around this obstacle, it is noticed that the nonlinear problem is slightly perturbed from
the linearized problem and so their compatibility conditions for the small initial data should be close
to each other. In the context of the nonlinear compressible Navier-Stokes-Poisson problem, Jang
and Tice [12] used the implicit function theorem to produce a curve of small initial data satisfying
the compatibility conditions for the nonlinear problem which are close to the linear growing modes.
Such argument is general and is also suitable for our problem, so we may state this result for our
setting without the proof.
Proposition 4.5. Let u⋆, η⋆ be the growing mode solution stated in Proposition 4.2 and assume
the normalization
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u⋆
η⋆
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
= 1. Then there exists a number ι0 > 0 and a family of initial data
(4.33)
(
uι0
ηι0
)
= ι
(
u⋆
η⋆
)
+ ι2
(
u˜(ι)
η˜(ι)
)
for ι ∈ [0, ι0) so that the followings hold.
1. uι0, η
ι
0 satisfy the nonlinear compatibility conditions required by Theorem 4.4 for a solution to
the nonlinear problem (4.13) to exist in the norm |||·|||00.
2. There exists a constant C > 0 independent of ι so that
(4.34)
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
u˜(ι)
η˜(ι)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
≤
∥∥∥∥
(
u˜(ι)
η˜(ι)
)∥∥∥∥ ≤ C
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and
(4.35)
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι0
ηι0
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
≤ Cι2.
Proof. See the abstract argument before Lemma 5.3 of [12]. 
4.4. Proof of main theorems. With Propositions 4.2–4.3, Theorem 4.4 and Proposition 4.5 in
hand, we can now present together the
Proof of Theorems 1.1 and 1.2. We shall prove the two main theorems together with the under-
standing that when we write λ we take λ = Λ defined by (2.32) for Theorem 1.1, while for Theorem
1.2 we take λ = Λ∗ defined by (2.33). In each case, we have that
Λ
2 < λ ≤ Λ as stated in Proposition
4.2. It is this property that all we need in our unified proof.
First, we restrict that 0 < ι < ι0 ≤ θ0, where ι0 is as small as in Proposition 4.5 and the value
of θ0 will be fixed later to be sufficiently small. For 0 < ι ≤ ι0, we let uι0 and ηι0 be the initial data
given in Proposition 4.5. By further restricting ι we may use (4.35) to verify that (4.31) holds,
which then allows us to use Theorem 4.4 to find
(
uι
ηι
)
, solutions to the system (4.13) with
(4.36)
(
uι
ηι
)∣∣∣∣
t=0
=
(
uι0
ηι0
)
= ι
(
u⋆
η⋆
)
+ ι2
(
u˜(ι)
η˜(ι)
)
.
By (4.21) and (4.34), we can estimate∣∣∣∣
∣∣∣∣
∣∣∣∣etL
(
u˜(ι)
η˜(ι)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
≤ CeΛt
∥∥∥∥
(
u˜(ι)
η˜(ι)
)∥∥∥∥ ≤ C1eΛt(4.37)
for some constant C1 > 0 independent of ι.
Let us now fix δ > 0 as small as in both Propositions 4.2 and 4.3, and let Cδ > 0 be the constant
appearing in Proposition 4.2 for this fixed choice of δ. We then define δ˜ = min{δ, λ2Cδ }. Denote
T ∗ = sup
t
{∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(t)
ηι(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
00
≤ δ˜
}
and T ∗∗ = sup
t
{∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(t)
ηι(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
≤ 2ιeλt
}
.(4.38)
With ι0 small enough, (4.33)–(4.35) and (4.32) guarantee that T
∗, T ∗∗ > 0. Then for all t ≤
min{T ι, T ∗, T ∗∗}, we deduce from the estimate (4.23) of Proposition 4.2, the definitions of T ∗ and
T ∗∗, and (4.35) that∣∣∣∣
∣∣∣∣
∣∣∣∣
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uι(t)
ηι(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
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00
≤ Cδ
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι0
ηι0
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
+
λ
2
∫ t
0
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(s)
ηι(s)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
ds
+ Cδ
∫ t
0
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(s)
ηι(s)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
3
00
ds +Cδ
∫ t
0
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(s)
ηι(s)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
0
ds
≤
(
λ
2
+ δ˜Cδ
)∫ t
0
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(s)
ηι(s)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
ds+ CδCι
2 +
Cδ(2ι)
2
2λ
e2λt
≤ λ
∫ t
0
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(s)
ηι(s)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
ds+ C2ι
2e2λt.
(4.39)
for some constant C2 > 0 independent of ι. We may view (4.39) as a differential inequality. Then
Gronwall’s lemma implies that∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(t)
ηι(t)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
2
00
≤ C2ι2e2λt + C2ι2eλt
∫ t
0
λeλs ds
≤ C2ι2e2λt + C2ι2e2λt = 2C2ι2e2λt.
(4.40)
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We then deduce from Proposition 4.3 and (4.40) that∣∣∣∣
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− ιeλt
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(
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η˜(ι)
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∣∣∣∣
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≤ C
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+ C
∫ t
0
eΛ(t−s)
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ηι(s)
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00
ds
≤ 2CC2ι2e2λt + 2CC2ι2eΛt
∫ t
0
e(2λ−Λ)sds
≤ 2CC2ι2e2λt + 2CC2ι
2
2λ− Λ e
2λt := C3ι
2e2λt.
(4.41)
Here we have used the fact that 2λ− Λ > 0.
Now we claim that
(4.42) T ι = min{T ι, T ∗, T ∗∗}
by fixing θ0 small enough, namely, setting
(4.43) θ0 = min
{
δ˜
2
√
2C2
,
1
2(C1 + C3)
}
.
Indeed, if T ∗ = min{T ι, T ∗, T ∗∗}, then by (4.40), we have∣∣∣∣
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00
≤
√
2C2ιe
λT ∗ ≤
√
2C2ιe
λT ι =
√
2C2θ0 ≤ δ˜
2
< δ˜,(4.44)
which is a contradiction to the definition of T ∗. If T ∗∗ = min{T ι, T ∗, T ∗∗}, then by (4.37), (4.41),
and the fact that Λ/2 < λ ≤ Λ, we have that∣∣∣∣
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≤ ιeλT ∗∗
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(
u˜(ι)
η˜(ι)
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∣∣∣∣
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+ C3ι
2e2λT
∗∗
≤ ιeλT ∗∗ + C1ι2eΛT ∗∗ + C3ι2e2λT ∗∗
≤ ιeλT ∗∗ + C1ι2e2λT ∗∗ + C3ι2e2λT ∗∗
≤ ιeλT ∗∗(1 + C1ιeλT ι + C3ιeλT ι)
≤ ιeλT ∗∗(1 + C1θ0 + C3θ0) < 2ιeλT ∗∗ ,
(4.45)
which is a contradiction to the definition of T ∗∗. Hence (4.42) must hold, proving the claim.
Now we again use (4.41) and (4.37) to find that∣∣∣∣
∣∣∣∣
∣∣∣∣
(
uι(T ι)
ηι(T ι)
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
≥
∣∣∣∣
∣∣∣∣
∣∣∣∣ιeλT ι
(
u⋆
η⋆
)∣∣∣∣
∣∣∣∣
∣∣∣∣
0
−
∣∣∣∣
∣∣∣∣
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ηι(T ι)
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− ιeλT ι
(
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− ι2eT ιL
(
u˜(ι)
η˜(ι)
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≥ ιeλT ι − ι2C1eΛT ι −C3ι2e2λT ι
≥ ιeλT ι − ι2C1e2λT ι − C3ι2e2λT ι
≥ θ0 − C1θ20 − C3θ20 ≥
θ0
2
.
(4.46)
This completes the proof of Theorem 1.1 and Theorem 1.2 in the unified setting. 
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Appendix A. Analytic tools
A.1. Poisson extension. We will now define the appropriate Poisson integrals that allow us to
extend η±, defined on the surfaces Σ±, to functions defined on Ω, with “good” boundedness.
Suppose that Σ+ = T
2 × {1}, where T2 := (2πL1T)× (2πL2T). We define the Poisson integral
in T2 × (−∞, 1) by
(A.1) P−,1f(x) =
∑
ξ∈(L−11 Z)×(L
−1
2 Z)
eiξ·x
′
2π
√
L1L2
e|ξ|(x3−1)fˆ(ξ),
where for ξ ∈ (L−11 Z)× (L−12 Z) we have written
(A.2) fˆ(ξ) =
∫
T2
f(x′)
e−iξ·x
′
2π
√
L1L2
dx′.
Here “−” stands for extending downward and “1” stands for extending at x3 = 1, etc. It is
well-known that P−,1 : Hs(Σ+) → Hs+1/2(T2 × (−∞, 1)) is a bounded linear operator for s > 0.
However, if restricted to the domain Ω, we can have the following improvements.
Lemma A.1. Let P−,1f be the Poisson integral of a function f that is either in H˙q(Σ+) or
H˙q−1/2(Σ+) for q ∈ N = {0, 1, 2, . . . }, where we have written H˙s(Σ+) for the homogeneous Sobolev
space of order s. Then
(A.3) ‖∇qP−,1f‖0 . ‖f‖2H˙q−1/2(T2) and ‖∇qP−,1f‖0 . ‖f‖2H˙q(T2).
Proof. See Lemma A.3 of [10]. 
We extend η+ to be defined on Ω by
(A.4) η¯+(x
′, x3) = P+η+(x′, x3) := P−,1η+(x′, x3), for x3 ≤ 1.
Then Lemma A.1 implies in particular that if η+ ∈ Hs−1/2(Σ+) for s ≥ 0, then η¯+ ∈ Hs(Ω).
Similarly, for Σ− = T
2 × {0} we define the Poisson integral in T2 × (−∞, 0) by
(A.5) P−,0f(x) =
∑
ξ∈(L−11 Z)×(L
−1
2 Z)
eiξ·x
′
2π
√
L1L2
e|ξ|x3 fˆ(ξ).
It is clear that P−,0 has the same regularity properties as P−,1. This allows us to extend η− to be
defined on Ω−. However, we do not extend η− to the upper domain Ω+ by the reflection since this
will result in the discontinuity of the partial derivatives in x3 of the extension. For our purposes, we
instead to do the extension through the following. Let 0 < λ0 < λ1 < · · · < λm <∞ for m ∈ N and
define the (m+1)×(m+1) Vandermonde matrix V (λ0, λ1, . . . , λm) by V (λ0, λ1, . . . , λm)ij = (−λj)i
for i, j = 0, . . . ,m. It is well-known that the Vandermonde matrices are invertible, so we are free
to let α = (α0, α1, . . . , αm)
T be the solution to
(A.6) V (λ0, λ1, . . . , λm)α = qm,
qm = (1, 1, . . . , 1)
T . Now we define the specialized Poisson integral in T2 × (0,∞) by
(A.7) P+,0f(x) =
∑
ξ∈(L−11 Z)×(L
−1
2 Z)
eiξ·x
′
2π
√
L1L2
m∑
j=0
αje
−|ξ|λjx3 fˆ(ξ).
It is easy to check that, due to (A.6), ∂l3P+,0f(x′, 0) = ∂l3P−,0f(x′, 0) for all 0 ≤ l ≤ m and hence
(A.8) ∂αP+,0f(x′, 0) = ∂αP−,0f(x′, 0)∀α ∈ N3 with 0 ≤ |α| ≤ m.
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These facts allow us to extend η− to be defined on Ω by
(A.9) η¯−(x
′, x3) = P−η−(x′, x3) :=
{ P+,0η−(x′, x3), x3 > 0
P−,0η−(x′, x3), x3 ≤ 0.
It is clear now that if η− ∈ Hs−1/2(Σ−) for 0 ≤ s ≤ m, then η¯− ∈ Hs(Ω). Since we will only work
with s lying in a finite interval, we may assume that m is sufficiently large in (A.6) for η¯− ∈ Hs(Ω)
for all s in the interval.
A.2. Some inequalities. We will need some estimates of the product of functions in Sobolev
spaces.
Lemma A.2. Let U denote a domain either of the form Ω± or of the form Σ±.
(1) Let 0 ≤ r ≤ s1 ≤ s2 be such that s1 > n/2. Let f ∈ Hs1(U), g ∈ Hs2(U). Then fg ∈ Hr(U)
and
(A.10) ‖fg‖Hr . ‖f‖Hs1 ‖g‖Hs2 .
(2) Let 0 ≤ r ≤ s1 ≤ s2 be such that s2 > r + n/2. Let f ∈ Hs1(U), g ∈ Hs2(U). Then
fg ∈ Hr(U) and
(A.11) ‖fg‖Hr . ‖f‖Hs1 ‖g‖Hs2 .
(3) Let 0 ≤ r ≤ s1 ≤ s2 be such that s2 > r + n/2. Let f ∈ H−r(Σ), g ∈ Hs2(Σ). Then
fg ∈ H−s1(Σ) and
(A.12) ‖fg‖−s1 . ‖f‖−r ‖g‖s2 .
Proof. These results are standard and may be derived, for example, by use of the Fourier charac-
terization of the Hs spaces. 
The estimates in (2) and (3) in Lemma A.2 above are not the best possible estimates of that
form. We now record one specific improvement that we will use for products in 0H
1(Ω).
Lemma A.3. Suppose that f ∈ Hs(Ω) with s > 3/2 and g ∈ 0H1(Ω). Then fg ∈ 0H1(Ω) with
‖fg‖1 . ‖f‖s‖g‖1. Moreover, if g ∈ (0H1(Ω))∗ then fg ∈ (0H1(Ω))∗ via 〈fg, ϕ〉∗ := 〈g, fϕ〉∗. In
this case we have the estimate ‖fg‖(0H1)∗ . ‖f‖s‖g‖(0H1)∗ .
Proof. See Lemma A.3 of [23]. 
We will also use the following lemma.
Lemma A.4. The following hold.
(1) Let f ∈ L2(Ω), g ∈ H1(Ω), then fg ∈ (0H1(Ω))∗ and
(A.13) ‖fg‖(0H1(Ω))∗ . ‖f‖0‖g‖1.
(2) Let f ∈ L2(Σ), g ∈ H1/2(Σ), then fg ∈ H−1/2(Σ) and
(A.14) ‖fg‖−1/2 . ‖f‖0‖g‖0.
Proof. See Lemma A.4 of [23]. 
In the following lemma we let U denote a periodic domain of the form Ω± with flat upper
boundary Γu and lower boundary Γl, which may not be flat. We now record some Poincare´-type
inequalities for such domains.
Lemma A.5. The following hold.
(1) ‖f‖2L2(U) . ‖f‖2L2(Γu) + ‖∂3f‖2L2(U) for all f ∈ H1(U).
(2) ‖f‖L2(Γu) . ‖∂3f‖L2(U) for f ∈ H1(U) so that f = 0 on Γl.
(3) ‖f‖0 . ‖f‖1 . ‖∇f‖0 for all f ∈ H1(U) so that f = 0 on Γl.
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Proof. See Appendix A.4 of [10]. 
We will need the following version of Korn’s inequality.
Lemma A.6. It holds that ‖u‖1 . ‖Du‖0 for all u ∈ 0H1(Ω).
Proof. See Lemma 2.7 of [1]. 
A.3. Elliptic estimates. Considering the two-phase stationary Stokes problem
(A.15)


−µ∆u+∇p = F 1 in Ω
div u = F 2 in Ω
(p+I − µ+D(u+))e3 = F 3+ on Σ+JuK = 0, J(pI − µD(u))e3K = −F 3− on Σ−
u− = 0 on Σb,
we have the following elliptic regularity theory.
Lemma A.7. Let r ≥ 2. If F 1 ∈ H¨r−2(G), F 2 ∈ H¨r−1(G), F 3 ∈ Hr−3/2(Γ), then the problem
(A.15) admits a unique strong solution (u, p) ∈ (0H1(G) ∩ H¨r(G)) × H¨r−1(G). Moreover,
(A.16) ‖u‖r + ‖p‖r−1 . ‖F 1‖r−2 + ‖F 2‖r−1 + ‖F 3‖r−3/2.
Proof. See [23, Theorem 3.1]. The proof follows by using the flatness of the interface Σ− and
applying Lemma A.8 below. 
We let G denote a horizontal periodic slab and write Γ for its boundary (not necessarily flat),
consisting of two smooth pieces Γ1, Γ2. We shall recall the classical regularity theory for the Stokes
problem with Dirichlet boundary conditions on both Γ1 and Γ2.

−µ∆u+∇p = f in G
div u = h in G
u = ϕ1 on Γ1
u = ϕ2 on Γ2.
(A.17)
The following records the regularity theory for this problem.
Lemma A.8. Let r ≥ 2. Let f ∈ Hr−2(G), h ∈ Hr−1(G), ϕ1 ∈ Hr−1/2(Γ1), ϕ2 ∈ Hr−1/2(Γ2) be
given such that ∫
G
h =
∫
Γ1
ϕ1 · ν +
∫
Γ2
ϕ2 · ν,(A.18)
then there exists unique u ∈ Hr(G), p ∈ Hr−1(G)(up to constants) solving (A.17). Moreover,
(A.19) ‖u‖Hr(G) + ‖∇p‖Hr−2(G) . ‖f‖Hr−2(G) + ‖h‖Hr−1(G) + ‖ϕ1‖Hr−1/2(Γ1) + ‖ϕ2‖Hr−1/2(Γ2).
Proof. See [15, 21]. 
A.4. Pressure estimate. By the following lemma, the pressure can be viewed as a Lagrange
multiplier, which in turn gives an L2 estimate for the pressure.
Lemma A.9. If Λ ∈ (0H1(Ω))∗ is such that Λ(v) = 0 for all v ∈ 0H1σ(Ω), then there exists a
unique p ∈ L2(Ω) so that
(A.20) (p,div v) = Λ(v) for all v ∈ 0H1(Ω)
and we have the estimate
(A.21) ‖p‖0 . ‖Λ‖(0H1(Ω))∗ .
Proof. See [19]. 
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A.5. Commutator estimate. Let J = (1−∆)1/2 with ∆ the Laplace operator on Tn, n ≥ 1.
We define the commutator
(A.22) [J s, f ]g = J s(fg)− fJ sg.
We recall the following commutator estimate:
Lemma A.10.
(A.23) ‖[J s, f ]g‖L2 ≤ ‖∇f‖L∞‖J s−1g‖L2 + ‖J sf‖L2‖g‖L∞ .
Proof. See [13, Lemma X1] for the case Rn. The case of Tn can be handled similarly. 
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