where A and B are nonnegative numbers, and not both zero. Conditions which are both necessary and sufficient for the existence of positive solutions of (1. I), as well as conditions which are either necessary or sufficient for the existence of positive solutions, are derived. If (1.1) is assumed to possess positive solutions, uniqueness is discussed, and a necessary and sufficient condition for uniqueness is obtained in terms of the associated variational equation.
Finally, we discuss the continuability of solutions of y" +yF(y2, X) = 0 which exist on a subinterval of [u, b] to the entire interval, and then consider the existence of solutions of (1.1) which possess zeros on [a, 61.
The major results in this paper are given in Theorems 4. I, 5.1, 6.1 and 7.3.
ASSUMPTIONS
The function F(t, X) appearing in (1.1) is assumed to satisfy the following conditions: (2.la) F(t, X) is continuous in the pair (t, X) for 0 < t < CO and o<x<Go. As will be seen, the constant E appearing in (2.2~) can occasionally be set equal to zero in certain results which follow.
EXISTENCE OF SOLUTIONS
Throughout this paper, frequent use will be made of two theorems, which we state here for convenient reference. Theorem 3.1 is proved in [4] and Theorem 3.2 in [6] . THEOREM 
3.1.
Let F(y2, x) be continuous for 0 < x < 00 and -co < y < co, and let u(x), v(x) and w(x) be solutions ofy" + yF(y2, x) = 0 such that 0 < U(X) < w(x), 0 < v(x) < w(x) on [a, b], 0 < a < b < co.
If yF(y2, x) is a convex function of y for min u < y < max w and any fixed positive x, then u(x) and V(X) cannot intersect on [a, b] more than once. has at least one solution, provided F(t, x) satisfies conditions (2.la) through (2.lc).
We now give a condition which is both necessary and sufficient to guarantee that the system y" + yF(y2, x) = 0 Y(U) = 4 y(b) = B, y(x) > 0 on (a, b) (3-l) where A and B are both nonnegative, at least one nonzero, and F(t, X) satisfies conditions (2.la) through (2.1~) with E 2 0 in (2.1~) possesses at least one solution. Then, system (3.1) has a solution if, and only 1% the sequence of functions {y,(x)} defked by
Y"(X) = f(x) ~n+dx) = f(x) + '" K(x, t) ynWW,2W~ t) dt (3.3) converges at one point of (a, b).
PROOF. It is easily verified that {yn(x)} is an increasing sequence in n for each x E [a, b]. If system (3.1) has a solution y(x), it follows from the concavity of y(x) on [u, b] that m(x) <y(x) for all n and all x E [a, b] , and a standard argument shows that y,(x) converges uniformly to a solution y(x), not necessarily y(x), of the integral equation
and hence to a solution of (3.1).
On the other hand, if {yn( x )} converges at one point of (a, b), the concavity of each function m(x) will again imply that m(x) converges uniformly to a solution y(x) of (3.1).
Q.E.D.
It may be noted that the argument above also shows that y(x) <y(x), where y(x) is any solution of (3.1). The limit of the sequence {y&)} defined by (3.3) thus yields the "minimal solution" of (3.1).
We state here a corollary of Theorem 3.3, which follows from the observation that none of the functions {yJx)> can become larger iff(x) is replaced by a nonnegative linear function jr(x) such that jr(x) <f(x) on [a, b]. COROLLARY 3.3.1. Zf 0 < A, < A, 0 -C BI < B and system (3.1) has a solution, then the same is true for system (3.1) with A replaced by A, = fi(a) and B by B, = f,(b). Another immediate corollary is the following: COROLLARY 3.3.2. IfF,(qx) <F(Qx) for all 71 > 0, x > 0, $&(7,x) satisjes conditions (2.la) through (2.1~) with E >, 0, and ;f system (3.1) has a solution, then system (3.1) with F(y2, x) replaced by FI(y2, x) also has a solution.
Next, we consider solutions of the system y" + yF(y2, x) = 0
Then, system (3.4) has a solution if, and only if, the sequence of functions {yJx)} defined by
converges at one point of (a, b).
PROOF. The function n(x) = yl(x) -ys(x) = A + C(x -a) will be positive on [a, b] if C > -A/(6 -a). This observation implies that yl(x) > 0, from wh ic i h t f 11 o ows by induction that Y~+~(x) 3 m(x) on [a, b] . The remainder of the proof is similar to that of Theorem 3.3.
The reader will observe that system (3.1) possesses solutions for all functions f (z) sufficiently small. Indeed, let /l be any number satisfying 0 < /l < 1, and choose 01 so small that
Such a value of (Y exists, since (2.1~) implies F(t, X) --f 0 uniformly on [a, b] as t + 0. Then, if f (zc) < a/I on [a, b] , it is readily verified from (3.3) that y,(x) < afi on [a, b] , and the existence of solutions of (3.1) with such functions f(x) follows from Theorem 3.3.
On the other hand, as Theorem 3.3 indicates there exist functions f (x) which prevent system (3.1) from having any solutions. To see this, let 4(x) be any solution of y" + yF(y2, x) = 0 with 4(u) = +(b) = 0, +(x) > 0 on (a, b), and assume y(x) is a solution of (3.1) such that f (x) > b(x) on [a, 61. Also assume that yF(y2, X) is a convex function of y for fixed X. As seen in the proof of Theorem 3.3, y(x) >f(~), and, hence, y(x) > 4(x) on [a, 61. This implies that the solutions +( ) x and y(x) = 0 of the differential equation intersect twice under y(x), which is impossible by Theorem 3.1.
The following two results provide simple criteria for the boundedness (or unboundedness) of the sequence (y,(x)} of (3.3), and, hence, the existence (or non-existence) of solutions of (3.1). PROOF. For simplicity we denote yF(y2, x) by G(y). Since G(y) is a convex function of y, the inequality
and, hence, if (3.5) holds for n = k, it follows that it holds for n = R + 1, and indeed for all n. Also, (3.5) shows that for any fixed x on (a, b) the function m(x,,) is a convex function of n for all n 3 0; since m(x) increases with n, the sequence (y,(x)} is therefore unbounded for all x in (a, b), and system (3.1) has no solution by Theorem 3.3.
Q.E.D. By taking advantage of the special nature of the equation, we obtain sharp sufficient conditions for both existence and non-existence of the types of solutions considered. This result will later be extended in a somewhat weaker form to the more general system (3.1). K(X, t) p(t) f 2n+1 dt < la ;;)2.+1 f (4.
It is easily verified that the constant on the right side assumes its maximum for 01 = 2n, and this value of 01 leads to the constant a(n) in (4.2). Next, if we define yK(x) as in (3.3) , and use the fact that yK(x) > y&x) on [a, b] , it follows by induction and (4.3) that yK(x) < ((a + 1)/a) f (x) on [a, b] for all K 3 0. As in the proof of Theorem 3.3 the sequence {yK(x)} will define a solution of (4.1).
ULLRICH
To prove the second part of the theorem, assume there exists an interval I C (a, b) and a constant a! > 0 such that for each x E 1, inequality (4.4), with a(n) replaced by 01, holds. With y,,(x) and yK(x) defined as in the proof of the first part of the theorem, we obtain, upon applying (4.4) and keeping in mind that all functions involved are nonnegative,
and, in general,
where uK is defined by the recursion formula
It is easily verified that {aK} is a monotonically increasing sequence which remains bounded if, and only if, IY < a(n). Hence, if OL > a(n), inequality (4.5) implies that the sequence {m(x)} is unbounded on (a, b), and system (4.1) has no solution by Theorem 3. Before proving the result, we remark that if F(ya, x) = p(x) yan, we clearly can take the number 01 appearing in (4.1 I) to be 01 = (2n + 1)/2n, in which case 7 = n, (4.11) reduces to (4.3) and (4.12) reduces to (4.4). PROOF. lf K(x, t) is defined as in Theorem 3.4, we have
and this function of x assumes its maximum at x = b. Thus, if we define the number B2," by Br j" (t -a)p(t) dt = a(n), a Theorem 4.1 shows that (4.13) has a solution for all A < B, , and the left side of (4.14) is proved.
To prove the right side of the inequality, define an interval I C (a, b] by
> (c -a) jbp(t) at. e
If we set c = c,, in the above inequality and define By by B2,n(c, -a) j" p(t) dt = a(n), co Theorem 4.1, modified for application to system (4.13) shows that (4.13) has no solution if A > B, , and the right side of (4.14) is proved.
To show that the upper and lower bounds for A: in (4.14) are sharp, it suffices to show that the difference between the two bounds can be made as small as desired by an appropriate choice of p(x). Setting $44 = (k + 2) Xk, where k is any positive integer, and a = 0, b = 1, inequality (4.14) becomes a(n) < A2a" < a(n) (k + 2)1'(k+1); letting k -+ co, we obtain the desired result.
UNIQUENESS OF SOLUTIONS
In the preceding sections we saw that for a given pair of points (a, A) and (b, B), system (3.1) may have no solution. The objective of this section is to discuss the question of uniqueness, if at least one solution exists. All solutions considered will be assumed to be positive on (a, b). Very loosely speaking, if system (3.1) has one solution, it will, in general, have at least two solutions. In fact, using the example given in ( points (a, A) and (b, B) , and that U(X) < W(X) on (a, b). By Theorem 3.1 and the fact that the solutions of (1.1) vary continuously with initial conditions, a solution y(x) of (1.1) exists which satisfies y(a) = A, y(x) > U(X) on [a, 61. Since y(x) can be varied continuously to produce a solution w(x) of (1.1) such that w(x) > U(X) on [a, b], the proof of Lemma 5.4 is complete.
We are now in a position to prove the main result of this section. To prove the necessity of (5.2), we denote by y(x) the unique solution of system (3.1) through (a, A) and (b, B). By Lemma 5.4, two sequences {(a, A,)} and {(b, B,)} can be found, with A, and B, monotonically increasing to A and B, respectively, such that, for each n, system (3.1) has two solutions yl&) and y2&) through (a, 4) and (k 4) with ~14~) 3 Y&X) on [a, 61 and also such that yin(x) and ya,(x) converges uniformly to y(x) on [a, 61 as n -+ co. Setting we obtain (Ym + VW + (Ylll + bJFKY1n + 4J2, 4 = 0.
By Taylor's theorem we can write, for fixed X, Q.E.D.
So far our results on uniqueness and non-uniqueness of solutions of (I. 1) have been restricted to the case where the solutions were positive on a given interval (a, b) and did not vanish at both end points.
In [l] Coffman proves that if F(t, X) is positive for t > 0 and x > 0, and strictly increasing in t for fixed x > 0, and if (i) F,(t, X) is continuous for t > 0 and x > 0 (ii) F,(t, X) < 0 for t > 0 (iii) 2F(t, x) + Se(t) x) 3 0 for t > 0, then y" + yF(y2, X) = 0 has at most one solution vanishing at x = a, x = b, and positive on (a, b). The following lemma, which applies to solutions which are positive on an open interval (a, b), and which may or may not vanish at both end points, essentially guarantees that the equation has no more than a finite number of nonnegative solutions through two fixed points. Since P,(t) ---f 0 uniformly as n -+ co, this inequality leads to a contradiction, and Lemma 5.5 is proved.
It may be remarked that the proof of the last lemma also shows that system (3.1) has at most a finite number of solutions for given (a, A) and (b, R).
CONTINUATION OF SOLUTIONS
As is well-known, if p(x) is continuous on [a, 61, any solution of y" + p(x) y = 0 which exists on any subinterval of [a, b] exists on the entire interval. That this behavior may not be true for all solutions y(x) of y" + p(x) yzn+i = 0 (n 3 I), even if p(x) is positive and continuous on [a, b] , is shown by examples in both [2] and [3] . It is an easy matter to verify that a solution y(x) of y" + yF(y2, x) = 0, which exists on an interval (c, b), a < c < b < co, cannot be continued to x m= b if, and only if, y(x) has an infinite number of zeros on (c, b). Moreover, if y(x) has an infinite number of zeros {xi} on (c, b), with lim,+= xi = b, it is easily seen that lim,,W iLri = co, where Mi = max /y(x) ) on (xi , xi+i). As is shown in [2] , this singular behavior cannot be exhibited by any solution of y" + p(x) yzn+i = 0 (n > I) if p(x) is positive, continuous and locally of bounded variation of [a, b] . Additional conditions, which apply to the more general equation (1 .I), are given in [3] .
The major purpose of this section is to give a condition on F(y2, x), analogous to that in [2] on p(x), which is sufficient to guarantee that any solution y(x) of (1.1) with /y(a) / < co, 1 y'(a) / < cc exists everywhere on [a, b]. THEOREM 6.1. Let [a, b], 0 < a < b < co be a jixed interval, and assume that F(t, x) satisfies conditions (2.la) through (2.ld). Also, assume that there exists a function p(x) which is monotonically increasing on [a, b] such that for all t > 0 and any two points x1 and x2 , a < x1 < x2 < b, I logF(t, ~2) -log f'(t, ~1) i G P(xJ -P(%). PROOF. The idea of the proof is as follows: we will construct a sequence of functions {f&(t) x)] which converges uniformly to F(t, x) on a certain rectangle, and then show that any solution y(x) of (1.1) for which 1 y(a) 1 < co, 1 y'(u) / < cc is the uniform limit of a uniformly bounded sequence {m(x)} of solutions of the differential equation It can be shown that there exists a sequence {g,(t, x)} (t > 0) such that for each n, g,(t, x) is continuous and piecewise linear in x on [a, b] for fixed t > 0 and g,(t, X) converges uniformly to logF(t, x). Moreover, corresponding to each 11 there exists a sequence ix?'}, 0 < i < k(n), independent of t, such that for each fixed t > 0, g,(t, X) is linear on (x?), x$) and gn(t, x?') = logF(t, xy)). It may be recalled here that @lb) implies that 
BOUNDARY VALUE PROBLEMS WHICH HAVE SOLUTIONS WITH ZEROS
Previously it was seen that system (1 .l) in general does not have a solution which is positive on (a, b). In this section we will show that if we do not require the solution to be positive on (a, b), then (1.1) always has an infinite number of solutions.
For later reference we define y(x, A) to be a solution of the system Y" + yqy2, x) = 0 ~(a, 4 = A 2 0, y'(u, A) = h > 0. In order to prove Theorem 7.3, the main result of this section, we will need several preliminary results. Because of the length involved, the proofs of Lemma 7.1 and Theorem 7.1 below will be relegated to the appendix. PROOF. Set A = 0 in (7.1) and denote by y(x, X,') a solution of (7.1) such that y(a, h,') = y(b, h,') = 0, y(x, h,') > 0 on (a, b). Let S be the set of h for which (7.1) possesses solutions y(x, h) for which y(x, A) > 0 on (a, b). S is non-empty, since X, ' is in S, and Theorem 7.1 shows that S has a l.u.b., call it A'. It is clear that y(x, h') exists on all of [a, b] and y(b, h') = 0. Hence, for all /\ > h' but sufficiently near h', y(x, h) has exactly one zero on (a, b). If this is not the case, there exist values of X arbitrarily close to /\' which produce solutions with at least two zeros arbitrarily close to x = b. This behavior, on the other hand, implies that such solutions cannot be "close" to y(x, h') in a neighborhood of x = b, which is impossible by continuity. Thus, Theorem 7.1 implies the existence of a number /\i' on (A', /\i) (h, defined as in Theorem 7.1) such that y(x, hi') has exactly one zero on (a, b) and vanishes at .1c = a and x = b. In a similar manner it follows that there exists an increasing sequence {A,'} such that y(x, h,') vanishes at x = a, x = b, and has n zeros on (a, b).
Another consequence of Theorem 7.1 is Because of the tedious details involved, a formal proof of Theorem 7.2 will not be given.
The following theorem constitutes the major result of this section. Q.E.D.
Our next result is also consequence of Theorem 7.1. PROOF. If a: = 0, (7.2) implies that y'(a) = 0, and accordingly we define the number h by X = y(a, X) > 0 (not h = y'(a, )). We remark that in this case the conclusions and implications of Theorem 7.2 hold with h so defined. If a # 0, we define X by h = y'(a, X).
With y(x, X) and y'(x, h) satisfying the first condition of (7.2) at x = a for all X, we examine the values of the ratio y(b, h)/y'(b, /\) as X ---f co. Theorem 7.1 implies that the ratio assumes all values between -cc and + co, inclusive, infinitely often as X + co. Since all solutions y(x) are assumed to depend continuously on initial conditions, it therefore follows that there exists an infinite sequence {An II. PROOF OF THEOREM 7.1. From Lemma 7.1 we know that if y(c) > 0 and y'(c) 3 A, (defined in (4)), then y(x) has at least one zero c, on (c, c + E), and as y'(c) increases from A,
