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Abstract In Wireless Sensor Networks (WSNs), power consumption of sensor nodes is the main
constraint. Emerging in-network aggregation techniques are increasingly being sought after to address
this key challenge and to save precious energy. One application of WSNs is in data gathering of moving
objects. In order to achieve complete coverage, this type of application requires spatially dense sensor
deployment, which, under close observation, exhibits important spatial correlation characteristics. The
Rate Distortion (RD) theory is a data aggregation technique that can take advantage of this type of
correlation with the help of a cluster based communication model. Due to object movement, the
Rate-Distortion based aggregation incurs high computation overhead. This paper first introduces an
introduction for the rate-distortion based moving object data aggregation model. Then, to overcome the
high computation overhead, several low overhead protocols are proposed based on this model, namely,
a static cluster-based protocol that uses static clustering, a dynamic cluster-based protocol that uses
dynamic clustering, and a hybrid protocol which takes advantage of the other two protocols. Simulation
results show that with the hybrid method, it is possible to save more than 36% of the nodes’ energy when
compared to the other approaches.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Wireless Sensor Networks (WSNs) exhibit unique proper-
ties, such as self-organizing, multi-hop, low cost and data cen-
tric networking, thus, finding growing applications in several
domains in recent years. In these networks, sensor nodes ob-
serve physical phenomenon, such as temperature in some ar-
eas. AlthoughWSNs continuously sense and report information
in a dynamic environment, the energy supply for each sensor
node is limited. Since WSNs always operate in an unattended
environment, it is infeasible or high costly to replace nodes bat-
teries [1]. To conserve resources for sensor nodes, in-network
aggregation techniques are commonly adopted, which compact
the data collected using sensor nodes during the routing pro-
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the network has to transmit [2,3].
In order to achieve complete coverage, WSN applications
require spatially dense deployment of sensor nodes that
leads to a single event being recorded by several nodes.
This leads sensor observations to have spatial correlation.
This kind of data redundancy, due to the spatial correlation
between sensor observations, enriches the research of in-
network data aggregation. The cluster-based communication
model can provide an architectural framework for exploring
data correlation in sensor networks [4]. In this model, for each
cluster, sensor nodes send their data to one specific node, called
the Cluster Head (CH). CH aggregates cluster members data and
sends the results to the sink node.
For a physical phenomenon to be observed, it can be
modeled either as a field source, as in the monitoring of
environment temperature, or as a point source, such as in
target detection applications [5]. Suppose, as shown in Figure 1,
that an object that generates data is moving across the
network. In this paper, we explore several low overhead
methods that use the Rate Distortion (RD) theory for data
aggregation of the object via a cluster-based communication
model. One technique is the static cluster-based approach.
evier B.V. Open access under CC BY-NC-ND license.
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Another approach uses dynamic clustering. Finally we, propose
a hybrid method that can take advantage of both static and
dynamic methods. The Rate Distortion (RD) theory uses spatial
correlation for reducing the network traffic, provided that
resultant distortion does not exceed a certain value defined by
the user.
The rest of this paper is organized as follows. Section 2 dis-
cusses the background and related work on data aggregation
techniques utilizing correlation. Section 3 describes the aggre-
gation model and derives all the mathematical relationships. In
Section 4, the proposed protocols are disclosed and their opera-
tion is elaborated upon. Simulation is disclosed in Section 5, and
finally, the paper is concluded in Section 6.
2. Related work
Various studies have been done based on using spatial
correlation for reducing the network traffic size. In [5], the
authors exploit the spatial correlation on the Medium Access
Control (MAC) layer for preventing redundant transmissions
from closely located sensor nodes. In [6,7], correlation is used
for the purpose of lossy data aggregation in the aggregation
points. In other algorithms, such as in [4,8–10], correlations are
used for grouping sensor nodes into clusters. Some otherworks,
such as [11], are based on distributed source coding for data
aggregation. The authors in [12] present the YEASTmethod that
maximizes data aggregation along the communication route,
based on the notion of a spatial correlated region, and decreases
the costs in route discovery. All these methods only consider
field source phenomenon, but in the real world, the physical
event may be mobile, so the communication protocols should
be designed to support mobility in an energy-efficient manner.
Research efforts in [13–16] address aggregation for mobile
object. LPSS [13] experiments with filtering out spatial corre-
lation among the sensing reports of sensor nodes from mobile
sources. The authors in [13] first obtain a distance to the event
source in which all sensing reports are collected to minimize
the reconstruction distortion. Then, in order that the mobil-
ity of the event source may be considered, sensor nodes are
self-scheduled to join or leave the representative node group,
which guarantees that those appropriate nodes would always
be a group member. LPSS only emphasizes optimal distance to
a mobile source and does not use any specific structure for data
aggregation. Also, this method causes a high overhead whensending relay messages when the velocity of the object in-
creases. The protocol in [14] is concentrated on the aggrega-
tion for a mobile object. In this study, a cluster of nodes is
constructed and updated around the object by moving that ob-
ject. Aggregation is performed based on a max aggregator. The
authors do not use the correlation between data in the aggrega-
tion operation. Studies in [15,16] also focus on the aggregation
for mobile events. In these works, no specific structure is used
for aggregation, due to its dynamic nature. They propose two
corresponding mechanisms: Data-Aware Anycast at the MAC
layer and Randomized Waiting at the application layer. Here,
too, no correlation is supposed between the data. In addition,
no specific data model is introduced.
3. Aggregation model
3.1. Spatial correlation of point source phenomenon
One application ofWSN is inmeasuring the generated signal
from the object [17]. Assume the object generates a contiguous
signal that can be described by a Gaussian random process. This
random signal can be represented by fS(xo (t) , yo (t) , t), where
xo (t) and yo (t) denote object coordinate at time t . Assume fS is
Wide Sense Stationary (WSS), so µS(t) = µS and σ 2S (t) = σ 2S .
We assume that µS = 0 and the object movement before the
signal reaches the sensor nodes is negligible. Received signal f
by sensor i at location (xi, yi) is formulated as follows:
f (xi, yi, t)
= fS

xo (t) , yo (t) , t −

(xi − xo(t))2 + (yi − yo(t))2
v

∗ e
−
√
(xi−xo(t))2+(yi−yo(t))2
θs +Wi,
where v denotes signal propagation speed, θs is the attenuation
constant and Wi is the white Gaussian noise with zero-mean
and variance equal to σ 2n .
Since the function f (x, y, t) is a Gaussian random process,
the samples taken by the sensors are Jointly Gaussian Random
Variables (JGRVs). In order for the mathematical operations to
become easier on function f , we change the above equation as
follows:
f (xi, yi, t) = fsi +Wi, (1)
where fSi(xi, yi, t) = fS(xo (t) , yo (t) , t−
√
(xi−xo(t))2+(yi−yo(t))2
v
)
∗ e
−
√
(xi−xo(t))2+(yi−yo(t))2
θs . The mean of the received signal, f , is
zero and the variance is formulated as follows:
σ 2i (xi, yi, t)
= E[f (xi, yi, t)2] = E[f 2Si ] + E[W 2i ] + 2 ∗ E[Wi ∗ fSi].
SinceWi and fSi are independent, E[Wi∗fSi] = 0. So, we have:
σ 2i (xi, yi, t)
= σ 2fSi + σ 2n =

σSe
−
√
(xi−xo(t))2+(yi−yo(t))2
θs

2+ σ 2n . (2)
Lemma 1. Spatial correlation between the two sensors, i and j, at
time t is obtained from the formula given in Box I.
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2
S ∗ e

−∆t
θt

∗ e−
√
(xi−xo(t))2+(yi−yo(t))2/θs ∗ e−
√
(xj−xo(t))2+(yj−yo(t))2/θs
σSe−
√
(xi−xo(t))2+(yi−yo(t))2/θs
2+σ 2nσSe−√(xj−xo(t))2+(yj−yo(t))2/θs2 + σ 2n
where:
∆t =


(xi − xo(t))2 + (yi − yo(t))2 −

(xj − xo(t))2 + (yj − yo(t))2
v

Box Iρ(i, j, t) = E[fS(t)fS(t +∆t)] ∗ e
−
√
(xi−xo(t))2+(yi−yo(t))2/θs ∗ e−
√
(xj−xo(t))2+(yj−yo(t))2/θs
σSe−
√
(xi−xo(t))2+(yi−yo(t))2/θs
2 + σ 2nσSe−√(xj−xo(t))2+(yj−yo(t))2/θs2 + σ 2n
Box II5)ρ(i, j, t) = σ
2
S ∗ e

−∆t
θt

∗ e−
√
(xi−xo(t))2+(yi−yo(t))2/θs ∗ e−
√
(xj−xo(t))2+(yj−yo(t))2/θs
σSe−
√
(xi−xo(t))2+(yi−yo(t))2/θs
2 + σ 2nσSe−√(xj−xo(t))2+(yj−yo(t))2/θs2 + σ 2n (
Box IIIProof. Spatial correlation between the two sensors, i and j, at
time t is formulated as follows [18]:
ρ(i, j, t) = E[si[t] ∗ sj[t]]
σi(xi, yi)σj(xj, yj)
,
where si[t] is used to express the discrete sampling values of
fS(t) at time t by sensor i. So, from Eq. (1), we have:
ρ(i, j, t) = E[fSifSj] + E[fSiWj] + E[fSjWi] + E[WiWj]
σi(xi, yi)σj(xj, yj)
.
We also assume that Wi and Wj are independent for i ≠ j [5].
So, we have:
ρ(i, j, t) = E[fSifSj]
σi(xi, yi)σj(xj, yj)
. (3)
In (3), E[fSifSj] = E[fS(t)fS(t + ∆t)] ∗ e
−
√
(xi−xo(t))2+(yi−yo(t))2
θs ∗
e
−
√
(xj−xo(t))2+(yj−yo(t))2
θs .
So, using Eqs. (2) and (3), we have the equation given in
Box II.
According to [18]:
E[fS(t)fS(t +∆t)] = σ 2S ∗ e

−∆t
θt

. (4)
Hence, we have Eq. (5) given in Box III [19]: where θt is the
correlation degree. In Eq. (5), by ignoring observation noise,
ρ(i, j, t) = e(−∆tθt ). 
The correlation matrix at time t can be obtained using
Eq. (5):
Corrmatrix =
 1 · · · ρ(1, n, t)... . . . ...
ρ(n, 1, t) · · · 1
 . (6)3.2. The RD theory
Let us suppose that a source point generates a signal, Y ,
and that we wish to work out the minimum bits required to
quantize it using an encoder, such that the distortion between
Y and its representation, Yˆ , is less than DRD after decoding at
the destination point. The minimum required number of bits to
represent Y , such that E(d(Y , Yˆ )) <= DRD, is computed from
the following equation [20]:
R(D) = min I(Y , Yˆ )
f

Yˆ |Y

:E

d

Y ,Yˆ

≤DRD
(7)
where DRD is a bound on distortion, d

Y , Yˆ

=
Y − Yˆ2 is
squared error distortion and I(Y , Yˆ ) is mutual information be-
tween Y and Yˆ . Eq. (7) is solved only for Gaussian sources. So,
for Y = N(0, σ 2S ), we have [20]:
R(D) =
log
σ 2j
Dj
, 0 < DRD < σ 2j
0, DRD > σ 2j .
(8)
If signal Y is a vector of N independent Gaussian Random vari-
ables, each one with N(0, σ 2S ), the RD function is computed
from the following equation [21]:
R(D) =
N
j=1
1
2
log
σ 2j
Dj
, (9)
Dj =

θ, θ < σ 2j
σ 2j , θ ≥ σ 2j and
N
j=1
Dj = DRD.
Or θ is chosen such that [21]:
N
j=1
min(θ, σ 2j ) = DRD, (10)
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relationmatrix [22]. In otherwords, only randomvariableswith
variance greater than θ are described and no bits are assigned
to other random variables with variance lower than θ .
3.3. Aggregation using the RD [23]
Suppose that when an object moves through the network,
sensors around the object can form a cluster with a CH, selected
using a fair mechanism. Cluster members must send their
position information, along with object position, to the CH. The
CH uses this information to calculate the correlation matrix
for the cluster using Eq. (6). Then, using the matrix, it obtains
eigenvectors and eigenvalues and, finally, using known DRD
and eigenvalues, computes θ from Eq. (10). Suppose the CH
receives the Y = [y1y2 · · · ym]T signal from cluster members.
Now, in order to apply the RD, Y must be transformed into
another vector, Y ′, with independent Gaussian elements, using
the following expression:
Y ′ = V ′ ∗ Y , (11)
where V ′ is the transposition of the eigenvectors for the
correlation matrix. Then, after obtaining Y ′, CH substitutes
the calculated eigenvalues and θ in Eq. (9) and calculates the
minimum required number of bits to represent Y ′ with the
distortion bound DRD. It is possible at this stage that no bits
are allocated to some elements of Y ′, since the corresponding
eigenvalues for these elements are smaller than the calculated
value of θ . Finally, the CH sends final vector Y˜ ′ and the object
position to the sink node. At the sink node, the reverse of the
mentioned operations takes place, which means applying the
inverse of Eq. (11) to Y˜ ′ to construct Y˜ , the original data with
distortion.
By moving the object across the network (see Figure 1),
the cluster around the object is changed and the correlation
matrix must be calculated for these new clusters in the moving
path at each sampling time. To avoid these high computation
overheads, we introduce, in the next section, a mechanism that
uses the pre-calculated matrices using an approximation of
object position. We will demonstrate in the simulation section
that object position approximation in the aggregation has very
little effect on achieved distortion (achieved error).
4. Data aggregation for mobile object using RD with
clustering
We will assume that the network includes several grids
in all methods described in this section. The centers of these
grids are used for approximation of object position to pre-
calculate correlation matrices. Our proposed protocols are not
restricted to grid-based networks. These protocols only need
a virtual division of the network to grids for approximation of
object position, to reduce the high overhead of RD-based data
aggregation of a moving object. In sub-section A, we introduce
the static cluster-basedmethod calledDAMORD-SC, then,move
on to B, where the dynamic cluster based technique called
DAMORD-DC is examined. This is followed by an explanation of
the DRD calculation in C. The DAMORD-HC solution is explored
in detail in D.
4.1. DAMORD-SC
In DAMORD-SC [17], the entire network is split into
several static clusters, such that several equal size grids
are considered in each cluster. Assume the size of clustersis pre-specified. To form static clusters, first, pre-selected
CHs broadcast advertisement messages in the network. The
maximum broadcast range of advertisement messages is
half of a cluster diameter. Each sensor node that receives
advertisement messages estimates its distance from the CHs
and selects the nearest CH for its CH. Then, the sensor node
informs selected CH by sending a join request. Having received
join requests from the sensor nodes, the CH sends them the data
sending schedule.
In this method, the sink node computes n correlation
matrices for each cluster before the beginning of data collection,
where n denotes the number of grids in each cluster. To
calculate the matrices, the sink assumes the object is in the
center of the grids. Once the matrices are calculated for each
cluster, eigenvectors and eigenvalues are sent to CH inside the
cluster. In DAMORD-SC, the sensor nodes can detect object
position using the strength and direction of the object signal.
Also, each node knows its position, its grid range and its cluster
range in the network.
Suppose a round is begun every t second. This t second is
fixed and is determined by the sink node. At the beginning
of each round, sensor nodes awake simultaneously and sense
the environment. If the object is inside a cluster, this round
becomes a transmission round for sensor nodes inside that
cluster, so, they send their sensed data from the object to the
CH, alternately. The last node in the transmission round sends
the grid number of the grid, inside which the object is located,
in addition to its data. Then, member nodes go to sleep mode
and awake at the next round. When the CH node receives all
member nodes data, it uses the grid number to recover pre-
calculated eigenvectors and eigenvalues for this grid. Then, the
CHaggregatesmember nodes data and sends results, alongwith
grid number, to the sink node. The sink node uses the grid
number to obtain original data with distortion. On the other
hand, if the sensor nodes find the object is not resident in their
cluster after sensing the environment, these nodes go to sleep
mode again and awake at the next round.
Suppose CH receives data from all m cluster members, if so,
it must construct the Y = [y1y2 · · · ym]Tvector. Next, it receives
the grid number, so, it recovers pre-calculated eigenvectors
and eigenvalues for this grid. Then, it calculates distortion, DRD,
using Relation (22). Next, having obtained eigenvalues and DRD,
it can calculate θ using Eq. (10). Then, CH transforms Y vector
to Y ′ vector using Eq. (11). Next, it applies RD on Y ′ using Eq. (9)
and constructs the Y˜ ′ vector. Finally, the CH sends this vector,
along with the grid number of the grid, inside which the object
is located, to the sink node. The sink node constructs original
data with distortion using the inverse of these operations.
Figure 2 illustrates the operation of data aggregation and
data transmission in the DAMORD-SC method. As can be seen,
the network has been split into 4 clusters and there are 9 grids in
each cluster, all of which are marked with numbers. The object
has been detected in grid 8 for one of the clusters. The cluster
members send their data to the CH after receiving a signal from
the object. Here, one of the nodes (last node in transmission
round) sends the object grid number to the CH in addition to its
own data. The CH performs aggregation after receiving nodes
data and then sends the aggregated data to the sink node. The
DAMORD-SC protocol is shown in Figure 3.
4.2. DAMORD-DC
In DAMORD-DC, n equal size grids are considered in the
network and there is a sensor node called Candidate CH (CCH)
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in each grid. Depending on the object position, the grids can be
combined to form a square cluster. In this method, the object is
always in the central grid of a cluster, so, the average distance
of the cluster nodes to the object is lower than DAMORD-
SC. Therefore, data accuracy in DAMORD-DC is higher than in
DAMORD-SC.
Suppose the size of clusters is pre-specified and each cluster
includesmaximumm grids (m being odd). The sink node knows
the network topology. It considers a cluster for each grid in
the network, such that the grid is in the center of the cluster.
So, the sink node considers n clusters and then calculates the
correlation matrix and eigenvectors for each of them before
the beginning of data collection in the network. To calculate
the correlation matrix for each cluster, the sink node assumes
the object is in the center of the cluster. Then, it transmits
eigenvectors and eigenvalues of the correlation matrix to the
CCH inside the central grid of the cluster. In DAMORD-DC,
similar to DAMORD-SC, the sink node sends n eigenvectors and
eigenvalues, where n is the number of grids in the network.
Figure 4 shows different clusters that the sink node
considers for the network, including 16 grids. In this figure,
m is 9 and the sink node must consider 16 clusters. Then,
it must calculate 16 correlation matrices and eigenvector
matrices. Next, it must transmit each cluster eigenvector to the
corresponding CCH in the cluster.
We assume the sensor nodes know their position informa-
tion. Also, CCHs know their grid position information. Using
the received strength and direction of the object signal, sensor
nodes can detect the object position in the network. First, sensor
nodes are in sleep mode. Second, they awake simultaneously at
the beginning of each round. If a CCH node detects the object is
inside its own grid, then this node becomes the Selected Cluster
Head (SCH) at this time. If the object was not inside this grid at
the previous round (SCH keeps only the previous round object
position and data sending schedule), the SCH broadcasts the ad-
vertisement message in the network. The maximum broadcast
range of advertisement messages is the half of a cluster diam-
eter. Sensor nodes that receive an advertisement message senda join request to the SCH. Then, the SCH sends these nodes data
the sending schedule. Then, sensor nodes send their sensed data
from the object to the SCH, according to this scheduling. If the
object was also inside the SCH grid at the previous round, the
SCH sends only the data sending schedule. The sensor nodes
then go into sleep mode again and awake at the next round.
When SCH receives cluster members data, it performs aggrega-
tion and sends the resultant data to the sink node.
But, if a CCH node detects that the object is not inside its
own grid, after sensing the environment, it goes into sleep
mode. Sensor nodes that do not receive any advertisement or
data scheduling message also go into sleep mode and awake
after t seconds. Suppose the SCH receives data from all cluster
members, if so, it must constitute Y = [y1y2 · · · ym]T . Next,
it calculates distortion DRD using Relation (22). Then, it uses
the pre-calculated eigenvalues and DRD to calculate θ using
Eq. (10). For applying the RD, the SCH transforms Y vector to Y ′
vector using Eq. (11), and, then, as explained earlier, it applies
RD to this vector to construct the Y˜ ′ vector. Next, it sends
the aggregated data vector, along with object position, to the
sink node. Since the sink node knows the number of cluster
members, it puts zero in the place of the removed elements
of the received vector. Now, the sink node recovers the pre-
calculated correlationmatrix and eigenvectors using SCH id and
then the original data with distortion can be constructed by
applying the inverse of Eq. (11) to these vectors.
Figure 5 illustrates the operation of data aggregation and
data transmission using the DAMORD-DC method. As can
be seen, there are 36 grids and CCHs in the network. Also,
each cluster is assumed to include 9 grids. Now, looking at
Figure 5(a), we can see that sensor nodes have constructed a
cluster around the object. Also, Figure 5(b) tells us that a new
cluster has been constructed around the object when the object
has moved to an adjacent grid. From these investigations, it is
evident that cluster members, having sampled the object, send
their data to the SCH for aggregation and then aggregated data is
routed to the sink node. Looking at Figures 2 and 5, we find that
in DAMORD-DC, unlike DAMORD-SC, the object is always inside
the central grid of a cluster. So, in DAMORD-DC, the average
distance between cluster members and the object is less than
DAMORD-SC. The DAMORD-DC protocol is shown in Figure 6.
4.3. Calculation of DRD
Suppose that the end user defines total distortion, DT . The
aim is to derivate DRD from DT . DRD is the maximum distortion
that RD theory can apply for aggregation. After receiving the
aggregated data vector of size n in the sink node, wemust have: x˜1 + x˜2 + · · · + x˜nn − S
 ≤ DT , (12)
where x˜i is the recovered sensor i data in the sink node and
S is the source data generated using a moving object. Also,
employing the RD, we arrive at:
(x˜i − xi)2 = ε2i , (13)
n
i=1
ε2i ≤ DRD, (14)
where xi is the sensor i data that is received from the object. By
solving Eq. (13), we have:
x˜i = xi + εi, (15)
x˜i = xi − εi. (16)
700 S.B. Pourpeighambar, M. Sabaei / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 20 (2013) 695–709Figure 3: DAMORD-SC protocol.By substituting Eqs. (15) and (16) into Relation (12), we have:x1 ± ε1 + x2 ± ε2 + · · · + xn ± εnn − S
 ≤ DT ,x1 + x2 + · · · + xnn − S + ±ε1 ± ε2 + · · · ± εnn
 ≤ DT ,X¯ − S + ±ε1 ± ε2 + · · · ± εnn
 ≤ DT ,
where X¯ = x1+x2+···+xnn is the average value of sensor nodes data
in the CH before data aggregation. By substituting err = |X¯− S|
in the above expression, we have:±err+ ±ε1 ± ε2 + · · · ± εnn
 = DT . (17)In Relation (17), since εi >0, we have:±err+ ±ε1 ± ε2 + · · · ± εnn
 = err+ ε1 + ε2 + · · · + εnn

=
err+ DRDn
 , (18)err+ DRDn
 = DT . (19)
Hence, by looking at Relation (18), if Relation (19) holds true,
then Relation (17) also will hold true. Using Relation (19), we
have:
−DT = err+ DRDn = DT ,
n ∗ (−DT − err) = DRD = n ∗ (DT − err). (20)
If DRD is closer to the upper band of Relation (20), a lesser
number of bits are required to send the aggregated data. So, we
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use the following relationship to work out DRD:
DRD = n ∗ (DT − err). (21)
Suppose that sensor nodes send their position information to
the CH along with their data. By looking at Relation (21), since
the CH does not have the source data (S), it can estimate S using
the data of the nearest node to the object. Let us denote this
estimated value as S˜ and calculate D′RD instead of DRD using the
following expression:
DRD′ = n ∗ (DT − |S˜ − X¯ |). (22)
We assume there are enough nodes in the network, so, the
effect of estimating S using S˜ (that leads to calculation of D′RD
instead of DRD) becomes negligible. This means that S˜ is nearly
the same as S; as a result, D′RD is almost equivalent to DRD. Since,
if we have a sufficient number of nodes in the network, the
object gets closer to the sensor nodes, therefore, S becomes
more similar to S˜.
4.4. DAMORD-HC
As mentioned earlier, in DAMORD-DC, unlike DAMORD-SC,
the object is always in the central grid of a cluster, so, the
average distance between cluster nodes and the object is less
than DAMORD-SC. This means higher data accuracy is achieved
with this method compared with the DAMORD-SC approach,
especially when the observation noise is considered. So, based
on the RD theory, fewer bits are required in DAMORD-DC
to achieve a certain distortion than DAMORD-SC. That means
DAMORD-DC sends fewer aggregated bits than DAMORD-SC.
This, therefore, leads to lower transmission consumption. One
drawback to the DAMORD-DC method, however, is that this
method has a high reclustering overhead, while DAMORD-SC
has no reclustering overhead. Reclustering overhead is created
by exchanging advertisement messages, join request messages
and data sending schedulemessages between a SCH and cluster
members.
DAMORD-HC is a solution that exploits both these methods
in order to achieve less energy consumption at all times. If, after
finishing a transmission round, the average energy consumed
for reclustering is more than the average amount saved as aresult of sending less aggregated bits, DAMORD-HC resorts to
DAMORD-SC at the next round, else it utilizes DAMORD-DC.
For DAMORD-HC, similar to DAMORD-SC, there are several
static clusters in the network. There is one static CH in each
static cluster. A sink node computes m correlation matrices
for each static cluster before the beginning of data collection,
where m denotes the number of grids in each cluster. To
calculate the matrix for each grid of a cluster, the sink assumes
the object is in the center of the grid. Once the matrices are
calculated, their eigenvectors and eigenvalues are sent to static
CHs, so, each static CH receivesm eigenvectors matrices andm
eigenvalues vectors.
Also, in DAMORD-HC, unlike DAMORD-SC but similar to
DAMORD-DC, there is a Candidate Cluster Head (CCH) node
in each grid. Similar to DAMORD-DC, the sink node considers
a cluster for each grid such that the grid is in the center of
the cluster. Then, the sink calculates correlation matrices and
eigenvectors for the considered clusters. For each cluster, the
sink node assumes the object is in the center of the cluster and
then transmits eigenvectors and eigenvalues to the CCH inside
the central grid of the cluster.
Figure 7 shows there are four static clusters and four static
CHs in the network. Also, this figure shows that there are
36 CCHs (static CHs can be CCHs). Both the DAMORD-DC
and DAMORD-SC algorithms can be used in DAMORD-HC. If
DAMORD-DC is used, static CHs will act as CCHs. If DAMORD-
SC is used, CCHs will act as regular sensor nodes.
If DAMORD-DC is used by the sensor nodes during the
current transmission round, since the sink node knows the
network topology and all message sizes, it can calculate the
energy consumed for reclustering by the sensor nodes. We
call this energy ercl. The sink node considers the advertisement
messages, join request messages and data sending schedule
messages exchanged between a SCH and cluster members to
compute ercl.
The sink node knows a DRD approximation for each grid of
a cluster. This node can estimate the difference in the amount
of transmission (of the aggregated data) energy between the
DAMORD-DC and DAMORD-SC methods during the current
transmission round, noting that energy consumption is lower
in DAMORD-DC due to higher data accuracy. We call this
energy edif .
DAMORD-HC resorts to DAMORD-SC or DAMORD-DC at the
next round, depending on average ercl and average edif . Assume
the sensor nodes use DAMORD-DC at the first round. Now,
let us see how all this works: at the end of each round by
receiving aggregated data, the sink checks whether DAMORD-
DC or DAMORD-SC has been used by the sensor nodes.
If DAMORD-DC has been used at this round, using the
number of received bits from a SCH and its distance to the SCH,
the sink obtains the aggregated data transmission energy of SCH
using Eq. (23). This energy is called edy. Then, the sink must
obtain the transmission energy of sending aggregated data,
making the assumption that there is static and not dynamic
clustering. This energy is called est . For this purpose, the sink
node finds a static cluster grid, shown using gobj, inside which
the object is located using reported object position information
by the SCH. Also, static CH, in which the static cluster object
is located, is called CHobj. Next, the sink node recovers pre-
calculated eigenvalues for gobj in the CHobj cluster to compute
θ using Eq. (10). This is then followed by calculation of the
number of aggregated bits by utilizing Eq. (9). Finally, by
knowing its distance to CHobj, the sink computes est using
Eq. (23). After computing edy and est , the sink computes ercl.
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Figure 7 shows the sensor nodes using DAMORD-DC to send
their data to CCH inside grid 14. Then, this node sends
aggregated data, together with object position information, to
the sink node. The sink node, using the number of received
bits from the CCH and its distance to the CCH, must calculate
edy from Eq. (23). Then, the sink node can detect the object is
inside the ninth grid of the left-most and highest static cluster
using the object position information. In this example, gobj is 9
and CHobj is the static cluster inside grid 7. Then, the sink node
can compute θ after recovering pre-calculated eigenvalues for
grid 9 of the left-most and highest static cluster. Then, the sink
can calculate the number of aggregated bits using Relation (9).
Finally, using the number of aggregated bits and its distance
to CHobj, it can compute est from Eq. (23). After computing
edy and est , the sink node must calculate ercl using Eq. (23),
by considering exchanged messages between cluster members
and CCH inside grid 14 to form the dynamic cluster shown in
Figure 7.
Otherwise, if DAMORD-SC has been used at this round, using
the number of received bits from a static CH and its distance to
the static CH, the sink obtains the aggregated data transmission
energy of static CH using Eq. (23). This energy is called est .
Then, the sink must obtain the transmission energy of sending
aggregated data, making the assumption that there is dynamic
and not static clustering. This energy is called; edy. For the sink
node to work this out, it must obtain a CCH inside the grid in
which the object is located and then must use pre-calculated
eigenvalues for that CCH to calculate θ using Eq. (10). Finally,
it uses Eq. (9) to obtain the number of aggregated bits. The
sink node then uses Eq. (23) to calculate edy by knowing its
distance to the CCH. Finally, since static cluster has been used
at this round, the sink node must set zero in ercl. Figure 8
shows the sensor nodes, located in the left-most and highest
static cluster, sending sensed data from the object to a static
CH located in grid 7. The static CH then sends aggregated data,
together with object position information, to the sink node. The
sink node, using the number of received bits from the static CH
and its distance to this node, must calculate est from Eq. (23).
Then, the sink node must detect that the object is inside gridFigure 8: Structure of network in DAMORD-HC when DAMORD-SC is used by
sensor nodes.
14 using received object position information. Then, this node
must recover pre-calculated eigenvalues for a CCH located in
grid 14 to calculate θ . Then, the sink can calculate the number
of aggregated bits using Relation (9). Next, edy is computed from
Relation (23) using the number of aggregated bits and the sink
distance to the CCH located in grid 14. Finally, the sink node
must set zero for ercl, since sensor nodes have used static cluster
to send their data.
Hence, after finishing each transmission round, the sink
node computes est , edy and ercl which, regardless of the dynamic
or static nature of the cluster at the current round, allows it to
calculate edif = est − edy. The sink node obtains E1 by summing
all ercl and E2 by summing all edif after finishing all transmission
rounds, respectively. Assume the number of rounds is n up
to this moment, depending on whether (E1/n) > (E2/n) or
(E1/n) < (E2/n), the sink broadcasts across the network that
during the next transmission round, DAMORD-SC or DAMORD-
DC must be used, respectively. Sensor nodes, then, will switch
to DAMORD-DC or DAMORD-SC at the next transmission round,
according to the sink command. The DAMORD-HC algorithm is
shown in Figure 9.
5. Simulation
5.1. Energy evaluation mechanism
To evaluate the effectiveness of the algorithms and the
protocols, different aspects of a sensor node must be modeled
accurately and energy consumption must be measured for
comparison purposes.
5.1.1. Communication energy evaluation
We used both the free space (d2 power loss) and multi-
path fading (d4 power loss) channel models to evaluate
communication energy. In these models, to transmit the k bit
packet, at distance d, consumption energy is computed from the
following equation [24]:
ETx(k, d) = ETx−elec(k)+ ETx−amp(k, d),
=

k ∗ Eelec + k∗εfs∗d2, d < d0
k ∗ Eelec + k∗εmp∗d4, d ≥ d0 (23)
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ERx(k) = ERx−elec(k),
= Eelec∗k (24)
Where Eelec denotes electronics energy and ε∗mpd4 or ε∗fsd2 denote
amplifier energy. d0 in Eq. (23) can be obtained by equating the
two equations, thus it is equal to

εfs/εmp.
5.1.2. Computation energy model
Weemployed a Sim-Panalyser [25] to estimate the computa-
tion energy of the proposed protocols. This instrument is a cycle
accurate power simulator for the ARM instruction set architec-
ture. Sim-Panalyzer is an extension of sim-outorder that is the
most detailed simulator in the Simple Scalar suite [26]. We as-
sumed sensor nodes have a Strong Arm SA-1100 processor and
configured the simulator so as to simulate an ARM architecture
operating at 200 MHz, 16 KB data cache and 16 KB instructioncache. The power model of the simulator models distinct parts
of a processor, e.g. I/O powermodels, cache powermodels, clock
tree power models, data path and execution unit power mod-
els [27]. The simulator takes the computation parts of protocols,
written in C, and estimates the overall energy consumed by the
desired processor in executing these parts after compiling it for
the target architecture [28].
We simulated the proposed methods using NS-2 [29]. Our
simulation scenarios have sets of constant and variable param-
eters (see Table 1 for constant parameters). Variable parameters
will be shown for each experiment separately.
5.2. Simulation environment
We suppose that cluster size is predefined. We also assume
that sensor nodes send their data to the CH in one hop alone,
and that, likewise, CHs send their aggregated data to the sink in
one hop. It is assumed also that nodes are distributed uniformly
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Parameter Value Parameter Value
Area [1..240,1..240] m Eelec 50 nJ/bit
Simulation time 500 s Number of grids for each cluster 9
εfs 10 pJ/bit/m2 Node initial energy 5 j
εmp 0.0013 pJ/bit/m4 Reporting-rate 1 sample/s
Object minimum speed 0 m/s θS 0.0013 [30]
Object pause time 0.001 s YEAST communication radius 70 m
σs 1in the environment. Since correlation degree (θ1) is a variable
that depends on environmental conditions, its value is already
known. Also, observation noise variance has a known value. It
is further assumed that the object generates an audio signal at
a propagation speed of 340 m/s [31].
Let us suppose that the object movement model is a random
way point. However, we claim that our proposed schemes
can be applied to other mobility models. Let us also suppose
that the cluster member data has a Gaussian distribution. We
generated artificially Gaussian distributed correlated data at
the specified correlation degree sensed from the object. During
the simulation run, cluster members send this data to the
CHs. To generate the artificial data, first, the network topology
information, along with the actual position of the object, is put
through the MATLAB. After calculating the network correlation
matrix, the covariance matrix needs to be obtained from the
following formula:
cov(i, j) = corrmatrix(i, j) ∗ σi ∗ σj. (25)
Next, vector Y ′with independent elements, zeromeanGaus-
sian distribution and variances equal to source signal variance,
are calculated. Let us assume the Cholesky decomposition of co-
variance matrix is R, the correlated data vector, Y , for the sen-
sors is derived from the following equation:
Y = R ∗ Y ′. (26)
This artificial data generation procedure is repeated by
sampling of an object in the network during simulation.
The proposed algorithms consist of two parts that concern
CHs computations. The first part includes an operation, which
is performed during the beginning of the network operation
for saving received information, such as eigenvalues, and the
transpose of eigenvectors in the memory, and the second part
includes consumed energy at the end of each round, when the
CH has to aggregate gathered data from the cluster members.
This part involves calculating θ from Eq. (10), multiplying the
eigenvector matrix by the correlated data and working out the
required number of bits to represent uncorrelated data. For
each part, we wrote the C code, applied it to Sim-Panalyzer and
obtained energy results that we used during the simulation.
We will compare our proposed methods against LPSS and
YEAST, since Lpss is the most similar work to our methods and
YEAST is the most recent work that uses spatial correlation
for aggregation. In the simulation scenarios, to calculate the
required number of bits for the sensor nodes, without RD, Lpss
and YEAST methods, we use the following equation:
R (D) = m
2
log
1
D0
, (27)
where D0 is equal to DRD/m and m is the number of nodes
that send their data. Since, in these methods, the required
number of bits that are assigned has to be such that there is
zero correlation between sensor nodes, all eigenvalues of dataFigure 10: Energy consumption for different θ1 .
sender nodes are equal to 1 and θ = D0. Thus, Eq. (27) can be
derived from Eq. (9).
To study the effectiveness of RD in the data aggregation of
moving objects, we choose DAMORD-SC randomly from our
proposed methods, in this paper, and compare it with the
without RD method in the simulation section. In the without
RD method, clusters are formed according to DAMORD-SC, but
when CHs receive clustermembers data, it is sent directly to the
sink node without any aggregation.
In order to ensure that energy results do not depend on the
duration of simulation, we extract the results per transmission
round.
5.3. Simulation results
In all figures of this section, hybrid refers to DAMORD-HC,
dynamic refers to DAMORD-DC, and static refers to DAMORD-
SC.
5.3.1. Impact of correlation degree
Figure 10 displays energy results per transmission round
versus different correlation degrees, constant desired distortion
at DT = 0.15, constant variance of observation noise equal
to 0.01, sink node position of (120 m, 240 m), grid edge size
of 24 m, object maximum speed of 12 m/s and number of
nodes equal to 240. As can be seen, in all cases, increase in
correlation degree results in reduction of energy consumption.
Since, by increasing the correlation degree, the data is more
correlated, less amounts of data are sent to the sink, thus, energy
is conserved. For the YEAST, Lpss and without RD methods,
the required number of bits for sending to the sink is obtained
using Eq. (27). By increasing correlation degree, S˜ and X¯ begin
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to converge and fromRelation (22),DRD becomes greater, which
means that less numbers of bits are sent to the sink node, so,
energy consumption decreases.
Figure 10 shows the hybrid method outperforms the
dynamic and static methods, since, as was discussed earlier, it
takes advantage of these two techniques. Also, this figure shows
that the hybrid solution consumes, on average, 13% less energy
than the Lpss method for different correlation degrees, since,
in Lpss, unlike our proposed methods, the number of bits for
data sender nodes are assigned by ignoring correlation and also
that Lpss has the high overhead of broadcasting relaymessages.
The hybrid method also is, on average, 36% more efficient than
YEAST, since YEAST has been developed for field sources and is
not a low overhead mechanism for data aggregation of moving
objects. In YEAST, constructing routing trees to coordinators has
a high overhead by the sample moving object.
This figure also shows that the without RD case, which uses
static clustering, consumesmore energy than the staticmethod.
This expresses the effectiveness of RD in data aggregation
of moving objects, since reduction of communication energy
occurred by the static method is more than the computation
energy of this method.
In Figure 11, the average achieved distortion for different
correlation degree, with simulation parameters mentioned
for Figure 10 is plotted. We set the simulation to check
if the RD resultant achieved distortion is affected by using
approximations for object position in our proposed aggregation
algorithms. Figure 11 shows the distortion results of our
proposed dynamic method which underwent the following
tests: First, we performed the RD aggregation based on the
real position of the moving object. To do this, when CH was
aggregatingmember nodes data,we loaded itwith eigenvectors
constructed using the real position of the object. Second,
we performed aggregation using the dynamic method, which
uses object position approximation for aggregation. Figure 11
illustrates that for different correlation degree, the distortion
caused by our method is less than the desired distortion (DT ),
and that, by increasing correlation degree, achieved distortion
falls. It is also evident that the difference between average
distortion achieved by performing aggregation based on the
real position of an object and average distortion obtained by
performing the dynamic method is less than 2%. Similar results
were obtained for our other proposed methods.Figure 12: Energy consumption for different desired distortion.
5.3.2. Impact of desired distortion
Figure 12 displays consumed energy per transmission round
versus different desired distortion, DT , constant correlation
degree of 5, constant variance of observation noise equal to
0.01, sink node position of (120 m, 240 m), grid edge size
of 24 m, object maximum speed of 12 m/s and the number
of nodes equal to 240. As can be seen, increase in DT causes
energy consumption for all cases to decrease. It can be said that
by increasing DT , end-users can tolerate more distortion, thus,
aggregated bit load routed to the sink node is lower. As long as
DT does not exceed 0.23, the hybrid method works better than
the other methods and consumes less energy. However, if DT
exceeds this value, LPSS and without RD consume less energy
than thehybridmethod. Since, for largeDT , the bit load becomes
very low for all cases, the energy that is saved, due to the
decrease in aggregated bits, in our proposed methods, cannot
overcome the computation overhead of these methods. In the
Lpss, unlike without RD, due to the overhead of relay messages,
energy consumption remains constant after a distortion point
of 0.3. For different DT , the hybrid method works, on average,
35% better than YEAST.
In Figure 13, average achieved distortion versus desired
distortion (DT ) with simulation parameters mentioned for
Figure 12 is shown, where it is seen that, as DT changes,
achieved distortion falls below DT . The simulation steps are
as follows: Initially, we performed RD aggregation based on
the real position of the moving object, then, we repeated
the aggregation using the dynamic method that uses an
approximation of the object location. Figure 13 illustrates
that the difference between average achieved distortions for
these two aggregation scenarios is less than 2%. For our other
methods, similar results were obtained.
5.3.3. Impact of sink position
Next, we changed sink node position and ran simulations.
The result of energy consumption per transmission round is
shown in Figure 14. In this case, a correlation degree of 5,
desired distortion of 0.15, variance of observation noise equal
to 0.01, sink node x coordinate of 120 m, grid edge size of 24 m,
object maximum speed at 12 m/s and 240 sensor nodes were
used. As can be seen, when the sink node has moved farther
away from the network, all methods consume higher energy.
Turning to Figure 14, it is clear thatwhen the sink nodemoves to
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Figure 14: Energy consumption for variable sink position.
(120, 600), the hybrid method works 36% more efficiently than
Lpss. Since correlation is ignored to assign the number of bits
for data sender nodes in Lpss, in thismethod, the network traffic
load to the sink node is higher than the hybridmethod. So,more
energy than the hybrid method is consumed in Lpss when the
sink goes farther from the network. Another point that can be
made about this result is that, as long as sink y position does not
exceed 360 meters, the hybrid method works, on average, 33%
better than YEAST, but, after this location, YEAST works better,
since sending coordinators data to the sink is a trivial part of
energy consumption in YEAST. In this method, construction of
routing trees to coordinator nodes consumes much energy that
is not affected by the sink movement.
Figure 14 also shows that the without RD case consumes
more energy than the static method. This expresses the
effectiveness of RD in data aggregation of amoving object, since
data aggregation using RD decreases communication energy,
such that the computation energy of the aggregation algorithm
in the static method becomes insignificant.
5.3.4. Impact of noise variance
Figure 15 sketches consumed energy per transmission round
versus different observation noise variance, constant desired
distortion of DT = 0.15, sink node position of (120 m, 240 m),
correlation degree of 5, grid edge size of 24m, object maximumFigure 15: Energy consumption for variable noise variance.
speed of 12m/s and the number of nodes equal to 240. As can be
seen, the hybrid method beats all other methods and consumes
less energy for different levels of noise variance.When the noise
variance is 0.2, this method works 49% better than Lpss. Since,
by increasing noise variance, the optimal distance to the object
increases quickly, by increasing optimal distance, more sensor
nodes send their data to the sink node. Also, sending relay
messages causes more energy, while for the hybrid method, by
increasing noise variance, the number of sending bits to the sink
only slightly increases. Also, from this figure, the hybridmethod
works, on average, 36% better than YEAST.
As long as the noise variance is low, energy consumption in
the static method is less than the dynamic method. However,
the trend in consumption reverses once the noise variance
passes a certain point. In the dynamic method, the average
distance of cluster members to the object is less than that in
their static counterpart, so, noise impacts the latter method
more than the former. By increasing noise variance in the
environment, the increase in |S˜ − X¯ | for the static method
becomes more than for the dynamic method. Therefore, using
Relation (22), an increase in noise variance causes a drop in
DRD,which is steeper in the static method than in the dynamic
method. Finally, more transmit bits are routed from the CHs to
the sink node by decreasing DRD. If the noise variance exceeds
0.15, the increase in energy consumption for the static method,
due to an increase in the number of bits sent, overcomes the
energy consumed due to reclustering in the dynamic method,
so, the energy consumed by the static method exceeds that of
its rival method.
5.3.5. Impact of object speed
Figure 16 depicts consumed energy per transmission round
versus different maximum object speed, constant desired
distortion of DT = 0.15, sink node position of (120 m, 240 m),
correlation degree of 5, grid edge size of 24 m, noise variance
of 0.01 and the number of nodes equal to 240. This scenario is
based on object maximum speed in the environment, since the
object movement model is a random way point, and speed is
selected randomly between 0 and a maximum value. As can be
seen, an increase in the object maximum speed raises energy
consumption in Lpss, since, by increasing object speed, the
rate of sending relay messages must increase quickly to avoid
losing the object. While, by increasing object speed the hybrid
method switches to the static method, energy consumption
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Figure 17: Energy consumption for different grid edge size.
remains constant for this method. This figure shows that when
the objectmaximumspeed is 500, the hybridmethod consumes
65% less energy than Lpss and 36% less energy than the YEAST
method. The YEAST method constructs aggregation trees at all
sampling times, so different speeds do not affect this method.
5.3.6. Impact of grid size
Figure 17 exhibits consumed energy per transmission round
versus different grid edge size at constant desired distortion
DT = 0.15, sink node position of (120 m, 240 m), correlation
degree equal to 5, object maximum speed of 12 m/s, variance
of observation noise of 0.01 and the number of nodes equal to
240. Each cluster contains 9 grids, so the cluster size is changed
by changing grid size.
As can be seen by increasing grid edge size, energy
consumption rises in all of our proposed methods, since, by
increasing grid size, cluster size will also increase. By increasing
cluster size, reclustering will have more overhead in the
dynamic method. Also, by increasing cluster size, the average
traffic load of CHs to the sink will increase in the static method
(due to an increase in the average distance of cluster members
to the object). Since the hybrid method uses both methods,Figure 18: Energy consumption for different number of nodes.
energy consumption will increase in this method by increasing
cluster size.
Grid size has no bearing on Lpss and YEAST, so, we assumed
that the event sensible region size is equal to cluster size, and
changed the event sensible region for these methods. Since
the optimal distance to the mobile source is not changed
for the LPSS, by increasing the event sensible region, energy
consumption remains constant for this method, while energy
consumption increases in the hybrid method by increasing
cluster size. So, when the grid edge size exceeds 25 m, LPSS
works better than the hybrid method. From this figure, by
increasing the object sensible range, YEAST consumes more
energy, since the construction of aggregation trees will have
more overhead by increasing the object sensible range. This
figure shows when grid size is 30 m (the object range is 45 m),
the hybrid method works 30% better than YEAST.
5.3.7. Impact of network scale
Figure 18 exhibits consumed energy per transmission round
versus different number of nodes, constant desired distortion
DT = 0.15, sink node position of (120 m, 240 m), correlation
degree equal to 5, object maximum speed of 12m/s, variance of
observation noise of 0.01 and grid edge size of 24 m. This figure
shows that by increasing the number of nodes in the network,
the increase in energy consumption for Lpss ismore than for the
hybridmethod. By increasing the number of nodes, reclustering
causes more energy, so, the hybrid method switches to the
static method most times. Although, by increasing the number
of nodes, the data traffic of sensor nodes to CHs increases in
the hybrid method, sending relay messages, in addition to data
traffic, in Lpss causesmore energy consumption than the hybrid
method. Also, this figure shows that by increasing the sensor
nodes, the hybrid method works better than YEAST, due to the
high overhead of creating aggregation structures in YEAST by
the moving object.
When the number of nodes is 1200, the hybrid method
consumes 36% less energy than YEAST and 13% less energy than
Lpss.
6. Conclusion
The aimof this paper is to present an energy efficientmethod
for data aggregation of a moving object via a cluster based
communication model. In the literature, data aggregation algo-
rithms have not taken into account all aspects of aggregation of
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model for aggregation of point sources, using the RD, and then
introduced three different protocols to help with this model.
We verified that the protocol that uses static clustering has a
low clustering overhead, but offers low data accuracy. The pro-
tocol that employs dynamic clustering provides high data accu-
racy but also suffers from high reclustering overhead. We then
demonstrated that a hybrid clustering protocol can take advan-
tage of the other two to good effect.
To evaluate the integrity of the proposed solutions, we set
up and ran thorough simulation tests and, then, scrutinized the
results. Results showed that by using the hybrid method, it is
possible to savemore than 36% energywhen compared to other
approaches in the literature. The investigation also confirmed
that applying object position approximation in the aggregation
protocols leads to less than 2% more achieved distortion.
In this work, we assumed that cluster size is predefined. As
future work, we intend to find the optimum size for clusters
in our proposed methods, such that achieved distortion is
less than user defined distortion, and minimum energy is
consumed.
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