Abstract
Introduction
Negotiation is a central component of many multi-agent systems. Agents negotiate to coordinate their activities and to come to mutually acceptable agreements about the division of labour and resources. In many cases, the agents involved are required to exhibit a range of different behaviours in a variety of different settings. Thus, an agent negotiating with a competitor needs to behave differently to one negotiating with a member of its own organisation, and an agent with limited time to reach an agreement needs to behave differently to one which has no time pressure. Moreover, to be usable in practical situations the agents need to exhibit such flexible behaviour in settings in which: individuals' preferences are private information, individuals are bound in terms of the amount of communication and computation they can perform, and the complete set of agreements cannot be a priori enumerated. Given such constraints, experience indicates that a heuristic approach to modelling negotiation is often the most appropriate [9] .
In line with this view, we have developed a model of negotiation which relies on strategies and tactics to define an agent's behaviour [5, 131. This model was devised for a real-world business process management system [8] in which the agents need to agree who should perform a particular service and under what terms and conditions. We term Dept. Electronic Engineering Queen Mary and Westfield College. University of London, London El 4NS, UK.
such negotiation service-oriented. Since our model has to operate in a wide range of environments and has a large number of parameters, it was decided that the best means of determining its performance characteristics is through empirical evaluation. To this end, we have already reported initial results about which types of tactic are suitable for which types of environment [5] . Our aim in this paper, therefore, is to extend this analysis by considering how the agents' negotiation strategies evolve. The technique we adopt for evolving strategies is Genetic Algorithms (GAS) [6] .
The long term goal of this research is to study the dynamics of agent populations -how the relative presence of strategies changes as populations co-evolve, whether populations have stable equilibrium points, and how changes in an agent, or group of agents, alter the equilibria. The work described herein represents a step towards these aims in two ways. Firstly, it performs a systematic evaluation of a range of negotiation strategies. It indicates, for the first time, the relative success of the various strategies and how these strategies evolve over time to better fit their environment. Secondly, it extends the range and sophistication of interactions studied in the field of artificial social systems [2] (see section 5 for more details).
The remainder of the paper is structured in the following manner. Section 2 summarises our service-oriented negotiation model. Section 3 describes the encoding and operation of the GA and how populations were evolved. Section 4 presents our experimental results and discusses their implications. Section 5 places our work in context. Section 6 outlines the avenues of further research.
The service-oriented negotiation model
Our multi-lateral negotiation model is based on a set of mutually influencing two parties, many issues negotiations [5, 131. Such negotiations involve two roles that are, in principle, in conflict: Sellers of services and Buyers of services.
Here we limit ourselves to consider issues for which negotiation amounts to determining a value between a delimited range (i.e. zJ E Dj = [rninj, muz3] l a~t ( X f " ,~) is a function returning the last element in a sequence.
Offers and counter-offers are generated by linear combinations of functions called tactics. A tactic generates a value for a single negotiation issue based upon a single criterion: time remaining (section 2. l), resources remaining (section 2.2) or the opponent's behaviour (section 2.3). If multiple criteria are important in determining the value of a negotiation issue, then multiple tactics can be applied to the issue. In this case, the tactics are assigned a weight to indicate their relative importance. As the negotiation proceeds, new criteria may become relevant and the relative importance of existing criteria may vary. To reflect this fact, an agent has a strategy which varies the weights of the different tactics over time in response to various environmental and negotiation cues (section 2.4).
Time-dependent tactics
These tactics model the fact that the agent is likely to concede more rapidly as the negotiation deadline approaches. 
Resomurce-dependent tactics
These tactics generate offers depending on how a particular resource is being consumed; they become progressively more conciliatory as the quantity of resource diminishes:
Here we use a measure of resource which includes both the time p; agent a considers reasonable to spend negotiating for each issue j and the number of messages involved in the negotiation thread. Averaged Tit-For-Tat (Average-TFT).
Uses the average of the percentage change in a window of size Xj 2 1 of its opponent's history:
Strategies
When agent a receives an offer from agent b, it becomes the last element in the current negotiation thread between the agents. If a deems the offer unsatisfactory, it generates a counter offer. In generating this response, a may use different weighted combinations of tactics for each negotiation issue. However for a given issue, the agent can employ at most one tactic from each of the aforementioned families. Thus, an agent can use at most six tactics to generate a counter offer for any one issue. Given a negotiation thread between agents a and b at time tn, X>eb, over do- IThis definition uses the natural extension of tactics to the multidimensional space of issues' values.
CO-evolving the negotiation strategies
GAS generate a sequence of ever improving (fitter) populations as the outcome of a search method modelled by a selection mechanism, crossover (recombining existing genetic material in new ways) and mutation (introducing new genetic material by random modifications) [6] . In our case, the individuals of the population are negotiating agents, and their genetic material is the parameters of the negotiation tactics and their relative importance weightings. Coevolution refers to the fact that both the buyer and seller populations are simultaneously evolving and that the fitness of an individual in one population is based on direct competition with individuals from the other population [12] .
To find strategies which are optimally adapted for particular negotiation situations, we need to indicate: how strategies are encoded as genes (3. l), how the fitness of the strategies is computed (3.2) , and how the search algorithm operates in detail (3.3).
Encoding strategies as genes
Each agent is represented as a string of fixed length. The bits of the string (the gene) represent the parameters of the agent's negotiation strategy2: Strategy-related genes: Values of yij for the q tactics used for each issue. The genetic code contains only the values for the non-zero gammas (i.e. those tactics not used to determine a value for a particular issue are not represented.) a deal is taken into consideration by associating a charge with each message interchange -the more messages exchanged in coming to a deal, the higher the associated cost. With these two components in place, a non-subjective, costadjusted fitness function f can now be defined:
BY means of an illustration, figure 1 represents an en-
coding of an agent negotiating over two issues using six families of tactics. The first row indicates that the maximum time available for negotiation is 5 , that issue 1 can take a value between 10 and 100 and that issue 2 can vary between 2 and 6. The next genes contain the weights of each tactic -i.e. for issue 1, the relative weight for the Boulware tactic is 0.5 and the remaining five tactics have weight 0.1 (meaning that for this issue the agent behaves in a generally boulwarish fashion). For issue 2, the weight for the Boulware tactic is 0.2, 0.6 for the Conceder, and 0.05 for the other four. The remaining genes contain the values of the parameters of the 12 tactics used -thus y1,1 has Pboulwarel = 0.02, y1,2 has Pconcederl = 20, and so on.
Measuring a strategy's fitness
An agent's fitness value indicates how well it performs in comparison to others in the same population. Following basic evolutionary ideas, fitness also determines the agent's chance of surviving to the next population generation. The greater the fitness, the more likely the agent is to reproduce. To compute an agent's fitness we play a round-robin tournament in which each buyer negotiates with each seller. Then, we score each agent with a value that measures how well it performed. This score becomes its fitness.
Determining the score to attribute to an agent is a nontrivial task. The most obvious start point is the agent's utility hnction which provides its preference rating over deals. However, adopting this would mean that the fitness rating is subjective and varies between agents. Moreover, the utility function takes an end-result perspective meaning the resources consumed in reaching the deal are not considered. To counter the subjectivity problem, we define a fitness function that compares the utility associated to the deal with that associated to the Nash equilibrium point (the point at which the sellers' and the buyers' scoring functions are equal -P?' =: BestMP, + Rs and P; " = BeStMp, + RB 1. Geneiration of the First Population. This represents the search's starting point and is created by randomly generating genes from the range of specified values.
2. Selection Process. All GAS use some form of mechanism to chose which individuals from the current population shoulld go into the mating pool (MP) that forms the basis of the next population generation. To be effective, the selection mechanism should ensure that as diverse a range of fit agents make it into the MP as possible (especially in the early stages). A selection mechanism known to work well in such circumstances is Tournament Selection [4] . For this reason, it is the mechanism we employ to select from Pk and PA, those individuals that will reproduce. Tournament selection works in the following way: k individuals The details of the GA used are as follows (recall there individuals in P i and P i ; end while are randomly chosen from the population. The individual with the highest fitness among the selected k is placed in the MP. This process is repeated N times, where N is the size of the population. 5 is called the tournament size (which in our case is 2) and it determines the degree to which the best individuals are favoured [lo] . Once the seller and buyer MPs have been created, the individual with the highest fitness in each pool is selected (respectively, B e S t M p , and B e s t M P , ) . These agents will definitely form part of the new population. The remainder of the individuals in the next population, Rs and Rg, are created by applying crossover and mutation to the rest of the agents in the MP.
Thus, the next generation of sellers and buyers (Pi'' and P;+') are composed of the best of the individuals of the old population plus a number of newly created strategies.
3. Crossover Process. This mechanism exchanges genetic material between individuals. We randomly select two individuals from the population. c crossover points are then randomly chosen and sorted in ascending order. Then the genes between successive crossover points are alternately exchanged between the individuals, with a probability P,.
In our experiments, P, is 0.5 and the value of c is 6.
4. Mutation Process. Mutation is the other technique for creating individuals in new generations. It works by randomly selecting some of the genes present in the population in order to mutate. If a mutation occurs, a random value is chosen from the domain of the gene. This aims to avoid successive generations leading to local minima by introducing entirely new genetic structures. To provide a means of comparison between different populations, mutation is inhibited for some parameters (genes), specifically tg,, and the issue-related genes. This is because they effectively determine the negotiation context and, therefore, they set the conditions in which a particular hypothesis is to be tested. The remaining genes are given a chance P, = 0.002 of undergoing mutation.
5. Stopping Criterion. The simulations stop when the population is stable (95% of the individuals have the same fitness) or the number of iterations is bigger than a predetermined maximum (100 in our case).
Experiments and Results
The aim of these experiments is to analyse the evolution of negotiation strategies for buying and selling agents. In particular, we want to determine which strategies are appropriate in which situations (given that there is no universal best strategy). Our preliminary evaluation of the service-oriented model indicates that negotiation behaviour is strongly influenced by the time available [5] . Thus, our evolutionary experiments are split into two groups: those in which there is a short time available ( t i a x E [2, 5] ) and those in which time is plentiful (tgaz E [lo, 201). For both cases, we consider the following types of agent population:
El: All buying (selling) agents employ a tactic from the same family (subsection 4.1). This tactic family is used by the agent for all the issues under negotiation, although the specific family member employed varies for each issue.
E.g. all buyers employ a Boulware tactic and all sellers employ a relative TFT tactic. Qpe ofanalysis. Determine, on a per tactic family basis, how the tactic parameters vary against a given type of opponent tactic. E.g., if all buyers employ Conceder tactics and all sellers employ relative TFT tactics, how do the respective values of Pconceder and Sj evolve. 
Homogeneous strategies
These experiments provide an indication of the relative merits of the different tactic families when they compete against one another and for a given tactic family they determine how negotiation behaviour evolves over time to better fit the environment and the type of opponent. Figure 2 shows the painvise rankings for all buyer and seller population combinations when there is a short time available for negotiation. Each matrix cell contains the average fitness for the buyers and sellers in the final population. In cell Fij = the two numbers correspond to the average fitness for buyer b using tactic i, and the average fitness for seller a using tactic j. Thus, for instance, we can see that when buyers using Boulware tactics negotiate against sellers using Conceder tactics, the sellers fair worse (-0.53
4.1.1
Considering just the average performance of the tactic families, we observe that Resource are the best and Boulware the worst. Resource tactics do well because they stick f i r m and extract concessions from opponents when the resource (time) allows them to do so, but they give ground when necessary for the sake of making a deal. Boulware tactics are particularly bad because by sticking f i r m they make comparatively few deals (although the deals they make give them high utility).
Rankings of tactic families (short tkaZ)
VS. -0.19). Examination of the painvise tactic family interactions reveals a number of significant points. Firstly, the tactic which wins the highest percentage of the time is Resource, followed by Random TFT, Relative TFT and Boulware. The success of the imitative tactics is explained by the fact that they are exploited only by the Boulware and Resource families, that they are able to exploit Conceders, and that they have a similar behaviour negotiating with agents of their own family. However, the fact that Boulware is so successful is surprising (given its overall ranking). It occurs because opponents occasionally concede to their tough negotiation stance. But since they make comparatively few deals, they pull down the average fitness values for themselves and for their opponents. Secondly, agents using Resource tactics negotiating with agents using Conceder or Imitative tactics can get a better deal than the theoretical Nash equilibrium point. The reason for this is that Resource tactics have the exploitative power of the Boulwares, but also the flexibility to give ground (when time is running out) for the sake of making a deal. Thirdly, agents using Imitative tactics negotiating with Conceder opponents can get a better deal than the Nash equilibrium point. When the thread is so short that the imitative behaviour cannot be applied (6 is bigger than the steps in the thread) the default behaviour is tougher than that of the Conceder (resulting in a certain degree of exploitation). Fourthly, Imitative tactics are exploited by agents using Boulware and Resource tactics because they give ground in the first round of negotiation and, given that tkaz is small, this forms a significant part of the interaction.
Evolution of tactic families (short tkaZ)
Here we analyse how strategies evolve through populations, rather than just focusing on the end point.
1. When Conceder agents negotiate with Boulware and Resource agents, the value of Pconceder reduces over time (Figure 3) . Thus, Conceders react to being exploited by becoming less conciliatory in nature. 2. Agents employing imitative tactics tend to increase the value of 6,. This happens because if 6, is large in comparison to tkaz, then in almost all the cases no actual imitation hkes place and the default Conceder tactic (with p3 = 2) is applied. This default is comparatively tough in short negotiations and so the agent is able to exploit more conciliatory agents.
3. Agents using Resource tactics have the best performance against all the other tactic families. They tend to increase the value of p3, thus becoming more Boulware like, so they can exploit more conciliatory tactics (Figure 4 ).
Experiments with large tkaZ
We repeated the above set of experiments with a large time (t;,, E [lo, 201) to reach an agreement ( Figure 5 ). In most cases, results are broadly similar to those when tkaz is short. Again Resource tactics are the most successfd but for a large tka, the Conceder tactics improve their rating.
With more time available for negotiation, Conceder gives ground moire slowly and this forces resource agents to concede more than when tgaz is short (because the length of the concession is bigger). The major difference, however, is that imitative tactics begin to exploit their imitative capability. Since negotiations generally involve more interchanges, the imitators have more opportunities to assess their opponents' behaviour and to respond in kind.
Weighted combinations of tactics
Here we allow agents to employ weighted combinations of tactics to the different issues (recall that previously the r matrix contained only ones and zeros). Again we consider environments in which negotiation time is scarce and those in which time is plentiful. Analysis of the r matrix evolution reveals the following points of interest. Firstly, equilibrium is always reached with very similar matrixes (whose average is shown below). This indicates the matrix represents a robust solution since it is reached despite wide variations in the starting weights. Secondly, the values inside the matrix (Le the individual yL3s) at the equilibrium point are very similar --they have an average of 0.17 and a standard deviation of 0.02. This means no one strategy dominates an agent's negotiation behaviour. Thirdly, we observe that agents who use a weighted combination of tactics are more robust to varying negotiation situations. For example, the average utility for buyers using a weighted combination in a short tka, is -0.26 and in a long is,,, it is -0.27. In contrast, for the pure tactic case the average figures for short and long negotiations can vary significantly (eg for conceder buyers it varies between -0.26 to -0.41).
I Exp 1 lBoulware 1 Conceder I Resource IRelative IRandomlAveragd issuesl 0.11 I 0.28 I 0.14 I 0.14 I 0.12 10.17
Related work
Research in negotiation models has been pursued in many different fields of enquiry. Each field has concentrated on different aspects of negotiation, making the assumptions that are pertinent for the goal of their study. For reasons which we have outlined elsewhere [ 5 ] , much of this extant work is inappropriate for the types of negotiations we encountered in the domain of business process management.
Hence we needed to devise a new model to better reflect our needs. In this paper, however, the main focus is not on the model per se, but on how we can find the best strategies for negotiation in this model under various conditions.
Axelrod suggests there are three basic ways of determining the best interaction strategy in a given context: tournament, ecological and territorial [ 13. The tournament mechanism we apply is basically the same as Axelrod's, but our agents have to make decisions over a much wider range of issues and over continuous variables such as price (he restricts himself to the iterated Prisoner's Dilemma in which agents can only choose to cooperate or defect). Ito extends Axelrod's work by considering more complex tactics, but, nevertheless, retains the simplicity of the Prisoner's Dilemma environment [7] . Our approach also incorporates Axelrod's ecological model, but we include mutation and crossover as operations in the evolution of populations. The territorial approach is left as future work.
A number of researchers have attempted to use GAS and evolutionary programming to find optimal interaction strategies. Oliver considers negotiation strategies [ 1 11 and his work has several similarities to our own (eg each negotiating agent is a chromosome and the parameters of the negotiation model are genes in the chromosome). However, his model is much simpler. (Offers are accepted if they have a utility over a preset threshold. Also he encodes counteroffers as part of the genetic material, meaning they have limited sophistication.) The extra complexity required by our model means additional work was needed when designing the population evolution mechanism. For example, our encoding necessarily entails that there are gene interdependencies which need to be respected during the crossover and mutation operations (Oliver has no such dependencies).
Rosin [ 121 considers a competitive, co-evolution in which fitness is based on direct competition between individuals selected from two independently evolving populations of "hosts" and "parasites". They use: a competitive fitness sharing function, a shared sampling method to select a diverse set of parasites, and a "hall of fame" method to save good individuals from prior generations. Although there are several similarities, our work differs in that we use a fitness function based on the sum of the score across all competitions, we evolve the seller and buyer populations simultaneously, and we perform a tournament between all the sellers and buyers.
Discussion and Further Work
This paper presents an empirical evaluation of a range of negotiation strategies and tactics in a number of different types of environment. We take an evolutionary approachencoding negotiation parameters as genes in a GA. The aim of the evaluation is to assess the operational benefits and drawbacks of a number of negotiation strategies. To this end, we have presented a number of concrete results about the relative merits of particular tactics and strategies. Moreover, we have shown how, in some cases, successive populations of agents following a particular role (buyer, seller) exploit the population of agents using the dual role. These successive generations also give an indication about how strategies can be modified to minimise the opportunity of exploitation. Finally, we have demonstrated the usefulness of agents employing a cocktail of tactics --both for different negotiation issues and, in combination, for a single issue. Our previous theoretical work [ 131 indicated such a hybrid approach was possible, but had not demonstrated that it was useful.
Our future work will extend the experimentation in two directions. Firstly, we want to introduce more reactiveness into the agents. Here agents have a fixed I? and participate in a single negotiation round with each of their opponents to determine their fitness. We would like to see how changing I7 within the lifetime of an agent allows it to adapt to repeated negotiations with its opponents. Secondly, we wish to extend our evolutionary approach to cover the territorial case [ 11. Here populations are distributed on a 2-D surface and agents can only negotiate with their neighbours. Depending on the outcome of this negotiation, the agent may adopt the strategy of its neighbour if it is more successful. This type ofexperiment will allow us to observe the changes in the territorial distribution pattern of the strategies.
