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Abstract—Intelligent reflecting surface (IRS) is a promising
new technology for achieving spectrum and energy efficient
wireless communication systems in the future. By adaptively
varying the incident signals’ phases/amplitudes and thereby
establishing favorable channel responses through a large number
of reconfigurable passive reflecting elements, IRS is able to
enhance the communication performance of mobile users in its
vicinity cost-effectively. In this paper, we study an IRS-enhanced
orthogonal frequency division multiplexing (OFDM) system in
which an IRS is deployed to assist the communication between
a nearby user and its associated base station (BS). We aim to
maximize the downlink achievable rate for the user by jointly
optimizing the transmit power allocation at the BS and the passive
array reflection coefficients at the IRS. Although the formulated
problem is non-convex and thus difficult to solve, we propose an
efficient algorithm to obtain a high-quality suboptimal solution
for it, by alternately optimizing the BS’s power allocation and
the IRS’s passive array coefficients in an iterative manner, along
with a customized method for the initialization. Simulation results
show that the proposed design significantly improves the OFDM
link rate performance as compared to the cases without the IRS
or with other heuristic IRS designs.
Index Terms—Intelligent reflecting surface (IRS), passive array
optimization, power allocation, OFDM
I. INTRODUCTION
The explosion of mobile data and the ever-increasing de-
mand for higher data rates have continuously driven the ad-
vancement of wireless communication technologies in the past
decade, such as polar code, massive multiple-input multiple-
output (MIMO) and millimeter wave (mmWave) communi-
cations, among others. Moreover, a 1000-fold increment in
network capacity with ubiquitous connectivity and low latency
is envisioned for the forthcoming fifth-generation (5G) wire-
less network [1]. Meanwhile, the energy efficiency of future
wireless networks is also aimed to be improved by several
orders of magnitude so as to maintain the power consumption
at increasingly higher data rates.
Recently, intelligent reflecting surface (IRS) has been pro-
posed as a promising solution to achieve the above goals
in a cost-effective way [2]–[6]. Specifically, IRS is a recon-
figurable planar array comprising a vast number of passive
reflecting elements, which are able to independently induce
a phase shift to the incident signal and thus collaboratively
alter the reflected signal propagation to achieve desired channel
responses in wireless communications. By properly adjusting
the phase shifts of IRS’s elements, their reflected signals
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Fig. 1. An IRS-enhanced wireless system.
can combine with those from other paths coherently at the
receiver to maximize the link achievable rate. Moreover, an
amplitude reflection coefficient between zero and one can be
designed for the incident signal at each element, so as to
further enhance the performance. Hence, different from the
conventional half-duplex amplify-and-forward (AF) relay, IRS
achieves high beamforming gains by intelligent reflection in
a full-duplex manner, thus without consuming any energy
or requiring additional time/frequency resource for signal re-
generation and re-transmission. It is worth noting that passive
reflect-array antennas have been applied in radar and satellite
communication systems before. However, their uses in mobile
wireless communications are rather limited, since traditional
passive arrays only allow for fixed phase-shift patterns once
fabricated, and are thus unable to adapt to the dynamic wireless
channel due to user mobility. Fortunately, the advances in radio
frequency (RF) micro electromechanical systems (MEMS)
and metamaterial (e.g., metasurface) have made it feasible to
reconfigure the phase shifts in real time [7], thus greatly en-
hancing the functionality and applicability of IRS for wireless
communications.
Prior works on IRS-aided wireless systems [2]–[5] have
considered frequency-flat (non-selective) fading channels for
narrow-band communication. However, the design of IRS
passive array coefficients for the more general frequency-
selective fading channels for broadband communication still
remains open, to the authors’ best knowledge. Motivated by
this, we consider in this paper an IRS-aided orthogonal fre-
quency division multiplexing (OFDM)-based wireless system
over frequency-selective channels, as shown in Fig. 1. For
the purpose of exposition, we consider the case of downlink
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communication from a base station (BS) to one single user in
the vicinity of an IRS, where the IRS and the user are both
far away from the BS (e.g., in a cell-edge user scenario). We
will extend our results to the uplink communication as well as
the general case with multiple users served by the BS/IRS in
the journal version of this work. As IRS has a large number
of reflecting elements, how to jointly design their reflection
coefficients (i.e., phase shifts and amplitude attenuations) so
as to achieve the optimal constructive superposition of the
reflected signals by the IRS and those from other paths at
the user receiver is crucial to maximizing the link achievable
rate. However, this is a non-trivial problem to solve under our
considered setup due to two main reasons. Firstly, under the
frequency-selective channel with multiple paths, the reflection
coefficients of the IRS need to cater to the channel gains and
delays of all paths to the user, including both the reflected paths
by the IRS and the remaining non-reflected paths directly from
the BS. Secondly, the achievable rate for the user is determined
by both the IRS reflection coefficients and the transmit power
allocation at the BS over OFDM subcarriers (SCs), which are
intricately coupled and thus need to be jointly optimized. To
tackle the above challenges, we formulate a new optimization
problem aiming to maximize the downlink achievable rate
by jointly optimizing the transmit power allocation at the
BS and the passive array coefficients at the IRS, which is
non-convex and thus difficult to solve. This motivates us to
propose an iterative algorithm to alternately optimize the power
allocation and passive array coefficients with a customized
initialization scheme, which is guaranteed to converge to at
least a locally optimal solution. It is shown by numerical results
that the proposed algorithm achieves significantly improved
rate performance compared to systems without using the IRS
or with heuristic IRS reflection coefficient designs. In addition,
it is shown that the proposed initialization scheme is able
to achieve a good performance very close to that by the
iterative algorithm, and is thus suitable for low-complexity
implementation.
II. SYSTEM MODEL
We consider a single-user downlink OFDM-based wireless
system, wherein an IRS is employed to enhance the commu-
nication between a BS and a user, as illustrated in Fig. 1.
For the purpose of exposition, we assume that the BS and
the user are both equipped with a single antenna. The IRS is
assumed to comprise M passive reflecting units, denoted by the
set M = {1, . . . ,M}, and is connected to a controller, which
adjusts the IRS pattern for desired signal reflection. A separate
wireless control link serves for information exchange between
the IRS controller and the BS on the channel state information
(CSI) and other information needed for implementing the joint
design of the BS transmission and IRS reflection. It is further
assumed that the signals that are reflected by the IRS more than
once have negligible power due to severe path loss and are thus
ignored. We consider a quasi-static block fading channel model
for all channels involved and focus on one particular fading
block where the channels remain approximately constant. To
obtain the optimal design and the corresponding performance
upper bound, we assume that perfect CSI of all channels is
available at the BS via channel training and/or feedback from
the IRS/user, and thus it can compute the optimal solution and
inform it to the IRS for implementation.
Similar to conventional OFDM-based systems, the total
bandwidth of the system is equally divided into N orthogonal
SCs, denoted by the set N = {0, . . . , N − 1}. Moreover, let
p = [p0, . . . , pN−1]T ∈ RN×1, where each pn ≥ 0 denotes the
transmit power allocated to SC n at the BS. Assume the total
transmission power at the BS is P . Thus, the power allocation
at the BS should satisfy
∑N−1
n=0 pn ≤ P .
Let hd = [h¯0, . . . , h¯L−1,01×(N−L)]T ∈ CN×1 denote
the zero-padded L-tap baseband equivalent multipath chan-
nel of the BS-user direct link, where 0a×b denotes an all-
zero matrix of size a × b. Moreover, there exists an L0-
tap baseband equivalent multipath channel of the BS-IRS-
user link, through which the signal transmitted by the BS
is reflected by the IRS before arriving at the receiver of
the user. Let [h0, . . . ,hL0−1,0M×(N−L0)] ∈ CM×N denote
the zero-padded L0-tap baseband equivalent BS-IRS chan-
nel, where each hl ∈ CM×1 corresponds to the BS-IRS
channel at the lth tap, 0 ≤ l ≤ L0 − 1. Similarly, let
[g0, . . . , gL0−1,0M×(N−L0)]
H ∈ CN×M denote the baseband
equivalent channel of IRS-user link, where each gHl ∈ C1×M
corresponds to the IRS-user channel at the lth tap, 0 ≤ l ≤
L0−1. At the IRS, each element re-scatters the received signal
with an independent reflection coefficient. Specifically, let φ =
[φ1, . . . , φM ]
T ∈ CM×1 denote the IRS reflection coefficients,
where each φm = βmejθm comprises an amplitude coefficient
βm ∈ [0, 1] and a phase shift θ ∈ [−pi, pi), i.e., |φm| ≤ 1. Let
Φ = diag (φ) denote the reflection coefficient matrix of the
IRS, where Φ ∈ CM×M is a square diagonal matrix with the
elements of φ on the main diagonal. The composite BS-IRS-
user channel, denoted by hr ∈ CN×1, is thus the concatenation
of the BS-IRS channel, IRS reflection, and IRS-user channel,
which is given by
hr =
[
gH0 Φh0, . . . , g
H
L0−1ΦhL0−1,01×(N−L0)
]T
, (1)
where each gHl Φhl corresponds to the effective BS-IRS-user
channel at the lth tap, 0 ≤ l ≤ L0 − 1. Hence, the superposed
channel impulse response (CIR) from the BS to the user by
combining the BS-user (direct) channel and the BS-IRS-user
(IRS-reflected) channel is given by
h˜ = hd + hr. (2)
Assume OFDM modulation at the BS with a cyclic prefix
(CP) of length µ, which is no smaller than max(L,L0). Then
the channel frequency response (CFR) v = [v0, . . . , vN−1]T ∈
CN×1 of the CIR h˜ is given by
v = FN h˜, (3)
where FN ∈ CN×N denotes the discrete Fourier transform
(DFT) matrix. Define V = [ν0, . . . ,νL0−1,0M×(N−L0)] ∈
CM×N , where νHl , gHl diag (hl) ∈ C1×M . We then have
νHl φ = g
H
l Φhl and hr = V
Hφ. Hence, the overall CFR can
be rewritten as v = FN h˜ = FN
(
hd + V
Hφ
)
, and the CFR
at each nth SC is given by
vn = f
H
n hd + f
H
n V
Hφ, n ∈ N , (4)
where fHn denotes the nth row of the DFT matrix FN . The
achievable rate in bits per second per Hertz (bps/Hz) is thus
obtained as (by accounting for the CP overhead)
r(p,φ)=
1
N+µ
N−1∑
n=0
log2
(
1+
|fHn hd+fHn V Hφ|2pn
Γσ2
)
, (5)
where Γ ≥ 1 is the gap from channel capacity owing to a
practical modulation and coding scheme (MCS); the receiver
noise is assumed to be independent over all SCs, and is
modelled as a circularly symmetric complex Gaussian (CSCG)
random variable with mean zero and variance σ2.
III. PROBLEM FORMULATION
In this paper, we aim to maximize the achievable rate by
jointly optimizing the BS transmit power allocation and the IRS
reflection coefficients. Therefore, we formulate the following
optimization problem
(P1) : maximize
p,φ
N−1∑
n=0
log2
(
1+
|fHn hd+fHn V Hφ|2pn
Γσ2
)
subject to
N−1∑
n=0
pn ≤ P, (6)
pn ≥ 0, ∀n ∈ N , (7)
|φm| ≤ 1, ∀m ∈M. (8)
Note that Problem (P1) is a non-convex optimization problem.
Particularly, it can be shown that the objective function of
(P1) is non-concave over φ; moreover, the variables φ and p
are coupled in the objective function, which makes their joint
optimization difficult. To overcome the above challenges, in
the following section, we propose an alternating optimization
algorithm to find an approximate solution to (P1), by iteratively
optimizing one of p and φ with the other fixed at each time.
In addition, we devise a customized method to obtain an initial
solution of φ, denoted by φ0, as the starting point of the
proposed alternating optimization algorithm.
IV. PROPOSED SOLUTION
A. Power Allocation Optimization Given IRS Coefficients
Note that given a set of IRS coefficients φ, the CFR v is
fixed. The optimal BS transmit power allocation p is thus given
by the well-known water-filling (WF) solution [8], i.e.,
pn =
(
1
cu
− 1
cn
)+
, ∀n ∈ N , (9)
where (x)+ , max (0, x), cn = |vn|2/(Γσ2) is the effective
channel-to-noise power ratio (CNR) for SC n, and cu is the
cut-off CNR that satisfies
N−1∑
n=0
(
1
cu
− 1
cn
)+
= P. (10)
B. IRS Coefficient Optimization Given Power Allocation
With given power allocation, Problem (P1) is simplified as
(P1.1) : maximize
φ
N−1∑
n=0
log2
(
1+
|fHn hd+fHn V Hφ|2pn
Γσ2
)
subject to |φm| ≤ 1, ∀m ∈M. (11)
It can be shown that (P1.1) is not a convex optimization
problem. In the following, we adopt the successive convex
approximation (SCA) technique to obtain a locally optimal
solution to (P1.1). First, by introducing a set of auxiliary
variables yn’s, an’s, and bn’s, we transform (P1.1) into the
following equivalent problem
(P1.1′) : maximize
φ,{yn},{an},{bn}
N−1∑
n=0
log2
(
1 +
ynpn
Γσ2
)
subject to |φm| ≤ 1, ∀m ∈M, (12)
an=<{fHn hd+fHn V Hφ}, ∀n∈N ,
(13)
bn=={fHn hd+fHn V Hφ}, ∀n∈N ,
(14)
yn ≤ a2n + b2n, ∀n ∈ N , (15)
where <(·) and =(·) denote the real and imaginary part of a
complex number, respectively. Define f˜n(an, bn) , a2n + b2n,
which is a convex and differentiable function over an and bn.
Thus, given any a˜n and b˜n, the first-order approximation of
f˜n(an, bn) at the point (a˜n, b˜n) serves as a lower bound to it,
i.e.,
f˜n(an, bn)≥ a˜2n+b˜2n+2a˜n(an−a˜n)+2b˜n(bn−b˜n),fn(an, bn),
(16)
where equality holds if and only if a˜n = an and b˜n = bn. Note
that fn(an, bn) is an affine function over an and bn, which also
has the same gradient over an and bn as f˜n(an, bn) at the point
(a˜n, b˜n).
Next, we consider the following optimization problem
(P1.2) : maximize
φ,{yn},{an},{bn}
N−1∑
n=0
log2
(
1 +
ynpn
Γσ2
)
subject to (12), (13), (14)
yn ≤ fn(an, bn), ∀n ∈ N . (17)
Problem (P1.2) is a convex optimization problem, which can
be solved efficiently via existing software in polynomial time
with respect to N and M , e.g., CVX [9]. Therefore, an
approximate solution to (P1.1’) and thus (P1.1) can be obtained
by successively updating {a˜n} and {b˜n} based on the optimal
solution to (P1.2), which is summarized in Algorithm 1. It
can be shown that monotonic convergence of Algorithm 1
is guaranteed, and the obtained solution is a locally optimal
solution to (P1.1) [10].
To summarize, the overall iterative algorithm to solve (P1)
is given in Algorithm 2. It is worth noting that starting from an
initial point denoted by φ0, the initial value φ˜ for Algorithm 1
in each iteration of Algorithm 2 is set as the obtained φ in the
previous iteration. It can be shown that the objective value
of (P1) is non-decreasing over each iteration of Algorithm
2, which is also upper-bounded by a finite value. Therefore,
Algorithm 2 is guaranteed to converge. Moreover, the obtained
solution to (P1) can be shown to be at least a locally optimal
solution based on [11]. Note that the performance of Algorithm
2 is critically dependent on the choice of the initial IRS
reflection coefficients φ0. In the following subsection, we
propose a customized method for finding φ0 efficiently.
Algorithm 1: IRS Coefficient Optimization Given Power
Allocation via SCA
Input: hd, V , p, Γ, σ2, N , M , φ˜.
Output: φ.
1 Set a˜n = <{fHn hd + fHn V Hφ˜},
b˜n = ={fHn hd + fHn V Hφ˜}, ∀n ∈ N .
2 repeat
3 Find the optimal solution of {an}, {bn}, and φ to
(P1.2) via CVX with given {a˜n}, {b˜n}, and p.
4 a˜n = an, b˜n = bn, ∀n ∈ N .
5 until the objective value of (P1.1) with the obtained φ
reaches convergence;
Algorithm 2: Alternating Optimization for Solving (P1)
Input: hd, V , P , Γ, σ2, N , M , φ = φ0.
Output: p, φ.
1 repeat
2 Fixing the IRS coefficients φ, find the WF power
allocation p according to (4), (9), and (10).
3 Fixing the power allocation p, given initial φ˜ = φ,
update the IRS coefficients φ via Algorithm 1.
4 until the objective value of (P1) with the obtained p and
φ reaches convergence;
C. Initialization Method
Note that the IRS is able to increase the link rate mainly
due to the increased effective channel power between the BS
and the user, by creating an additional strong CIR via the BS-
IRS-user channel that can constructively combine with that
of the BS-user direct channel. Motivated by this, we propose
to design the initial value of φ, i.e., φ0, by maximizing the
effective channel power from the BS to the user, which is given
by ‖h˜‖2 =
∥∥∥hd + V Hφ∥∥∥2, with ‖ · ‖ denoting the l2 norm.
Therefore, we formulate the following optimization problem
(P2) : maximize
φ
∥∥∥hd + V Hφ∥∥∥2
subject to |φm|2 ≤ 1, ∀m ∈M. (18)
Note that Problem (P2) is a non-convex quadratically con-
strained quadratic problem (QCQP), for which we apply the
semidefinite relaxation (SDR) [12] technique to obtain an
approximate solution for it, as follows. Define A , V V H
and u , V hd, Problem (P2) is thus equivalent to
maximize
φ
φHAφ+ φHu+ uHφ (19)
subject to |φm|2 ≤ 1, ∀m ∈M. (20)
Note that φHAφ = Tr
(
φHAφ
)
= Tr
(
φφHA
)
; similarly,
φHu = Tr
(
uφH
)
and uHφ = Tr
(
φuH
)
hold, where Tr(·)
denotes the matrix trace. By defining w = [φ,u]T and W =
wwH , we transform (P2) into the following problem
(P2− SDR) : maximize
W
Tr (WM)
subject to Wm,m ≤ 1, ∀m ∈M, (21)
Wm,m = |um−M |,∀m−M ∈M,
(22)
W  0, (23)
where M = [A, IM ; IM ,0M×M ], IM denotes the identity
matrix of size M × M , and the constraint in (23) ensures
W is positive semidefinite. Note that (P2) can be shown to
be equivalent to (P2-SDR) with the additional constraint of
rank(W ) = 1. Problem (P2-SDR) is a convex semidefinite
program (SDP), which can be solved efficiently via existing
software, e.g., CVX [9], with polynomial complexity in M
[12]. Let W ? denote the optimal solution to (P2-SDR). If
rank (W ?) = 1, the relaxation from (P2) to (P2-SDR) is
tight and the optimal φ to Problem (P2) can be obtained
as φ? = UDiag
(
Λ
1
2
)
, where UΛUH is the eigenvalue
decomposition (EVD) of the upper left M×M submatrix of
W ?, denoted by W ?u, and Diag(Λ
1
2 ) denotes the column
Algorithm 3: Algorithm for Solving (P2)
Input: hd, V , M , Q.
Output: φ.
1 Solve (P2-SDR) via CVX and obtain the optimal solution
W ?.
2 Obtain W ?u by [W
?
u]i,j = [W
?]i,j , i ∈M, j ∈M.
3 Compute the EVD of W ?u by W
?
u = UΛU
H .
4 if rank (W ?) = 1 then
5 φ = UDiag
(
Λ
1
2
)
.
6 else
7 for q = 1 to Q do
8 Generate r˜(q) ∼ CN (0, IM ). Obtain
φˆ
(q)
= e
j arg
(
UΛ
1
2 r˜(q)
)
, where arg(·) denotes
the phase extraction operation.
9 Compute the corresponding channel power
P
(q)
h = ‖hd + V φˆ
(q)‖2.
10 end
11 q? = arg max
q=1,...,Q
P
(q)
h , φ = φˆ
(q?)
.
12 end
vector formed by the main diagonals of Λ
1
2 . On the other
hand, if rank (W ?)>1, the optimal objective value of Problem
(P2-SDR) serves as an upper bound to that of Problem (P2)
and additional processing is required to construct a rank-
one solution according to W ?. In particular, we consider a
customized Gaussian randomization method to find an approx-
imate solution to Problem (P2). To enhance the performance
of the proposed algorithm, a number (denoted by Q) of φˆ’s
are generated based on W ?, from which the one that yields
the largest objective value of Problem (P2) is selected. The
overall algorithm for solving (P2) is summarized in Algorithm
3, where the output φ of Algorithm 3 is then set as the initial
φ0 for Algorithm 2.
V. NUMERICAL RESULTS
In this section, we examine the performance of our proposed
algorithm via numerical results. We consider N = 64 and
L = L0 = 16 for both the BS-user link (i.e., the direct link)
and the BS-IRS-user link (i.e., the reflected link), among which
8 taps at random delays are non-zero for each link and are
modeled as CSCG random variables with an exponential power
decay profile. The CP length is set as µ = 16. The total average
channel power of the reflected link over all taps is given by
Pr =
∑L0−1
l=0 E[|gHl hl|2], and that of the direct link is given
by Pd = E[‖hd‖2]. The average signal-to-noise ratio (SNR) is
thus given by γ = P (Pr+Pd)/(Nσ2), while we normalize the
total average channel power of the two links as Pd+Pr = 1 for
convenience, unless stated otherwise. Let α = Pr/Pd denote
the average power ratio of the reflected link to the direct link.
Hence, α→ 0 indicates that the user is located far away from
the IRS, thus its channel with the BS is dominated by the BS-
user direct link; while on the other hand, α → ∞ indicates
that the user is located in close vicinity of the IRS. The SNR
gap is set as Γ = 8.8 dB, and the number of randomizations in
Algorithm 3 is chosen as Q = 50. All the results are averaged
over 100 independent channel realizations.
For comparison, we consider the following benchmark
schemes:
1) Channel Power Maximization (CPM): In this scheme,
we adopt the IRS coefficients as φ0 obtained via the
initialization method based on CPM proposed in Section
IV-C, and the WF-based power allocation based on φ0.
2) Random Phase: We assume the IRS coefficients have
random phase and maximum amplitude. As the channel
coefficients are randomly generated, this is equivalent
to setting φ = 1, based on which we obtain the WF-
based power allocation. Note that the IRS behaves like
a lossless reflective mirror in this case.
3) Without IRS: We consider the WF power allocation and
achievable rate based on the BS-user direct link only.
First, we evaluate the convergence behavior of Algorithm
2. The number of reflecting elements is set as M = 20, and
the power ratio of the reflected link to the direct link is set
as α = 10. For comparison with the CPM-based initialization
method proposed in Section IV-C, we consider a benchmark
initialization method with random phase (or φ0 = 1). Fig.
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2 shows the achievable rate over iterations at SNR = 15 dB
for a random channel realization. Monotonic convergence is
observed for both initialization methods, which is consistent
with our discussions in Section IV. Moreover, it is observed
that the proposed CPM-based method converges much faster
compared to the random phase method (i.e., 21 versus 109
iterations), while both methods achieve the same converged
achievable rate (i.e., 1.0900 bps/Hz). This thus validates the
efficiency of the proposed CPM-based initialization method.
Fig. 3 shows the performance of the iterative algorithm and
the benchmark schemes at different SNR values, with M=20
and α=10. It is observed that all the three schemes with IRS
outperform the scheme without IRS, due to the IRS-enhanced
average channel power from the BS to the user. Moreover,
the proposed iterative algorithm and CPM-based initialization
scheme both achieve significantly improved achievable rates
over the random phase scheme, since the direct channel and
the reflected channel are superposed more constructively via
designing the IRS reflection coefficients. Furthermore, it is
observed that the performance of the proposed CPM-based
initialization scheme is very close to that of the iterative algo-
rithm, and the performance gap decreases as the SNR increases.
Therefore, this scheme is suitable for practical implementation
with lower complexity.
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Fig. 4 compares the performance of the iterative algorithm
and the benchmark schemes versus M , where we set the
reference SNR with M = 1 as γ¯ = 5 dB and the reference
power ratio with M = 1 as α¯ = 10. It is observed that the
achievable rates for both the proposed iterative algorithm and
initialization scheme increase with M , owing to the passive
beamforming gain harvested by properly designing the IRS
reflection coefficients according to the CSI; while on the other
hand, the achievable rate for the random phase scheme is nearly
invariant with M . Moreover, it is observed that the performance
gain of the proposed schemes over the scheme without IRS
becomes more pronounced as M increases.
Fig. 5 shows the performance of the iterative algorithm and
the benchmark schemes versus the reflected to direct link power
ratio α with M = 20. For ease of illustration, we set the refer-
ence SNR with only the direct link as γd = PPd/(Nσ2) = 10
dB, thus the overall SNR is γ = (1 + α)γd. Note that as α
increases, this corresponds to a practical scenario where the
user maintains a fixed distance with the BS (e.g., on a circle
centered at the BS), and gradually moves towards the IRS. It is
observed that when α is very small, all the schemes yield simi-
lar performance since the user is far away from the IRS, whose
effect is thus negligible. On the other hand, as α increases,
the performance gain of the proposed iterative algorithm and
CPM-based initialization method over the benchmark schemes
increase drastically, due to the increased dominance of the IRS
reflected link over the direct link. Moreover, it is observed
that all the schemes with IRS achieve significantly improved
performance compared to that without IRS when α is large.
This indicates that even though the user is located far away
from the BS in the cell-edge scenario, a nearby IRS is effective
in enhancing the link rate.
VI. CONCLUSION
In this paper, we proposed a novel approach to enhance the
achievable rate of an OFDM system by utilizing the IRS, and
jointly designed the IRS reflection coefficients and BS transmit
power allocation to maximize the link achievable rate. By
leveraging optimization techniques, we proposed computation-
ally efficient methods to find high-quality suboptimal solutions
for the formulated problem. Numerical results showed the
effectiveness of IRS in boosting the achievable rate of a
cell-edge user aided by the IRS. The proposed initialization
method was also shown to achieve very close rate performance
compared to the proposed iterative method, but with much
lower complexity for implementation.
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