Discovery of transcription factor binding sites is a much explored and still exploring area of research in functional genomics. Many computational tools have been developed for finding motifs and each of them has their own advantages as well as disadvantages. Most of these algorithms need prior knowledge about the data to construct background models. However there is not a single technique that can be considered as best for finding regulatory motifs. This paper proposes an artificial immune system based algorithm for finding the transcription factor binding sites or motifs and two new weighted scores for motif evaluation. The algorithm is enumerative, but sufficient pruning of the pattern search space has been incorporated using immune system concepts. The performance of AISMOTIF has been evaluated by comparing it with eight state of art composite motif discovery algorithms and found that AISMOTIF predicts known motifs as well as new motifs from the benchmark dataset without any prior knowledge about the data.
Introduction
Regulatory motifs play an important role in the expression of genes, as they control the expression or regulation of a group of genes involved in a similar cellular function. Regulatory motifs are short patterns of nucleotides, usually 5-20 bp long, found common in the promoter region of set of co-expressed genes. Identification of these motifs gives insight into the regulatory mechanism of genes. Motif discovery algorithms aim to discover these common patterns, which may present in either strand of the DNA double helix. Identification of DNA motifs is complex due to mutations, which make them weekly conserved patterns.
Biological experiments to find transcription factor binding sites, like ChIP-chip [1] and DNA footprinting [2] , are very expensive procedures. Many cheaper computational methods have been proposed as aids to these biological experiments. Survey of motif discovery algorithms [3, 4, 5, 6] , classify them broadly into enumerative and probabilistic algorithms. These methods try to discover either consensus string or position weight matrix or position frequency matrix corresponds to the identified motifs. Oligoanalysis [7] is a simple word based algorithm that has been proved efficient for extracting short motifs from yeast regulatory families. Yeast Motif Finder (YMF) [8] is another word based algorithm, which uses zscore and a background model based on Markov chain, to produce the motifs with greatest z-scores. There have been algorithms using efficient data structures like suffix trees [9] , tables to store intermediate results [10] and using graph theory concepts [11] . Consensus [12] is a greedy probabilistic algorithm that tries to find highest information content motif. The method is based on a position frequency matrix representation of binding site patterns. Most of the probabilistic algorithms use statistical techniques like expectation maximization [13] and Gibbs sampling [14] .
Some algorithms based on phylogenetic foot printing [15, 16, 17] instead of promoter sequences of coexpressed genes have been proposed. The coregulated genes approach requires a reliable method for identifying coregulated genes. In phylogenetic foot printing approach, it is possible to identify motifs specific to even a single gene.
The standard method used for phylogenetic footprinting is to construct a global multiple alignment of the orthologous promoter sequences and then identify conserved region in the alignment using a tool such as CLUSTALW [18] . Many hybrid approaches [19, 20, 21, 22] of phylogenetic foot printing and promoter sequences of coregulated genes were also suggested.
Many researchers have explored the use of computational intelligence like evolutionary algorithms [23] , genetic algorithm [24] and neural networks [25] in motif discovery. Artificial Immune System (AIS) is a biologically inspired information processing system. It is developed using the theories and components of the natural immune system, which is a highly parallel and distributed adaptive system. According to surveys of artificial immune system [26, 27] , AIS techniques are mainly based on three theories of immunology-clonal selection [28] , immune network [29] and negative selection [30] . CLONALG [31] is a clonal selection algorithm to perform pattern recognition tasks. Negative selection algorithms [32] were also proposed for applications like anomaly detection and network intrusion detection. Some of the reported applications of AIS are on computer and network security [33, 34] , recognition of promoter sequences [35] and motif recognition from time series data [36] . This paper describes an enumerative algorithm for regulatory motif discovery based on immune theory. Generally, enumerative algorithms generate all 4 l possible combinations of {A, C, G, T} of length l. By considering each of this generated sequence as original motif, these algorithms try to find all motifs with a maximum of d mutations of original motif. They are very expensive because of this brute force approach. Since motifs are subsequences present in the input promoter sequences, it is enough to consider the subsequences of length l from the input sequences instead of all 4 l combinations. This principle is incorporated in the proposed algorithm using immune system concepts. This algorithm is based on the immune system's ability to distinguish between the foreign cells (nonself) and the cells of the body (self).
Methods

Artificial Immune System
The natural immune system defends the body against harmful diseases and infections. It is capable of recognizing any foreign cell (pathogen) and eliminating it from the body. The immune system performs a kind of pattern recognition to distinguish the foreign cells and the cells of the body. Natural immune system has the ability of learning about foreign substances that enter the body and produces the antibodies, which can attack the antigens associated with the pathogens. The immune system protects body by learning and memory. If the immune system detects a pathogen that it has not encountered before, it undergoes a primary response, during which it learns the structure of the specific pathogen and create an antibody for that pathogen. The immune system maintains a memory of infections so that if a pathogen already attacked is encountered, it can respond quickly by activating the already produced antibody which is stored in the memory. Thus the secondary immune response occurs, when the same antigen is encountered again. After successful recognition, the adaptive immune response is elicited. The immune system reproduces those cells capable of recognizing and binding with antigens. The cellular reproduction in the immune system is based on cloning. Cloning is the creation of offspring cells that are copies of their parent cells subject to mutations. Due to the mutations, the cells within a clone are all similar but present slight differences and are capable of recognizing the antigen that triggered the immune response. A selective mechanism guarantees that those offspring cells that better recognize the antigen (affinity maturation), which elicited the response, are selected for cloning. These cells are called memory cells. Affinity refers to the degree of binding of the cell receptor with the antigen. The higher the affinity the stronger the binding and thus the better the immune recognition and response. The whole process of antigen recognition, cell proliferation and differentiation into memory cells is named as clonal selection.
Artificial Immune System (AIS) is a collection of techniques originated from the theory of immunology. The pattern recognition applications are mainly based on the clonal selection principle of immune theory. The pattern matching algorithms use the clonal selection for learning pattern detectors through cloning, mutation and selection phases. They maintain a memory of pattern detectors using some efficient data structures. When a new pattern is to be identified, the memory detector that matches more with the incoming pattern is cloned and mutated to accommodate the new pattern. This becomes the memory detector of the new pattern and it is stored in the immune memory.
AISMOTIF Algorithm
This algorithm is based on immune memory and clonal selection. During the learning phase initial memory detectors are identified and stored in the memory. The immune memory is maintained as a table called memory detector table. AISMOTIF finds motifs of given length l from the set of promoter sequences of co-expressed genes. Thus the input of the algorithm is a file containing the promoter sequences and the motif length l. The algorithm does not need any background sequence. The AISMOTIF algorithm described in this section assumes that there is at least one occurrence of a motif in every input sequence. This assumption reduces the size of the immune memory considerably. However the algorithm can be easily extended for other conditions like zero or one occurrence per sequence. The initial memory detectors (antibodies) are created by generating all subsequences of length l from a sequence selected randomly form the input set of promoter sequences. These subsequences are created by using sliding window approach. Since at least one motif is present in every sequence according to our assumption all these subsequences can be considered as candidate motifs. Now select one of the sequences from the remaining sequence and generate subsequences of length l by using sliding window approach. These subsequences correspond to antigens. For each of these antigens find the antibody which gives the best match or affinity according to the 
Match Score
The proposed Match Score is a weighed one. If the presence of a nucleotide in the subsequence to be matched with the already identified motif instances in the memory detector table increases the count of the top nucleotide in that position, then a high weight is given to that position. To assign weights, the count value is multiplied with weight, which is equal to count/total number.
Let C is the position count matrix of the motif instances in memory detector table and M is the subsequence to be matched where M i is the nucleotide at position i in the subsequence, n is the number of motif instances in memory detector and l is the length of the motif. The match score is a value between 0 and 1, where 1 represents exact match. 
Information Score
The proposed information content score is based on the similarity of nucleotides at each position of the motif. The more the motif instances are similar the more its information content. Here also a weight is assigned as in case of match score. Highest C i,j value in each row is added to get the information content. The weight value is highest C i,j divided by number of input sequences.
where N={A,T,G,C} and n is the number of input sequences. The information score is a value between 0 and 1(weakest motif to strongest motif).
For example, consider the same motif instances and position count matrix in section 2. 
Multiple motifs
The pseudo code of the AISMOTIF given in section 2.2.3 assumes one occurrence per sequence (oops). Therefore it considers multiple occurrence of a motif in the same sequence as different motif instances and this result in the identification of same motif many times. A simple modification of the basic AISMOTIF can dealt with this problem. Add a subsequence to the associated list of an already stored subsequence if its match score is greater than or equal to the user defined minimum match threshold, instead of storing it as a separate entry in immune memory MT.
Identification of motifs from both strands of DNA
A good motif discovery algorithm has to identify motifs which may present in either strand of the DNA double helix. This can be done by modifying the create antibody and create antigen step of AISMOTIF algorithm by storing the reverse complement of the subsequences along with the subsequence.
Variable length motifs
Motif length is one of the inputs of AISMOTIF. In order to get motifs of different lengths, modify the algorithm by adding an outer for loop whose control variable changes from minimum length to maximum length.
Search for known motifs
The algorithm can be modified for finding known motifs (clinically identified motifs), by creating the initial antibody set with the known motifs.
Results
The AISMOTIF algorithm has been implemented in Perl and its performance is evaluated with benchmark dataset [6] available at Norwegian University of Science and Technology website (http://tare.medisin.ntnu.no/). Since AISMOTIF identifies many motifs simultaneously, the composite motif benchmark assessment tool provided in the website is selected to compare the performance of AISMOTIF with the existing composite motif discovery algorithms. In order to evaluate the performance of AISMOTIF, all the three datasets (TRANSCompel, Liver and Muscle) are applied to the AISMOTIF algorithm and the generated outputs are uploaded to the database of the benchmark assessment tool. The web service provided various assessment statistics like nucleotide correlation coefficient (nCC), sensitivity (Sn), specificity (Sp), average site performance (ASP), performance coefficient (PC) and positive predictive value (PPV). The performance of the AISMOTIF is compared with the performance of eight composite motif discovery tools namely CMA [37] , ModuleSearcher [38] , Stubb [39] , MSCAN [40] , MCAST [41] , Cister [42] , Cluster-Buster [43] and CisModule [44] .
TRANSCompel dataset
It is a collection of 10 datasets -AP1-Ets, AP1-NFAT, AP1-NFkappaB, CEBP-NFkappaB, Ebox-Ets, Ets-AML, IRF-NFkappaB, NFkappaB-HMGIY, PU1-IRF and Sp1-Ets. AISMOTIF could identify many occurrences of the motifs known to be present in these datasets under the assumption of one occurrence per sequence. The number of motifs identified by AISMOTIF from these datasets is 175, 168, 244, 187, 334, 270, 254, 224, 368 and 221 respectively. The performance comparison of AISMOTIF with other motif discovery tools on TRANSCompel dataset is given in table 1. The size of the datasets and the time taken by AISMOTIF (on a PC with T7200 processor with 2GHz speed and 1 GB RAM) for motif length =12 are given in table 4. The longest sequence in each of the dataset is 1000bp. It is found that the time taken by the AISMOTIF to generate the top motifs is quite reasonable compared to other enumerative algorithms due to the immune system based pruning. The running time of AISMOTIF could not be compared with other motif discovery tools because none of the tools are generating these many motifs simultaneously. 
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Conclusion
In this paper, an artificial immune system based pattern discovery algorithm for finding regulatory motifs from promoter sequences of a set of co-expressed genes have been proposed and demonstrated. The major advantage of this algorithm is its ability to generate all possible motifs in the input sequences simultaneously. It does not need any complicated parameter settings like other existing algorithms since the only inputs to this algorithm are the input promoter sequences and the length of motif. It also does not need any kind of background model and any knowledge of background distribution of nucleotides and the species. A new weighted match score and an information score independent of any background probability have also been proposed. Since there is no chance of local optimum and the proposed AIS based enumeration is not so time consuming, AISMOTIF is a good choice for de novo motif discovery.
