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I. INTRODUCTION
The global financial crisis and its aftermath saw boom-bust cycles in cross-border capital flows of unprecedented magnitude, rekindling debates on whether-and how-to deal with these flows. Traditionally, emerging market economies (EMEs) were counseled not to impede capital flows, but to pursue exchange rate flexibility and prudent fiscal policy in the face of large inflows. 1 In recent years, however, there has been growing recognition that EMEs might usefully take a more proactive stance-deploying a range of policy tools including prudential measures and capital controls-to better manage capital inflows, on grounds that doing so may leave the economy less susceptible to crisis when the flows eventually recede or reverse (Ostry et al., 2010 (Ostry et al., , 2011 IMF, 2012) . But do they do so in practice? That is the question we investigate in this paper.
Policy makers in EMEs have potentially five tools to manage capital flows and mitigate any untoward consequences: monetary (interest rate) policy; fiscal policy; exchange rate policy; prudential measures; and capital controls. In deploying these tools, there is a logical reasoning (or "natural mapping") between instruments and risks (Blanchard et al., 2014) . Thus, monetary and fiscal policies can help to address the inflation and economic overheating concerns raised by capital inflows; when the currency is not undervalued, foreign exchange (FX) intervention can be used to limit currency appreciation that threatens competitiveness; and prudential measures can be applied to curb excessive credit growth and related financial-stability risks. Capital inflow controls, if applied sufficiently broadly, can buttress these other policies by limiting the volume of capital inflows in the first place, or more targeted controls can be used to address balance sheet vulnerabilities such as currency and maturity mismatches. Countries with controls on capital outflows can also relax these restrictions to lower the volume of net flows, thus reducing overheating and currency appreciation pressures.
Despite this logic, there is surprisingly little formal evidence that EMEs actually respond this way-or indeed, that they respond at all. For instance, though not explicitly looking at capital flows, Eichengreen and Rose (2014) and Fernandez et al. (2015) claim that capital controls tend to be highly persistent, and do not vary in response to economic and financial cycles. Végh and Vuletin (2012) and McGettigan et al. (2013) show that monetary policy in many EMEs tends to be procyclical relative to output, while Talvi and Végh (2005) , Kaminsky et al. (2005) and Ilzetzki and Végh (2008) note that fiscal policy in emerging markets is also highly procyclical. Given that capital inflows to EMEs are typically expansionary, this implies that policy is either not responding to them, or doing so in a perverse direction. 2 There are several reasons why the literature to date may have been unable to identify a systematic policy response by EMEs to capital flows. First, existing studies generally confine their analysis to a single policy instrument (monetary, fiscal, or capital controls) . It is quite plausible, however, that political or structural constraints prevent the use of specific instruments in some EMEs, so a more general statement about whether policies respond to capital flows cannot be made by looking at one instrument alone. Second, most studies are based on broad and heterogeneous samples of countries (co-mingling middle-income EMEs with high-income advanced economies or low-income developing countries), and spanning long periods of time. Yet, the challenges that capital flows pose to EMEs are often quite different from those they pose to advanced or developing economies. Moreover, it is only in recent years that most EMEs have liberalized their capital account sufficiently that large flows can pose macroeconomic and financial-stability risks that necessitate a policy response. Third, much of the evidence is based on annual data, but policy may move in offsetting directions within the year in response to changes in capital flows-thus obscuring the response in the data. For studies analyzing capital controls, an additional concern is that they use slow-moving indices reflecting the presence of restrictions rather than the cyclical variations in the intensity of restrictions. This is a crucial distinction since most responses to capital flows involve increasing or decreasing the intensity of existing measures, rather than imposing new restrictions or eliminating them entirely. Indices based on the presence of restrictions may thus fail to adequately capture the response of EMEs to capital flows.
In this paper, we address these issues by examining systematically how EME policy makers respond to capital inflows across the whole gamut of instruments-monetary policy, fiscal policy, exchange rate policy, prudential measures, and capital controls (on both inflows and outflows)-that are potentially available. For our analysis, we use quarterly data for a sample of about 50 EMEs over 2005-13-a period when capital flows to EMEs have been particularly volatile, and the debate on how to manage them has been especially vigorous in both policy and academic circles. In addition, to examine the response of capital controls and prudential policies, we combine existing and novel databases to compile change-based measures that better capture the higher frequency intensification and relaxation of policies.
Going beyond existing studies, we also examine whether the policy response differs across the type of capital flows-that is, net vs. "gross" (asset and liability) flows; and within net flows, across foreign direct investment (FDI), portfolio, and other investment flows-and whether there is a broad alignment between the choice of policy instrument and the nature of the risk posed by flows, as implied by the natural mapping discussed above. Moreover, we examine whether the policy response is broader (in the sense of multiple instruments being deployed) when inflows surge-presumably because of greater macroeconomic and financial-stability risks-than under more normal flows. 3 Our findings show that EMEs do respond to capital inflows using a combination of policy instruments-both macroeconomic tools and less orthodox measures. In the face of net capital inflows, central banks raise policy interest rates to address inflation and overheating concerns; controlling for these, they tend to lower interest rates to reduce currency appreciation pressures. Most central banks also intervene heavily, on average buying some 30-40 percent of capital inflows. Fiscal policy, however, is nearly always neutral or procyclical, with almost no evidence of tightening in the face of capital inflows. Some EMEs tighten (non-discriminatory) prudential measures, as well as capital controls (including currency-based prudential measures that affect capital inflows); those with relatively closed capital accounts also relax outflow restrictions to reduce net inflow pressures.
The policy response differs according to the type of capital flows. The policy rate, for instance, responds more to liability (nonresident) flows than to asset (domestic resident) flows, and among the various types of flows, more to FDI than to other types of flows (perhaps because FDI inflows tend to be more expansionary; Blanchard et al. 2015 Blanchard et al. , 2016 Ghosh and Qureshi, 2016a) . Similarly, central banks intervene more in the face of portfolio inflows as compared to other flows. In general, EMEs use prudential measures and inflow controls in the face of riskier forms of inflows, with some correspondence between the type of measure and the type of flow. Thus, macroprudential tools (such as reserve requirements; loan-to-value and debt-to-income ratios), controls on bond inflows, and currency-based prudential measures respond more to portfolio and other investment flows than to FDI. This policy response makes intuitive sense inasmuch as these types of flows are more prone to generating financial-stability concerns (Ghosh and Qureshi, 2016a) .
Overall, policies are more likely to respond (and a larger number of tools deployed) during inflow surges than in more normal times. Moreover, there is some correspondence between the "natural mapping" and the actual use of policy instruments-thus, we find that central banks are more likely to intervene when the real exchange rate is appreciating; more likely to tighten monetary policy when the economy is overheating; and more likely to use macroprudential tools when financial-stability concerns dominate. Inflow controls are more likely to be used when policy makers are contending with multiple imbalances-specifically, when the currency is appreciating and there are financial-stability concerns.
The rest of the paper is organized as follows. Section II introduces the data, and provides some stylized facts on policy response to capital flows in our sample of countries. Section III examines empirically how macroeconomic (monetary, fiscal, and exchange rate) policies respond to capital inflows, while Section IV turns to the less orthodox part of the toolkitprudential measures and capital controls-to see whether these instruments are used systematically in the face of inflows. Section V presents observations on whether, consistent with the natural mapping, there is a broad correspondence between the choice of the policy tool and the risks posed by capital inflows. Section VI looks more specifically at policy responses in the face of inflow surges. Section VII concludes.
II. DATA AND STYLIZED FACTS
We examine the policy response of emerging markets to capital inflows by compiling quarterly data for a sample of 51 EMEs over 2005-2013 from multiple sources. 4 For macroeconomic variables, we obtain most of our data from the IMF's International Financial Statistics and World Economic Outlook databases. For macroprudential measures and capital controls, getting relevant data is however a less straightforward process as these tend to be administrative measures that are neither easily quantifiable nor comparable across countries. Most available indices are thus rather crude-indicating the presence of restrictions, not their intensity-and typically failing to pick up the cyclical variations (tightening or easing) in the intensity of measures (e.g., Chinn and Ito, 2006; Schindler, 2009; Ostry et al., 2012; Cerutti et al., 2015) .
To capture variations in the intensity of prudential and capital control measures, we compile data on changes in these measures to indicate whether the measures have been tightened or eased. For macroprudential measures, we rely on Akinci and Olmstead-Rumsey (2015) who provide information on changes in seven different types of measures-countercyclical capital requirements; dynamic loan loss provisioning; caps on loan-to-value (LTV) and debt-toincome (DTI) ratios; and limits on credit growth and consumer loans-for 27 EMEs in our sample. Using this information, we construct binary variables that indicate the tightening of individual policies (with +1 coded as tightening, and zero otherwise), as well as an overall measure that reflects the tightening of any type of macroprudential policy.
In addition to the binary variables, we also use a continuous measure of legal reserve requirements (RRs) on local currency liabilities, developed by Federico et al. (2014) . This measure is available (at quarterly frequency) for 35 EMEs in our sample, and being directly quantifiable, has the advantage of capturing the intensity of macroprudential policy across countries, as well as the extent of any changes to it. 5 For capital controls, we use quarterly data compiled by Ahmed et al. (2015) , which records changes in (residency-based) capital inflow controls along with changes in foreign currency- 4 EMEs are identified as countries included currently (or until recently) in the IMF's Vulnerability Exercise for Emerging Markets. Sample composition varies across estimations depending on data availability (see appendix, Tables A.1 and A.2 for details). The estimation results presented below, however, remain very similar if a consistent (but smaller) sample of countries for which data is available on all policy measures is used. 5 While the earlier conception of RRs was that of a monetary policy tool, in recent years they have been used increasingly from a macroprudential perspective as well (Cordella et al., 2014) . related prudential measures that may act like inflow controls. 6 Although this data is available for only 17 EMEs in our sample, these countries are the major recipients of capital inflows (collectively receiving over 65 percent of total flows to EMEs). Using this data, we create binary measures indicating the tightening of controls on different types of flows such as equity, bond, and bank flows (with a tightening coded as +1, and zero otherwise), and an overall binary measure to indicate whether any type of capital control was tightened.
We create similar measures for capital outflow controls-documenting changes in restrictions pertaining to equity, bond, and bank outflow in the same set of 17 EMEs-using information from the IMF's Annual Report on Exchange Arrangements and Exchange Restrictions (AREAER). However, instead of recording the tightening of restrictions, we focus on their relaxation as policy makers are likely to lower the barriers to outflows when confronted by an inflow surge. Thus, we create binary measures of the easing of controls on different types of outflows (with easing coded as +1, and zero otherwise), and an overall binary measure to indicate whether any type of capital control was relaxed over 2005-13.
A. Capital Flows and Responses
A first look at our data suggests that capital flows to EMEs have been quite volatile over the sample period ( Figure 1[a] ). Net flows to EMEs more than doubled from USD 73 billion in 2005Q1 to about USD 180 billion in 2007Q2, before reversing sharply in 2008Q4 when these countries collectively experienced net capital outflows of some USD 185 billion. Inflows rebounded quickly after the global financial crisis on the back of accommodative monetary policies in advanced countries, rising to USD 260 billion in 2011Q2, but fell again sharply only two quarters later after the sovereign debt downgrade of the United States and the accompanying increase in global risk aversion. Swings in capital flows to EMEs have continued since then as global and domestic economic conditions have evolved, but the volatility seems to be the most pronounced for other investment flows, followed by portfolio flows, while FDI flows have remained relatively stable ( Figure 1[b] ).
Emerging market central banks have not been indifferent to this volatility in capital flows. FX intervention-defined here as a change in foreign reserve assets (excluding valuation changes) scaled by GDP-follows the ebbs and flows of capital, with a strong correspondence between reserve accumulation and net flows (Figure 2[a] ). For the policy interest rate, the pattern is less clear, with the raw correlation between net capital flows to EMEs and the average policy rate suggesting some counter-cyclicality (that is, the policy rate increases during periods of inflows and decreases during reversals), but that is statistically insignificant. Fiscal policy-proxied by the (cyclical component of) real government consumption expenditure following existing studies (e.g., Kaminsky et al., 2005; Ilzetzki and Végh, 2008; Frankel, Végh, and Vulletin, 2013 )-shows no discernible relationship with net capital flows, with the unconditional correlation between the two series being slightly negative but statistically insignificant (Figure 2[b] ).
Turning to the less orthodox part of the policy toolkit, a simple snapshot of changes in macroprudential policies suggests that both the number of countries tightening policies, as well as the total number of measures that are tightened (net of easing) across countries is positively correlated with net capital flows ( Figure 3[a] ). Thus, countries tighten prudential policies as inflows surge, and relax them when flows abate or reverse. Importantly, this correlation appears to have become more pronounced since the global financial crisis, indicating increased reliance on prudential policies by EMEs in recent years to mitigate the financial-stability risks associated with inflows (see appendix; Table A .3) . A similar picture emerges when reserve requirements are considered: the number of countries raising RRs, and the average RR across countries, track closely swings in net capital flows ( Figure 3[b] ).
The use of capital controls and currency-based prudential measures across EMEs has not been very uncommon either: the tightening (net of easing) of such measures corresponds closely with the capital flows received by EMEs ( Figure 3[a] ). Looking across countries, 11 (of the 17 countries in the sample) tightened inflow controls and related measures over the sample period (Table A. 4) . Brazil has perhaps been the most active country in terms of calibrating its controls to inflows, but other countries such as Indonesia, Korea, and Turkey have also tightened restrictions on inflows in recent years, especially on cross-border bank flows. Among the different types of asset categories, restrictions targeting bank flows (directly, or indirectly through currency-based prudential measures) are the most common, followed by those on bond flows-suggesting that the motive for these controls may have been mainly to mitigate financial-stability risks.
Looking at (the easing of) outflow controls, the picture is quite similar: both the number of countries relaxing restrictions, and the total number of measures eased (net of measures tightened) corresponds to capital inflows ( Figure 3[b] ). It is, however, important to note that the countries relaxing restrictions on outflows in the face of net capital inflows are those with partially liberalized capital accounts (e.g., India and South Africa). For EMEs with largely open capital accounts (such as Mexico and Romania), the policy option of further relaxing outflow controls may not be available.
In sum, the initial snapshots presented here support the notion that EME policy makers do react to capital flows. In what follows, we examine formally through regression analysis how macroeconomic (monetary, fiscal, exchange rate), macroprudential, and capital control policies respond to flows, and to what extent that response depends on the type of inflow.
III. MACROECONOMIC POLICY RESPONSE

A. Response to Net Capital Flows
We begin by analyzing the response of exchange rate, monetary, and fiscal policies to aggregate net capital flows in EMEs, and estimate the following equation:
where Y represents the macroeconomic policy response (FX intervention, central bank policy rate, or real government consumption expenditure) in country i in period t; KF is net capital flows (in percent of GDP); Z are the global factors (such as global market uncertainty proxied by the VIX index, commodity prices, U.S. real interest rates) that may influence the policy response of EMEs through channels other than capital flows; X reflects relevant domestic control variables (such as the output gap, inflation, currency appreciation, etc.); i are time-invariant country-specific effects; , , and  are the parameters to be estimated; and  and  are the constant and random error terms, respectively. To capture any seasonal effects in the policy response variables, we also include quarter-specific effects in (1), together with a binary variable for the global financial crisis to control for any extraordinary policy response during the crisis.
We estimate (1) using the ordinary least squares method, and cluster the standard errors at the country level to account for possible serial correlation in the error term. If policy makers in EMEs respond to capital flows to tame their consequences (e.g., overheating; currency appreciation), then the estimated  in (1) should be statistically significant and positive for FX intervention and the policy rate, but negative for government consumption expenditure (thereby indicating reserve accumulation, and counter-cyclical monetary and fiscal policies).
FX intervention
Estimating (1) for FX intervention, the results show that net capital inflows are strongly associated with reserve accumulation (Table 1, col. [1] ). On average, EME central banks purchase some 40 percent of the inflow, but there is significant variation across individual countries (Table A.5). 7 Asian central banks generally intervene heavily, as do some central banks in emerging Europe (notably, Czech Republic, Hungary, and Russia). Among the major Latin American countries in the sample, Mexico appears to undertake the least intervention, while Brazil and Peru intervene more heavily. Across other regions, South Africa allows the exchange rate to respond more freely to capital flows, while Jordan and Morocco intervene substantially. These findings resonate with existing surveys of emerging market central banks, which document that most intervene frequently in currency markets to stabilize the exchange rate (Mihaljek, 2005; Mohanty and Berger, 2013) .
Beyond the effect of capital flows, higher commodity prices are, on average, associated with sales of reserves-presumably as the central bank tries to offset the effects of the terms of trade shock (since most EMEs in our sample are commodity importers). In addition, the coefficient on the dummy variable for the global financial crisis (GFC) is negative, indicating that EME central banks sold reserves during the crisis in the face of fleeing capital and depreciation pressures. (In general, if the data is segmented into net capital inflow and outflow observations, we obtain a larger coefficient for outflow episodes relative to inflows, suggesting a stronger response during outflows; A potential concern with these estimates is that capital flows may be responding to FX intervention, in which case the estimated coefficient would be subject to endogeneity bias (with the bias going in favor of finding a spurious positive coefficient). To address this concern, we follow recent literature (e.g., Blanchard et al., 2015; Ghosh and Qureshi, 2016a) , and apply the two-stage least squares instrumental variable methodology-instrumenting net capital flows with net flows to other EMEs in the region (in percent of regional GDP). This, however, makes little difference to the results: the coefficient for net capital flows in the FX intervention regression remains positive and statistically significant-suggesting that, on average, EME central banks purchase some 30 percent of the inflow ( 
Policy interest rate
Turning to the central bank policy rate, the regression results show that capital inflows tend to elicit higher policy rates in EMEs, with the effect statistically significant at the 5 percent level (Table 1 , col. [3] ). An increase in net flows by 10 percent of GDP, on average, raises the policy rate by 10 basis points. Inasmuch as inflows are usually expansionary and inflationary, this implies that the policy rate is typically used counter-cyclically, as an inflation-targeting framework would imply. Yet looking at (selected) individual country policy response functions, it is apparent that many of the estimated coefficients are negative but statistically insignificant (though all of the statistically significant coefficients are positive; Table A .6 ). This diversity is not surprising: where the inflows are not especially expansionary, or if inflation is not a concern, the policy rate need not be raised (and may be lowered to reduce the incentive for capital to flow into the country). Segmenting the sample into net inflow versus outflow episodes shows that the policy rate responds systematically (with a positive coefficient) to inflows but not to outflows (Table 2, cols. [3] - [4] ).
Whatever impact capital flows have on the policy interest rate comes through the behavior of inflation, the output gap, or the real exchange rate. In Table 1 (col. [4] ), we augment the specification with these three variables, and find that policy rates are raised in response to higher inflation or a larger output gap (i.e., GDP above potential), but tend to be lowered in response to real exchange rate appreciation (the latter effect being marginally statistically insignificant in the full sample). Adding these variables renders the coefficient on capital flows utterly insignificant in the panel specification, as well as in the vast majority of individual country regressions (Table A.7) . Thus, with capital inflows generally being expansionary, the central bank tightens monetary policy to offset overheating of the economy; given inflation and the output gap, however, the central bank tends to lower the policy rate in the face of real exchange rate appreciation.
Among other factors, the policy rate responds positively to higher commodity prices and to US interest rates, but also exhibits a high degree of persistence (reflected by the estimated coefficient of the lagged policy rate term). 8 Including a dummy variable for the GFC shows that, controlling for other factors, policy rates were on average lowered during the crisis. Addressing potential endogeneity concerns, and instrumenting capital flows with net flows to other EMEs in the region implies an increase in the policy rate by about 30 basis points for a 10 percent of GDP increase in net capital flows (col. [5] ). Like the estimates reported in col. [4] , the effect becomes much smaller and loses statistical significance when output gap, inflation, and change in real exchange rate are included in the model (col. [6] ).
Fiscal policy
The results suggest that EME central banks respond to capital flows through both exchange rate and monetary policies (the latter depending on the cyclical position of the economy). The same, however, does not hold for fiscal policy: estimates reported in Table 1 show that net capital flows are in fact positively associated with real government consumption spending (col. [7] )-fiscal policy is thus procyclical in the face of capital inflows. Controlling for output gap and real exchange rate in col. (8) , however, renders the coefficient on net capital flows statistically insignificant, implying that much of the procyclicality in government consumption spending is a response to the expansion in output associated with capital flows. This remains true even after instrumenting for net capital flows with total net flows to other EMEs in the region, and we find no evidence of systematic tightening in fiscal policy in response to capital flows (cols.
[9]-[10]).
9
Splitting the sample into positive and negative net flows renders further support for procyclical behavior of fiscal policy: the coefficient on net flows is positive for inflow episodes, but negative (albeit statistically insignificant) for outflow episodes (Table 2, cols.
[5]- [6] ). Looking at individual countries, fiscal policy seems to be strongly countercyclical in Chile-though controlling for output gap, the association between net flows and real government consumption spending is positive in that case as well (Table A.8) . For most other countries, the coefficient on both net capital flows and output gap is statistically insignificant.
Although the orthodox policy prescription in the face of capital inflows is to tighten fiscal policy, the lack of fiscal response is hardly surprising considering that for most countries, fiscal levers take time to pull, budgets have their own cycle, and the process may be politically fraught.
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B. Response by Type of Flow
A growing body of literature shows that the properties of capital flows may differ based on the residency of the investor (domestic resident vs. nonresident), and the type of flow (FDI, portfolio, other investment). Foreign investors, for example, may be more fickle than domestic investors (Ghosh et al., 2014) ; equity flows may be more expansionary than debt flows (e.g., Blanchard et al., 2015) ; while debt flows may be more prone to generating currency overvaluation and financial vulnerability concerns than equity flows (Ghosh and Qureshi, 2016a) . Does the macroeconomic policy response take into account these different consequences of flows, and vary by the type of flow?
Breaking down the net capital flow variable in (1) into asset (i.e., resident-driven) flows and liability (i.e., nonresident-driven) flows, the response in terms of FX intervention seems to be symmetric to both-with the central bank, on average, purchasing some 40 percent of the inflow regardless of its source (Table 3 , col. [1] ). Looking at FDI, portfolio and other investment flows, central banks appear to intervene in the face of all types of flows-but they intervene most heavily for portfolio flows, followed by other investment flows (col.
[2]). These findings make intuitive sense since, as documented in recent literature, both asset and liability flows are about equally likely to induce a currency overvaluation, while debt flows are the most prone to causing currency overvaluation.
In contrast to exchange rate and monetary policies, fiscal policy appears to be more procyclical. The coefficient on both asset and liability flows is positive and statistically significant (Table 3 , col. [7] ); though it turns insignificant when output gap is included in the specification (col. [8] ). Similar results are obtained when we consider the different types of flows, with government spending being positively associated with portfolio and other investment flows, but not with FDI flows (cols.
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IV. UNORTHODOX MEASURES
The results presented above suggest that policy makers indeed use macroeconomic policies-especially, monetary and exchange rate policies-systematically to respond to capital flows. But what about the less orthodox part of the policy toolkit, i.e., macroprudential measures and capital controls? To analyze the response of these policies to capital flows, we estimate the following probit model:
where Policy change is a binary variable with one indicating tightening of prudential measures and capital inflow controls, and relaxation of outflow controls, in successive estimations. The definition of all other variables remains the same as above.
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A. Macroprudential Measures
Estimating (2) confirms that macroprudential policies are tightened when capital flows surge. Thus, against an unconditional tightening probability of 7.5 percent, a 10 percent of GDP increase in net capital flows raises the likelihood that macroprudential policy will be tightened by about 0.3 percentage points ( Table 4 ). The association with capital flows, however, varies across the measures-limits on DTI and LTV ratios, as well as RRs, react strongly to capital inflows (cols. [7]-[9] ), while the coefficient on other measures is positive but statistically insignificant (cols. [3] - [6] ). For reserve requirements, the regression estimates suggest that (controlling for the initial level of RR) a 10 percent of GDP increase in net flows in EMEs typically elicits a 0.1 percentage point increase in RRs.
These results are reinforced if we apply the instrumental variable approach to address potential endogeneity concerns, and as before, instrument net capital flows with net capital flows to other EMEs in the region (in percent of regional GDP). The coefficients on both the overall macroprudential policy measure and RRs increase in magnitude, and remain statistically significant (cols.
[2], [10] ). Inasmuch as the use of these measures is likely to deter inflows-leading to a spurious negative correlation-it makes intuitive sense that controlling for endogeneity would increase the estimated positive coefficients.
Among individual countries, capital flows generally elicit tightening of macroprudential policies, though the association is statistically significant only for Croatia, Indonesia, and Korea (Table A.9) . Similarly, RRs respond positively to capital inflows in most countries, but the coefficient is statistically significant for Brazil, Turkey, and Uruguay.
Looking at the various types of flows, the results reported in Table 5 show that policy makers respond to both asset and liability flows (although for the overall macroprudential indicator, only the response to liability flows is statistically significant; col. [1] ). The macroprudential response is, however, stronger for portfolio and other investment flows (which are mainly bank flows) as compared to FDI (cols [2] , [4] , [6] , and [8] ). Since, as mentioned above, portfolio and other investment flows tend to be the most prone to causing domestic credit booms and financial-stability risks, it is intuitive that policy makers would react more aggressively to them using macroprudential tools.
B. Capital Controls
Turning to capital controls, the results obtained from the probit model (where in addition to other variables, we control for institutional quality which is often considered to be an important determinant of capital controls) confirm that EMEs do respond to capital inflows by tightening inflow controls (Table 6 , col. [1] ).
14 Against an unconditional probability of 8 percent in the full sample, the predicted probability of tightening inflow controls increases by about 0.3 percentage points if net flows are 10 percentage points higher around the mean value (of 3.7 percent of GDP in the estimation sample). The result hold-in fact are strengthened-if we instrument net capital flows with net flows to the region to address potential endogneity concerns (which would tend to downward bias the coefficient on capital flows): the coefficient on capital flows almost doubles in magnitude and remains highly statistically significant (col. [2]).
Among individual countries that imposed or tightened inflow controls, the policy action is statistically significantly associated with net capital inflows in Brazil, India, Philippines, and Turkey (Table A. 10). Moreover, disaggregating by the type of flow, it is apparent that countries tighten controls in the face of portfolio and other investment inflows (Table 7) . This suggests that there may be a prudential motive behind tightening capital controls. There also appears to be some mapping between the tightening of specific types of controls (equity, bond, and financial-sector related), and the nature of the inflow (Table 7 , cols. [3] - [5] ). Bond controls thus respond strongly to net portfolio flows, while financial sector-related restrictions react to both portfolio and other investment liability flows.
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For outflow controls, results from the probit model suggest that the probability of relaxing restrictions is also higher when net flows surge; and this result is strengthened when we address endogeneity concerns by instrumenting for net capital flows (Table 6 , cols. [3] - [4] ). The likelihood of such an action is, however, greater in the face of liability flows, especially for other investment flows (Table 7 , cols. [6]-[10] ).
These results for capital controls are in contrast to the findings of other recent studies (Eichengreen and Rose, 2014; Fernandez et al., 2015) , who argue that capital controls are acyclical and do not respond to macroeconomic activity. There are several possible reasons why our results depart from theirs. First, as mentioned earlier, these studies use slow-moving capital account openness indices based on the presence of restrictions instead of measures reflecting changes in capital controls. While their indices may capture broad trends in liberalization, they are likely to overlook the finer, higher frequency variations in capital account restrictions (e.g., if the tax rate on inflows is increased from 10 percent to 20 percent, the change will not be reflected in the indices they use; by contrast, the increase would be captured in our change-based measures). Second, we consider residency-based capital controls together with currency-based prudential measures; both are likely to deter capital flows, and EMEs have been increasingly relying on the latter to mitigate financial-stability risks associated with capital inflows (Ostry et al., 2012; Ghosh and Qureshi, 2016b) . Third, existing studies analyze the behavior of capital controls against several macroeconomic indicators (such as real GDP growth, exchange rate, domestic credit growth, etc.), while we look at their link with capital flows directly. (Macroeconomic indicators may move independently of capital flows-in which case there is no reason to use capital controls.) Finally, in contrast to other studies, we consider a more recent time period in our analysis when cross-border capital flows have been particularly volatile necessitating a policy response, and focus on a more homogeneous sample of (emerging market) countries for which capital flow volatility has been particularly challenging. (Advanced economies are in any case generally prohibited from imposing capital controls and prudential measures that may act as capital controls by virtue of their OECD/EU membership.)
The overall existence of capital controls may be persistent, but our findings suggest that, along with exchange rate and monetary policies, several major emerging markets have varied the intensity of capital controls and currency-based prudential measures to deal with capital inflows-especially, those flows that are prone to creating financial-stability risks.
V. NATURAL MAPPING
Evidently, emerging market policy makers do respond to capital inflows through various tools. The "natural mapping" discussed earlier, however, suggests that the choice of instrument should depend on the macroeconomic challenge or financial-stability risk posed by the inflow. Thus, monetary policy should be tightened in the face of inflation and economic overheating concerns; FX intervention should be used to stem currency appreciation; macroprudential measures to curb credit growth; and inflow controls (or relaxation of outflow controls) to buttress these other policies by limiting the volume of inflows or to target specific risky flows. To see if this is indeed the case, this section presents some stylized facts to illustrate the extent to which policy makers follow this mapping.
We begin with FX intervention. From Figure 5 [a], when FX intervention is used (i.e., reserves are accumulated), the real exchange rate is appreciating by an average of 3 percent per year, as opposed to depreciating by an average of about 2 percent per year when intervention is not used-implying a (statistically significant) 5 percentage point difference in real appreciation between times that intervention is used and when it is not.
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This may be contrasted to monetary policy, which is also used in the face of capital inflows, but the real appreciation when monetary policy rate is tightened does not differ significantly from the appreciation when monetary policy is not used. While the real exchange rate is appreciating when macroprudential measures are used, the differential is smaller (about 2 percentage points) and weakly statistically significant. By contrast, the real appreciation when inflow controls are deployed is 6 percent per year compared to 1 percent per year when controls are not used, and this differential is strongly significant. This suggests that, consistent with the natural mapping, FX intervention is the instrument of choice in the face of real currency appreciation-buttressed by the use of inflow controls for especially large appreciation.
What matters for the use of monetary policy is the output gap, which is significantly larger when monetary policy is tightened compared to periods in which monetary policy is not ( Figure 5[b] ). Also relevant to the use of monetary policy is the rate of domestic credit growth, which is significantly faster in periods when monetary policy is tightened than when it is not. The output gap seems to be largely irrelevant to the decision to deploy other instruments (for FX intervention, the differential is statistically significant at the 10 percent level but very small in magnitude). Thus, as the natural mapping would imply, policy makers choose to tighten monetary policy in the face of economic overheating concerns (positive output gap, and rapid credit growth that may be fueling inflationary concerns).
Macroprudential measures (including increases in reserve requirements) are typically deployed in the face of rapid credit growth, with the difference in credit growth between periods in which prudential measures are used and periods in which they are not, is statistically significant (and somewhat larger than the differential for monetary tightening; Figure 5 [c]). To a lesser degree, macroprudential measures are used in the face of currency appreciation, though as noted above, the difference in the rate of appreciation is smaller than the difference relevant to the use of FX intervention.
Comparing periods in which inflow controls are tightened to those in which they are not, shows that the former are characterized by (statistically significantly) faster credit growth and currency appreciation, but not a larger output gap ( Figure 5[d] ). In fact, on average, REER appreciation is 5 percentage points greater when both inflow controls and FX intervention are used, as compared to when FX intervention is used alone; similarly, credit expansion is about 2 percentage points faster when both inflow controls and macroprudential measures are tightened, than when the latter are deployed alone. Moreover, in virtually all of the cases in the sample, inflow controls are used with at least one other instrument. These observations suggest that capital controls are deployed when countries are contending with multiple, and increased, risks that threaten financial and macroeconomic stability.
Finally, for outflow controls, Figure 5 [e] shows that in cases where they are used, output gap and currency appreciation are higher than when they are not used, but the difference between the two groups is statistically insignificant. Overall, as shown in Figure 5 [f], multiple instruments are deployed when multiple risks emerge. These suggestive observations are confirmed when we estimate formal probit models for the use of policy instruments considering macroeconomic and financial-stability risks (credit growth, output gap, currency appreciation) together as regressors, while controlling for common global factors, country-specific effects, and quarter effects (Table 8) . Thus, central banks are significantly more likely to intervene when the currency is appreciating (col. [1] ); raise policy rates when the economy is overheating (col. [2]); and tighten macroprudential measures when domestic credit is expanding rapidly (cols. [3] ). Inflow controls are especially likely to be used in the presence of competitiveness and financial-stability concerns, while outflow controls are used to ease currency appreciation pressures (cols. [4] - [5] ).
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These findings lend support to the natural mapping: currency appreciation is what is most relevant to the decision to use FX intervention; the output gap for monetary policy; credit growth for macroprudential measures; and multiple risks for the use of capital controls. 17 It is worth nothing that any potential endogeneity would go against finding statistically significant coefficients since FX intervention (reserve accumulation) would tend depreciate the exchange rate, higher policy rates would tend to dampen the output gap, macroprudential measures would tend to curb credit growth, and capital controls would tend to reduce all of these-thus, biasing the corresponding coefficients in the probit model toward zero. Any effects identified are thus despite-rather than because of-any endogeneity.
VI. RESPONDING TO INFLOW SURGES
While EME policy makers respond to inflows, they do not of course adjust policies in response to every tiny wriggle in the volume of flows; instead, they are more likely to respond to large increases in flows-i.e., to surges. In this section, we round out the analysis by examining policy responses during surge episodes.
To identify inflow surge observations, we follow the "threshold" methodology commonly adopted in the literature (e.g., Reinhart and Reinhart, 2009; Ghosh et al., 2014) , and define surges as those net capital flow (in percent of GDP) observations that lie in the country's top 30 th percentile of the distribution of quarterly net flows. To identify normal flow cases, we first identify large outflow observations in a symmetric way as those that fall in the bottom 30 th percentile of the distribution of quarterly net flows (in percent of GDP), and then consider all remaining observations as normal flows.
Based on our definition, we identify almost 700 surge observations occurring in 53 countries during 2005Q1-2013Q4. 18 Of these observations, we have data available on all four policy measures-the policy rate, FX intervention, tightening of macroprudential measures, and capital controls-for 223 surges, occurring in Brazil, Chile, Colombia, Hungary, India, Indonesia, Korea, Malaysia, Mexico, Philippines, Poland, Romania, South Africa, Thailand, and Turkey. Correspondingly, out of a total of 674 normal flow observations, we have data available on all policy measures for 201 observations. The final data set for this section of the paper thus consists of 223 surge observations and 201 normal flow observations. During the 223 surges, FX intervention is nearly always used-even though many of the central banks are inflation-targeters ( Figure 4[a] ). While emerging market central banks also intervene in the face of more normal flows, the percentage of surge observations in which they intervene (92 percent) is statistically significantly greater than the percentage of nonsurge observations in which they intervene (75 percent).
Monetary tightening is the second most common tool, occurring in about 32 percent of surges, though this is not significantly greater than the 29 percent probability of tightening in non-surge cases. Monetary loosening, however, is statistically significantly less likely during surges than in normal times. Consistent with the results reported in Table 2 , the key distinguishing feature between instances when the policy rate is raised or lowered is the output gap, which is almost two percentage points smaller in the latter case.
Macroprudential policies (including reserve requirements) are the next most popular tool, tightened in about 16 percent of surges, followed by inflow controls that are tightened in 11 percent of cases, while outflow controls are relaxed in some 10 percent of surges. Of these, only the use of inflow controls is statistically significantly more likely during surges than during times of normal flows. This is unsurprising inasmuch as macroprudential tools may be used in the face of domestically-driven credit booms, as well as in foreign-fueled booms.
Not only is the use of individual tools more likely in surges, so is the use of combinations of policy tools (presumably because surges result in multiple risks; Table A.12). Thus, the share of observations in which only one policy instrument is used is smaller for surges (49 percent) than it is for normal flows (51 percent). By contrast, two instruments (FX intervention, and usually-but not always-the policy interest rate) are used in 35 percent of surges relative to 27 percent of normal flow cases (a statistically significant difference), while three or more instruments are deployed in 13 percent of surges but in only 7 percent of normal flow observations (also a statistically significant difference).
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This "portfolio" approach of using multiple policy instruments makes intuitive sense when policy makers face multiple challenges from capital flows and therefore have several targets, there are (possibly convex) costs associated with the use of each instrument, and there is uncertainty about the effects of the instrument on the intended target.
VII. CONCLUSION
Policy advice to emerging markets on capital flow management has evolved over the years, with growing recognition that both macroeconomic and less orthodox policies may play a useful role in mitigating the risks associated with capital flows. This paper takes a positive stance and examines how EME policy makers respond to capital flows in practice, and the extent to which they use the various policy tools (monetary and fiscal policy; FX intervention; macroprudential measures, and capital controls) at their disposal.
Our results suggest that EME policy makers typically respond through a combination of instruments to deal with capital flows. Central banks use the policy interest rate to address inflation and overheating concerns, and to a lesser degree, to reduce currency appreciation pressures. They also intervene heavily in the face of capital inflows, but tend to react more to portfolio inflows as compared to other types of flows. Although the orthodox policy prescription in the face of capital inflows is to tighten fiscal policy, we find that it is the leastused instrument in practice with no strong evidence that EMEs systematically tighten it in response to large capital flows.
Beyond macroeconomic policies, EMEs tighten non-discriminatory macroprudential measures, as well as residency and currency-based measures that affect capital inflows, while countries with relatively closed capital accounts tend to relax restrictions on capital outflows. In general, the response is stronger to riskier forms of inflows, with some mapping between the type of the measure and the nature of the inflow. Thus, macroprudential measures, inflow controls, and currency-based prudential measures react more to portfolio flows and other investment liability (predominantly cross-border bank) flows.
There is some correspondence between the tool deployed and the nature of the risk-thus, central banks intervene when the real exchange rate is appreciating, tighten monetary policy when the economy is overheating, and use macroprudential tools when financial-stability concerns dominate, while inflow controls are typically used in the face of multiple and heightened risks. Not surprisingly, the results are even sharper in the face of inflow surges. Both the use of individual instruments and the use of combinations of policies are more likely during inflow surges than during periods of more normal flows.
Nevertheless, there are important differences in the policy behavior across countries even in similar macroeconomic circumstances, which suggests that structural, and perhaps political considerations may be at play in shaping the specific policy response. Moreover, a relevant and important question is whether the active policy management pursued by EMEs has contributed to fewer financial crises in recent years, despite the greater volatility in capital flows. We leave these issues for future research. , and net capital flow/GDP (in percent) for the cases when policy instruments are used, and when they are not used. Sample comprises those observations for which information on all policy instruments is available. *, **, and *** indicate that the difference between the two group means is statistically significant at the 10, 5, and 1 percent levels, respectively. [6] , cyclical co mpo nent o f real go vernment co nsumptio n spending (in percent o f trend) in co ls. [7]-[10] . FE is estimatio n with OLS metho d including co untryfixed effects. IV is instrumental variable-two stage least squares appro ach with net financial flo ws to the regio n (in percent o f regio nal GDP ) used as instrument fo r net capital flo ws (in percent o f GDP ). Glo bal market vo latility is lo g o f VIX index. Co mmo dity prices are in lo gs. US interest rate is inflatio n-adjusted 3-mo nth T-bill rate. GFC is a binary variable (=1) fo r the glo bal financial crisis (2008Q4-2009Q1) . See A ppendix fo r the descriptio n o f o ther variables and data so urces. A ll regressio ns include a co nstant, co untry-fixed, and quarter effects. Clustered standard erro rs are repo rted in parentheses. ***, ** and * indicate statistical significance at the 1, 5 and 10 percent levels, respectively.
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Lagged dependent variable
Overall RR
No tes: In co ls. [1] - [8] , the dependent variable is a binary variable equal to o ne if macro prudential po licy is tightened, and zero o therwise. In co ls.
[9]-[10], the dependent variable is average reserve requirement o n lo cal currency liabilities. Overall indicates tightening o f any macro prudential po licy; CCR=co untercyclical capital requirements; LLP =dynamic lo an lo ss pro visio ning rules; DTI=debt-to -inco me ratio ; LTV=lo an-to -value ratio ; RR=average reserve requirement o n lo cal currency liabilities. Co ls.
[1]- [8] are estimated using a pro bit mo del. P seudo -R 2 is repo rted in co ls. [1] - [8] .
Initial RR is o ne-period lagged RR. FE is OLS estimatio n with co untry-fixed effects. IV is IV-2SLS estimatio n with net capital flo ws to the regio n (in percent o f regio nal GDP ) as instrument fo r net capital flo ws (in percent o f GDP ). A ll regressio ns include a co nstant. Clustered standard erro rs repo rted in parentheses. ***, ** and * indicate statistical significance at the 1, 5 and 10 percent levels, respectively.
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Overall
DTI LTV RR
No tes: In co ls. [1] - [6] , the dependent variable is a binary variable equal to o ne if macro prudential po licy is tightened, and zero o therwise. In co ls. [7] - [8] , the dependent variable is average RR o n lo cal currency liabilities. See Table 8 .6 fo r variable descriptio ns. Co ls.
[1]- [6] are estimated using a pro bit mo del and pseudo -R2 is repo rted. A ll regressio ns include a co nstant. Clustered standard erro rs are repo rted in parentheses. ***, ** and * indicate statistical significance at the 1, 5 and 10 percent levels, respectively. No te: Dependent variable is a binary variable equal to o ne fo r tightening o f inflo w co ntro ls in co ls.
[1]-[2] and fo r relaxatio n o f o utflo w co ntro ls in co ls. [3] - [4] . A ll regressio ns include a co nstant and are estimated as a pro bit mo del. IV-P ro bit instruments fo r net capital flo ws (in percent o f GDP ) with net capital flo ws to the regio n in percent o f regio nal GDP . Clustered standard erro rs repo rted in parentheses. ***, ** and * indicate statistical significance at the 1, 5 and 10 percent levels, respectively.
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Equity Bond Financial sector (1) (2) (3) (4) (5) (6) (7) (8) 
Overall Overall
No te: Dependent variable is a binary variable equal to o ne fo r tightening o f inflo w co ntro ls in co ls.
[1]- [5] and fo r relaxatio n of outflow controls in co ls. [6]-[10] . A ll regressio ns include a co nstant and are estimated as a pro bit mo del. Clustered standard erro rs repo rted in parentheses. ***, ** and * indicate significance at the 1, 5 and 10 percent levels, respectively. No tes: Dependent variable is a binary variable with o ne indicating FX interventio n (reserve accumulatio n) in co l. [1] , po licy rate increase in co l.
Inflow controls Outflow controls
[2], macro prudential po licy tightening in co l. [3] , tightening o f inflo w co ntro ls in co l. [4] , relaxatio n o f o utflo w co ntro ls in co l. [5] , and use o f multiple po licy instruments (i.e., mo re than o ne instrument) in co l. [6] . A ll specificatio ns are estimated as a pro bit mo del with clustered standard erro rs (at co untry level). Co nstant is included in all specificatio ns. Sample co mprises tho se o bservatio ns fo r which data is available o n all po licy instruments. *, **, and *** indicate statistical significance at the 10, 5, and 1 percent levels, respectively. No te: Dependent variable is cyclical co mpo nent o f real go vernment co nsumptio n spending (in percent o f trend). Net capital flo ws are in percent o f GDP . See A ppendix fo r the descriptio n o f o ther variables and data so urces. A ll regressio ns include a co nstant and quarter effects. Ro bust standard erro rs are repo rted in parentheses. ***, ** and * indicate statistical significance at the 1, 5 and 10 percent levels, respectively. No te: Dependent variable is a binary variable equal to o ne fo r relaxatio n o f o utflo w co ntro ls. A ll regressio ns include a co nstant and are estimated as a pro bit mo del. Ro bust standard erro rs repo rted in parentheses. ***, ** and * indicate statistical significance at the 1, 5 and 10 percent levels, respectively.
Appendix: Data and Additional Estimation Results
Surges Normal flow s
Change in real domestic credit 11.7*** 9.0
Output gap 0.6*** 0.1 Change in REER 2.7 1.8
