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Abstract
This paper begins the study of reconfiguration of zero forcing sets, and more specif-
ically, the zero forcing graph. Given a base graph G, its zero forcing graph, Z (G), is
the graph whose vertices are the minimum zero forcing sets of G with an edge between
vertices B and B′ of Z (G) if and only if B can be obtained from B′ by changing a
single vertex of G. It is shown that the zero forcing graph of a forest is connected,
but that many zero forcing graphs are disconnected. We characterize the base graphs
whose zero forcing graphs are either a path or the complete graph, and show that
the star cannot be a zero forcing graph. We show that computing Z (G) takes 2Θ(n)
operations in the worst case for a graph G of order n.
Keywords reconfiguration, zero forcing, zero forcing graph
AMS subject classification 68R10, 05C50, 05C57
1 Introduction
Reconfiguration is concerned with relationships among solutions to a problem instance. Re-
configuration of one feasible solution into another is accomplished through a sequence of
steps, where each step follows a reconfiguration rule, and such that each intermediate so-
lution is also feasible. The reconfiguration graph is the set of all feasible solutions to the
problem with an edge between two solutions if one solution can be obtained from the other
by one application of the reconfiguration rule. Research in reconfiguration addresses both
structural questions and algorithmic ones.
One of the most well studied reconfiguration scenarios is vertex coloring where all proper
colorings for a specific graph are the feasible solutions and the reconfiguration rule is to
change the color on exactly one vertex. The reconfiguration graph in this case is called
the coloring graph and it naturally arises in theoretical physics when studying the Glauber
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dynamics of an anti-ferromagnetic Potts model at zero temperature [10, 14, 16, 19]. Struc-
tural properties, such as when this graph is connected or has a Hamilton cycle have been
considered; see for example, [6, 7]. In Beier et al. [3] the question of which graphs can be
coloring graphs is addressed. Variations of the coloring graph have been considered as well,
including restricting to only non-isomorphic colorings [13], or using a different coloring rule
such as Kempe-chains [15].
Several recent survey papers cover different aspects of reconfiguration. The paper by
Nishimura [18] summarizes the state of understanding of algorithmic and complexity ques-
tions for a wide range of reconfiguration settings. A good overview of reconfiguration for
graph coloring problems and dominating sets problems is given in the recent paper of Myn-
hardt and Nasserasr [17].
In this paper we begin the study of reconfiguration for zero forcing sets. Zero forcing is a
coloring process on a graph that has seen much recent attention (see [12] and the references
therein) in part because of its connections to linear algebra [1], power domination [4, 8], and
control of quantum systems [5]. The color change rule is: A blue vertex u can change the
color of a white vertex w to blue if w is the unique white neighbor of u. Given a graph
G, a subset of vertices B ⊆ V (G) is a zero forcing set if when B is the initial set of blue
vertices and the coloring rule is applied repeatedly, all vertices are eventually colored blue.
The zero forcing number, denoted by Z(G), is the minimum of |B| over all zero forcing sets
B ⊆ V (G). A zero forcing set B ⊆ V (G) such that |B| = Z(G) is a minimum zero forcing
set.
We study reconfiguration among minimum zero forcing sets using a token jumping recon-
figuration rule, that is, we move directly between a minimum zero forcing set B to minimum
forcing set B′ if the symmetric difference of B and B′ contains exactly two elements. The
reconfiguration graph in this context will be called the zero forcing graph and denoted by
Z (G); the graph G is called the base graph. Specifically, given a base graph G, we define the
zero forcing graph Z (G) of G to be the graph whose vertices are the minimum zero forcing
sets of G with an edge between vertices u and v if and only if u can be obtained from v by
changing a single vertex.
This paper primarily addresses the structural properties of the zero forcing graph. In
Section 3, we construct infinite families of graphs with disconnected zero forcing graphs.
In Section 4, we show that paths, cycles and complete graphs can be zero forcing graphs,
but that stars can not. In Section 5 we show that the zero forcing graph of every forest
is connected, and that Z (T ) is {C3, C4}-free if and only if T is a path. While this paper
briefly considers the complexity of computing the zero forcing graph, we do not address the
fundamental question of the complexity of determining whether two zero forcing sets are in
the same connected component of Z (G), other than when G is a forest.
2 Preliminaries
In this section we present some initial examples of the zero forcing graph for several families
of base graphs and then develop some useful tools based on previous results on zero forcing.
We first review some notation; most concepts and notation are standard and can be
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found in [9] or other common books on graph theory. All graphs are simple, undirected,
and finite. The minimum and maximum degrees of vertices in G are denoted by δ(G) and
∆(G), respectively. The maximum order of a clique in G is denote by ω(G). The union of
disjoint sets X and Y is denoted by X unionsq Y . For any two graphs G1 and G2, the disjoint
union of G1 and G2 can be denoted by G1 unionsq G2 (if necessary by renaming the vertices so
that V (G1) and V (G2) are disjoint sets). A leaf is a vertex of degree one. The Cartesian
product of G = (V,E) and G′ = (V ′, E ′), denoted by GG′, is the graph with vertex set
V × V ′ and (v, v′) and (u, u′) are adjacent if and only if v = u and {v′, u′} ∈ E ′, or v′ = u′
and {v, u} ∈ E.
2.1 Zero forcing graphs of some common families of graphs
Remark 2.1. Since the zero forcing number of a path is one and a path of order n ≥ 2 has
exactly two zero forcing sets (its endpoints), Z (Pn) = K2.
Proposition 2.2. For all n ≥ 3, Z (Cn) = Cn.
Proof. Let the vertices of Cn be labeled v0, . . . , vn−1, with vi adjacent to vi−1 and vi+1 for
each 0 ≤ i ≤ n − 1 and perform index arithmetic mod n. Then the minimum zero forcing
sets are Bi = {vi, vi+1} for each 0 ≤ i ≤ n− 1, and Bi is adjacent to only Bi−1 and Bi+1 in
Z (Cn), so Z (Cn) = Cn.
Proposition 2.3. For all n ≥ 1, Z (Kn) = Kn.
Proof. The minimum zero forcing sets of Kn are all possible subsets of n− 1 vertices. There
are n of these subsets, and they are all connected in Z (Kn), so Z (Kn) = Kn.
Observe that cycles and complete graphs have the unusual property that G = Z (G) (we
say unusual because these are the only graphs that have this property as far as we know).
Proposition 2.4. For all n ≥ 1, Z (K1,n−1) = Kn−1.
Proof. The minimum zero forcing sets of K1,n−1 are all possible subsets of n−2 leaf vertices.
There are n− 1 of these subsets, and they are all connected in Z (K1,n−1), so Z (K1,n−1) =
Kn−1.
2.2 Tools from zero forcing and some implications for Z (G)
Let B be a zero forcing set of a graph G. A chronological list of forces of B is an ordered list of
forces which when performed one at a time, color all vertices of the graph blue starting with
the vertices in B blue. A set of forces is the (unordered) set of all forces in a chronological
list of forces. Note that a chronological list of forces carries more information and several
chronological lists of forces may have the same set of forces. Furthermore, B may have
several sets of forces. However, for any subset of vertices, the set of vertices that can be
colored blue by repeated application of the color change rule does not depend on the forces
chosen or their order. Given a set of forces, a forcing chain is a maximal sequence of vertices
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(v1, v2, . . . , vk) such that for i = 1, . . . , k − 1, vi → vi+1. A reversal of B is the set of last
vertices of the zero forcing chains of a chronological list of forces of B, i.e., the set of vertices
that do not perform forces. Note that a given minimum zero forcing set may have more than
one reversal (because it may have more than one set of forces), and that every reversal of a
zero forcing set is also a zero forcing set [2].
Theorem 2.5. [2] (Exclusion Theorem) If G is a connected graph of order two or more,
then for every vertex v of G there exists a minimum zero forcing set that does not include v.
That is,
∩{B : B is a minimum zero forcing set} = ∅.
Proposition 2.6. Let G be a connected graph of order n ≥ 2 or more such that Z (G) is
connected. Then |V (Z (G))| ≥ Z(G) + 1.
Proof. Let |V (G)| = n, Z(G) = z, and |V (Z (G))| = y. Choose a minimum zero forcing set
B1 for G. Since Z (G) is connected, we can construct it from B1 as a sequence of subgraphs
G1 = (B1, ∅), . . . , Gy = Z (G) by adding one zero forcing set at each step with each subgraph
being connected. Let Bk be the vertex of Z (G) added at the kth step (to create Gk). By
Theorem 2.5, every vertex of G is excluded by some minimum zero forcing set. Observe that
B1 excludes n − z vertices of G. When a new vertex Bk ∈ V (Z (G)) is added, it excludes
at most one vertex of G that was in its neighbor zero forcing set in Gk−1, and thus excludes
at most one vertex of G that has not already been excluded by some Bi, i = 1, . . . , k − 1.
Thus the sets B1, . . . , By exclude at most n− z+ (y− 1) vertices. Since n− z+ (y− 1) ≥ n,
y ≥ z + 1.
The assumption that Z (G) is connected is necessary, as seen in Example 3.1.
Proposition 2.7. For any graphs G1 and G2, Z (G1 unionsqG2) = Z (G1)Z (G2).
Proof. Every vertex in Z (G1 unionsqG2) is of the form X unionsqY , where X is a vertex of Z (G1) and
Y is a vertex of Z (G2). Two vertices X1 ∪ Y1 and X2 ∪ Y2 are adjacent in Z (G1 unionsq G2) if
and only if either X1 and X2 are adjacent in Z (G1) and Y1 = Y2 or Y1 and Y2 are adjacent
in Z (G2) and X1 = X2. Thus Z (G1 unionsqG2) = Z (G1)Z (G2).
Corollary 2.8. If G1 and G2 are graphs with Z (G1) and Z (G2) connected, then Z (G1unionsqG2)
is connected.
The observation about chronological lists of forces in the next remark is well known (and
might be described as folklore).
Remark 2.9. (Neighbor Trading) Let G be a graph. Let B be a minimum zero forcing
set of G and v ∈ B with degG(v) ≥ 2. Suppose there is chronological list of forces F such
that v → w is the first force performed. Let u ∈ NG(v) and u 6= w. Then u ∈ B and
B \ {u} ∪ {w} is a minimum zero forcing set with chronological list of forces obtained from
F by replacing v → w by v → u. Observe that B and B \ {u} ∪ {w} are adjacent in Z (G).
Thus δ(G) ≤ ω(Z (G)).
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Proposition 2.10. Let G be a graph such that Z (G) does not have a K3 subgraph. Then
∆(Z (G)) ≤ Z(G).
Proof. Let z = Z(G) and let B = {x1, . . . , xz} ∈ V (Z (G)) such that degZ (G)(B) =
∆(Z (G)). In order to be a neighbor of B, a vertex of Z (G) must differ by exactly one
vertex from B. If S ( B and there exist distinct vertices a, b 6∈ B such that S ∪ {a} and
S ∪ {b} are zero forcing sets, then {B, S ∪ {a}, S ∪ {b}} induces a K3 in Z (G). Thus each
subset of B of order z − 1 appears in at most one minimum zero forcing set other than B.
Since there are exactly z subsets of B having z − 1 vertices, there are at most z minimum
zero forcing sets with a symmetric difference of two from B. Thus ∆(Z (G)) ≤ Z(G).
The hypothesis of no K3 in Z (G) is necessary in Proposition 2.10, since Z(K3 ◦K1) = 2
and ∆(Z (K3 ◦ K1)) = 6, where K3 ◦ K1 is constructed by adding a leaf to each vertex of
K3 (the corona of K3 with K1).
3 Disconnected zero forcing graphs
A fundamental question in reconfiguration is: for two particular solutions to a problem,
can one reconfigure between them? Or more generally, is it true that one can reconfigure
between any pair of solutions to a particular problem? That is, is the reconfiguration graph
connected? In this section we exhibit families of graphs for which the zero forcing graph is
disconnected. In particular, we show that for many base graphs G, judiciously appending
leaves to certain vertices of G results in a graph G′ such that Z (G′) is disconnected. We
start with an example that is generalized in Proposition 3.2.
Example 3.1. For r ≥ 3 let Gr be the graph obtained from KrP3 by adding a leaf to each
vertex in each of the two end copies of Kr. Figure 3.1 shows G3. The only minimum zero
forcing sets are the two sets of r vertices of degree one at each end ({u, v, w} and {x, y, z}
in Figure 3.1). Observe that |V (Z (G))| = 2 and Z(G) = r.
x
y
z
u
w
v
Figure 3.1: The graph G3.
The next two results give general operations that we can use to build graphs that have
disconnected zero forcing graphs.
Proposition 3.2. Suppose that G is a graph with Z(G) = r for r ≥ 2. Let B and B′ be two
disjoint minimum zero forcing sets of G that are reversals of each other and for which there
is no minimum zero forcing set in G that intersects both B and B′. Let G˜ be the graph of
order |V (G)| + 2r obtained by adding r leaves a1, . . . , ar to B and r leaves a′1, . . . , a′r to B′
with one leaf adjacent to each vertex of B and B′. Then Z(G˜) = r and Z (G˜) is disconnected.
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Proof. First note that adding leaves to a graph does not decrease the zero forcing number,
so Z(G˜) ≥ r. Moreover, {a1, . . . , ar} and {a′1, . . . , a′r} are both zero forcing sets of G˜, so
Z(G˜) = r. Leaves must be endpoints of zero forcing chains, and there are 2r leaves and r
zero forcing chains for any minimum zero forcing set B of G˜, so every endpoint of the zero
forcing chains must be a leaf. In particular, the minimum zero forcing set B must consist
only of vertices from a1, . . . , ar and a
′
1, . . . , a
′
r. Observe that if B˜ is a zero forcing set of G˜,
then the set of neighbors of vertices in B˜ is a zero forcing set of G. Thus the only minimum
zero forcing sets are B˜ = {a1, . . . , ar} and B˜′ = {a′1, . . . , a′r}, or else there is a minimum zero
forcing set of G that intersects both B and B′.
Let B be a minimum zero forcing set, let F be a chronological list of forces, let B′ be
the associated reversal. The list F ′ of forces obtained from F by reversing the order of the
list and reversing each force is called the reversal of F . Note that F ′ is a chronological list
of forces of B′, and using this list produces B as the reversal of B′. If Z(G) < |V (G)|, then
the vertex of B that performs the first force is the last vertex forced starting with B′ and
using F ′, and vice versa.
Remark 3.3. If δ(G) = Z(G) = r ≥ 1, and B is any minimum zero forcing set B of G,
then there is a vertex in G of degree r that is not in B: Since δ(G) = Z(G), r < |V (G)| is
immediate. The vertex v that is forced last starting with B and using F is not in B (since
it is forced) and must have degree r because it performs the first force starting with B′ and
using F ′.
Proposition 3.4. Suppose that G and H are any graphs with δ(G) = δ(H) = Z(G) =
Z(H) = r for r ≥ 2. Let X be any graph of order |V (G)|+ |V (H)|+ r obtained from GunionsqH
by choosing a minimum zero forcing set BG = {v1, . . . , vr} of G of size r and a minimum
zero forcing set BH = {w1, . . . , wr} of H of size r, adding r new vertices u1, . . . , ur, making
u1, . . . , ur a complete graph with
(
r
2
)
edges, and adding 2r edges of the form viui and uiwi
for i = 1, . . . , r. Then Z(X) = r and Z (X) is disconnected.
Proof. Since δ(X) = r, any zero forcing set of X must have size at least r. Let F be a
chronological list of forces of BG that produces a set B
′
G as its reversal in G. Then B
′
G is still
a zero forcing set in X: To begin, B′G colors all of G blue by the reversal F
′ of F (because
the only vertices of G adjacent to the ui in X are in BG, and the vertices of BG do not
perform forces). Then the vertices of BG color the new vertices u1, . . . , ur blue, u1, . . . , ur
color the vertices of BH blue, and finally BH colors all of H blue. Thus Z(X) = r. Similarly,
any reversal of BH in H is still a zero forcing set in X. In any minimum zero forcing set R of
X, the vertex that makes the first force must have degree r and it must initially have r − 1
blue neighbors, so the vertex that makes the first force in R cannot be a new vertex, and it
cannot be vi or wi for i = 1, . . . , r. It must be some vertex from G (respectively, H) that is
not in BG (respectively, BH). But now its r − 1 blue neighbors must be the other elements
of R, and so are also from G (respectively, H). Thus the minimum zero forcing sets in X
are disconnected in Z (X).
Note that the operations in Propositions 3.2 and 3.4 can be applied to sufficiently large
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cycles and other circulant graphs to create an assortment of base graphs with disconnected
zero forcing graphs.
4 Graphs having a specified zero forcing graph
In this section we characterize graphs whose zero forcing graph is a complete graph or a
path. We also construct graphs whose zero forcing graph is a cycle or a hypercube but we
suspect that there are other graphs with the same zero forcing graph in these cases. Note
that the hypercube Qd contains an induced K1,d, but we show for n ≥ 3 that there are no
graphs G havingZ (G) = K1,r. Hence zero forcing graphs will not have a forbidden subgraph
characterization.
Proposition 4.1. For connected graphs G, Z (G) = K2 if and only if G = Pn for some
n ≥ 2.
Proof. That Z (Pn) = K2 for n ≥ 2 was noted in Remark 2.1. Suppose that Z (G) = K2.
Then Z(G) = 1 by Proposition 2.6, so G = Pn for some n ≥ 1. However when n = 1,
Z (G) = K1, so we must have n ≥ 2.
Proposition 4.2. For connected graphs G and r ≥ 3, Z (G) = Kr if and only if G = Kr or
G = K1,r.
Proof. It was established in Propositions 2.3 and 2.4 that Z (G) = Kr for G = Kr and
G = K1,r. Suppose that Z (G) = Kr. Let P (1), . . . , P (z) denote a set of zero forcing chains
for particular minimum zero forcing set of G. Recall that a reversal of a zero forcing set is
also a zero forcing set, and that two minimum zero forcing sets are adjacent in Z (G) if their
symmetric difference has size two. Thus there can be at most one i with |V (P (i))| ≥ 2.
Moreover there must be some i with |V (P (i))| ≥ 2, or else the zero forcing set would not
be minimum. Without loss of generality, we assume that |V (P (1))| ≥ 2, |V (P (i))| = 1 for
each i > 1, and P (1) has endpoints a and b. We refer to the paths P (i) for i > 1 as singletons.
Suppose that some singleton w is not adjacent to any vertex on P (1). Then there would
be a zero forcing set for G of size z− 1 consisting of a and all of the singletons except for w,
which is a contradiction. Thus every singleton is adjacent to at least one vertex on P (1).
We break the argument into cases depending on whether there is a singleton adjacent to
an endpoint of P (1). For the first case, suppose that there is a singleton w adjacent to an
endpoint of P (1), and without loss of generality let the endpoint be a. Then |V (P (1))| = 2,
or else by neighbor trading, Z (G) would have two non-adjacent vertices: the minimum zero
forcing set containing b and all singletons; and the minimum zero forcing set containing a,
the neighbor of a on P (1), and all singletons besides w. Thus Z(G) = |V (G)| − 1, which
implies that G is complete [1]. Since Z (G) = Kr and G is complete, we have G = Kr.
For the second case, suppose that a and b both have degree 1. Let c be the high degree
vertex of G vertex on P (1) that is closest to a, and let w be a singleton that is adjacent to c.
If there were any vertex on P (1) between b and c, then Z (G) would have two non-adjacent
vertices: the minimum zero forcing set containing b and all singletons; and the minimum
zero forcing set containing a, the neighbor of c on P (1) that is closest to b, and all singletons
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besides w. Thus there is no vertex on P (1) between b and c, so c is the only high degree
vertex of G on P (1). By an analogous argument, there is no vertex on P (1) between a and
c. Thus P (1) has 3 vertices and every singleton is adjacent to the middle vertex. If any
singletons w and z were adjacent to each other, then there would be a minimum zero forcing
set containing a and all of the singletons except for w, a contradiction. Thus G is a star,
and G = K1,r because Z (G) = Kr.
Corollary 4.3. If G is connected and Z (G) = Kr for r ≥ 2, then Z(G) = r − 1.
Corollary 4.4. Z (G) = Kr for r ≥ 2 if and only if one connected component of G is either
Kr or K1,r and all the other connected components are isolated vertices.
For n ≥ 5, let Cn(2) denote a cycle with vertices 1, . . . , n and two additional edges {1, 3}
and {3, n}; C7(2) is shown in Figure 4.1. Note that n ≥ 5 implies there are at least two
vertices of degree two in Cn(2).
1
72
3
4 5
6
Figure 4.1: The graph C7(2)
Proposition 4.5. For n ≥ 5, Z (Cn(2)) = Pn−1.
Proof. Observe that 2 = δ(Cn(2)) ≤ Z(Cn(2)), and {k, k + 1} is a zero forcing set for
k = 1, . . . , n−1. In order for a set of two vertices to be a zero forcing set, one of the vertices
must have degree 2 and the other vertex must be a neighbor of the degree-2 vertex. Thus
these are the only minimum zero forcing sets and Z (Cn(2)) = Pn−1.
We have defined Cn(2) with deg(1) = deg(n) = 3 and deg(3) = 4 for convenience in the
proof, but for n ≥ 7, there ⌈n
2
⌉ − 2 nonisomorphic graphs G having Z (G) = Pn−1. These
other graphs can be constructed as a cycle Cn with the two additional edges {1, k} and {n, k}
with 3 ≤ k ≤ ⌈n
2
⌉
.
Since P2 = K2 is the zero forcing graph of a path, we have found graphs G having
Z (G) = Pn for all n 6= 3. Since P3 = K1,2, it is a consequence of the next result that there
does not exist a graph G such that Z (G) = P3.
Proposition 4.6. There does not exist a graph G such that Z (G) = K1,r for r ≥ 2.
Proof. Suppose that there is a graph G such that Z (G) = K1,r for r ≥ 2. By Proposition
2.7, G has at most one connected component of size at least 2, so without loss of generality
we may assume that G is connected. By Proposition 2.10, Z(G) ≥ r and by Proposition 2.6,
r + 1 ≥ Z(G) + 1, so Z(G) = r.
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Let B = {a1, . . . , ar} be the vertex of Z (G) of maximum degree. Without loss of
generality, the zero forcing sets of G are of the form B0 = B and Bi = B ∪ {bi} \ {ai} for
each i = 1, . . . , r; note that bi, i = 1, . . . , r are distinct and each bi appears in exactly one
minimum zero forcing set of G.
Each zero forcing set has a reversal. Without loss of generality, a reversal of B0 is B1,
so there is a zero forcing process starting with B1 and ending with B0 in which a2, . . . , ar
do not perform a force. Using this process, G has r disjoint forcing paths, with one path P
starting at b1 and ending at a1 and the other paths consisting of the single vertices a2, . . . , ar.
If degG(b1) ≥ 2, then b1 is in another zero forcing set by Remark 2.9 (neighbor trading),
which is a contradiction.
So assume degG(b1) = 1. Since G is connected, there is some i ≥ 2 such that ai is adjacent
in G to a vertex of P . Starting at b1 and proceeding along P from b1 to a1 in forcing order,
let v be the first vertex on P that is adjacent to some ai with i ≥ 2 and let u be its successor
on P . Then B1 ∪ {u} \ {ai} is also a zero forcing set, which is a contradiction.
While a star cannot be a zero forcing graph, stars of any size arise as induced subgraphs,
such as in a hypercube. For any d, the hypercube Qd is a zero forcing graph for multiple
base graphs. Since Qd = K2K2 . . . K2, it follows from Proposition 2.7 that Z (K2 unionsq
K2 unionsq · · · unionsqK2) = Qd. The tree exhibited in Proposition 5.6 is another example.
Recall that Z (Cn) = Cn. But the cycle is not the only graph that has its zero forcing
graph equal to a cycle: Let Cn + e denote a cycle with one edge added.
Proposition 4.7. For n ≥ 4, Z (Cn + e) = Cn.
Proof. Observe that 2 = δ(Cn+e) ≤ Z(Cn+e), and {1, n} and {k, k+1} for k = 1, . . . , n−1
are all zero forcing sets. In order for a set of two vertices to be zero forcing set, one of the
vertices must have degree 2 and the other vertex must be a neighbor of the degree-2 vertex.
Thus these are the only minimum zero forcing sets and Z (Cn + e) = Cn.
The H-graph, shown in Figure 4.2, is an acyclic graph that has the 4-cycle as its zero
forcing graph. The minimum zero forcing sets for H are {1, 4}, {1, 6}, {3, 4} and {3, 6}.
1 2 3
4 5 6
Figure 4.2: The H-graph
5 Zero forcing graphs of forests
In this section we show that the zero forcing graph of a forest is connected. We also show that
the zero forcing graph of a non-path tree must have C3 or C4 as an induced subgraph, and
construct trees that have hypercubes as their zero forcing graphs. The techniques developed
for reconfiguration are then applied to prove that every tree has a zero forcing set that
consists entirely of leaves.
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A path cover of a graph G is a collection of induced paths in G such that every vertex of
G is in exactly one path. The path cover number of G is the minimum number of paths in
a path cover of G, and is denoted by P(G). Throughout this section, we use the following
facts from [1]: For a tree T , Z(T ) = P(T ). Every minimum path cover of a tree produces
one or more minimum zero forcing sets by selecting any one endpoint from each path in the
cover. Every set of forcing chains of a zero forcing set of a graph is a path cover, and for
a minimum zero forcing set of a tree, the set of forcing chains is a minimum path cover;
the zero forcing set is a set of endpoints from this path cover. Observe that each of these
associations is usually many-to-one: A zero forcing set often has more than one set of forcing
chains, and a path cover that has p paths of order two or more gives rise to 2p zero forcing
sets via endpoint choice.
Lemma 5.1. If T is a forest and T ′ is a forest obtained by removing the vertices of a path P
in a minimum path cover of T , then Z (T ′) is isomorphic to an induced subgraph of Z (T ).
Proof. Because P is a path in a minimum path cover, the path cover number of T ′ is
P(T ′) = P(T )− 1, and thus Z(T ′) = Z(T )− 1. Fix one endpoint v of P . If B′ is a minimum
zero forcing set for T ′, then B′ is a set of endpoints of a minimum path cover of T ′, B′ ∪{v}
is a set of endpoints of a minimum path cover of T , and B′ ∪ {v} is a minimum zero forcing
set of T . If B′1 and B
′
2 are minimum zero forcing sets of T
′, then B′1 and B
′
2 are adjacent
in Z (T ′) if and only if B′1 ∪ {v} and B′2 ∪ {v} are adjacent in Z (T ). Thus mapping B′ to
B′ ∪ {v} maps Z (T ′) to an induced subgraph of Z (T ).
We need some terminology. If G is a graph and v ∈ V (G), then the graph obtained
from G by removing v is denoted by G − v. A high degree vertex of a tree is a vertex of
degree at least three. A tree is a generalized star if it has at most one high degree vertex; if
a generalized star has a high degree vertex, this vertex is called the center. A path P of a
tree T is a pendent path of vertex v if P is a component of T − v and P is connected in T
to v by one of its end-points. A pendent generalized star of a tree T is a connected induced
subgraph R of T such that there is exactly one high degree vertex v of T in R (v is called the
center of R), all but one of the components of T − v are pendent paths (and one component
is not a pendent path), and R is induced by the vertices of the pendent path components of
T − v and v. It is established in [11] that any tree contains a pendent generalized star or is
a generalized star.
Theorem 5.2. For every tree T , Z (T ) is connected.
Proof. We prove this by strong induction on the order of T . Trees of order 2 or 3 are paths.
Since the zero forcing graph of a path is connected, let T be a tree that is not a path, and
suppose for the induction hypothesis that Z (T ′) is connected for all trees T ′ of order less
than T .
Since T is not a path, there exists a vertex u ∈ V (T ) such T − u has at least three
connected components, at most one of which is not a path. We label the vertices of two of
these paths v1 . . . vj and w1 . . . wk for j, k ≥ 1 where dist(vi, u) = i for each 1 ≤ i ≤ j and
dist(wi, u) = i for each 1 ≤ i ≤ k.
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Let P = {R1, . . . , Rz} be a minimum path cover of T , where z = Z(T ). Let Ri be
the path in P that contains the degree-1 vertex vj. The path Ri must contain at least j
vertices (since P is a minimum path cover). The path Ri consists of v1 . . . vj, or Ri consists
of vj . . . v1uw1 . . . wk, or Ri consists of vj . . . v1u and additional vertices but not w1 . . . wk, in
which case there is a path R′′ ∈ P that consists of w1 . . . wk. Thus we can group all minimum
zero forcing sets into three classes, where overlap is allowed between classes: Class 1 consists
of minimum zero forcing sets B such that B is the set of endpoints of some minimum path
cover containing v1 . . . vj as a path in the cover, Class 2 consists of minimum zero forcing
sets B such that B the set of endpoints of some minimum path cover containing w1 . . . wk as
a path in the cover, and Class 3 consists of minimum zero forcing sets B such that B is the
set of endpoints of some minimum path cover containing vj . . . v1uw1 . . . wk as a path in the
cover. Since T −u has at least three connected components, each of the classes is nonempty.
Every minimum zero forcing set is in at least one of Class 1, 2, or 3. We first prove that
Class 1 and Class 3 are each connected in Z (T ). Then we show that Class 1 intersects Class
3. The proofs that Class 2 is connected and that Class 2 intersects Class 3 are similar. This
will suffice to show that Z (T ) is connected.
Let T ′ be the tree obtained from T by removing v1, . . . , vj. Class 1 consists of minimum
zero forcing sets of the form {v1}∪B′ or {vj}∪B′ where B′ is any minimum zero forcing set
of T ′. Since Z (T ′) is connected by induction hypothesis, the subgraph of Z (T ) restricted to
minimum zero forcing sets of the form {v1} ∪B′ is also connected by Lemma 5.1. Similarly,
the subgraph of Z (T ) restricted to minimum zero forcing sets of the form {vj} ∪ B′ is also
connected. Moreover, if we fix a particular minimum zero forcing set B′ of T ′, then there
is an edge between {v1} ∪ B′ and {vj} ∪ B′ in Z (T ) if v1 6= vj, so the subgraph of Z (T )
restricted to Class 1 is connected.
Let T ′′ be the graph obtained from T by removing vj . . . v1uw1 . . . wk (T ′′ is not necessarily
connected). Class 3 consists of minimum zero forcing sets of the form {vj}∪B′′ or {wk}∪B′′
where B′′ is any minimum zero forcing set of T ′′. For each connected component X of T ′′,
Z (X) is connected by induction hypothesis, so Z (T ′′) is also connected by Corollary 2.8.
Thus the subgraph of Z (T ) restricted to minimum zero forcing sets of the form {vj} ∪ B′′
is also connected. Similarly, the subgraph of Z (T ) restricted to minimum zero forcing sets
of the form {wk} ∪B′′ is also connected. Moreover, if we fix a minimum zero forcing set B′′
of T ′′, then there is an edge between {vj} ∪B′′ and {wk} ∪B′′ in Z (T ), so the subgraph of
Z (T ) restricted to Class 3 is connected.
Now we prove that Class 1 intersects Class 3. We consider a minimum path cover
P = {R1, . . . , Rz} of T where R1 = v1 . . . vj. If w1 . . . wk is a path in P , then there is
another path that includes u. If the path that includes u does not include w1, then it must
have the form y` . . . y1uy
′
1 . . . y
′
`′ . We can replace the paths w1 . . . wk and y` . . . y1uy
′
1 . . . y
′
`′ by
wk . . . w1uy1 . . . y` and y
′
1 . . . y
′
`′ . So without loss of generality, assume R2 contains wk . . . w1u
and some number of other vertices including q, which is the farthest vertex in R2 from wk.
Let P ′ = {R′1, . . . , R′z} be obtained from P by setting R′i = Ri for each i ≥ 3, deleting
wk . . . w1u from R2 to form the new path R
′
2, and adding wk . . . w1u to R1 to form the new
path R′1 = vj . . . v1uw1 . . . wk. Let B0 be a minimum zero forcing set obtained from P by
selecting a single endpoint from each of R3, . . . , Rz, and selecting the endpoints vj and q
from R1 and R2 respectively. Then B0 is also a minimum zero forcing set that corresponds
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to P ′, since each vertex in B0 is an endpoint of a distinct path in P ′. Thus B0 is in both
Class 1 and Class 3.
The next corollary follows from Corollary 2.8 and Theorem 5.2.
Corollary 5.3. For every forest T , Z (T ) is connected.
Although Z (G) is always connected for base graphs G with no cycles, this is not true
in general if G contains a cycle, as can be seen from Example 3.1 and the constructions
of Section 3. Given this pivotal role of cycles in the base graph, it is interesting that zero
forcing graphs of acyclic base graphs that are not paths have cycles, as established in the
next result.
Theorem 5.4. For every tree T , Z (T ) is {C3, C4}-free if and only if T is a path.
Proof. If T is a path, then the statement is clearly true, so we prove the other direction.
We will prove by strong induction on the order of T that Z (T ) has a C3 or C4 subgraph if
T is a non-path tree. Suppose that T is a non-path tree. If T is a generalized star with at
least three leaves, then the subgraph of Z (T ) restricted to minimum zero forcing sets that
only include leaves is a complete graph of order at least three, so Z (T ) contains a triangle;
this covers the base case of order four. Note the H-graph, shown in Figure 4.2 is a tree
with Z (T ) = C4. Suppose as the induction hypothesis that Z (T ′) contains C3 or C4 for all
non-path trees T ′ of order less than T .
Now we assume that T is not a generalized star. As in the last proof, we use the fact
that for any tree T that is not a path, there exists a vertex u ∈ V (T ) such that T −u has at
most one non-path component and least two connected components that are paths. We label
these two paths v1 . . . vj and w1 . . . wk for j, k ≥ 1 where dist(vi, u) = i for each 1 ≤ i ≤ j
and dist(wi, u) = i for each 1 ≤ i ≤ k. We choose an arbitrary minimum path cover of T ,
and consider two cases.
If there is a path with both vj and wk in the minimum path cover, then let T
′ be the
forest obtained from removing that path. We have that Z (T ′) is connected by Corollary 5.3.
Suppose first that all connected components of T ′ are paths. Since T is not a generalized
star, at least one of the components is a path P that is not pendent, and thus has at least
two vertices. Denote the two distinct endpoints of P by x and y. Then there is a subset
S ⊂ V (T ) of path endpoints and four vertices ofZ (T ) of the form S∪{vj, x} , S∪{vj, y} , S∪
{wk, x} , S ∪{wk, y} that form a C4 in Z (T ). So now assume T ′ has a connected component
C that is not a path. Then by the induction hypothesis Z (C) contains C3 or C4. This
implies that Z (T ) also contains C3 or C4, since Z (T ) has a subgraph isomorphic to Z (C)
by Lemma 5.1.
For the second case, suppose that there is not a path in the minimum path cover with
both vj and wk. Then the minimum path cover has the path v1 . . . vj or the path w1 . . . wk.
Without loss of generality, suppose that the minimum path cover has the path v1 . . . vj. Let
T ′ be the subtree of T obtained by removing v1 . . . vj. Then T ′ is not a path because T is
not a generalized star, and Z (T ) has a subgraph isomorphic to Z (T ′), so Z (T ) has a C3
or C4 by induction hypothesis.
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Corollary 5.5. For every forest T , Z (T ) is {C3, C4}-free if and only if T is a disjoint union
of one or more paths with at most one path having order greater than one.
Based on Theorem 5.4, it is natural to ask what other induced cycles can occur in Z (T )
for trees T . The next result shows that there is no bound on the lengths of induced cycles
that occur in Z (T ) for trees T , and that any even length at least 4 is possible.
Proposition 5.6. For each d > 0, there exists a tree T such that Z (T ) is the d-dimensional
hypercube.
Proof. Let Gd be the tree obtained from Pd by adding two leaves to every vertex. Then
Z(Gd) = d and the only minimum path cover of Gd is the path cover where every path consists
of a vertex from Pd and its two leaves. Thus Z (Gd) is the d-dimensional hypercube.
The d-dimensional hypercube contains an induced 2d-cycle for each d ≥ 2: For example,
consider the 2d binary strings of length d consisting of the d binary strings with d− 1 zeroes
and a single one, the d − 1 binary strings with d − 2 zeroes and 2 adjacent ones, and the
string with d−2 zeroes and ones at the beginning and end. These 2d strings form an induced
2d-cycle in the d-dimensional hypercube.
Corollary 5.7. For each even d ≥ 4, there exists a tree T such that Z (T ) contains an
induced cycle of length d.
Proposition 5.6 also shows that there is no bound on the number of induced 4-cycles that
can occur in Z (T ) for a tree T , even when Z (T ) has no 3-cycles.
Another natural problem is to determine which trees have the same zero forcing graphs.
The next result provides a partial answer.
Proposition 5.8. Suppose that T is a tree with vertices u,w each of degree 2 that have
a common neighbor v also of degree 2. Then T has the same minimum zero forcing sets
as the tree T ′ obtained by removing v and replacing it with an edge between u and w, so
Z (T ) = Z (T ′).
Proof. Any minimum zero forcing set of T (respectively, T ′) can be obtained from choosing
a single endpoint from each path in a minimum path cover of T (respectively, T ′). No
minimum path cover of T has a path with endpoint v, since otherwise that path could be
combined with any path whose endpoint is adjacent to v to make a path cover with fewer
paths. Thus every minimum path cover of T can be transformed into a path cover of T ′ with
the same endpoints.
Moreover no minimum path cover of T ′ has both a path with endpoint u and a different
path with endpoint w, or else these paths could be combined to make a path cover with
fewer paths. Thus every minimum path cover of T ′ can be transformed into a path cover of
T with the same endpoints. This implies that T and T ′ have the same minimum zero forcing
sets.
The last result is not true in general for non-tree graphs if there is a cycle that contains
u, v, w, since two zero forcing paths that cover a cycle cannot be merged in general to make
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one zero forcing path that covers a cycle. For example, the result would fail to hold for Cn,
because Z (Cn) = Cn.
It is often the case that the study of reconfiguration leads to techniques that are useful
in the study of the original problem. We now apply exchange ideas developed here in the
poof of Theorem 5.9. An algorithm is presented in [11] in which the path cover number of
a tree T is computed by identifying a pendent generalized star R, covering R with paths,
deleting the vertices of R from T , and repeating until an empty graph or generalized star is
obtained. In other words, a minimum path cover of T can be found by choosing a pendent
generalized star R, removing it to obtain a tree T ′, and separately covering T ′ and R. This
is the approach taken in the next proof.
Theorem 5.9. For any tree T , there exists a minimum path cover of T in which every path
has a leaf of T .
Proof. The proof is by strong induction on the order of T . The theorem is clearly true for
generalized stars (including paths), so we suppose that T is not a generalized star and that
every tree T ′ of order less than T has a minimum path cover in which every path has a leaf of
T ′. Choose a pendent generalized star R of T with center u, denote the path components of
T −u by R1, R2, . . . , Rk, let T ′ be the component of T −u that is not a pendent path, and let
w be the neighbor of u in T that is in T ′. By the induction hypothesis, there is a minimum
path cover P = {P (1), . . . , P (p)} of T ′ in which every path has a leaf of T ′. Without loss of
generality, P (1) is the path in this cover that contains w. If w is not an endpoint of P (1), then
P (1) has a leaf endpoint in T . Thus {P (1), . . . , P (p)}∪{R1uR2, R3, . . . , Rk} is a minimum path
cover of T in which every path has a leaf of T . Now suppose w is an endpoint of P (1), so P (1) =
Uw where U is a nonempty subpath of P (1). Then {P (2), . . . , P (p)}∪{UwuR1, R2, R3, . . . , Rk}
is a minimum path cover of T in which every path has a leaf of T .
Since a path cover of a forest is the union of path covers of the trees that are its connected
components, Theorem 5.9 extends to forests.
Corollary 5.10. For any forest T , Z (T ) contains a vertex consisting entirely of leaves, i.e.
T has a minimum zero forcing set in which each vertex is a leaf.
6 Computational results
In this section, we prove several computational results about minimum zero forcing sets and
path covers by using two lemmas. The first lemma shows that we can check in polynomial
time in the order of a given graph whether a given set of vertices is a zero forcing set of the
graph. It uses Algorithm 1 to determine whether a given set of vertices is a zero forcing set.
Lemma 6.1. For graphs G of order n, whether a given subset S ⊂ V (G) is a zero forcing
set of G can be determined in O(n3) operations.
Proof. Given the graph G as a list of edges, run through the list in order to compute the set
of neighbors N(v) of each vertex v. This computation takes O(n2) operations since there are
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Algorithm 1 Check whether S0 is a zero forcing set of a graph G
Initialize S = S0.
while S 6= V (G) do
for v ∈ S do
if v has exactly 1 neighbor w in V (G)− S then
Add w to S.
Exit for-loop and go back to the while-statement.
end if
end for
Exit while-loop, return not a zero forcing set (since S 6= V (G) and no vertex can force).
end while
Return is a zero forcing set (since S = V (G)).
at most
(
n
2
)
edges in G and each edge updates the neighborhoods of two vertices. Now we
use Algorithm 1 to determine whether a given subset S ⊂ V (G) is a zero forcing set of G.
The while-loop runs at most n times since at most n elements can be added to the set
S. The for-loop runs at most n times since S always has size at most n. Checking the
if-condition in the interior of the for-loop takes O(n) operations since we already calculated
the neighborhood of each vertex. Thus checking if S is a zero forcing set takes O(n3)
operations.
Lemma 6.2 shows that in any non-path tree, we can find the center of a generalized star
or a pendent generalized star of the tree in polynomial time in the order of the tree. It
uses Algorithm 2 to find the center of a generalized star or a pendent generalized star of a
non-path tree. Note that the algorithm returns additional information that is used the proof
of Theorem 6.3.
Lemma 6.2. For non-path trees T of order n, the center of a generalized star or pendent
generalized star of T can be found in O(n2) operations.
Proof. As in Lemma 6.1, we first compute the neighborhood N(v) of all vertices v ∈ T in
O(n2) operations, recording both the neighborhoods and the degrees. Then we run Algorithm
2 to find the center vertex of a generalized star or a pendent generalized star of T , assuming
that T is not a path. In this algorithm, we check each vertex v ∈ V (T ) to see whether
it is the center of a generalized star or a pendent generalized star until we find a center,
after verifying that T is not a path. We use a variable k to count the number of non-path
connected components of T − v, so we require that k ≤ 1 in order for v to be the center of
a generalized star or a pendent generalized star.
Checking if there is a vertex in T of degree at least 3 takes O(n) operations. Assuming
there is, the outer for-loop runs at most n times since T has order n. The connected
components of any graph G = (V,E) can be found in O(|V |+ |E|) operations, so computing
the connected components of T − v takes O(n) operations since T has order n and thus
at most n − 1 edges. We claim that the inner for-loop and its interior take at most O(n)
operations: Note that the components C partition the vertices of T − v. For w ∈ V (C),
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degT−v(w) = degT (w) − 1 if w ∈ N(v) and degT−v(w) = degT (w) if w 6∈ N(v); recall we
recorded the degree and the neighborhood of each vertex in T . Thus finding the center of a
generalized star or pendent generalized star of T takes O(n2) operations.
Algorithm 2 Find the center of a generalized star or a pendent generalized star of a
non-path tree T
if every vertex in T has degree at most 2 then
Return T does not have a generalized star or pendent generalized star.
end if
for v ∈ V (T ) of degree at least 3 do
k = 0 (# of non-pendent paths)
Compute the connected components C = {C1, . . . , Cj} of T − v.
for X ∈ C do
if X has a vertex of degree at least 3 in T then
Increment k.
Record the component number of X in npp.
end if
end for
if k = 0 then
Return T has a generalized star with center v and set C of components of T − v.
end if
if k = 1 then
Return T has a pendent generalized star with center v, and set C of components of
T − v, and number npp of the component that is not a pendent path.
end if
end for
Theorem 6.3. For trees T of order n, a minimum path cover of T in which every path has
a leaf of T can be found in O(n3) operations.
Proof. We can check if T is a path in O(n) operations. If it is, then T is its own path cover.
For a non-path tree, there exists a constant d such that we can find the center vertex v of
a pendent generalized star or generalized star and the connected components of T − v in at
most dn2 operations by Lemma 6.2. We prove by strong induction on n that there exists a
constant c such that we can find a minimum path cover of T in which every path has a leaf
in at most cn3 operations. A base case can be done in constant c′ time for some constant c′.
Let c be a constant with c > max(c′, d) for which it is possible to list the vertices of G in at
most cn operations for any graph G of order n.
Given any non-path tree T of order n, we find the center vertex v of a generalized star
or a pendent generalized star of T and the connected components of T − v in at most dn2
operations by Lemma 6.2. If v is returned as the center of the generalized star T , then join
the first two components with v into one path. Take that path, plus each of the remaining
components, to be the path cover.
16
So assume v is returned as the center of a pendent generalized star of T . As in the proof
of Theorem 5.9, denote the pendent path components of T − v by R1, R2, . . . , Rk, let T ′ be
the component of T − v that is not a pendent path, and let w be the neighbor of v in T
that is in T ′. Note that the algorithm in Lemma 6.2 tells us which component of T − v
is not a pendent path. By the induction hypothesis, we can find a minimum path cover
P = {P (1), . . . , P (p)} of T ′ in at most c(n− 1)3 operations in which every path has a leaf of
T ′. Let P (1) be the path in this cover that contains w. If w is not an endpoint of P (1), then
P (1) has a leaf endpoint in T . Thus {P (1), . . . , P (p)} ∪ {R1vR2, R3, . . . , Rk} is a minimum
path cover of T in which every path has a leaf of T , and we computed this path cover in at
most dn2 + c(n − 1)3 + cn ≤ cn3 operations. If w is an endpoint of P (1), then P (1) = Uw
where U is a nonempty subpath of P (1), so {P (2), . . . , P (p)} ∪ {UwvR1, R2, R3, . . . , Rk} is a
minimum path cover of T in which every path has a leaf of T . Again we found this path
cover in at most dn2 + c(n− 1)3 + cn ≤ cn3 operations. Thus we can find a minimum path
cover of T in which every path has a leaf of T in O(n3) operations.
Given a path cover in which each path contains a leaf of T , we can find a minimum zero
forcing set of T consisting of all leaves by checking the degrees of the vertices of each path
and choosing a leaf from each path.
Corollary 6.4. For trees T of order n, we can find a minimum zero forcing set of T con-
sisting of all leaves in O(n3) operations.
Let ZFS(G) denote the function which takes a graph G as input and outputs the list of
minimum zero forcing sets of G. The next result shows that computing ZFS(G) takes at
worst 2Θ(n) operations for graphs G of order n. In particular, there are trees T of order n
for which computing ZFS(T ) requires 2Ω(n) operations. We use the next algorithm.
Algorithm 3 Compute Z(G) and ZFS(G)
Let k = 1, ZFS = ∅, and Size = False.
while Size = False do
for every S ⊆ V (G) of size k do
Determine whether S is a zero forcing set of G.
if S is a zero forcing set of G then
Size = True. (A zero forcing set is found so Z(G) = k.)
ZFS = ZFS ∪ {S}.
end if
end for
if Size = True then
Return k and ZFS.
end if
k = k + 1
end while
Proposition 6.5. For graphs G of order n, computing ZFS(G) takes 2Θ(n) operations in the
worst case.
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Proof. First we prove the lower bound. Proposition 5.6 shows that there are trees Gn of
order 3n for which Z (T ) has order 2n. Thus the list of minimum zero forcing sets of Gn has
length 2n, so it takes Ω(2n) operations to output the list.
For the upper bound, we use the brute-force Algorithm 3 to generate ZFS(G). Algorithm
3 takes 2O(n) operations, since there are 2n subsets of V (G), and checking whether a subset
S is a zero forcing set takes polynomial time in n by Lemma 6.1. Thus ZFS(G) can be
computed in 2O(n) operations.
As a corollary, we note that computing the zero forcing graph for graphs of order n also
takes 2Θ(n) operations, since we can compute Z (G) in 2O(n) operations from ZFS(G).
Corollary 6.6. For graphs G of order n, computing Z (G) takes 2Θ(n) operations in the
worst case.
For trees T of order n, we obtain the stronger result that computing all minimum path
covers of T takes 2Θ(n) operations in the worst case. This gives an alternative method
for computing Z (T ) in 2O(n) operations, since ZFS(T ) can be computed from a list of all
minimum path covers of T in 2O(n) operations.
Proposition 6.7. For trees T of order n, computing a list of all minimum path covers of T
takes 2Θ(n) operations in the worst case.
Proof. First we prove the lower bound. Let Hn be the graph obtained from Pn by adding
three leaves to every vertex. Any minimum path cover of Hn has all paths of length 1 or 3,
with the paths of length 1 all added leaves and the paths of length 3 all having a vertex from
the path Pn as the middle vertex and two added leaves as the outer vertices. So the tree Hn
has order 4n and 3n minimum path covers. Thus it takes Ω(3n) operations to output a list
of minimum path covers for Hn.
For the upper bound, we combine judicious record-keeping with the proof method in
Theorem 5.2. The input is a tree T of order n. We check if T is a path in polynomial time
in n. If so, we output T .
If T is not a path, then we list all subtrees of T in order of size. This takes 2O(n)
operations, since there are 2n subsets S of vertices of T , and checking whether S is connected
takes polynomial time in n.
Going through the list in order, we compute a list of minimum path covers for each
subtree T ′ of T and we store each list in memory. If T ′ is a path, then we store T ′ in
memory. If T ′ is not a path, then as in the proof of Theorem 5.2, we note that there exists
a vertex u ∈ V (T ′) such that the graph obtained from T ′ by removing u has at least two
connected components that are paths of order at least 1. We choose such a vertex and label
these paths v1 . . . vj and w1 . . . wk for j, k ≥ 1 where dist(vi, u) = i for each 1 ≤ i ≤ j and
dist(wi, u) = i for each 1 ≤ i ≤ k.
As in Theorem 5.2, we can group all minimum path covers of T ′ into three classes, where
overlap is allowed between classes: Class 1 consists of minimum path covers containing
v1 . . . vj, Class 2 consists of minimum path covers containing w1 . . . wk, and Class 3 consists
of minimum path covers containing vj . . . v1uw1 . . . wk.
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Every minimum path cover of T ′ is in at least one of the classes 1, 2, or 3, though some
classes may be empty. Let T0 be the graph obtained from T
′ by removing v1 . . . vj, let T1 be
the graph obtained from T ′ by removing w1 . . . wk, and let T2 be the graph obtained from T ′
by removing vj . . . v1uw1 . . . wk. T0 and T1 are trees, so they are subtrees of T , and their order
is less than T ′, so we have already computed and stored in memory lists of minimum path
covers for both T0 and T1. T2 is a forest of order less than T
′, so its connected components
are subtrees of T with order less than T ′, so we can compute the minimum path covers of
T2 in 2
O(n) operations from the lists of minimum path covers stored in memory.
Using lists of minimum path covers for T0, T1, and T2 from memory, we compute a list
L of minimum path covers for T ′. We initialize L as an empty list. Given a list of min-
imum path covers S0 of T0, we add to L each of the path covers {s ∪ {v1 . . . vj} : s ∈ S0}.
These path covers are not necessarily minimum path covers of T ′, but they are the path
covers in Class 1 if they are minimum, and Class 1 is empty if they are not minimum.
Similarly given a list of minimum path covers S1 of T1, we add to L the path covers
{s ∪ {w1 . . . wk} : s ∈ S1}. These are the path covers in Class 2, if they are minimum path
covers of T ′. Similarly given a list of minimum path covers S2 of T2, we add to L the path
covers {s ∪ {vj . . . v1uw1 . . . wk} : s ∈ S2}. These are the path covers in Class 3. Then we go
through L, determine the minimum size of the path covers in L, remove any path covers that
do not have minimum size, and remove any duplicates. Forming this new list takes 2O(n)
operations, and we store it in memory as the list of minimum path covers of T ′.
At the end of the process, we compute a list of all minimum path covers of T after
computing a list of all minimum path covers of T ′ for every proper subtree T ′ of T . Since
there are at most 2n subtrees T ′ of T and computing a list of all minimum path covers of T ′
takes 2O(n) operations for each subtree T ′ of T , computing a list of all minimum path covers
of T takes 2O(n) operations.
While we have computational results about the complexity of finding the set of all min-
imum zero forcing sets and the zero forcing graph, many fundamental computational ques-
tions about zero forcing graphs remain open. For example, is there an efficient algorithm
to determine whether two minimum zero forcing sets are in the same connected component
of the zero forcing graph? Similarly, is there an efficient algorithm to compute the distance
between minimum zero forcing sets in the zero forcing graph?
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