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Abstract. To endow neural networks with the potential to learn rapidly from a
handful of samples, meta-learning blazes a trail to acquire across-task knowl-
edge from a variety of few-shot learning tasks. However, most existing meta-
learning algorithms retain the requirement of fine-grained supervision, which is
expensive in many applications. In this paper, we show that meta-learning models
can extract transferable knowledge from coarse-grained supervision for few-shot
classification. We propose a weakly-supervised framework, namely Coarse-to-
fine Pseudo-labeling Guided Meta-Learning (CPGML), to alleviate the need for
data annotation. In our framework, the coarse-categories are grouped into pseudo
sub-categories to construct a task distribution for meta-training, following the co-
sine distance between the corresponding embedding vectors of images. For better
feature representation in this process, we develop Dual-level Discriminative Em-
bedding (DDE) aiming to keep the distance between learned embeddings con-
sistent with the visual similarity and semantic relation of input images simulta-
neously. Moreover, we propose a task-attention mechanism to reduce the weight
of the training tasks with potentially higher label noises based on the observa-
tion of task-nonequivalence. Extensive experiments conducted on two hierarchi-
cal meta-learning benchmarks demonstrate that, under the proposed framework,
meta-learning models can effectively extract task-independent knowledge from
the roughly-generated tasks and generalize well to unseen tasks.
Keywords: Coarse-to-fine pseudo-labeling · Meta-learning · Few-shot classifi-
cation· Inexact supervision· Task-attention mechanism
1 Introduction
Recent advances in many computer vision applications demand immense quantities of
data with fine-grained annotations, which are typically human-labeled for a single task,
particularly in deep learning literature. This requirement is a stumbling block when ap-
plying deep learning to the real world, for 1) the difficulty of collecting massive training
samples and 2) the high cost of the data-labeling process. On the contrary, humans can
easily adapt to tasks in new environments from modest amounts of samples based on ex-
isting experience, which is considered to be a hallmark of intelligence. In recent years,
models pre-trained on large-scale data have demonstrated effective information transfer
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Fig. 1. Illustration of the main setup of the proposed framework in comparison with existing
frameworks. Left: Fully-supervised meta-learning. All samples are associated with fine-grained
labels. Middle: Semi-supervised meta-learning. A pool of unlabeled samples is introduced as as-
sistance. Right: Inexactly-supervised meta-learning, or more specifically, coarse-to-fine pseudo-
labeling guided meta-learning. All training samples are associated with only coarse-grained la-
bels. During testing, the models are given a support set with fine-grained labels of a novel task.
on many downstream tasks [1,2,3], but it is still a data-hungry and time-consuming pro-
cess to fine-tune in new tasks. To quickly adapt to new tasks instead, meta-learning [4],
also known as learning to learn [5], opens up a set-to-set paradigm [6] for few-shot
learning, aiming at learning a prior knowledge over a task distribution.
Meta-learning has recently become an influential subfield of machine learning and
has demonstrated remarkable capabilities in many visual applications, including em-
bodied navigation [7], image super-resolution [8], and human imitation [9]. Under the
set-to-set paradigm, a task is considered as a single datapoint, consisting of a support
set for task-specific learning and a query set for evaluating or updating the acquired
knowledge. The slow knowledge in meta-learning systems, i.e. the common knowledge
shared across different tasks, can be many components in machine learning procedure:
prototypical representations [10], image-pair relation estimation [11], and initializa-
tion [12], update direction [13], or optimization algorithm [14] of model parameters,
etc. The slow knowledge extracted by the meta-learner is not attached to any specific
task, thus it can facilitate the base-learner in learning task-specific knowledge, namely
fast knowledge, from analogous tasks drawn from the identical distribution. However,
although meta-learning methods have shown their effectiveness on few-shot classifica-
tion problems, there remains a high demand for fine-grained supervision in most current
meta-learning systems.
To remedy such a deficiency, we introduce inexactly-supervised meta-learning, with
the intention of learning to learn from inexact supervision. Inexact supervision [15] is
a typical type of weak supervision, where the training data are only associated with
coarse-grained labels. There are two key challenges to mine well-generalized slow
knowledge in inexactly-supervised meta-learning: 1) how to efficiently leverage the
limited supervision information and 2) how to establish a sufficient task distribution
from coarse classes. To address those challenges, we propose a meta-learning frame-
work called Coarse-to-fine Pseudo-labeling Guided Meta-Learning (CPGML). Recent
work [16] has utilized hierarchical coarse labels as auxiliary information to boost the
Coarse-to-Fine Pseudo-Labeling Guided Meta-Learning 3
performance of meta-learning on few-shot classification, implying that inexact supervi-
sion can effectively inspire models to excavate meta-knowledge. As illustrated in Fig-
ure 1, different from existing meta-learning frameworks, in our framework only coarse-
grained labels are available for both the support set and the query set in meta-training
tasks. To establish the task distribution for meta-training, we pseudo-label the coarse-
grained categories into fine-grained sub-categories. This coarse-to-fine pseudo-labeling
process is crucial in the overall framework. Previous work [17] attempted to propose
tasks in an unsupervised way, which partitions images by clustering embeddings. How-
ever, they simply used the latent codes of unsupervised generative models as embedding
vectors, with the potential problem that the similarity of encoded vectors is not guaran-
teed to be consistent with the visual similarity or semantic relation of corresponding im-
ages. Differently, we develop Dual-level Discriminative Embedding (DDE) to explicitly
optimize the embedding space, where features of similar samples are close while fea-
tures of dissimilar samples are apart, both in the visual and the semantic aspect. Then,
based on the greedy algorithm, images annotated by coarse-class labels are grouped
into pseudo sub-categories for few-shot classification, following the cosine similarity
between the corresponding embedding features.
Arguably, any few-shot classification algorithms apply to the pseudo-tasks of dis-
criminating among the generated sub-categories. However, due to the limited accuracy
of pseudo-labeling, it’s worth noting that there may exist label noises in the pseudo-
tasks. Learning from pseudo-tasks in presence of high label noises is harmful to model
performance. To alleviate this problem, we further propose a task-wise attention mech-
anism based on the observation of task-nonequivalence. Task-nonequivalence is the
phenomenon that the pseudo-tasks whose sub-classes are sampled from more coarse-
classes may be more semantically meaningful. We apply this mechanism to Model-
Agnostic Meta-Learning (MAML) [12], thus building up a novel variant called Task-
Attentive MAML (TAMAML).
The proposed methods are evaluated on two hierarchical few-shot classification
benchmarks, Omniglot [18] and tieredImageNet [19]. To simulate the situation of inex-
act supervision, we remove the fine-grained labels of meta-training data in both datasets,
preserving only coarse-grained labels. For example, the coarse-grained alphabet labels
are left while the character labels of the images are removed for Omniglot during meta-
training. Besides TAMAML, we also evaluate some state-of-the-art meta-learning mod-
els under the framework of CPGML, such as ProtoNets [10] and Meta-Baseline [20].
Surprisingly, under the framework of CPGML, these models can extract effective slow
knowledge from roughly generated tasks and generalize well on unseen tasks, approach-
ing or even surpassing the performance produced in the fully-supervised fashion.
To our knowledge, this work is the first attempt to purely use inexact supervision
in few-shot classification. In summary, the contributions of this work are three folds:
1) We develop an weakly-supervised framework for few-shot classification that meta-
learns from inexact supervision. 2) We propose a greedy-based coarse-to-fine pseudo-
labeling method, which annotates images into pseudo fine-classes from coarse-classes
to establish a task distribution, via similarity matching with dual-level discriminative
embedding. 3) We introduce a task-attentive mechanism to highlight the pseudo-tasks
that are potentially more semantically meaningful in the model optimization.
4 J. Yang et al.
2 Related Work
Fully-Supervised Meta-Learning. While meta-learning is not a brand new concept, it
has become a popular way to tackle the few-shot learning problem just in recent years.
In the hope of quickly adapting to unseen but similar tasks with scarce data, many
studies have emerged in the meta-learning literature to learn a high-level transferable
knowledge on a distribution over analogous tasks. In general, there are three common
types of methods: 1) metric-based: learning components of a differentiable weighted k-
NN predictor, such as prototypical representations [10,20] or a distance metric [11]; 2)
model-based: building a function to map the query sample and the support set to a prob-
ability distribution, e.g., MANN [21], SNAIL [22]; 3) Optimization-based: learning a
novel optimization algorithm [14], or an optimal model initialization [12,23], or the up-
date direction and the learning rate of parameters [13], or a feature representation that
generalize well for a linear convex base-learner [24]. In this paper, we propose a task-
wise attention mechanism and instantiate it on MAML++ [23] to build up TAMAML.
Meta-Learning from Limited Annotations. Most meta-learning methods heavily de-
pend on fine-grained annotations. In recent years, some studies have begun to explore
meta-learning from data with limited annotations. [19] pioneered semi-supervised meta-
learning, which mixes a small labeled support set with a large pool of unlabeled data,
and proposed an extension of ProtoNets [10] to better utilize the unlabeled set. To tackle
semi-supervised meta-learning problems, [25] introduced a self-training strategy and
designed a cherry-picking network is to select and label the unlabeled set. [16] pro-
posed a prototype propagation mechanism, which effectively exploits the hierarchical
labels of ImageNet [26] and learns a multi-level directed acyclic prototype graph. All
these methods treat data with limited annotations as auxiliary information for few-shot
classification tasks. In contrast, coarse labels are the only supervision of training data in
our framework. Another branch of methods is unsupervised meta-learning [17,27,28],
which purely meta-learns from unsupervised data. While [17] has attempted to generate
tasks from embeddings, their approach suffers from a dramatic performance drop in the
absence of any supervision. To our best knowledge, we are the first study to leverage
only inexact supervision during meta-training.
Deep Embedding Learning. Different from general feature learning, deep embedding
learning seeks to make the distance between the learned features consistent with the
visual similarity or semantic relation of the input images. Supervised embedded learn-
ing [29,30,31] tends to optimize the embedding space explicitly by maximizing inter-
class variation and minimizing intra-class variation. However, when applying these
methods to encode images for coarse-to-fine pseudo-labeling, the variation of fine classes
under the same coarse class would be minimized, thus being inseparable unfavorably.
Instead, instance-based unsupervised embedding methods [32,33,34] become promis-
ing candidates. [34] proposed an instance feature-based softmax embedding approach,
with the assumption that the augmented image of an instance should be recognized
as the original instance. However, this data augmentation-based method emphasizes
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Fig. 2. Overview of the setup of our inexactly-supervised meta-learning framework CPGML.
Left: Coarse-to-fine pseudo-labeling of the coarse classes. Right: An example of 2-way 1-shot
classification with one query sample. Meta-knowledge acquired from the generated pseudo-tasks
benefits fast adaptation in fine-labeled target tasks.
visual discrimination while ignores semantic discrimination. We propose DDE to en-
hance both discrimination simultaneously, with the aid of coarse-grained supervision.
3 Proposed Method
In this section, we first define inexactly-supervised few-shot classification problems and
then describe our methods to tackle them and the motivations behind this methods.
3.1 Problem Definition
In inexactly-supervised few-shot classification problems, only coarse-grained supervi-
sion Y˜ is available for all training data X . Each x ∈ X is associated with a coarse-
category label y˜ ∈ Y˜ . Taking ImageNet [26] as an example, instead of being labeled
exactly, the images of class “lamp” and “bookcase” may share the coarse-category label
“furnishing”. Following previous meta-learning methods, we adopt the episodic train-
ing strategy as proposed in [6]. Also, the training classes and testing classes should
be non-overlapping as in the standard setting of few-shot classification. For one itera-
tion, an N -way K-shot classification model is trained on a novel task, also known as
an episode, which contains K pseudo-labeled support samples and Q unlabeled query
samples for each of the N classes. During meta-training, we use the pseudo-labels of
query samples as the ground truth to evaluate and update the meta-learner. The main
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Fig. 3. Illustration of Dual-level Discriminative Embedding. Similar to [34], we first use the
instance-wise supervision to constrain the visual discrimination. Differently, we add a fully
connected layer after the `2 normalization to act as an auxiliary classifier for exploiting weak
category-wise supervision, constraining on semantic discrimination.
challenge is to construct a task distribution from coarse-categories that provides pseudo
training tasks similar to the testing tasks.
3.2 Overall Framework of CPGML
From a higher perspective, the CPGML framework shown in Figure 2 consists of three
sub-procedures: 1) Train a network to encode images into a low-dimensional embed-
ding space, where the embedding vectors of similar images are close while those of
dissimilar images are separated. 2) Group the images of a coarse category into sub-
categories according to the similarity of the corresponding embedding features. 3) Run
meta-learning algorithms on the few-shot classification tasks sampled from the gener-
ated sub-categories for fast adaptation in future tasks.
More specifically, we propose dual-level discriminative embedding, greedy-based
coarse-to-fine pseudo-labeling, and task-attentive model-agnostic meta-learning for this
three stages respectively. In the rest of this section, we describe these methods in detail.
3.3 Dual-level Discriminative Embedding
Deep embedding learning aims to map images to high-level embedding vectors such
that the distances can reflect a similarity measure between images. Supervised embed-
ding learning usually learns an embedding function by explicitly maximizing the inter-
class variation while minimizing the intra-class variation [29,30,31]. Noting that under
the inexactly-supervised paradigm, this kind of method would eliminate the intra-class
discrimination within a coarse category, making the fine-grained child categories insep-
arable unfavorably. Hence, these methods don’t match the circumstance of CPGML.
Differently, there has been a series of instance feature-based embedding methods [32,33,34],
which take each instance as an individual class. Among them, [34] attempted to acquire
data augmentation invariant and instance spread-out features by learning to recognize
augmented images as the original ones. Instead of utilizing category-wise labels, they
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take advantage of data augmentation to form the instance-wise supervision, to approxi-
mate the positive-concentrated and negative-separated properties. However, it overem-
phasizes the visual discrimination property of embeddings due to the high reliance on
image transformations.
In this paper, we present Dual-level Discriminative Embedding (DDE) to approx-
imate both the visual discrimination and the visual discrimination. As shown in Fig-
ure 3, the DDE system exploits two levels of supervision: 1) instance-wise supervision
and 2) weak category-wise supervision. While these two types of supervision encour-
age the model to distinguish images from different perspectives (former visually and
latter semantically), they share the same primary objective. That is, to learn a feature
representation that pulls similar images together while pushes dissimilar ones away in
the low-dimensional space.
Specifically, for a sampled instance with coarse-category label (xi, y˜i), fi ∈ RD
denotes the corresponding embedding feature. The augmented sample is denoted by xˆi,
and its embedding feature is fˆi. As shown in 3, the embeddings are `2 normalized, thus
‖fi‖2 = 1.
Therefore, we adopt the cosine similarity as the similarity measure. In addition,
the embedding features are distributed on a hypersphere, so the cosine similarity can
be simply calculated by dot product. Based on softmax matching, in a batch with m
instances, the probability of the augmented image xˆi being recognized as instance i can
be written as
P (i|xˆi) =
exp
(
fTi fˆi/τ
)
∑m
k=1 exp
(
fTk fˆi/τ
) , (1)
where τ is the temperature parameter [35] scaling the entropy of the output probability
distribution. On the contrary, the probability of another instance xj being recognized as
instance i can be written as
P (i|xj) =
exp
(
fTi fj/τ
)∑m
k=1 exp
(
fTk fj/τ
) , j 6= i . (2)
The visual discrimination preserving problem is subsequently solved by minimizing the
empirical risk (or maximizing the log likelihood) over all the instances within a batch:
LD = −
∑
i
logP (i|xˆi)−
∑
i
∑
j 6=i
log (1− P (i|xj)) . (3)
To optimize the semantic discrimination among coarse classes and leverage the
weak annotations y˜ ∈ {1, 2, . . . , C} available, the embedding features are fed into
an auxiliary linear classifierW =
[
W T1 ,W
T
2 , · · · ,W TC
]T
∈ RD×C with a softmax
layer. Like standard classification, the probability of xi being classified to class c is
defined by
P (c|xi) =
exp
(
WTc fi
)∑C
k=1 exp
(
WTk fi
) . (4)
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Algorithm 1 Greedy-Based Coarse-to-Fine Pseudo-Labeling
Require: Ns: number of samples per pseudo sub-category
Require: D˜ = {(xi, y˜i)}: coarsely-annotated data, where y˜i ∈ {1, 2, · · · , C}
1: Initialize pseudo dataset Dp = {}
2: for class c from 1 to C do
3: Retrieval data with label c: D˜c =
{
xi|y˜i = c, (xi, y˜i) ∈ D˜
}
, where |D˜c| =M
4: The embedding features for the samples in D˜c is F c ∈ RM×D
5: Obtain the similarity matrix S = F cF Tc ∈ RM×M
6: while number of the remaining samples of D˜c ≥ Ns do
7: Sample an image xj from D˜c as the seed of a new category cn
8: Retrieval the Ns − 1 samples {xk}Ns−1k=1 with top similarity to xj from D˜c
9: Dp ← Dp ∪ {(xj , c, cn)} ∪ {(xk, c, cn)}Ns−1k=1
10: Remove the selected Ns samples from D˜c
11: end while
12: Drop the remaining samples of D˜c
13: end for
Also, the augmented images should be classified as the original class. Similarly, the
probability of the augmented image xˆi being classified to class c is denoted by
P (c|xˆi) =
exp
(
WTc fˆi
)
∑C
k=1 exp
(
WTk fˆi
) . (5)
Let y˜i,j denote the j-th class label of instance xi. The negative log likelihood classifica-
tion loss over all the instances within a batch is
LC = −
∑
i
C∑
j=1
y˜i,j log [P (j|xi)P (j|xˆi)] . (6)
The joint loss is the sum of the instance-wise discriminative loss and the weak category-
wise classification loss, with a pair of trade-off parameters m,n controlling the relative
contribution.
L = mLD + nLC . (7)
Following [32,34], a weighted k-NN classifier is adopted to evaluate the quality of
learned embeddings. Due to the lack of fine-grained supervision, we take the coarse-
class labels to be the ground-truth for evaluation as an approximation.
3.4 Greedy-Based Coarse-to-Fine Pseudo-Labeling
Unlike the pseudo-labeling in the usual sense [36], coarse-to-fine pseudo-labeling
takes as input a coarsely-annotated image and assigns a fine-grained pseudo-label to it.
As outlined in Algorithm 1, this process continually selects random images as the seed
samples and then makes locally-optimal choices to produce the pseudo sub-categories,
until the pseudo-labeled training dataset Dp is derived from the coarsely-annotated
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Fig. 4. Example of the coarse-to-fine pseudo-labeling process.
training dataset D˜. We inherit the features learned by DDE and adopt inner product
(cosine similarity) as the distance metric to conduct the similarity matching.
After pseudo-labeling, psuedo-tasks can be sampled fromDp for meta-learning. For
each episode, a subset of the pseudo-labeled training dataset is sampled to construct an
N -way K-shot classification task T , which consists of N classes each with K support
samples and Q query samples. To avoid the task-overfitting problem [37], the class
labels are temporarily assigned to a random permutation of (1, 2, · · · , N).
3.5 Task-Attentive Model-Agnostic Meta-Learning
Task-Nonequivalence. Since the accuracy of the greedy-based pseudo-labeling is lim-
ited, a pseudo sub-category may contain images of diverse true fine-grained class (see
Figure 4). There could exist label noises in the pseudo-tasks, which are detrimental to
the acquisition of task-independent meta-knowledge. Under this situation, we observe
that not all of the pseudo-tasks are equivalent—the pseudo-tasks whose sub-categories
originate from greater number of coarse categories are more semantically meaning-
ful potentially. Suppose two pseudo sub-categories are sampled from the coarse class
“feline, felid” to yield a pseudo-task, and this two sub-categories both contain the im-
age(s) of “jaguar”, the model is prone to get confused when learning to distinguish the
two classes. Instead, if we pick one sub-category each from “feline, felid” and “gar-
ment”, the model can also derive meaningful knowledge from this task despite of the
label noises. Therefore, we utilize task-attention on top of MAML [12] to enable the
model learn better from the pseudo training dataset.
Model-Agnostic Meta-Learning. MAML [12] is a simple yet effective optimization-
based meta-learning algorithm, which is intended to meta-learn a task-sensitive weight
initialization. Given a task Tb, the i-th inner-loop update step with a learning rate α on
a model fθ with parameters θ can be denoted by:
θbi = θ
b
i−1 − α∇θLTbtrain
(
fθbi−1
)
. (8)
In order to quickly adapt to new tasks, MAML learns an initial θ which can show good
performance over massive tasks after a small number of N steps of gradient descent.
Formally, the meta-objective of MAML can be denoted by
min
θ
∑
Tb∼p(T )
LTbtest
(
fθbN (θ)
)
. (9)
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Task-Attentive MAML. To reduce the interference introduced by high-noise pseudo-
tasks, we propose to assign different importance to different tasks attentively. Formally,
for a meta-batch containing B tasks, the task-attentive meta-objective is:
min
θ
B∑
b=1
[
abLTbtest
(
fθbN (θ)
)]
, (10)
where ab is the task-wise attention. For a N -way task with sampled data {(xi, y˜i, ypi )},
let {y˜i} denote the coarse label set, the task weight wb is defined by
wb =
| {y˜i} |
N
. (11)
To avoid the task-wise attention biasing the model towards coarse-grained classification,
the task weights are softmax-normalized across a meta-batch with temperature N and
then multiplied by B. Formally, the task-wise attention is defined by
ab = B
exp (wb/N)∑B
b=1 exp (wb/N)
. (12)
We adopt the multi-step loss optimization as suggested in [23] to reduce gradient insta-
bility. Thus the parameters of the meta-learner is updated by:
θ = θ − β∇θ
B∑
b=1
[
ab
N∑
i=0
viLTbtest
(
fθbi (θ)
)]
, (13)
where β represents the meta-learning rate, and vi denotes the importance weight of the
target set loss at inner-loop update step i. The importance weights of earlier steps are
annealed as the training goes on. We also adopt other implementation advice offered
in [23], therefore the actual baseline of TAMAML is MAML++.
4 Experiments
4.1 Datasets
We conduct experiments on two common benchmark few-shot classification datasets.
These two datasets are “hierarchical” in the sense that the data are annotated by not
only fine-class labels but also higher-level coarse-class labels.
Omniglot. Omniglot [18] consists of 1623 characters from 50 alphabets, each con-
taining 20 grayscale images drawn by different people. Following [6], the images are
resized to 28×28 and augmented by rotations in multiples of 90◦, yielding a total of
6492 classes in effect. We select the alphabets in the background split as the meta-
training set, seven of the alphabets in the evaluation split as the meta-validation set1,
1 The alphabets for validation are: Manipuri, Atemayar Qelisayer, Sylheti, Keble, Gurmukhi,
ULOG, Old Church Slavonic (Cyrillic)
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Table 1. Few-shot classification accuracy (%) on Omniglot. †: the results under CPGML. ‡: the
fully-supervised results. In the brackets are the performance gaps.
Algorithm
Omniglot 5-way Omniglot 20-way
1-shot 5-shot 1-shot 5-shot
‡Matching Nets [6] 98.1 98.9 93.8 98.5
‡ ProtoNets [10] 98.8 99.7 96.0 98.9
‡MAML [12] 98.7 ± 0.4 99.9 ± 0.1 95.8 ± 0.3 98.9 ± 0.2
‡MAML++ [23] 99.47 99.93 97.65 ± 0.05 99.33 ± 0.03
‡ Relation Nets[11] 99.6 ± 0.2 99.8 ± 0.1 97.6 ± 0.2 99.1 ± 0.1
†Matching Nets [6] 97.33 (-0.77) 99.93 (+1.03) 89.62 (-4.18) 97.78 (-0.72)
† ProtoNets [10] 96.73 (-2.07) 99.73 (+0.03) 87.97 (-8.03) 97.63 (-1.27)
†MAML [12] 95.61 (-3.09) 99.61 (-0.29) 84.28 (-11.52) 95.70 (-3.20)
†MAML++ [23] 96.96 (-2.50) 99.86 (-0.07) 85.73 (-10.07) 97.58 (-1.75)
† Relation Nets[11] 95.52 (-4.08) 98.25 (-1.55) 88.51 (-9.09) 95.82 (-3.28)
† TAMAML(Ours) 97.21 99.93 85.84 97.60
and the remaining alphabets of the evaluation split as the meta-test set to ensure the
alphabets of these three sets are non-overlapping. In the meta-training set, the character
labels of the images are removed, while the alphabet labels are retained to provide in-
exact supervision. When training DDE, the 1-channel grayscale images are converted
to 3-channel colored images to allow for flexible image augmentations.
tieredImageNet. tieredImageNet [19] is a subset of ILSVRC-12 [38], containing 608
classes. In accordance with the ImageNet [26] hierarchy, the classes are further grouped
into 34 high-level super-categories to ensure that the training classes are distinct enough
from the test classes semantically. These super-categories are split into 20 meta-training
(351 classes), 6 meta-validation (97 classes) and 8 meta-test (160 classes) categories.
The mean number of samples in each class is 1281. Similarly, we discard the exact class
labels in the meta-training set and use only the coarse super-category label. All images
are resized to 84×84 pixels.
4.2 Implementation Details
Dual-level Discriminative Embedding. We set the dimension of the feature embed-
dings D as 128 and the temperature τ as 0.1. We use ResNet-18 [39] as the backbone
of DDE and use a weighted kNN classifier to evaluate the quality of learned embedding
features. That is, the labels of the top-k (k = 200) nearest neighbors of a test example
in the sense of cosine similarity are retrieved to make a weighted vote for predicting.
We take the coarse-grained labels as the ground truth for this process, assuming that the
model performing best on coarse-level tasks can also perform well on fine-level tasks.
The meta-training set is further split into training and validation set for model selection,
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Table 2. Few-shot classification accuracy (%) on tieredImageNet. †: the results under CPGML. ‡:
the fully-supervised results. In the brackets are the performance gaps. *: results evaluated in [41].
Algorithm Backbone
tieredImageNet 5-way
1-shot 5-shot
‡MAML* [12] ConvNet-4 51.67 ± 1.81 70.30 ± 1.75
‡ ProtoNets* [10] ConvNet-4 53.31 ± 0.89 72.69 ± 0.74
‡ Relation Nets*[11] ConvNet-4 54.48 ± 0.93 71.32 ± 0.78
‡ Classifier-Baseline [20] ResNet-12 68.07 ± 0.26 83.74 ± 0.18
‡Meta-Baseline [20] ResNet-12 68.62 ± 0.27 83.29 ± 0.18
†MAML [12] ConvNet-4 47.63 (-4.04) 63.63 (-6.67)
† ProtoNets [10] ConvNet-4 51.03 (-2.28) 68.61 (-4.08)
† Relation Nets [11] ConvNet-4 50.41 (-4.07) 64.08 (-7.24)
† Classifier-Baseline [20] ResNet-12 59.48 (-8.59) 75.90 (-7.84)
†Meta-Baseline [20] ResNet-12 61.75 (-6.87) 75.82 (-7.47)
† TAMAML (Ours) ConvNet-4 50.21 67.07
which contain 80% and 20% images of each coarse-class respectively. The model is
trained for a total of 200 epochs, with the learning rate starting from 0.3, decaying by
0.1 and 0.01 at 120 and 160 epoch. For both the datasets, a mini-batch contains 128
samples. The optimizer is SGD with momentum 0.9 and weight decay 5× 10−4. Four
methods2 with default parameters in PyTorch [40] are chosen as data augmentation for
DDE. The trade-off parameters m and n are set to 1 and 10 respectively.
Greedy-Based Coarse-to-Fine Pseudo-Labeling. The only parameter to specify in
the pseudo-labeling process is Ns. To avoid leaking additional priors about the training
data, we set Ns to the average number of images per fine-class in meta-validation set.
For Omniglot and tieredImageNet respectively, this number is 20 and 1281.
Task-Attentive Model-Agnostic Meta-Learning. We apply task-wise attention on top
of MAML++ [23] (an improved variant of MAML [12]) to implement TAMAML. Al-
though recent works [20,22,25] have introduced advanced architectures like ResNet-
12 [39] as the backbone, we still adopt a commonly-used shallow CNN [6,10,11,12,23,41]
for fair comparison with MAML and MAML++. More concretely, this network (ConvNet-
4) is composed of four convolutional modules, each with a 64-filter 3×3 convolution
followed by batch normalization [42], a ReLU activation, and a 2×2 max-pooling layer.
TAMAML uses the Adam [43] optimizer with an initial learning rate of 0.001, β1 = 0.9
and β2 = 0.99. The Omniglot and tieredImageNet experiments are trained for 100
and 200 epochs respectively, with each epoch containing 500 episodes. The inner-loop
loss function L is cross-entropy, and the inner-loop optimizer is SGD with the LSLR
(Per-Layer Per-Step Learning Rates) strategy [23]. When training TAMAML, we ap-
2 RandomResizedCrop, ColorJitter, RandomGrayscale, RandomHorizontalFlip
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Table 3. Comparative results of task-proposal algorithms on Omniglot. Note that [17,27,28] are
all unsupervised, since there is as yet no previous study of inexactly-supervised meta-learning.
Algorithm
Omniglot 5-way Omniglot 20-way
1-shot 5-shot 1-shot 5-shot
ACAI CACTUs-ProtoNets [17] 62.44 83.20 41.86 66.27
BiGAN CACTUs-ProtoNets [17] 54.74 71.69 33.40 50.62
AAL-ProtoNets [28] 84.66 89.14 68.79 74.28
CPGML-ProtoNets (Ours) 96.73 99.73 87.97 97.63
ACAI CACTUs-MAML [17] 68.12 83.58 47.75 73.36
BiGAN CACTUs-MAML [17] 58.18 78.66 35.56 58.62
UMTRA-MAML [27] 83.80 95.43 74.25 92.12
CPGML-MAML (Ours) 95.61 99.61 84.28 95.70
AAL-MAML++ [28] 88.40 97.96 70.21 88.32
CPGML-MAML++ (Ours) 96.96 99.86 85.73 97.58
ply standard rotation augmentation to Omniglot, while introducing no additional data
augmentation techniques to tieredImageNet.
4.3 Few-Shot Classification Results on Standard Benchmarks
We conduct extensive experiments on Omniglot and tieredImageNet, with the results
shown in Table 1 and Table 2 respectively. In addition to TAMAML, we also evaluate
various state-of-the-art approaches under the setting of CPGML. In consideration of
the randomness of greedy-based coarse-to-fine pseudo-labeling, we report the average
results of three independent trials. It’s worth noting that the test accuracies of different
trials are from independent distributions, so we omit the confidence intervals.
For Omniglot experiments, we compute classification accuracy averaged over 1000
randomly generated episodes from the fine-grained labeled meta-test set in each trial
following [10]. When testing previous methods under CPGML, we keep the settings as
consistent as possible with the original papers. As shown in Table 1, TAMAML beats
MAML and MAML++ under CPGML, demonstrating not only the effectiveness of
task-wise attention mechanism but also the existence of task non-equivalence. Further-
more, the models in the inexactly-supervised regime achieve competitive performances
against the fully-supervised results. Among them, two of the inexactly-supervised re-
sults even surpass the corresponding fully-supervised results (highlighted in red).
For tieredImageNet experiments, the classification accuracy are averaged over 600
episodes in one trial following [41]. As one can see in Table 2, on this more challeng-
ing yet realistic dataset, TAMAML also performs superior to the MAML baseline. For
the evaluated models, the performance drop resulting from the absence of fine-grained
supervision are all acceptable.
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Table 4. Accuracy(%) of CPGML-TAMAML in ablative settings on Omniglot (“omni.”) and
tieredImageNet (“tiered.”). “IS” means Instance-wise Supervision of DDE, “WCS” means Weak
Category-wise Supervision of DDE, and “TA” means Task-Attention of TAMAML.
Settings omni. 5-way omni. 20-way tiered. 5-way
IS WCS TA 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot
X X X 97.21 99.93 85.84 97.60 50.21 67.07
X X 96.20 99.86 84.14 97.43 49.64 66.63
X X 95.64 99.56 77.20 96.57 48.13 64.87
X X 96.96 99.86 85.73 97.58 49.96 66.92
4.4 Comparison with Existing Task-Proposal Algorithms
The key challenge of inexactly-supervised meta-learning is to propose high-quality
tasks (which are analogous to the target tasks) from coarse-classes. We compare our
method with several existing task-proposal algorithms for meta-learning on Omniglot.
Note that these are all unsupervised methods, because to our knowledge there is no
prior work focusing on few-shot learning from pure inexact supervision. Among these
methods, CACTUs [17] uses k-means clustering to partition the resulting embeddings
of previous unsupervised generative models like ACAI [44] and BiGAN [45]. The other
compared methods UMTRA [27] and AAL [28] share the same idea of using random
labels and data augmentation to establish pseudo-tasks. The results are shown in Ta-
ble 3. As we can see, CPGML outperforms existing methods by considerable margins.
These performance improvements mainly result from utilizing the pseudo fine-grained
labels generated from coarse-grained labels, which are usually cheaper to obtain.
4.5 Ablation Study
Table 4 shows how the core components of CPGML-TAMAML affect the overall accu-
racy. We start with the full model and then remove the weak category-wise supervision,
instance-wise supervision of DDE, and the task attention of TAMAML, respectively.
We observe that the components each yield a performance gain in all the settings. In
particular, the instance-wise supervision of DDE (related to visual discrimination) con-
tributes the most. This is because the instance-wise supervision, which treats every
instance as an individual class, is far stricter than the weak category-wise supervision.
5 Conclusion
In this work, we propose an inexactly-supervised meta-learning system, hoping that the
model can extract effective task-agnostic knowledge leveraging only inexact supervi-
sion. To achieve this goal, we design DDE, which combines visual discrimination and
semantic discrimination to representation the images into low-dimensional embeddings,
Coarse-to-Fine Pseudo-Labeling Guided Meta-Learning 15
and introduce greedy-based coarse-to-fine pseudo-labeling to propose tasks via similar-
ity matching of embeddings. Moreover, we present TAMAML to mitigate the interfer-
ence from inevitable label noises. Experimental results show that our framework en-
ables meta-learning models to produce competitive results against fully-supervised per-
formances. Besides, our method outperforms state-of-the-art unsupervised task-proposal
methods by considerable margins with the aid of coarse labels.
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