A number of proposals to manage aliasing in Java-like programming languages have been advanced over the last five years. It is not clear how practical these proposals are, that is, how well they relate to the kinds of programs currently written in Java-like languages.
INTRODUCTION
There has been much recent research on managing aliasing in object-oriented programming languages through uniqueness, ownership, and confinement [NL01, BNR01, MPH99, NVP98, CNP01, CPN98, BV99, GPV01, AKC02, BLS03, CD02]. Unfortunately, it is not clear how applicable many of these approaches will be: that is, how well they can describe the kinds of aliasing used by programmers in practice. While there should be more to theories of objectoriented program design than rhetoric, we have found that there is surprisingly little solid evidence that programmers concern themselves with encapsulation, or adopt encapsulation disciplines in the programs they actually write.
In this paper we take an empirical approach to evaluating aliasing in object-oriented systems. By analysing snapshots of a corpus of running Java programs' heaps, we search for evidence of object uniqueness, ownership, and confinement. We hope that our results will enable researchers to verify their results and find new directions in the formal exploration of aliasing. 
BACKGROUND
In this section we provide brief overviews of object graphs and research into aliasing in objectoriented systems.
Object Graphs
An object graph -the object instances in the program and the links between them -is the skeleton of an object-oriented program. Because each node in the graph represents an object, the graph grows and changes as the program runs: it contains just a few objects when the program is started, gains more objects as they are created, and loses objects when they are no longer required. The structure of the graph (the links between objects) changes too, as every assignment statement to an object's field makes or changes an edge in the graph. Figure 1 illustrates the object graph of a simple part of a program -in this case, a doublylinked list of Student objects. The list itself is represented by a LinkedList object which has two references to Link objects representing the head and tail of the list. Each Link object has two references to other Link objects -the previous and the next links in the list, and a third reference to one of the Student objects contained in the list. Although the overall structure is clearly a general directed graph with many cycles, rather than a tree or a directed acyclic graph, some objects (such as the Student "Alice") are accessed uniquely by only a single reference. In running programs, object graphs have one or more roots (such as threads, or global or stack variables) representing objects that are permanently accessible by the current computation: objects that become unreachable from the roots are considered garbage and any memory they occupy may be reused.
Object graphs are the most fundamental structure in object-orientation. The primary aim of object-oriented analysis is to model the real world in terms of communicating objects (that is, in terms of an object graph), while object-oriented design produces a description of an object graph that will eventually be embodied in a program. The artifacts and methods of objectorientation (classes, associations, interfaces, inheritance, packages, patterns, UML, CRC Cards, and so on) are ultimately techniques for defining object graphs by describing the contents of the objects and the structure of the links between them.
Aliasing
An object is aliased whenever there is more than one pointer referring to that object [HLW + 92]. Aliasing can cause a range of difficult problems within object-oriented programs, because one referring object can change the state of the aliased object, implicitly affecting all the other referring objects [NVP98, BV99] . Aliasing is endemic and unavoidable in object-oriented programming languages, as any assignment statement may cause an extra alias to be created.
As aliasing has been recognised as a significant challenge for object-oriented programming, there have been a number of proposals to mitigate its effects upon programs, ranging from alias protection schemes [MPH99, NVP98] to alternatives to the assignment statement in component-based software engineering [HW91] . In this paper, we are concerned with three major approaches to managing aliasing: uniqueness, ownership, and confinement.
Uniqueness
A unique object is guaranteed to have only a single incoming reference [Hog91] . Uniqueness is the most basic type of aliasing control: a unique object is encapsulated within its sole referring object [BNR01] . This implies that the enclosing object can depend upon the unique object for its private state without aliasing-related concerns. Note there are a number of alternative programming language mechanisms that ensure uniqueness (including swapping, destructive reads, alias-burying, and so on [Hog91, HW91, Alm97, Boy01]), however the policies that these mechanisms enforce are broadly similar.
Typical object-oriented programming languages do not impose any uniqueness constraints on objects. In order to determine how practicable such constraints would be, we have empirically examined the object graphs of a corpus of Java programs to determine the fraction of objects which were unique.
Ownership
Object ownership is in essence a generalisation of uniqueness [PNC98] that underlies many more sophisticated alias management schemes [NVP98, CPN98, CNP01, MPH99]. Where uniqueness requires that an object can only be accessed via a single unique referring object, ownership allows an object to be accessed by any number of incoming references, provided that the object is always contained within its owner. In other words, no object outside the owner a is allowed to refer to an subordinate object b.
Ownership allows us to structure an object graph into an implicit ownership tree. More formally, we posit a global root r through which all the roots of an object graph can be accessed. Then, ownership is based on graph-theoretic domination: a owns b if a is a dominator for b, that is, if all the paths from the global root r to the object b go through a.
By empirically examining the ownership tree within programs' object graphs, we can determine whether current object-oriented programs are written in a style which is conversant with object ownership, and thus whether ownership is likely to be a useful technique for managing aliasing.
Confinement
Confinement was explored by Bokowski and Vitek [BV99] and further by Grothoff, Paslberg, and Vitek [GPV01] . Where object ownership ensures a subordinate object can only be accessed via its owning object, confinement ensures a subordinate object can only be accessed within some larger protection domain, such as a Java package.
For example, every class in Java belongs to some package (if no package is explicitly specified then it belongs to a so-called default package). A class is confined if all its instances are only referred to by instances of classes in the same package: the referring classes may be confined or unconfined.
As with uniqueness and ownership, there has been only a little independent study of the practicability of confinement -that is, now much confinement subsists in object-oriented programs in practice, or alternatively how much existing programming style would have to change to make use of confinement. Our aim in this paper is to address this issue, by empirically analysing the degree of uniqueness, ownership, and confinement in a corpus of Java programs.
ANALYSING JAVA OBJECT GRAPHS
When we started our work on this project, our aim was to find a tool that would allow us to measure encapsulation aspects of real object graphs inside running programs. Although there was a large repository of visualisation and static analysis tools [ZZ01, GPV01, PNC98, HM01, Len00, HNP00], none of these tools could effectively estimate uniqueness, ownership or confinement parameters.
For this reason, we decided to develop our own object graph analysis tool. We decided to analyse Java programs, because there are a large number of Java programs available on the Internet, because Java is straightforward to analyse compared with hybrid object-oriented languages such as C++, and because Sun's Java Developer Kit (JDK) [SM02] includes a number of standardised interfaces and libraries to support tool development.
We first attempted to determine programs' object graphs via the Java Debug Interface (JDI) [Mic02a] that supports dynamic monitoring of any Java program as it executes. Unfortunately, this interface could not support sufficient performance to monitor the complete execution of large Java programs -a simple program, with 3,000 new object allocations, was slowed down by approximately 100 times. Thus, we decided that dynamically monitoring the ownership structure of a complete object graph was beyond our capability at the time, and we dismissed full memory simulation [DH99] for similar reasons. Program visualisation tools [HNP02] have avoided this problem by only monitoring the part of the program that is being displayed, for example, user-written objects. On the other hand, we needed to gather information about programs' entire object graphs.
HAT: The Heap Analysis Tool
The Java Virtual Machine Profiler Interface (JVMPI) [Mic02b] can be used as an alternative to the JDI to gather information about Java programs. Unlike the JDI (that communicates information between separate Java programs on individual virtual machines) the JVMPI provides low-level hooks directly into the structures of the virtual machine. Part of this interface allows the user to save a snapshot of the entire object graph of any Java program into a file.
These heap snapshots can be inspected using the Heap Analysis Tool (HAT) written by Bill Foote [Foo02] . Using a web browser as a user interface, the HAT supports simple interaction with an object graph -navigating links forwards and backwards between objects, enumerating all the instances of a given class, and so on. 
The Rabbit That Came Out Of The HAT
We wrote a tool (named Rabbit) that used information from HAT about the objects to construct an ownership tree from the object graph. Rabbit used a well known dominator tree construction algorithm [LT79] to construct the ownership tree, and then calculated a range of uniqueness, ownership, and confinement metrics. Each calculation was specified in a separate class: a new calculation had to be implemented by providing a new calculation subclass and recompiling Rabbit.
The Fox That Came After The Rabbit
The need to recompile Rabbit, debug a new extension, and then reanalysing a corpus of object graph snapshots, meant that Rabbit was not particularly effective for exploratory analysis of object graphs. After examining the related research in object graph analysis using query-based debuggers, especially the work by Lencevicius [Len00] , we decided to improve the flexibility of our tool by introducing a query language. Figure 2 shows the final tool that we developed, called Fox, as a successor to Rabbit. Fox's query language called FQL (Fox Query Language) can express a range of ownership calculations without rebuilding the program or reloading object graph snapshots.
Once the information about a heap snapshot is loaded into memory, Fox views it as a single database table with each row containing information about a single object. We calculate a number of properties for each object and store them as columns in the table. FQL filter statements select objects meeting a set of constraints on their properties, and queries report information to the user.
FQL queries include standard operations such as counting the objects or finding a minimum or a maximum value of a particular property, a set of control queries that are designed to be inserted into scripts to tell Fox when to load another heap snapshot or when to save the results, and a set of interactive queries that visualise part of the current object graph.
For example, to determine the percentage of objects having more than one incoming reference in a snapshot, we would run the following FQL query:
An important point about Fox (and Rabbit and HAT) is that it empirically analyses object graphs of running Java programs, as opposed to static source code or dynamic behaviour traces. We chose this method because we aimed to analyse metrics latent within a corpus of programs, rather than benchmark a particular algorithm or alias protection scheme. Compared to static confinement checkers like Kacheck/J [GPV01], for example, our approach is instantaneous: an object may be identified as unique, confined, or otherwise encapsulated, depending on the state of the object graph at the instant a heap snapshot is taken. Thus, our results overestimate the encapsulation data: an object which is encapsulated at one instant (or in one program run) may be aliased the next instant, or in the next run. On the other hand, more conservative approaches such as Kacheck/J cannot identify objects which are effectively encapsulated in practice unless they can prove the objects will be encapsulated across all potential program executions, most of which will never occur.
RESULTS
We have used Fox to calculate metrics across 58 object graph snapshots obtained from a corpus of around 35 programs. Half of the corpus was taken from the Purdue Benchmark Suite [GPV01] the other programs are freely available over the Internet. The snapshots for large programs were taken at different stages: initial, when the program is initialised but hasn't been used yet, normal, when the program is used in a normal way, and heavy, when the program is driven to use as much memory as possible. To determine the sensitivity of our analysis to the precise instants when snapshots were taken, we made several additional snapshots for some of the large programs in our corpus: the results over these snapshots did not differ markedly from the selected heavy snapshots. Full details of all our results are presented in the appendices: appendix A reports the majority of the metrics, while appendix B provides extra information on class confinement.
For each snapshot, we give the number of objects in the object graph (NO), the number of unique roots in the Java heap root set (NUR), and the number of objects accessible by reference traversal (ART) from the root set (other objects are presumed to be uncollected garbage). These numbers give an idea of the size of the program under consideration. We found that a typical Java program in the corpus had around 65,000 objects allocated on the heap, about 1,800 of these were part of the Garbage Collector's root set (this includes static and global variables, metaobjects, and references from the Java stack) and 3,000 (around 5% or less) were garbage, i.e. not accessible from the root set.
Uniqueness
We analysed the object graphs to determine a number of aliased objects, i.e. objects with more than one incoming reference. We report this as the percentage of aliased objects (PAL). We found that on average only 13% of all objects had more than one object pointing to them, or in other words had an alias. This means that the number of aliases in the systems we looked at was not particularly high. By comparing different stages of the program run, we found that the percentage of aliased objects in the system often increased. For example, Kacheck/J rises from 3.01% of aliased objects during the initial stage to 14.09% of objects being aliased in the heavy load stage. Given that the majority of objects are not aliased, we consider that it makes sense for formal techniques to support uniqueness, however, there are enough aliased objects that uniqueness alone will be insufficient for managing aliasing within an object-oriented programming style.
Object Ownership
Our primary metric of object ownership is the average depth (AD) of an object in the ownership tree, that is, the average number of levels of encapsulation around any object. In most programs in the corpus, this was around 5 or 6; however some large programs had substantially larger values (e.g. 817.25 for BlueJ under heavy load).
Given these figures, we hypothesised that large data structures such as linked lists could have a very significant effect when calculating the average depth of the node in the ownership tree: the average depth of a list node would be half the length of the list. Figure 3 shows an H3Viewer [Mun02] visualisation of the ownership tree for a small test program that constructed a large linked list.
To address this issue, we decided to fold up such structures by counting successive objects of the same class (e.g. LinkedList$Node) as having a depth of 1. This gave us a less biased figure, with the average depth after folding (ADF) being around 5.30 as opposed to 43.35 across all programs. Importantly the large outlying depths were greatly reduced (e.g. a simple linked list test program has AD 142.37, ADF 4.21). The median of the average depths is actually only 7.40, confirming that ADF estimates ownership depth better than AD. The resulting ownership metric does demonstrate, however, that there is a significant amount of object-based encapsulation in Java programs.
For a finer-grained picture of object ownership in particular programs, we also calculated the average ownership tree depth per class. The results for all classes cannot be presented here for space reasons (our study involved over 390,000 classes) but as an example, consider classes involved in implementing Java hash tables. Since most java.util.Hashtable instances should own one java.util.Hashtable$Entry[] array instance, we would expect the average depth of the hash table to be one greater than the entry array. Figure 4 shows a class diagram of Hashtable related interactions in the java.lang. Alongside the classes, we show the average depths in the ownership tree across all the instances of each class, as found by Fox in BlueJ. These results confirm our hypothesis and also imply that the actual hash table entries are contained within an entry array.
Confinement
We have also calculated a number of confinement metrics over the object graphs of the programs in our corpus. Since we are looking at object graphs, we take an instantaneous approach to class confinement. If the classes of all the objects which refer to an object of interest are in the same package as that object's class, we call the object strongly confined. If all the referrers are in the same top level package, we call the object weakly confined (this is similar to the hierarchical packages in [BV99, GPV01] ). If there are referrers from a different package, we call the object not confined. For example, if a java.util.Vector object is pointed at by a hat.model.Snapshot object, then it is not confined, while if all the classes of the referrers to a java.util.Vector are members of java.* but not necessarily of java.util.* then the vector instance will be weakly confined. Note that if Grothoff's static analyser [GPV01] determines that the class is confined, then all its instances should be confined from our point of view.
Over the whole corpus, our measurements have shown that around 46% of the objects were not confined (NC), 21% were weakly confined (WC), and 33% were strongly confined (SC). At first glance, these numbers are roughly what static analysis by Grothoff, Palsberg, and Vitek [GPV01] leads us to expect, even though we are looking from a different perspective.
We further analysed confinement on a per-class basis, rather than per-object. The second table (Appendix B) gives the class confinement distribution. The first column, titled 0%, lists the number of classes that have no instances that are strongly confined, and then further columns list the number of classes that have a number of instances being strongly confined falling into a corresponding decile. The column named 100% counts those that have all their instances strongly confined. The last column is the Total Number of Classes (TNC).
One important feature of this table is that the 0% and 100% columns have by far the largest values: all the instances of a class tend to have the same confinement. We had hypothesised that there may be a significant fraction of the instances of some classes which were "almost" confined (90%), but this did not appear to be the case.
We found that the vast majority of classes with instances present in our heap snapshot are not confined (88.48%). After comparing our results with the data obtained using static control flow analysis by Grothoff, Palsberg, and Vitek [GPV01] we noticed that the majority of classes that their tool detected as being confined at all times have not been instantiated in any of our heap snapshots. For those classes that were instantiated, we confirmed that they were confined from our perspective too. 
Multiple Snapshots of a Single Program
All our results are based on the encapsulation information calculated from a single snapshot of a program's object graph. There is not enough information in the Java snapshots to allow us to trace individual objects or ownership across a sequence of heap snapshots of the same program run -individual objects are identified only by their memory address, which may be reused after garbage collection.
To demonstrate that our results are generally valid within programs, we have analysed a longitudinal sequence of snapshots taken during the same run of several of the larger programs in our corpus. Generally, we found that the metrics were stable once programs were heavily loaded: more specifically, Figure 5 shows a series of confinement results across snapshots of the ArgoUML program.
ArgoUML is a popular Java program for object-oriented modeling using UML. This program is open source and is available for free from http://argouml.tigris.org/. To generate the longitudinal results, we ran ArgoUML and took snapshots of its memory at different stages during its run. The first snapshot was taken while ArgoUML was just starting to load; the second snapshot was taken when it was about to finish loading; the third when it was running; the fourth after working on a class diagram and a use case diagram; and the fifth when ArgoUML was editing a large model and using a large amount of memory. Figure 5 shows the results for object aliasing. The percentage of aliased objects (PAL) rose from 16%, up to 22% while at the same time the total number of objects (NO) rose from around 35,000 to over 255,000. This means that the number of aliased objects rose from 5,500 to over 55,000. Figure 6 presents the distribution of confined, weakly confined, and non-confined objects: the percentages are essentially stable throughout all the snapshots.
FURTHER WORK
We are now working closely with researchers in uniqueness and confinement to evaluate proposed confinement schemes in more detail. In particular, we plan to measure external uniqueness [CW03] . We are also improving our corpus of heap snapshots.
In the future, we plan to experiment with formal protection schemes which are implemented as extensions to Java [AKC02, BLS03, CD02] and to observe the effects adopting such schemes has on the object graphs of the programs they constrain.
CONCLUSION
We have presented metrics of uniqueness, ownership, and confinement by analysing snapshots of Java programs' object graphs. Using our tool, Fox, we measured 58 heap snapshots of a corpus of over 35 programs from test programs to larger systems with over 350,000 objects. We found that around twelve percent of objects (ranging from 5-20 percent) had more than one incoming reference; that objects were on average five layers deep within an object ownership hierarchy; and that around one third of all objects were strongly confined.
We consider that these results indicate that object-oriented programs do in fact exhibit symptoms of encapsulation in practice, and that formal models of uniqueness, ownership, and confinement, can usefully describe the aliasing structures of object-oriented programs.
More information about the Fox tool and the Fox Query Language is available elsewhere [Pot02, Pot03] . This work is supported by the Royal Society of New Zealand Marsden Fund. 
