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ABSTRACT:  In this document is presented the implementation of the programming schedules as a method of 
lighting control, to perform a total saving and a personalized saving using neural networks. With the acquisition of a 
series of data about the operation of five lightings located in different parts of a specific house, it was designed a 
neural network to illuminate it and was implemented this design to the remaining. These neural networks were 
trained with input vectors; hour of the day, day of the week, holiday Monday’s and their respective objective vectors 
“total saving and personalized saving” with the purpose of evaluating the performance of the neural networks in the 
optimization of methods for saving electric energy in residential lighting. 
KEYWORDS: Neural network, time schedules, total saving, personal savings, lighting control. 
RESUMEN: En este documento se presenta la implementación de la programación horaria como método de control 
de  iluminación,  para  realizar  un  ahorro  total  y  un  ahorro  personalizado,  utilizando  redes  neuronales.  Con  la 
adquisición de una serie de datos, sobre el funcionamiento de 5 luminarias ubicadas en diferentes partes de una casa 
específica, se diseñó una red neuronal para una luminaria y se implementó este diseño para las restantes. Estas redes 
neuronales  fueron  entrenadas  con  los  vectores  de  entrada;  hora  al  día,  día  a  la  semana,  lunes  festivos  y  sus 
respectivos vectores objetivo “ahorro total y ahorro personalizado” Con el fin de evaluar el desempeño de las redes 
neuronales en la optimización de métodos para el ahorro de energía eléctrica en iluminación residencial. 
PALABRAS  CLAVE:Red  neuronal,  programación  horaria,  ahorro  total,  ahorro  personalizado,  control  de 
iluminación. 
1.  INTRODUCTION 
Nowadays is very common to see the increase of 
the  cost  in  the  electric  energy  service;  which 
makes  people  to  be  concerned  about  energy 
consumption  in  their  houses,  provoked  by 
multiple electric devices present in these places. 
A large part of this consumption is owed to basic 
necessities in the house as illumination and food 
refrigeration. 
Taking in account the actual saving necessities, 
it  is  necessary  to  consider  some  extraDyna 163, 2010  249 
expenditure that is generated as consequence of 
an inadequate use of electric energy, among, and 
the most frequent is to keep on devices that are 
not  being  used  in  certain  moments,  as  for 
example, the most common is keeping turned on 
lamps or light bulbs. 
Therefore,  arises  the  necessity  to  optimize, 
develop new systems and/or methods that allow 
to  make  electric  energy  savings  in  homes,  by 
illumination  control.  Today  there  are  various 
methods  to  control  illumination,  among  which 
we find the scheduling programming; where we 
can program the turning off control, turning on 
and regulation  of the illumination according to 
the time of the day, and the day of the week. [1]. 
In  this  document  is  tried  to  evaluate  the 
performance  of  neural  networks,  in  the 
optimization of the work of 5 lights in a specific 
house  upon  the  definition  of  a  schedule 
programming  method.  It  is  implemented  this 
method  given  that  the  neural  networks  are 
intelligent  models  that  search  to  reproduce  the 
behavior of the brain, with the capacity of being 
an adaptable system to any application.[2] 
2. DESIGN AND METHODOLOGY 
To perform the design of a neural network that 
allows predicting the working of lighting, many 
factors have to be taken in consideration, as: 
­  Objective Vectors and Entry Vectors 
­  Data acquisition 
­  Structure of the neural network 
2.1 Objective Vectors and Entry Vectors 
The  selection  of  the  objective  vectors  and  the 
entry vectors is the first step for the design of a 
neural network with application in the prediction 
of  data. 
2.1.1 Objective Vectors 
The  objective  of  this  work  is  to  evaluate  the 
performance  of  the  neural  networks  in  the 
optimization  of  the  method  of  schedule 
programming for energy saving, through a total 
saving and a personalized saving,  which arises 
the  necessity  to  leave  for  each  light  two 
objective  vectors.  In  table  1  is  realized  a 
description  of  the  numeric  values  that  were 
assigned according to the characteristics  of the 
variable: 
Total saving: Is made by 2 factors, turning on or 
off the light, facilitating the assignation of binary 
values, representing the “0” as off and the “1” as 
on. 
Personalized  saving:  Is  conformed  by  5 
regulation factors desired in the illumination of 
the  house  (0%,25%,50%,75%  y  100%),  and 
therefore represented in decimal values from 0 to 
1  with  steps  of  0.25  (equation  1  was  used  to 
assign  the  decimal  values  to  the  regulation 
percentages) 
[%] 
100 
n 
Y =  (1) 
Where:  Y  is  the  numeric  value  of  the  desired 
regulation and n can take the values from 1 to 
100  at intervals of 25. 
Table 1. Exits for the control of  Schedule 
programming 
Objectives of the Neural Network 
Saving 
(variables) 
Factor to be 
Codified 
Numeric 
value 
On  1 
Total 
Off  0 
0%  0 
25%  0,25 
50%  0,5 
75%  0,75 
Personalized 
100%  1 
2.1.2 Entry Vectors 
It is indispensable to establish entry factors that 
allow  generating  patterns  related  to  the  exit 
values in the training of the neural network, so it 
can  determine  the  consumption  of  electrical 
energy of the lighting in the houses. 
On other hand, the non predetermined conditions 
of  the  environment  have  to  be  taken  in 
consideration,  as:  alternation  of  the  fixed 
situations  or  modification  of  the  established 
times,  such  changes  can  be  defined  as  non 
predictable  factors  and  require  a  filtration 
process  to  avoid  the  sensible  alteration  of  the 
model.Hernández et al  250 
Factors that affect the exits of the network 
In  the  method  of  Schedule  programming  is 
used the  hour  of  the  day  and  the  day  of  the 
week to determine the performance behavior of 
the  lightings.  Therefore  the  selection  of  the 
factors;  hour,  day  and  holiday  Monday,  are 
defined as the entry data in the simulation of 
the neural network. Following  is  explained 
the selected  variables. 
a.  Hour  of  the  day:  This  is  one  of  the 
variables  with  more  influence  in  the  use  of 
lightings in  homes, due that it is  evident that 
according to the hour of the day people have 
the  necessity  to  turn  on  or  off  the  lights.  To 
introduce  this  factor  and  trying  to  give  more 
precision in the functioning times of the lights, 
it  is  used  a  numerical  variable  as  an  entry 
vector  for  the  neural  network,  the  range  will 
oscillate  between  0  and  23.75  with  ranges  of 
0.25,  that  represent  intervals  of  15  minutes 
(Equation 2). 
[min] 
60 
n 
Y =  (2) 
Where; Y is equal to the numeric value of the 
hour of the day and n= can take values from 0 to 
60 in intervals of 15 minutes equivalent to ¼ of 
an  hour. 
In table 2 is shown an example of the numeric 
value that is  used  to  represent the 15 minute 
intervals. 
Table 2. Example of the hour of day’s conversion 
into numeric variables 
Hour of the 
Day  Numeric Value 
12,00 AM  0 
12,15 AM  0,25 
12,30 AM  0,5 
12,45 AM  0,75 
1,00   AM  1 
b.  Day of the week: The day of the week 
affects the performance of the lightings, a very 
clear  example  is  comparing  a  Sunday  with  a 
Tuesday, given the fact that the Sunday is a non 
working  day  changes  the  routine  behavior  of 
people changing the use of appliances and lights. 
This factor  will  be  codified  as shown in 
Table 3. 
c.  Holliday Monday’s: it is evidenced that 
there  is  a  great  difference  between  a  working 
Monday  and  a  holiday  Monday,  as  mentioned 
before  it  affects  the  functioning  habits  of  the 
lights. This variable will be included in the entry 
vector with a binary numeric value, represented 
“1”  as  holiday  Monday  and  “0”  as  working 
Monday. 
Finally  is  designed  the  vector  schematics  for 
entries  and objectives, as shown in figure 1. 
Table 3. Day of the week and its corresponding 
numeric value 
Day of the Week  Numeric Value 
Monday  0 
Tuesday  1 
Wednesday  2 
Thursday  3 
Friday  4 
Saturday  5 
Sunday  6 
Figure 1. General schematic of entries and objectives 
of the neural network to be designed 
2.2  Data acquisition 
Once  determined  the  entry  values  and  the 
objective vectors, the data gathering is initiated 
on  the  working  of  the  5  lightings,  located  in 
different  parts  of  a  specific  house  during  11 
weeks, the procedure to capture this information 
is made upon a study of the schedule established 
by the routines of the people, also for this work 
was given the collaboration of the members ofDyna 163, 2010  251 
the  house. In Table 4 is shown an  example  of 
how the data was gathered. In total was gathered 
295.680  data  of  which  about  20%  is  left  as 
validation  and  the  remaining  80%  is  taken  to 
train the network as shown in Table 5. 
Table 4. Example of the data gathering located in the 
dinning room, after 3 PM until Saturday 4 PM 
DINNING ROOM  Holliday 
Monday  Day  Hour  On / Off  Regulation 
0  5  15  1  0,5 
0  5  15,25  1  0,5 
0  5  15,5  1  0,5 
0  5  15,75  0  0 
0  5  16  0  0 
Table 5. Distribution of the data for training and 
validation of the network 
Distribution of the Data 
Destiny  Data for 
each Light 
Total 
(5 lights) 
Percentage 
Training  47.304  236.520  80% 
Validation  11.832  59.160  20% 
Total 
Observations  59.136  295.680  100% 
2.3  Structure of the neural network 
Upon  this  point  it  is  started  the  design  of  the 
neural network through Matlab’s toolbox Neural 
Network (nntool); this simulation tool allows the 
selection of: net type, training function, number 
of  layers,  number  of  neurons  and  transfer 
function  by  layer,  taking  in  account  the  entry 
vectors  and  objective  vectors,  in  Figure  1  is 
presented  the  general  schematics  of  the  neural 
network. 
2.3.1 Type of neural net 
For  the  selection  of  the  type  of  network  were 
considered  the  following  parameters:  type  of 
training,  desired  objectives,  number  of  hidden 
layers,  processing  capacity  used  to  train  the 
network,  this  last  aspect  can  cause  time 
optimization problems in the iterance’s and can 
block  the  equipment  to  be  used  with  the 
following  characteristics:  Core  2  duo  CPU 
T5550 1.8GHz with 2GB RAM and pagination 
file of 2.046 GB. 
After making a comparative chart between the 3 
different types  of neural networks used for the 
prediction as shown in Table 6, it is evident the 
implementation  of  the  Feed­Forward  Backprop 
net. This type of network is one of the most used 
in the prediction of patterns today, because when 
it emits a result, it is compared with the desired 
exit  and  calculates  the  error  made.  Upon  this 
moment  the  exit  layer  makes  an  inverse 
propagation  of  the  error  towards  the  hidden 
layers, recalculating the weights so the error is 
minimized  in  the  next  iteration.  As  the  net  is 
trained,  the  neurons  of  the  intermediate  layer 
learn  to  recognize  the  characteristics  of  the 
entries  (entry patterns) [2] [3] [4]. 
Table 6. Restrictive parameters for selecting the type 
of net to be used 
Type of 
net 
Objective 
data 
Allowed 
hidden 
layer 
Processing 
capacity 
Perceptro 
n  Lineal  1  Low 
Feed ­ 
Forward 
Backprop 
Lineal and 
non lineal 
Without 
restriction  Medium 
Radial 
Lineal and 
no 
lineages 
Without 
restriction 
High 
2.3.2 Red Feed ­Forward Backprop parameters 
By  selecting  the  Feed­Forward  Backprop 
network, the toolbox Neural Network provides a 
series  of  (algorithms  –  parameters)  that  vary 
according  to  the  application  that  wants  to  be 
given to de neural network, the parameters are: 
•  Input ranges 
•  Training function 
•  Adaption learning function 
•  Performance function 
•  Number of layers 
This is observed in the toolbox Neural Network 
as shown in figure 2. Following is explained the 
repercussion of the previous items in the design 
of the network. 
a. Entry rangesHernández et al  252 
This item in fact is not a parameter, but a box 
that allows charging the  entry vector  to  obtain 
the numeric values upon it is made. 
Figure 2. Selection window of parameters of the 
toolbox Neural Network 
b. Training function 
This  parameter  allows  choosing  the  type  of 
training  algorithm  used  by  the  neural  network, 
according to the research made for the prediction 
and  application  to  practical  problems  it  is 
recommended  the  use  of  4  training  functions. 
[5][6] 
­Trainlm:  (defined  by  defect)  requires  storage 
capacity,  converges  in  a  high  number  of 
iterations, algorithm that updates the weights and 
gains  according  to  the  optimization  of 
Levenberg­Marquardt 
­Trainbfg: this algorithm requires  more storage 
capacity  tan  the  traditional  algorithm,  but 
generally  converges  in  less  iterations;  is  an 
alternative algorithm that employs the conjuxed 
gradient technique, its  mathematical  expression 
is derived by the Newton method, 
Trainscg:  Requires  less  storage  capacity, 
converges  in  less  iterations,  training  of  retro 
propagation of escalated conjuxed gradient. 
­Traingdx:  Requires  less  storage  capacity, 
converges  in  a  high  number  of  iterations, 
training  of  retro  propagation  of  descending 
gradient with momentum  and  adaptative 
learning  rate. 
For the design of the neural network were made 
a  series  of  tests  that  gave  the  better  training 
function, the  better  tests  can  be 
found on Table 8. 
c. Learning adaptation 
The    toolbox  of  Neural  Network  allows 
performing the 2 parameter variation 
•  Learngd:  Learning  applying  descending 
gradient [6] 
•  Learngdm:  Learning  applying  descending 
gradient with momentum [7]. 
Because it can not be established which one of 
both gives the better adaptation, tests were made 
to  verify  the  most  optimum  one,  as  shown  in 
Table 8. 
d. Performance function 
As  its  name  indicates,  this  function  allows 
observing the performance of the neural network 
in its training, providing the error in it. 
Matlab  gives  the  option  of  3  functions  of 
execution. 
•  MSE:  Middle  quadratic  error  of  the 
performance function. 
•  MSEREG: Middle quadratic error with the 
performance of the regularization function. 
•  SSE:  Sum performance  function  quadratic 
error. 
According  to  the  preceding  explanation,  the  3 
functions are used to measure the training error; 
because  of  this  was  selected  the  parameter 
already established by Matlab’s toolbox Neural 
Network “MSE”. [6] 
e. Number of layers and properties of the layers 
For a better design of the neural network, Matlab 
allows to modify: 
•  Number of layers 
For  the  selection  of  the  number  of  layers 
were  made  error  tests  with  1,  2,  3  and  4 
layers; the best results are shown in Table 8. 
Upon the gathered data is analyzed that the 
number of layers that has a better behavior 
with respect to performance is of 3. 
•  Number of neurons 
As  for  the  number  of  layers  this 
characteristic  is  obtained  upon  tests,  theDyna 163, 2010  253 
main results are shown in Table 8, in which 
can be observed that the number of neurons 
for  each  layer  that  adapts  better  to  the 
training of the net is [20­30­2]. It is worth 
mentioning that the objective of the net is to 
predict  two  exits  (total  savings  and 
personalized  savings);  because  of  that  the 
number of exit neurons of the network will 
be 2. 
•  Transfer function by layer 
Matlab  counts  with  3  functions  per  layer, 
these functions are described in Table 7 for 
the  selection  of  the  transference  function 
has  to  be  performed  a  series  of  tests  that 
allow to determine the best model. The exit 
of  the  last  layer  was  designed  under  the 
criteria  of  a  PURELIN  transfer  function, 
due  that  this  linear  transference  function 
provides  the  desired  exits  for  the 
intermediate values between 0 and 1 for the 
personalized  saving  (Figure  3),  for  the 
remaining  layers  the  best  result  was: 
First Layer: Tansig 
Second Layer: Tansig 
Third Layer: Purelin 
Table 7. Transference Function by Layer 
Function  Icon  Name 
Purelin  Linear 
Logsig  Logarithmic 
Tansig  Tangent 
Figure 3. Representation of the numeric values of the 
objectives 
3.  RESULTS 
3.1  Neural network structure 
According  to  the  objective  of  the  project  a 
simulation of a neural network for the 5 lightings 
with their respective exit vectors was tried (Total 
saving and personalized saving), but due to the 
amount  of  memory  required  to  perform  this 
simulation it was not possible its development. 
For  that  reason  the  decision  to  make  a  neural 
network for each lighting was taken obtaining a 
total  of  5  networks.  For  the  selection  of 
parameters  the  tests  were  made  with  only  one 
light,  given  that  the  structure  of  the  data  is 
similar. 
With the help of Matlab’s toolbox was made a 
total  of  281  simulations;  with  the  goal  of 
obtaining  the  configuration  with  the  lowest 
performance (highest adaptation). 
In Table 9 are observed the obtained results in 
the 281 simulations made for the light located in 
room number 3, where can be appreciated the 3 
best results of the four training algorithms with 
the  parameter  variation  of  the  Feed­Forward 
Backprop  network  that  finally  provide  the 
configuration most adaptable to the data. 
In  Figure  4  is  he  final  model  obtained.  The 
structure  is  composed  by  3  layers,  the  first 
contains 20 neurons with a Tansing transference 
function,  the  second  layer  composed  of  30 
neurons and with a transference function equal to 
the  first  one,  the  exit  layer  with  a  Purelin 
transference  function,  it  is  clear  that  the  third 
layer was designed upon the objective vectors. 
Figure 4. Final design of the neural network 
3.2 Simulation result 
In Table 9 can be found the performance given 
by  Matlab  (middle  quadratic  error  of  the 
function) for each  light, as the averages of the 
absolute  errors  for  each  objective  value 
Performance is, Goal 0. [7].Hernández et al  254 
Table 9. Performance of the network and absolute 
errors 
Absolute Error  Light 
Locations 
Performance 
[MSE]  Total 
Saving 
Personalized 
Saving 
Kitchen  0,0310387  0,0854  0,0712 
Dinning 
Room  0,0313532  0,0834  0,0687 
Study 
Room  0,0309709  0,0829  0,0670 
H(1)  0,0359525  0,0823  0,0782 
H(3)  0,0224731  0,0633  0,0487 
Average 
error  0,03035768  0,0795  0,0668 
In  figure  5  is  the  training  made  by  the  neural 
network for each one of the lights, where can be 
observed that the graphics start with a high error 
and goes diminishing until it stabilizes, with the 
training it is appreciated the validation made by 
Matlab  that allows  to  minimize  the  number  of 
iterations, the value of the performance for each 
network is found in Table 9. 
Figure 5. Graphics Training lightings kitchen, 
dinning room, study room, H (1) y H (3) 
Figure 5(a): training for lighting located in the kitchen 
at 101 iterations. 
Figure  5(b):  Training  for  lighting  located  in  the 
dinning room at 117 iterations. 
Figure 5(c): Training for the lighting located in the 
study room at 29 iterations. 
Figure 5(d): Training for the lighting located in room 
1 at 31 iterations. 
Figure 5(e): Training for the lighting located in room 
3 at 134 iterations. 
3.3  Analysis of the data obtained 
In  Figure  6  can  be  observed  the  percentage 
participation graphics on the On and Off states in 
the total of the data gathered for each lighting in 
a period of 11 weeks. It must be noted that the 
On  state  is  made  of  the  25%,  50%,  75%  and 
100% regulations and the Off state by 0%. [8] 
[9]. 
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(3) 
Figure 6(a): Contribution of the states in the total of 
data gathered for the lighting in the kitchen. 
Figure 6(b): Contribution of the states in the total of 
data gathered for the lighting in the dinning room. 
Figure 6(c): Contribution of the states in the total of 
the data gathered in the lighting of the study room. 
Figure 6(d): Contribution of the states in the total of 
the data gathered in the lighting of room 1. 
Figure 6(e): Contribution of the states in the total of 
the data gathered in the lighting of room 3. 
3.4  Result analysis for total saving 
Upon Figure 6 and the exits of the simulations 
for  total  savings,  it  was  observed  that  exists  a 
great variety of data that is in intermediate points 
of  a  range  between  “0”  and  “1”  taking  in 
consideration that the 2 states that make the total 
saving  are  given  by  On  (1)  and  Off  (0),  is 
implemented  a  logical  condition  that  takes  to 
Zero the close values to it and the same way it 
takes to “1” the values close to one. To find the 
optimal logic value it was necessary to develop a 
series of tests, calculating the cost of energy and 
user  satisfaction  for  5  different  conditions  or 
comparison limit as shown in Table 11. 
To  obtain  the  vinculating  error  directly  with 
insatisfaction  ,  it  is  determined  a  factor  that 
involves the user preference with respect to the 
performance of the network. This factor is fixed 
through an interview made to the members of the 
house where the data was gathered, as shown in 
Table 10. In this Table is found the preference 
by  user,  giving  a  percentage  average  value  by 
state, according to this it is preferred in 75% that 
the  network  turns  off  the  lights  but  not  that  it 
turns them on. 
Table 10. Preference Survey 
State 
On [%]  Off [%] 
Subject 1  30  70 
Subject 2  30  70 
Subject 3  15  85 
Subject 4  20  80 
Subject 5  30  70 
Average 
(F. pref)  25  75 
According to these two factors, we have that the 
absolute  error  for  the  network  is  given  by 
equation 3. 
Where:  EabsOn  and  EabsOff  are  the  average 
errors  of  the  difference  between  the  objective 
vector  and  the  exit  of  the  network. 
In Table 12 is found the final cost for lighting 
that was generated by using the neural networks 
in the exit of the total saving, also is found the 
real price  for  each lighting that was calculated 
with the data gathered. The total cost of energy, 
real as the one provided by the neural  network 
is  found  on  Table 13. 
Table 11. Selection of the logic or limit condition 
Average 
Eabs 
Com 
paris 
on 
Limit  On  Off 
Eabs 
Total 
(Insat 
isfact 
ion) 
Price 
real 
consum 
ption [$] 
Price exit 
of the 
neural 
network 
[$] 
0,5  0,50  0,02  13,9  9.396,5 
0,4  0,39  0,03  11,9  12.883,3 
0,3  0,20  0,05  9,1  19.325,0 
0,2  0,09  0,08  7,9  24.377,9 
K
i
t
c
h
e
n
 
0,1  0,05  0,12  10,1 
13.267,5 
31.765,1 
0,5  0,41  0,02  11,9  12.972,0 
0,4  0,23  0,04  8,9  18.674,9 
0,3  0,17  0,06  8,4  21.866,2 
0,2  0,09  0,08  8,1  26.623,6 
D
i
n
n
i
n
g
 
R
o
o
m
 
0,1  0,01  0,13  9,8 
15.808,7 
35.517,8 
0,5  0,63  0,02  17,2  7.003,1 
0,4  0,43  0,03  13,2  12.203,7 
0,3  0,27  0,05  10,8  17.345,2 
0,2  0,11  0,08  9,1  23.993,7 
S
t
u
d
y
 
R
o
o
m
 
0,1  0,01  0,13  9,8 
11.494,5 
32.592,4 
0,5  0,27  0,03  9,4  18.763,6 
0,4  0,17  0,05  7,7  29.223,9 
0,3  0,11  0,06  7,4  25.884,8 
0,2  0,05  0,07  6,8  29.223,9 
H
(
1
)
 
0,1  0,03  0,10  7,9 
18.409,0 
33.006,1 
0,5  0,42  0,02  11,6  9.751,1 
0,4  0,26  0,03  8,7  14.035,7 
0,3  0,12  0,05  6,4  18.409,0 
0,2  0,02  0,06  5,4  22.575,4 
H
(
3
)
 
0,1  0,00  0,09  6,7 
12.410,5 
26.978,2 
)  .  *  (  )  .  *  (  Off  abs  On  abs  abs  pref  F  Off  E  pref  F  On  E  E  +  =Hernández et al  256 
Table 12. Cost of energy total saving for 100 W 
lighting 
Consumpti 
on [kWh]  Cost [$] 
Stage  Real  Net  Real  Net 
On  44,9  22,3  13.267,5  6.589,4 
Off  0  9,5  0  2.807,1 
K
i
t
c
h
e
n
 
Lighting Cost  13.267,5  9.396,5 
On  53,5  31,6  15.808,7  9.337,5 
Off  0  12,3  0  3.634,5 
D
i
n
n
i
n
g
 
R
o
m
 
Lighting cost  15.808,7  12.972 
On  38,9  14,2  11.494,5  4.195,9 
Off  0  9,5  0  2.807,1 
S
t
u
d
y
 
R
o
o
m
 
Lighting cost  11.494,5  7.004 
On  62,3  45,3  18.409  13.385,7 
Off  0  18,2  0  5.377,9 
H
(
1
)
 
Lighting cost  18.409  18.764,6 
On  42  24,5  12.410,5  7.239,5 
Off  0  8,5  0  2.511,7 
H
(
3
)
 
Lighting cost  12.410,5  9.752,2 
Table 13. Total Cost of Energy Total Savings 
Total saving
Cost  Level 
Real  Network 
On  71.390,1666  40.747,9469 
Off  0  17.138,3678 
Total Cost  71.390,1666  57.886,3147 
By last for the analysis of the data of the total 
saving, in Table 14 is appreciated the costumer 
insatisfaction that is obtained by multiplying the 
absolute  error  by  the  average  of  the  client 
preferences with respect to the On and Off states 
of the  lightings  found  on  Table 11. 
Table 14.  Costumer satisfaction for total savings 
Stage 
Absolute 
Error 
Insatisf. 
Costumer 
On  0,5033 
12,58% 
K
i
t
c
h
e
n
 
Off  0,0174  1,31% 
Insatisfaction  13,89%  Costumer 
satisfaction  86,11% 
On  0,4093 
10,23% 
D
i
n
i
n
g
 
R
o
o
m
 
Off  0,0229 
1,72% 
Insatisfaction  11,95%  Costumer 
Satisfaction  88,05% 
On  0,635 
15,88% 
S
t
u
d
y
 
r
o
o
m
 
Off  0,0172  1,29% 
Insatisfaction  17,17%  Costumer 
Satisfaction  82,84% 
On  0,2729  6,82% 
H
(
1
)
 
Off  0,0344 
2,58% 
Insatisfaction  9,40% 
Costumer 
Satisfaction  90,60% 
On  0,4167  10,42% 
H
(
3
)
 
Off  0,0155  1,16% 
Insatisfaction  11,58% 
Costumer 
Satisfaction  88,42% 
0,5 
3.5  Resulting  analysis  for  the  personalized 
saving 
For  the  personalized  saving  as  for  the  total 
saving, it  was defined a 0.2 limit “20%” , but 
different  than  the  total  saving,  the  limit  was 
determined to filtrate the noise produced by the 
network,  which  provided  a  considerable 
consumption.  It  was  also  established  a  limit 
above 100%, due that it is not possible that the 
lighting acquires a higher value. Because of this 
that  data  that  exceeded  were  approximated  to 
such objective. 
In Table 15 is found the final cost per lighting 
applied  to  the  personalized  saving.Dyna 163, 2010  257 
Table 15. Cost of energy personalized saving 
Consumption 
[kWh] 
Energy Cost 
[$]  Level 
[%] 
Real  Net  Real  Net 
100  21,20  9,85  6.264,37  2.911,32 
75  11,70  2,41  3.457,22  711,01 
50  3,90  2,15  1.152,41  635,76 
25  0,08  0,16  22,16  47,72 
0  0,00  13,02  0,00  3.846,38 
K
i
t
c
h
e
n
 
Lighting Cost  10.896,2  8.152,2 
100  28,30  18,20  8.362,34  5.379,19 
75  13,95  7,62  4.122,07  2.250,84 
50  3,30  1,42  975,11  418,86 
25  0,00  0,00  0,00  0,00 
0  0,00  13,60  0,00  4.018,40 
D
i
n
n
i
n
g
 
R
o
o
m
 
Lighting Cost  13.459,5  12.067,3 
100  14,10  6,14  4.166,40  1.815,34 
75  15,53  6,37  4.587,47  1.883,63 
50  2,05  0,16  605,75  46,21 
25  0,00  0,00  0,00  0,00 
0  0,00  12,37  0,00  3.656,32 
S
t
u
d
y
 
R
o
o
m
 
Lighting Cost  9.359,7  7.401,5 
100  54,10  35,43  15.985,9  10.470,8 
75  5,93  2,80  1.750,77  827,82 
50  0,15  0,00  44,32  0,00 
25  0,00  0,00  0,00  0,00 
0  0,00  18,06  0,00  5.335,14 
H
 
(
1
)
 
Lighting Cost  17.781,1  16.633,8 
100  19,20  12,47  5.673,39  3.683,61 
75  8,70  4,32  2.570,76  1.276,13 
50  3,95  2,74  1.167,18  808,94 
25  0,83  0,66  243,78  195,82 
0  0,00  9,89  0,00  2.923,01 
H
 
(
3
)
 
Lighting Cost  9.655,1  8.887,5 
The  total  cost  of  energy  of  the  5  lightings  for 
regulation, real and given by the neural network 
is found on Table 16. 
Table 16. Total cost of energy personalized saving 
Level  Real   [$]  Net  [$] 
100%  40.452,46  24.260,46 
75%  16.488,29  6.949,43 
50%  3.944,78  1.909,77 
25%  265,94  243,54 
0%  0,00  19.779,24 
Energy Cost  61.151,47  53.142,24 
Table  17  is  composed  by  5  columns,  where 
costumer insatisfaction can be found, which was 
determined by multiplying the absolute error by 
the  average  percentages  of  preference  of  the 
costumer  in  each  seen  state  from  Table  10. 
Finally it is appreciated the costumer satisfaction 
data applied to the personalized saving. 
Table 17.  Client satisfaction for personalized saving 
State  Level 
[%] 
Absolute 
Error 
Costumer 
Insatisf. 
100 
75
50 
On 
25 
0,4183  10,46% 
K
i
t
c
h
e
n
 
Off  0  0,0238  1,79% 
Insatisfaction  12,24%  Costumer 
Satisfaction  87,76% 
100 
75
50 
On 
25 
0,3527  8,82% 
D
i
n
n
i
n
g
 
R
o
o
m
 
Off  0  0,0253  1,90% 
Insatisfaction  10,72%  Costumer 
Satisfaction  89,28% 
100 
75
50 
On 
25 
0,4884  12,21% 
S
t
u
d
y
 
R
o
o
m
 
Off  0  0,0224  1,68% 
Insatisfaction  13,89%  Costumer 
Satisfaction  86,11% 
100 
75
50 
On 
25 
0,3536  8,84% 
H
(
1
)
 
Off  0  0,0341  2,56% 
Insatisfaction  11,40%  Costumer 
Satisfaction  88,60% 
100 
75
50 
On 
25 
0,3103  7,76% 
H
(
3
)
 
Off  0  0,0180  1,35% 
Insatisfaction  9,11%  Costumer 
Satisfaction  90,89% 
3.6  Savings methods Comparison 
In Table 18 is made a comparison of the criteria 
“total  saving  and  personalized  saving”  of  the 
scheduling programming as saving strategies of 
electric energy in illumination.Hernández et al  258 
Table 18. Comparison Total Saving and personalized 
Saving 
Total saving 
Personalized 
saving 
Net  Real  Net  Real 
Satisfaction 
[%]  87,2  100  88.5  100 
Insatisf. 
[%] 
12,8  11,5 
Cost [$]  57.886,3  71.390,2  53.142,2  61.151,5 
Saving[$]  13503,9  8009,3 
4. CONCLUSIONS 
Due  it  was  not  possible  to  perform  the 
simulation for all  the lights it was designed a 
neural network for one lighting by a series of test 
/  errors,  being  implemented  for  the  remaining 
four  lightings  and  obtaining  an  average 
performance of 0,0303577. 
It was implemented a scheduling programming 
method  using  neural  networks  obtaining  a 
satisfaction  in  total  savings  of  87.2%  and  in 
personalized saving of 88.5%. Which generated 
in the time period  established  energy  costs for 
total savings of $57.886,3 and for personalized 
savings of $53.142,2. 
By  comparing  the  criteria  of  total  saving  and 
personalized saving with respect to the network 
exits it is determined that in the total savings was 
a costumer satisfaction of 87.2%, in comparison 
to  the  personalized  saving  which  was  88.5%, 
giving  a  higher  satisfaction  in  the 
personalized  saving  of 1.3%. 
In the same way it is realized the comparison in 
costs of energy consumed with respect to the real 
values, obtaining a saving of $13.503.9 for total 
saving  and  $8.009.3  for  personalized  saving, 
obtaining  a  higher  economic  benefit  in  the 
personalized saving of $4.744,1. 
In the exits of the neural network developed are 
presented unnecessary costs in the  moments in 
which  the  light  should  be  turned  Off.  For  the 
total  saving  is  presented  and  expenditure  of 
17.138,3678  in  the  Off  state  and  for  the 
personalized  saving  of  19.779,24  when  the 
regulation  should  be  zero  per  cent. 
Even though the  data of the  exit  of the  neural 
network  is  saving,  it  is  important  to  take  in 
consideration  that  the  neural  network  is  not 
providing  the  required  consumption  to  supply 
the  basic  needs  of  residential  lighting. 
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