The aim of this paper is to show that the multidimensional Monte Carlo integration can be efficiently implemented on computers with modern multicore CPUs and manycore accelerators including Intel MIC and GPU architectures using a new vectorized version of LCG pseudorandom number generator which requires limited amount of memory. We introduce two new implementations of the algorithm based on directive-based parallel programming standards OpenMP and OpenACC and consider their performance using Hockney-Jesshope theoretical model of vector computations. We also present and discuss the results of experiments performed on dual-processor Intel Xeon E5-2670 computers with Intel Xeon Phi 7120P and NVIDIA K40m.
Introduction
Many problems in physics, chemistry and financial analysis involve computing of multidimensional integrals of the form class of computational algorithms that rely on repeated random sampling to obtain numerical results approximating exact analytical solutions. Using parallel computers can accelerate the performance of programs that use such methods in science, technology or financial applications [3, 20, 22, 24] . Monte Carlo methods are also very attractive for solving multidimensional integration problems [1] . However, to ensure appropriately high accuracy of the results, the number of random samples should be really huge [15] ; thus, the use of parallel processing is necessary. Unfortunately, highquality algorithms for generation pseudorandom points have rather sequential nature. For example, the routine D01GBF available in NAG Numerical Library computes the approximation of the multidimensional integral of a function using Monte Carlo algorithm described in [12] and does not utilize multiple cores of target architectures and its performance is really poor [29] . In [28, 29] we have shown that the multidimensional Monte Carlo integration can be efficiently implemented on various distributed memory parallel computers and clusters of multicore GPU-accelerated nodes using recently developed parallel versions of LCG and LFG pseudorandom number generators [26] . Unfortunately, those implementations use all available memory to generate in parallel a huge number of random points. In such a case it is necessary to increase the number of nodes within a cluster when higher accuracy of results is desired.
The aim of this paper is to introduce a new simplified algorithm for multidimensional Monte Carlo integration based on a new vectorized version of LCG pseudorandom number generator which requires limited amount of memory. We consider its performance using Hockney-Jesshope model of vector computations [4, 6] . This model can also be applied to find the values of important parameters of the algorithm to minimize its execution time. Our new portable implementations are based on two directive-based parallel programming standards OpenMP and OpenACC; thus, the algorithm can be run on computers with modern multicore CPUs and manycore accelerators including Intel MIC and GPU architectures. We also present and discuss the results of experiments performed on dual-processor Intel Xeon E5-2670 computers with Intel Xeon Phi 7120P and NVIDIA K40m.
Multidimensional Monte Carlo integration
The idea of Monte Carlo methods for multidimensional integration can be found in [15] . For a given d ≥ 1 let
be a bounded Lebesgue-integrable function defined on I d . The approximation for the integral of f over I d can be found using
where v 1 , . . . , v N are random points from I d . The strong law of large numbers guarantees that such numerical approximation of the integral converges almost surely and from the central limit theorem it follows that the expected error is O(N −1/2 ) [15] . The idea of Monte Carlo algorithm for multidimensional integration is quite simple [29] . We calculate the sum of the values of f (v i ), where all v i ∈ I d , i = 1, . . . , N , are constructed using a sequence of N · d pseudorandom real numbers from [0, 1). Linear congruential generator (LCG) is a well-known pseudorandom number generator. It is based on the recurrence relation
where x i is a sequence of pseudorandom values, m > 0 is the modulus, a, 0 < a < m is the multiplier, c, 0 ≤ c < m is the increment, x 0 ≡ σ , 0 ≤ σ < m is the seed or start value. Usually, m = 2 M , and M = 32 or M = 64; thus, the generators produce numbers from Z m = {0, 1, . . . , m − 1}. It allows the modulus operations to be computed by merely truncating all but the rightmost 32 or 64 bits, respectively. Thus, we can neglect "( mod m)". The integers x k can be converted to real values
Properties of the sequence generated using (3) heavily depend on properties of a, c and m. The sequence has the maximum possible period, when the following conditions are preserved [10] : Algorithm 1 performs multidimensional Monte Carlo integration based on LCG. Note that we need N points from I d ; thus, we apply (3) to generate N · d points. It is clear that LCG is a special case of linear recurrence systems [25] that can be defined as follows
Algorithms strictly based on (4) cannot fully utilize the underlying hardware of modern computers, i.e., vector extensions and multiple cores, what is essential in case of modern multicore and manycore computer architectures.
To introduce a method that would be suitable for modern computer architectures, let us assume that there exist two positive integers r and s such that n = rs. This assumption can be easily omitted. If we choose n < N , where N is the desired number of points, then we can use the following method to find n random points from I d . Remaining N − n points can be found using (3). Equation (4) can be rewritten in the following block form [26, 29] :
. .
where
m , and the matrices A and B are defined as follows
From (5) we have
When we set t = A −1 f and y = A −1 (ae 0 ), where e 0 = (1, 0, . . . , 0) T ∈ Z s m , then we get the main formula for the vectorized version of LCG:
Algorithm 2 shows how to apply (7) to perform multidimensional Monte Carlo integration. First we have to find vectors x 0 , y, t using three separate tasks that can be executed in parallel. Note that because of data dependencies, the loops 2-4, 6-8, 10-12 are strictly sequential. Then we convert all entries of x 0 to real values (line 
atomic update of the variable sum It should be noticed that although the operations from lines 13, 20, 21 are written in a vector form, they can be treated as loops without data dependencies.
Performance analysis
It is clear that the performance of Algorithm 2 depends on chosen values of r and s. Our experiments show that the right choice of these parameters can improve the performance significantly. Moreover, the right choice remains appropriate for various functions f (see Sect. 5). Thus, for the sake of simplicity, we will use the theoretical model of vector computations introduced by Hockney and Jesshope [4, 6] to analyze Algorithm 2 reduced to the problem of finding r · s vectors from I d . It will also help us to predict the right choice of r and s that can minimize the execution time of the algorithm.
The performance of computers involved in scientific calculations is usually expressed in terms of the number of floating point operations completed per second. The basic measure can be expressed as
where N represents the number of floating point operations executed in t seconds. Obviously, when N floating point operations is executed with the average performance of r avg , the execution time of a given algorithm is t = N 10 9 · r avg sec.
The performance r N of a loop of length N can be expressed in terms of two parameters r ∞ and n 1/2 , which are specific for a given type of a loop and computer architectures [4, 6] . The first parameter represents the performance in Gflops for a very long loop, while the second the loop length for which the performance of about r ∞ /2 is achieved. Then
Let m denotes the number of floating point operations repeated during each iteration of a given loop. Applying (9) and (10) we get the execution time of such a loop of
The total execution time of Algorithm 2 reduced to the problem of finding r ·s vectors from I d (i.e., without lines 14-17 and 22-24) depends on the values of parameters r , s and it can be expressed as T (r, s) = 3 i=1 t i , where t 1 is the execution time of the first three parallel tasks (the loops 2-4, 6-8, 10-12, respectively), t 2 is the time needed to convert nd integers to real values (lines 13 and 21), t 3 is the time needed for r − 1 executions of the line 20. Using (11) we get the following (in seconds):
) characterize the execution of the relative loops. This yields
where D denotes the execution time that does not depend on r and s. We assume that rs = n; thus, (12) reduces to the following
It can be easily verified that T (s) defined by (13) reaches its minimum at the point
The optimal choice of s depends on the problem size n, the dimension d and the value of β, which is machine-dependent. It should also be noticed that r C ∞ > r A ∞ , and thus β > 0. The numbers s and r should be integers; thus, one can choose
It is clear that we need to know the values of r A ∞ , r B ∞ , r C ∞ and n B 1/2 , n C 1/2 to find β and then s [7] . However, it is also possible to estimate s after some numerical experiments performed for several various values of n and d. The value of the parameter β can be found using
Then one can use (15) to find s and tune the performance of the algorithm for given values of n and d (i.e., to minimize the execution time of the algorithm). It should be noticed that the theoretical model of performance based on (10) gives us some information about possible scalability of vectorized algorithms. When loops are split over available p processors or cores, the values of parameters r ∞ , n 1/2 grow by a factor of p. However, due to synchronization, r ∞ grows slower, but n 1/2 faster [4] . Therefore, when the number of processors grows, our method can achieve better performance for bigger problem sizes (i.e., when parallelized loops are sufficiently large).
technique in which each of the loops 3-6 and 11-14 is broken into two loops. The first one is strictly sequential and performs x j ← ax j−1 +c, while the second one performs v j ← x j /m and can be vectorized using new SIMD extensions like AVX and AVX-512 which are available in modern multicore and manycore processors [9, 27] . It can be enforced by placing the pragma simd before each loop [27] . To optimize memory access the array, v should be allocated using the _mm_malloc() intrinsic. It works just like the malloc function and additionally allows data alignment [27] . This loop has limited length (i. e., d) ; thus, the use of multiple threads cannot be profitable.
Algorithm 2 can easily be parallelized using OpenMP [2] . Lines 1-25 can be treated as a parallel region defined by the parallel construct. Lines 1-4, 5-8, and 9-12, respectively, can be treated as three independent sections that can be run in parallel. Lines 13, 20, 21 can be rewritten as loops annotated with pragma omp for to be executed in parallel. Such loops can also be vectorized by the compiler using SIMD extensions. The loops from lines 15-17 and 22-24 can also be executed in parallel; however, the variable result should be updated and is shown in Fig. 1 .
The OpenMP implementation of Algorithm 2 can be used on various multicore CPUs and Intel Xeon Phi working in native mode [8, 21] . To develop portable implementation for GPUs, we have used OpenACC [18] . This standard offers compiler directives for offloading C/C++ and Fortran programs from host to attached accelerator devices. Such simple directives allow to mark regions of source code for automatic acceleration in a vendor-independent manner [23] . OpenACC provides the parallel construct that launches gangs of workers that will execute in parallel. Gangs may support multiple workers that execute in vector or SIMD mode [18] available in GPUs. The standard also provides several constructs that can be used to specify the scope of data in accelerated parallel regions.
Our OpenACC implementation of Algorithm 2 assumes that the most computeintensive part of the algorithm, namely the lines 18-25, will be offloaded to an accelerator (see Fig. 2 ). We use the OpenACC data construct to specify the scope of data in the accelerated region. The construct parallel loop is used to vectorize the internal loops 20, 21, 22-24. Note that the variable result resides in host memory and it is updated using the value of temp. We also use the OpenACC construct update host to guarantee that the actual value of the last entry of x resides in host memory.
It should be noticed that PGI compiler which supports OpenACC has one disadvantage, namely it does not support indirect calls to external functions within accelerated regions. Instead one should consider the use of inlined functions supported by the compiler. Unfortunately, in such a case the source code of the implementation should be recompiled for each function.
Results of experiments
Algorithm 2 for the multidimensional integration using the vectorized version of LCG has been tested on three different target architectures which are modern accelerated systems allowing OpenMP and OpenMP+OpenACC programming models: Algorithm 1 has been tested only on E5-2670. However, due to its sequential nature, only one core has been utilized. First we have tested the performance of the Algorithms 1 and 2 for the test functions proposed in [5] using various values of r and s. We have observed that the right choice of these parameters can significantly improve the performance of Algorithm 2. Moreover, the optimal values of these parameters minimize the execution time for various test functions. Figure 3 shows the performance of Algorithm 2 reduced to the problem of finding r · s vectors from I d . We can observe that the optimal value of s depends on the problem size, namely n and d. It is also different for each architecture. After these experiments we have evaluated the approximation of the parameter β using (16) . Then applying (14) and (15) we have obtained theoretical approximation of optimal values of s for various n and d (see Table 1 ).
In the second set of our experiments we have compared the performance of Algorithm 2 for several test functions. For each target architecture we have used the estimated value of β. Equations (15) have been applied to find the optimal values of s and r for given problem sizes n and d. In [28] we used the set of the test functions proposed in [5] but we observed that it is sufficient to test only four of them:
where c, w ∈ R d are fixed coefficients, because remaining ones can be characterized similarly. Table 2 shows the execution times of Algorithm 1 (only on E5-2670) and Algorithm 2 for Continuous and NAG test functions. Similarly, Table 3 shows the performance of the algorithms for Corner peak and Product peak functions. Figures 4 and 5 show the speedup of Algorithm 2 over Algorithm 1 for all tested functions. It should be noticed that Algorithm 1 is completely useless on manycore architectures like GPUs and Intel MIC because it can utilize only a small fraction of their theoretical peak performance and its execution time would be much longer then on E5-2670. Figures 4 and 5 help us to realize the advantages of the use of manycore architectures and Algorithm 2 which is much more sophisticated than Algorithm 1. We can observe that Algorithm 2 outperforms Algorithm 1 significantly for all architectures and test functions. However, the use of Algorithm 2 is much more profitable for bigger problem sizes and more complicated functions. In such cases, manycore architectures, namely Xeon Phi and K40m, outperform E5-2670. For Corner peak and Product peak functions Xeon Phi outperforms K40m for n > 1e + 06 and the advantage is greater for d ≥ 16. K40m works fine for smaller values of d when coalesced memory access can take place, i.e., when multiple memory accesses into a single transaction. [16, 17] . Similarly, GPUs outperform Xeon Phi when integrand functions have calls to transcendental functions. In such a case plenty of cores can be utilized. Table 3 shows that the form of integrand functions has a great influence on the performance of the algorithm on individual architectures. In case of Xeon Phi the performance of Algorithm 2 for Corner peak and Product peak is nearly the same, while K40m requires almost twice as much time for Product peak than for Corner peak. Computations on GPUs are much more effective when computations performed by cores are rather simple, but the form of Product peak is more complicated and requires more memory references. When the integrand function is really simple, K40m achieves much better performance than Xeon Phi and E5-2670 (see Fig. 4 ). The results presented in Figs. 4 and 5 also confirm theoretical considerations regarding scalability (see Sect. 3). Indeed, Xeon Phi and K40m (i.e., manycore architectures) achieve better speedup for bigger problem sizes and when the integrand function is rather simple. Too many memory references that may appear in more complex integrand functions can limit speedup of the method. It should be pointed out that the performance of Algorithm 2 on GPUs could be improved by using CUDA [17] or OpenCL [14] programming interfaces. Unfortunately, it would require much more effort than using OpenACC. On the other hand, the implementation for Intel architectures can be optimized by using more sophisticated techniques like programming with intrinsics for Intel Advanced Vector Extensions [9] .
Conclusions
We have showed that the multidimensional Monte Carlo integration based on a new vectorized version of linear congruential generator can be easily and efficiently implemented on modern CPU, GPU and Intel MIC architectures including Intel Xeon E5-2670, Xeon Phi 7120P and NVIDIA K40m using high-level directive-based standards like OpenMP and OpenACC. The new version of LCG requires a limited amount of memory; thus, the number of generated pseudorandom points can be really huge. We have also shown how to use Hockney-Jesshope theoretical model of vector computations to find values of algorithm's parameters to minimize its execution time. 
