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Using a recently proposed Ginzburg-Landau-like lattice free energy functional due to Banerjee
et al. Phys. Rev. B 83, 024510 (2011) we calculate the fluctuation diamagnetism of high-Tc su-
perconductors as a function of doping, magnetic field and temperature. We analyse the pairing
fluctuations above the superconducting transition temperature in the cuprates, ranging from the
strong phase fluctuation dominated underdoped limit to the more conventional amplitude fluctua-
tion dominated overdoped regime. We show that a model where the pairing scale increases and the
superfluid density decreases with underdoping produces features of the observed magnetization in
the pseudogap region, in good qualitative and reasonable quantitative agreement with the experi-
mental data. In particular, we explicitly show that even when the pseudogap has a pairing origin
the magnetization actually tracks the superconducting dome instead of the pseudogap temperature,
as seen in experiment. We discuss the doping dependence of the ‘onset’ temperature for fluctuation
diamagnetism and comment on the role of vortex core-energy in our model.
PACS numbers: 74.72.-h, 74.25.Ha, 74.25.Op
I. INTRODUCTION
In recent years fluctuation diamagnetism and the
Nernst effect in the pseudogap regime of cuprate su-
perconductors have generated great interest both theo-
retically 1–8 and experimentally9–17. Experiments have
found a very large diamagnetic and Nernst response in
the enigmatic pseudogap phase of the cuprates. A large
diamagnetic signal naturally points towards fluctuating
superconductivity as one of the possible origins. Also, the
fact that the Nernst response is usually very small in typ-
ical nonmagnetic metals and a much stronger response
is observed in the vortex-liquid regime as is expected
in a fluctuating superconductor supports this point of
view. Compared to conventional superconductors, the
Nernst and diamagnetic response have been found to ex-
ist over an anomalously large region13,14 in the pseu-
dogap phase, extending to temperatures far above the
superconducting transition temperature Tc (see however
ref. 18,19). This, and other mysterious features of the
pseudogap phase20, have lead to an intense debate over
whether these responses originate purely from supercon-
ducting (SC) fluctuations12–15 or have a significant con-
tribution from quasiparticles and other possible compet-
ing orders16,17,21,22.
Another important piece of the debate is related to the
fact that the putative boundary13,14 of the large Nernst
and diamagnetic response regime, the so-called ‘onset’
temperature Tonset, tracks Tc(x) and follows a dome-
shaped curve as a function of doping x instead of tracking
the pseudogap temperature scale T ∗(x), which monoton-
ically decreases with x. This has been argued as evi-
dence against a pairing origin of the pseudogap, mainly
due to the expectation that if the pseudogap arises from
pairing then SC fluctuations and associated Nernst and
diamagnetic responses should persist all the way up to
pseudogap temperature23.
Several theoretical works in the past have studied the
Nernst effect and diamagnetism in the models of SC fluc-
tuations in various parameter regimes. One of the per-
tinent issues in this context is the relative importance
of amplitude and phase fluctuations of the SC order pa-
rameter ψ = ∆eiφ and the role of vortices in the ob-
served signal. Microscopically, the effect of Gaussian
fluctuations around the BCS state has been investigated4
near Tc and, more recently, over a broad range of tem-
perature and magnetic field24. Also, fluctuations be-
yond that of the BCS paradigm have been studied us-
ing a more phenomenological description25. The thermo-
electric response has also been calculated in numerical
simulations3 capturing fluctuations beyond the Gaussian
level through a Ginzburg-Landau functional, modeling
overdoped cuprates.
Other complementary theoretical works, more relevant
for the underdoped region, have utilized a ‘phase-only’
description, by studying a two-dimensional (2D) XY
model and its variants via various numerical1,26 and ana-
lytical methods2,7,27. Such a description for underdoped
cuprates is based on the phase-fluctuation scenario30,
where, unlike in BCS theory, Tc is controlled by the
superfluid density ρs rather than the pairing gap scale
∆ ≫ ρs. As a result, superconductivity gets destroyed
at Tc by strong phase fluctuations in the underdoped
regime, whereas local pairing survives up to a much
higher temperature scale ∝ ∆. The importance of phase
fluctuations has also been emphasized in the analysis
of diamagnetism14 and the Nernst effect13 by Ong and
co-workers, but this interpretation of the Nernst data
has been challenged recently16. However, there is con-
siderable independent evidence in underdoped cuprates
that the SC order is destroyed by phase-disordering30–33
rather than a gap collapse. This is also what one expects
in a doped Mott insulator23,34.
Studies of fluctuation diamagnetism1,2,7,26,27 based on
2the phase-fluctuation scenario have mostly ignored the ef-
fect of amplitude fluctuations and thus are constrained to
describe only the extreme underdoped part of the cuprate
phase diagram. A complete theoretical calculation of ei-
ther diamagnetism or the Nernst effect based on a single
model of SC fluctuations over the entire range of experi-
mentally realized doping has so far not been performed.
In this work, we aim to address the above issue
and calculate the fluctuation diamagnetism (an equi-
librium property, unlike the Nernst effect which is a
consequence of nonequilibrium transport) based on a
recently proposed phenomenological model of high-Tc
superconductors35. This model is of the Ginzburg-
Landau (GL) type with doping and temperature depen-
dent coefficients and is motivated by a large amount of
spectroscopic data obtained from the cuprates such as
ARPES36, STM37 as well as thermodynamic and trans-
port measurements20. The starting point of our descrip-
tion is the premise that to understand several aspects of
their phenomenology, the free energy of cuprate super-
conductors can be expressed solely as a functional of the
complex pair amplitude (e.g. for investigating the role of
pairing fluctuations in diamagnetic response), other de-
grees of freedom e.g. electrons, CDW being not explicit.
There are two main inputs to our phenomenological
theory35 – (i) a pairing temperature scale T ∗(x) below
which local pairing amplitude becomes substantial and
(ii) the superfluid density ρs(x) ∝ x, that linearly in-
creases with doping for small x, as implied by well-known
Uemura correlation31. As shown in the schematic phase
diagram for our model in Fig. 1, the temperature scale
T ∗(x) mimics the doping dependence of the pseudogap
temperature scale20 and is much larger than ρs in the
underdoped regime. The model effectively interpolates
between a phase-only description in the extreme under-
doped side to a conventional Ginzburg-Landau model in
the overdoped region and also accesses the intermedi-
ate regime around optimal doping. The model is also
able to produce several other experimentally observed
properties of the cuprates, such as the doping depen-
dence of the phase stiffness or Tc and the fluctuation
specific heat35 and when coupled to nodal quasiparticles
can produce Fermi arcs with details that agree well with
experiments60. A summary of the model and the param-
eters occurring in it is provided in Appendix A.
We note that there is considerable evidence for other
ordering tendencies in the cuprates, e.g., nematic39,
stripes40, checkerboard41, circulating current42 and
charge density wave (CDW)43. The strength and signifi-
cance of each varies with the material, doping and tem-
perature. Recently detection of short-range CDW order
by X-ray44–46 and NMR measurements47 in the pseudo-
gap and superconducting states of underdoped cuprates
has attracted a lot of attention. In zero magnetic field,
short-range CDW order competes with superconductiv-
ity and seems to become long-ranged only at high fields,
presumably giving rise to Fermi surface reconstruction,
as suggested by quantum oscillation experiments48. Mo-
tivated by these findings a phenomenological nonlinear
sigma model (NLSM), in terms of a coupled SC and CDW
order parameter has been proposed recently49,50. Subse-
quent work 51 has pointed out that the observed mag-
netization and Nernst effect could arise primarily from
the vortex physics that results after the charge ordering
degrees of freedom have been integrated out. Further, it
also attributes the rise of the X-ray structure factor, seen
in experiments, to a proliferation of vortices. Our theory
is similar in spirit to these ideas and the parameters in
our GL-like free energy functional can be thought to be
renormalized values of those that occur in a theory with a
larger order parameter space after the other orders have
been integrated out.
In this work we obtain the magnetization by perform-
ing classical Monte-Carlo (MC) simulations on the GL-
like model described above. Calculations of the Nernst
effect will be reported elsewhere38. As our model effec-
tively reduces to a phase-only description on the under-
doped side for the temperature range Tc < T <∼ T ∗, vor-
tices play a major role in determining the Nernst and
diamagnetic responses in this regime. The vortex core
energy is one of the important quantities in this regard ;
we calculate its doping dependence from our model and
show that it is consistent with the available estimates7
for underdoped cuprates.
Our main results could be summarized as follows –
1. We calculate the diamagnetic response over the entire
doping-temperature phase diagram for a range of mag-
netic fields and show that our results match well with the
available experiments.
2. We obtain a region of enhanced fluctuation diamag-
netism in the pseudogap phase extending far above the
transition temperature Tc and show that the boundary
of the region, namely the onset temperature Tonset(x),
follows a dome shaped curve tracking Tc as a function of
doping (Fig. 1).
The paper is organized as follows. In Sec. II, we pro-
vide a brief introduction to the model employed and de-
scribe the details of the calculation of the magnetization
in Sec. III with Sec. IV outlining the methodology of the
numerical simulation. We then present our results for
magnetization and vortex core-energy in Sec. V with a
discussion in Sec. VI and a brief conclusion in Sec. VII.
In Appendix A, we also describe in detail the various
features of the model and parameters in it along with a
summary of how the cuprate dome can be obtained from
it. A discussion of the effects of quantum phase fluctua-
tions and other competing orders on the superconducting
dome is given in appendix B.
II. MODEL
In our model, the highly anisotropic cuprate supercon-
ductor is modeled as a weakly coupled stack of CuO2
planes. As a first approximation, we ignore the inter-
plane coupling. The free energy functional35 F is defined
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FIG. 1: A schematic phase diagram for the model [Eq. (1)] in
the hole doping x and temperature T plane. The local pairing
temperature scale T ∗(x), (solid black line) is an input to our
phenomenological model [Eq. (1)] and it mimics the experi-
mental pseudogap temperature scale. The model reproduces
a dome-shaped superconducting region (shaded in pink). The
region of enhanced fluctuation diamagnetism (shaded in blue)
in the pseudogap phase and corresponding onset temperature
Tonset are shown. The two arcs shown by dotted lines denote
regions where quantum fluctuation effects, as well as other
low-energy degrees of freedom, such as electronic and spin
plus their coupling with pair degrees of freedom, need to be
explicitly included in the free energy functional.
on the CuO2 planes of the superconductor. The model
describes the free energy as a functional in which the
effects of the fluctuations of the order parameter phase
and magnitude are coupled, and the relative importance
of the latter increases with hole doping x. The pair-
ing field ψm = ∆m exp(iφm), with amplitude ∆m and
phase φm, is defined on the sites m of a square lattice.
Microscopically, the field ψm is expected to be related
to the complex spin-singlet pairing amplitude defined on
the Cu-O-Cu bonds35,52. The functional F = F0 +F1 is
defined as
F0({∆m}) =
∑
m
(
A∆2m +
B
2
∆4m
)
, (1a)
F1({∆m, φm}) = −C
∑
〈mn〉
∆m∆n cos(φm − φn), (1b)
where 〈mn〉 represents pairs of nearest neighbour sites.
The details of the choice of parameters for a specific
cuprate material, e.g. Bi2212, that we study here, are
discussed in Appendix A. We note that the two main
inputs from cuprate phenomenology are the doping and
temperature dependence of the parameters A and C. B
is assumed a doping independent positive number.
III. MAGNETIZATION
The effect of a magnetic field is incorporated in our
model through a bond flux Amn, which modifies (φm −
φn) to (φm−φn−Amn) in F1 [Eq.(1)]. Assuming extreme
type-II (infinite penetration depth) limit as appropriate
for the cuprate superconductors, the magnetic field H is
given by the condition
∑

Amn = Φ, where
∑

is a sum
over a plaquette of the lattice and Φ = Ha2/Φ0 is the
magnetic flux per plaquette in units of the universal flux
quantum Φ0. As mentioned earlier the lattice constant
a introduces a field scale H0 = Φ0/(2pia
2), which, in
principle, can be deduced by comparing our results with
experimental data. Here we study the phase diagram as
a function of H/H0.
Introducing a magnetic field gives rise to a diamagnetic
moment M in the system. The principal goal of our
calculation is to find M as a function of T , H and x.
To achieve this, we first define the diamagnetic current
along a bond between nearest neighbour sites m and n
as
jmn = − ∂F
∂Amn
= C∆m∆n sin(φm − φn −Amn) (2)
M is then obtained from j = ∇×M by an appropriate
integration. To this end we perform our calculations in a
cylindrical geometry with periodic boundary conditions
along the x and zero current conditions along the y direc-
tion. The magnetic field is radially outwards which yields
a magnetization M along the same direction. We work
in the Landau gauge where the Amn are non-zero only
for 〈mn〉 along the y direction and j is only along the x
direction. We integrate the current along the y direction
from the edge of the sample to the middle to obtain M .
We use Metropolis sampling for the MC simulations. We
have verified that our results are independent of gauge
choice and also boundary conditions.
We would like to emphasize that there is no Meissner
effect in our system since it is strictly two dimensional.
Thus, the expression for the current we use is different
from the standard London expression J ∝ A, which holds
only for the so-called Coulomb gauge (∇.A = 0) and
where the complex superconducting order parameter is
spatially uniform. Here, we are concerned with diamag-
netism at field scales for real materials much higher than
Hc1, where the Meissner effect sets in. In our numerical
grid, the direction of the current is always in the periodic
direction for all choice of gauges as can be seen from the
gauge invariance of the expression for the current Eq.(2).
Gauge invariance here is invariance under the simulate-
nous transformations A→ A+∇fi and θi → θi + fi for
an arbitrary function fi of i. Note that such a transfor-
mation is not allowed if the ∆ is spatially uniform (a nec-
essary condition for the London expression for the cur-
rent). As mentioned earlier, we have verified the gauge
invariance of our results by choosing different gauges for
A in our simulation.
4IV. SIMULATION METHODOLOGY
We perform our simulations using the standard
Metropolis Monte-Carlo scheme. For obtaining the su-
perfluid density ρs, we perform the simulations on a
square lattice of size 100×100 with periodic boundary
conditions along both directions. At each value of doping
x we let the system equilibrate for about 105 MC steps
per site and then average over 4×105 MC steps. As men-
tioned in section A2 we determine the actual transition
temperature Tc accurately by employing the standard
finite-size scaling analysis62 of KT transition for small
system sizes.
To calculate the magnetization we perform our simu-
lations on a cylindrical grid with periodic boundary con-
ditions in one direction and zero current conditions along
the other. The magnetic flux is in the the radial direc-
tion of the cylinder with uniform flux per plaquette. The
allowed values of flux are in the radial direction and de-
termined by the condition of zero flux in the axial direc-
tion. The current is in the azimuthal direction (in the di-
rection in which we have periodic boundary conditions),
is maximum at the edges and falls to zero and changes
direction at the centre. As a consistency check, we calcu-
late the magnetization at zero, pi and 2pi flux/plaquette
and find it to be zero as it should be. For each (x, T,H),
we perform 106 MC steps per site for equilibration and a
further 4×106 steps for thermal averaging for our largest
system size. Even though we perform the simulation for
a single 2D layer we assume that the actual 3D system
is a collection of 2D layers with a negligible Josephson
coupling between them. Thus, the only possible interac-
tion between the pancake vortices is electromagnetic in
nature. This type of interaction has been shown to not
change the BKT universality class of the superfluid tran-
sition and gives a very small non-universal correction to
the superfluid density jump63. We thus also ignore the
electromagnetic interaction among the vortices in differ-
ent layers. The conversion from 2D magnetization to 3D
magnetization involves division by an appropriate length
along the c axis. For Bi2212, the lattice spacing along
the c axis is 3.07 nm and the appropriate length is half
this value ∼ 1.5 nm2,64. The dimensionless temperature
is converted into Kelvin by multiplying with T0 which is
suitably chosen for Bi2212 (see Appendix A).
V. RESULTS
In this section we report our results for fluctuation dia-
magnetism. Based on these, we analyse the supercon-
ducting fluctuation regime in the pseudogap phase. We
also discuss the role of vortex core-energy in our model.
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FIG. 2: Color map plots of a) UD(x = 0.05), b) OPT(x =
0.15), c) OD(x = 0.25). The color bar shows the values
of calculated magnetization in A/m in the field temperature
(H − T ) plane. The numerically obtained Tc
′s are 45 K, 71
K and 42 K for UD, OPT and OD cases respectively.
A. Fluctuation diamagnetism
We have obtained the values of magnetization as a
function of temperature, doping and field in our model.
The overall features of diamagnetism over the phase dia-
gram are summarized in Fig.2 through color map plots of
the strength of diamagnetic signal as a function of T and
H for three different values of doping from underdoped
to overdoped. Having already fixed the parameters of our
model, we convert the magnetization to physical units as
mentioned above. The magnetic field also could be con-
verted to Tesla by a suitable choice of the field scale H0
or equivalently the coarse-graining length a in our model.
We can achieve good qualitative and reasonable quanti-
tative agreement with the experimental data of Li et al.14
with magnetization values at worst being within a factor
of 2 with the measured values by choosing H0 ≈ 30− 50
T, i.e. a ≈ 25− 30 A˚.
Fig. 3 shows the magnetization as a function of mag-
netic field for x = 0.05 and x = 0.15 at different temper-
atures. The main qualitative observation that one can
immediately make is that as the field decreases the mag-
netization appears to go to zero for temperatures T > Tc
and to diverge for T < Tc. This is consistent with the
predictions of a renormalization group calculation in the
vicinity of the BKT transition2. As mentioned earlier,
we do not have a Meissner effect in our calculations. The
full Meissner effect diamagnetic signal for real materials
is much larger than the values of magnetization that we
obtain here. For the range of magnetic fields we apply,
it is of the order of 106 A/m per Tesla. Since this is
several orders of magnitude larger than the fluctuation
diamagnetic response we calculate (about 1500 A/m at
its largest), we do not show it in the plots with the exper-
imental data. Our assumption of working with a strictly
two dimensional system is valid only for fields substan-
tially larger than Hc1, which holds for the specific range
of fields for which we perform our calculations.
In the following we analyse the temperature depen-
5dence of the magnetization above Tc in more detail and
discuss the onset temperature Tonset for fluctuation dia-
magnetism in the pseudogap state.
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FIG. 3: The diamagnetic response with H/H0 for a) UD (x =
0.05) b) OPT (x = 0.15). Our plots are in good qualitative
agreement with the experimental data of Li et al.14 for Bi2212
and are at worst within a factor of 2 of the measured values.
B. The ‘onset’ temperature for fluctuation
diamagnetism
In Fig. 4, we show plots of the magnetization as a func-
tion of temperature for two different values of doping. It
is evident that there is a significant diamagnetic signal
persisting much above Tc as seen in experiments
14. To
clearly demonstrate this point, we have plotted the mag-
netization above in the x-T plane for T > Tc for two val-
ues of magnetic field as in Fig. 5. The diamagnetic signal
is found to extend till a temperature which is weakly de-
pendent on the field and approximately scales as ∼ 1.5Tc
for the particular choice of parameters here.
Experimentally, both the Nernst effect13 and diamag-
netism14 have been seen to track the superconducting
dome. The persistence of the Nernst and diamagnetism
signal over a dome-shaped region above Tc, instead of
the entire pseudogap state till T ∗(x), has been argued as
evidence against the pairing origin of the pseudogap line.
This is due to the expectation that if the pseudogap line
is related to pairing then superconducting fluctuations
should continue till T ∗. However, on the basis of our re-
sults, we can argue that this expectation is not justified
since pairing fluctuations identifiable as superconduct-
ing fluctuations, e.g. those detected through Nernst ef-
fect or diamagnetism, are mainly controlled by ρs or the
Tc scale. The GL-like model we study has the pseudo-
gap temperature T ∗(x) explicitly set as the local pairing
scale by construction, but, even then, the diamagnetic
signal tracks the superconducting Tc that is governed by
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FIG. 4: The temperature dependence of magnetization for a)
UD (x = 0.05) and b) OPT (x = 0.15) for different H/H0 ob-
tained from our calculations. We can see a large diamagnetic
signal above Tc consistent with experiments
12,14
.
the superfluid density rather than the pairing scale T ∗
on the underdoped side.
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FIG. 5: The diamagnetic signal in the x−T plane for two dif-
ferent values of H/H0. It can be clearly seen that diamagnetic
signal follows the superconducting dome. The magnetization
at these fields is obtained by interpolating between our nu-
merical data points for fixed values of fields.
The putative boundary of the region of substantial
fluctuation diamagnetism can be defined as the onset
temperature Tonset(x). Experimentally the onset tem-
perature is inferred from both Nernst13 effect and dia-
magnetism14 measurements. In the former case Tonset is
defined as the temperature at which the measured Nernst
signal starts deviating from the high-temperature back-
ground quasiparticle contribution and, in the latter case,
as the temperature where the magnetization starts de-
creasing rapidly away from a weakly T -dependent para-
6magnetic Van Vleck signal. In our model Tonset can
be deduced by defining, albeit in an ad hoc manner, a
threshold value of the magnetization. However, more
concretely, a good qualitative measure of the onset tem-
perature can be obtained from our model by estimating
the transition temperature Tmfc via a single-site mean-
field approximation35. Tmfc (x) gives a measure of the
temperature scale corresponding to the local superfluid
density and is found to be approximately 1.5Tc. Fluc-
tuation effects destroy the global phase coherence and
reduce the mean-field transition temperature from Tmfc
to the actual transition temperature Tc. However, one
would expect a manifestation of substantial SC fluctua-
tions, such as fluctuation diamagnetism, to persist over
a temperature range Tc < T < T
mf
c ≈ Tonset. These
considerations lead to the schematic phase diagram of
Fig. 1.
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FIG. 6: The estimate of transition temperature Tmf
c
(x) in
single-site mean field approximation35. Tmf
c
can be defined as
a measure of the onset temperature Tonset.
C. Phase and amplitude fluctuations
The suppression of Tc(x) relative to T
∗(x) is an in-
dicator of the strength of superconducting fluctuations.
The fact that Tc(x) is dome shaped while T
∗(x) decreases
monotonically with increasing x shows that fluctuations
get weaker with increasing doping. The two extremes of
the strength of fluctuations are represented by the phase-
only XY model (‘strong fluctuations’) and the Gaussian
model (‘weak fluctuations’). The magnetization in the
former model has been calculated and found to be in
reasonable agreement with experimental data1. Our data
for extreme underdoped samples are in agreement with
the results of these calculations as shown in Fig 7.
The strong fluctuation limit corresponds to the fluctu-
ations essentially in the phase φ of the superconducting
order parameter with the amplitude ∆ being frozen. As
x increases, amplitude fluctuations start becoming more
significant even as the overall strength of fluctuations de-
creases till one arrives at regime where the fluctuations
are Gaussian and cannot be divided into contributions
from amplitude and phase in any meaningful sense. As
can be seen from Fig. 3, our calculations show that the
qualitative behavior obtained from the XY model per-
sists even when amplitude fluctuations develop changing
only the overall magnitude of the magnetization.
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FIG. 7: Our numerically calculated 2D magnetization −M2d
scaled by our obtained TKT for UD (x=0.05) overlaps with
the −M2d/TKT results obtained by Podolsky et al.
1 in XY
model at three different temperatures T < TKT, T = TKT and
T > TKT. It essentially reveals that in our extreme UD region
amplitude ∆ gets frozen and the region is effectively described
by ‘phase only’ model.
D. Vortex core-energy and superconducting
fluctuations
In this section we analyse the doping dependence of
vortex core-energy in our model35. As we discuss here,
vortex core-energy has important consequences for the
fluctuation regime above Tc, especially in the underdoped
side.
We use the free-energy functional of Eq.(1) to find the
core energy of vortices at T = 0. We expect the core-
energy to be weakly temperature dependent for the un-
derdoped side in the temperature range of interest here.
To generate a single vortex configuration we minimize
F with respect to ∆m and φm at each site while keep-
ing the topological constraint of total 2pi winding of the
phase variables at the boundary of a N ×N lattice. This
is a standard way of obtaining a vortex configuration of
vorticity k = 1 with the vortex core at the middle of the
central square plaquette in the computational lattice. In
this manner we obtain the optimal energy Ev of a vortex
for system of size N ×N .
The core energy Ec of a single vortex is naturally de-
scribed as the extra energy ∆Ev = Ev − E0 where E0
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FIG. 8: Vortex core energy Ec as a function of the transition
temperature Tc in the underdoped side. The core-energy is
found to be ≈ 5Tc for small x. The inset shows Ec(x) over
the entire doping range.
is the energy of the ground state configuration and Ev
is the total energy of a single vortex configuration, from
which the elastic energy due to phase deformation is sub-
tracted, i.e.
∆Ev = Ec + piρs(0) ln(R/l) (3)
The quantity R is defined as R = (N − 1)a/√pi so that
piR2 is the area of the computational lattice. We have
estimated Ec from the intercept of the ∆Ev vs. ln(R/l)
(different system sizes) straight line35. As shown in
Fig. 8 (inset) the core energy Ec follows a dome shaped
curve as a function of x. In the underdoped side, Ec
is found to scale linearly with Tc. Such a scaling in
our phenomenological description is in conformity with
the phase-fluctuation scenario30 and the idea of cheap
vortices23.
In a recent work Wachtel et al. have developed7 a
vortex-only description, presumably applicable to un-
derdoped cuprates, to calculate the magnetization and
Nernst coefficient above Tc. For low fields, they obtain
the magnetization M ≃ −TH/Φ20nf and the Nernst co-
efficient αxy ≃ (Ec/T )(cM/T ), where nf , the density
of free vortices, is controlled by the vortex core-energy,
i.e. nf ∝ 2e−Ec/T as H → 0. Based on our model and
the calculated vortex core-energy a similar vortex-only
description could also be obtained for the underdoped
side where our model effectively reduces to a XY model.
By fitting temperature dependence of limH→0 αxy/H
with their model Wachtel et al. found the core-energy
Ec ≈ 4− 5Tc. As shown in Fig. 8, we also obtain similar
ratio for Ec/Tc for small x.
VI. DISCUSSIONS
A. GL-like functional and the upper critical field
An important and rather controversial issue of recent
interest is the value and the doping dependence of the
upper critical field Hc2 in the cuprates. One of the exper-
imental methods to determine Hc2 involves extrapolation
of the measured Nernst signal of Bi2212 at Tc and obtain-
ing the Hc2 from a scaled plot of Bi2201, for which the
putative Hc2 can be directly accessed. This approach has
been advocated by Ong and coworkers9,13 who reported
the increase of Hc2 with underdoping. Other approaches
utilizing either analysis of the magnetoconductivity65,66
of YBCO above Tc or obtaining a characteristic field H
∗
from the peaks of the Nernst signal versus magnetic field
isotherms of Eu-LSCO cuprate and fitting H∗ to a Gaus-
sian fluctuation form16 give a completely different depen-
dence whereHc2 decreases with underdoping. The values
of Hc2 obtained from the two methods can differ by as
much as a factor of 2 in the UD region.
In our coarse-grained model, we assume the lattice
spacing a >∼ ξ0, the zero-temperature coherence length
and hence focus on low fields H < H0 <∼ Hc2. Never-
theless, it is worthwhile to mention that one can take a
continuum limit of the model [Eq.(1)] and deduce that
the coherence length ξ0 goes as
√
x for small x due to
the fact that the coefficient C ∼ x. This would suggest
Hc2(T = 0) ∼ 1/x. We note that this is indeed the rough
x dependence of this quantity obtained by Ong et al.9.
However, the validity of the above mentioned continuum
limit of Eq. (1) to the scale of ξ0, which could be order
of a few Cu-Cu lattice spacing in the underdoped side, is
not entirely clear and one needs more microscopic con-
siderations to settle this issue.
B. Pseudogap and Competing orders
Our free energy functional only contains the pairing
order parameter. Since there are experimental evidences
of the presence of other kinds of order in the cuprates,
it is natural to ask how reliable our model is. The point
we would like to make is that we seek to elucidate the
role of only the superconducting fluctuations in the phe-
nomenology of the cuprates. To that extent, we work
with a model which only contains superconductivity and
no other types of order. As mentioned in the introduc-
tion, the model can be thought of as arising from one
with other types of order integrated out.
Nevertheless, an important question is how much of
the phenomenology of the pseudo gap can be attributed
to the presence of orders other than superconductivity. It
appears that the evidence is not sufficiently compelling
yet as to ascribe the pseudgap entirely to some order
competing with superconductivity. While a large num-
ber of ordering tendencies, e.g., orbital current42, spin
density wave (SDW)43, charge density wave (CDW)44–46
8etc., have been detected experimentally, their explicit
role in the origin of the pseudogap is still not very well
understood. For example, it is not clear how the orbital
current order, detected by polarized neutron scattering42,
can lead to a large (∼ 50 meV) pseudogap and the phe-
nomena of SDW ordering does not seem to be ubiquitous
in all cuprates40,43.
Recent experiments44–46 have detected strong CDW
correlations in several cuprates. But the CDW is at best
a short-rang order with a small correlation length in zero
field and only becomes long ranged at high fields and low-
temperature45,47. The interplay between superconduc-
tivity and short-range CDW order can be studied within
our framework by incorporating additional terms for the
CDW order parameter. This would be similar in spirit to
a recent work49,50,67, where the effect of fluctuating CDW
order in an addition to superconductivity has been taken
into account in terms of an expanded O(6) order param-
eter. To our understanding, one of the conclusions of the
above mentioned study is that the fluctuating CDW, due
to its short correlation length, does not significantly in-
fluence the pseudogap and other related features seen in
ARPES67 or low-field diamagnetism50, as obtained solely
from pairing fluctuations. This validates our approach of
retaining only superconducting fluctuations to study dia-
magnetism.
VII. CONCLUSION
We have used a phenomenological Ginzburg-Landau-
like energy functional for the superconducting order pa-
rameter which allows us to determine the doping depen-
dence of diamagnetism in the cuprates in addition to its
dependence on temperature and magnetic field. We find
that our results are in good qualitative and quantita-
tive agreement within a factor of 2 of experimental data
obtained on Bi221214,15. We show that the diamagnetic
response as a function of doping tracks the superconduct-
ing dome whose scale is set by Tc and not the pairing
scale, which is the pseudogap temperature in our model.
This leads to a scenario where substantial local pairing
can survive till the pseudogap temperature in the un-
derdoped cuprates, even though superconducting fluctu-
ations as manifested in diamagnetic response only exist
up to a much lower temperature.
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Appendix A: The free energy functional
The functional F = F0 + F1 is defined as
F0({∆m}) =
∑
m
(
A∆2m +
B
2
∆4m
)
, (A1a)
F1({∆m, φm}) = −C
∑
〈mn〉
∆m∆n cos(φm − φn),(A1b)
where the pairing field ψm = ∆m exp(iφm), with ampli-
tude ∆m and phase φm, is defined on the sites m of a
square lattice. 〈mn〉 represents pairs of nearest neigh-
bour sites. The coefficient of the quadratic term, A is
chosen to be proportional to (T − T ∗(x)), where T ∗(x)
is a local pairing scale which we identify with the pseu-
dogap temperature scale20. The magnitude of local pair
amplitude 〈∆m〉 increases substantially35 as T goes be-
low T ∗(x) and A changes sign. We take T ∗(x) to follow a
simplified linear x dependence, i.e. T ∗(x) = T0(1−x/xc),
mimicking the doping dependence of experimentally mea-
sured pseudogap line20. As shown in Fig.1, T ∗(x) linearly
decreases with x, going from T = T0 at x = 0 to T = 0
at x = xc. The occurrence of superconductivity, char-
acterized by a non-zero stiffness ρs for long-wavelength
phase fluctuations, depends on the parameter C. We
take C ∝ x and as a result the superconducting transi-
tion temperature calculated in our theory turns out to
be proportional to x for small x, in conformity with well-
known Uemura correlation31. This also serves to make
fluctuations at low doping easily available enabling us
to produce the supercondcuting dome in the phase dia-
gram. However, this is not the only consideration that
goes into determining the form of C since a similar ef-
fect can also be obtained by making B doping dependent.
The form of C can also be motivated from microscopic
considerations. In a microscopic theory, the parameter C
would naturally originate from the hopping amplitude of
Cooper pairs between sites. If the superconducting state
were to arise from doping a Mott insulator, it would be
reasonable to assume that this parameter would be pro-
portional to the doping x (at least for small values), as
is the case in resonating valence bond theory52.
As natural in a phenomenological theory, the param-
eters of the above functional are chosen to be con-
sistent with experiment. The doping and tempera-
ture dependence of the coefficients are parametrized as
A(x, T ) = (f/T0)
2[T − T ∗(x)]eT/T0 , B = bf4/T 30 and
C(x) = xcf2/T0; f , b, c are dimensionless and T
∗(x) =
T0(1−x/xc) with the energy scale T0 and doping concen-
tration xc = 0.3 controlling the pseudogap temperature
scale35. The phenomenological parameters f , b, c vary for
different cuprates and T0 is the bare pseudogap tempera-
ture extrapolated to zero doping. The exponential factor
eT/T0 appearing in A is not very crucial for the purpose
9of the present study in the relevant range of temperature
( <∼ T ∗(x)) of fluctuation diamagnetism. This factor sup-
presses average local gap magnitude 〈∆m〉 at high tem-
peratures (T >∼ T ∗(x)) with respect to its temperature in-
dependent equipartition value
√
T/A(x, T ) which will re-
sult from the simplified form of the functional (Eq.(A1))
being used over the entire range of temperature. Such a
suppression is natural in a degenerate Fermi system; the
relevant local electron pair susceptibility is rather small
above the pair binding temperature and below the de-
generacy temperature.
We show below that the forms of the parameters A,
B and C specified above allow us to reproduce the su-
perconducting dome. However, it is also important to
mention that having chosen A, B and C to reproduce the
superconducting dome, the doping and temperature de-
pendences of other physical properties like the superfluid
density, the magnitude of the local gap and the specific
heat in the presence and absence of a magnetic field, also
agree very well with experiments35. A related paper, au-
thored by two of us,60 shows that the scattering of nodal
quasiparticles by superconducting fluctuations described
by this phenomenological functional, can describe sev-
eral features of ARPES data on the cuprates including
the appearance of Fermi arcs. Thus our model is able
to explain a fairly large number of observations on the
cuprates based on a few phenomenological inputs.
While, underdoped phenomenology plays an important
part in determining the form of our model, e.g. to de-
termine the doping dependence of the parameter C as
mentioned above, it also produces the standard GL the-
ory for conventional superconductors on the overdoped
side. The amplitude of pairing approaches zero at Tc, or
in other words the actual or ‘renormalized’ pairing scale
T˜ ∗(x) ≈ Tc(x)35, on the overdoped side in our theory.
This is in conformity with the common expectation that
the BCS theory or mean-field GL theory is more appro-
priate for overdoped cuprates.
For Bi2212, which has a T optc ≃ 91 K at x = xopt ≃
0.15, we choose f ≃ 1.33, b = 0.1, c ≃ 0.3 with T0 ≃ 400
K. This choice of parameters leads to an optimal BKT
transition temperature T optKT ≈ 75K for the 2D system
that we study. The small but finite interlayer coupling
between CuO2 planes is expected to lead to a somewhat
higher Tc.
For the 2D system that we study, the superconduct-
ing transition is of the BKT type with quasi long-range
order below the BKT transition temperature TKT which
we identify as the superconducting transition tempera-
ture Tc in our model. In the cuprates, the small but
finite inter-layer coupling between CuO2 planes is ex-
pected to lead to a slightly higher Tc. The interlayer
coupling can be easily incorporated in our model in the
manner of Lawrence and Doniach53. Since this coupling
is, in practice, quite small (e.g. the measured anisotropy
ratio in Bi2212 is about 100), it makes very little dif-
ference quantitatively to most of our estimates. Also,
our main focus here is the region above Tc, and it has
been shown that vortex fluctuations in 3D anisotropic XY
model effectively become two-dimensional and supercon-
ducting planes to a large extent become decoupled above
Tc
54.
Eq.(A1) with the choice of parameters described above
has been shown to lead to observed parabolic shape of
Tc(x) [Fig.9(inset)] as a function of x and temperature
and doping dependence of various other quantities like
superfluid density, the local gap magnitude 〈∆m〉, the
specific heat etc. in agreement with experimental re-
sults35. We discuss a few generalities of our model below,
as relevant for the present context; a detailed discussion
can be found in ref. 35.
1. General aspects of the model
As can be seen from Eqns. (A1), our model has a term
that is quadratic and quartic in the amplitudes and, since
∆m∆n cos(φm − φn) = −(|ψm − ψn|2 − ∆2m −∆2n), the
term F1 can be readily identified with the discretized ver-
sion of usual spatial derivative term |∇ψ|2. The model
is thus of the form of a Ginzburg-Landau model, albeit
one that is defined on a lattice at the outset. The lat-
tice here should be thought of as a phenomenological one
that emerges upon coarse graining and is not the under-
lying physical lattice of the system. Nor is the lattice
parameter here related to any underlying granularity of
the system. Hence, our model can be thought of as the
discretized version of a continuum theory with the lat-
tice spacing a as a suitable ultraviolet cutoff to describe
long wavelength physics. In the presence of magnetic
field H , the lattice constant is also equivalent to a field
scale H0 = Φ0/(2pia
2), defined through the flux quantum
Φ0 = hc/2e. We have checked that the calculated mag-
netization is indeed independent of this cutoff for the
relevant range of field H < H0. In principle, the field
scale H0 can be obtained by fitting the field dependence
of magnetization with that of experiment.
The free-energy functional in Eq. (A1) can also be
viewed as the Hamiltonian of an XY model with fluc-
tuations in the magnitude of ‘planar spin’ ψm, where
the term F0 simply controls the temperature and dop-
ing dependence of the magnitude. The form of the free-
energy functional might seem superficially similar to the
widely used model of granular superconductors55. How-
ever, we would like to re-emphasize that we do not as-
sume any underlying granularity of our system, as men-
tioned above. Such phenomenological lattice models, in
the extreme XY limit, have been employed in the past to
study superconductivity in non-granular lattice systems,
especially in the context of cuprates1,56–58, as mentioned
in the introduction.
Additionally, even though the form of our functional is
mainly motivated by cuprate phenomenology, it is worth-
while to mention that a similar functional arises quite
naturally in a strong correlation framework for a doped
Mott insulator, see, e.g. refs.35,52,59. In general, in such
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a functional, the single-site term F0 will have more com-
plicated form59, having many terms in a power series ex-
pansion of ∆m, in addition to the quadratic and quartic
ones that our functional does. But, as we discuss below,
the superconducting dome is reproduced quite reason-
ably by truncating the functional to quartic order. In
addition, several other experimentally observed thermo-
dynamic properties of the cuprates over the entire pseu-
dogap regime are also reproduced by this simplified form
of the functional35.
2. Superconducting Transition Temperature
The superconducting state is characterized by macro-
scopic phase coherence. For superconductivity in
cuprates described by the functional [Eq.(1)] this means
a non-zero value for the superfluid stiffness or superfluid
density ρs(x, T ), formally defined as ρs =
1
N (
∂2<F>
∂θ2 )θ→0,
where θ is the phase twist applied along one of the two
orthogonal directions and N is the total number of sites.
This leads to the formal expression for ρs
ρs =
C
2N
〈∑
m,µ
∆m∆m+µ cos(φm − φm+µ)
〉
− C
2
2NT
∑
µ
〈(∑
m,µ
∆m∆m+µ sin(φm − φm+µ)
)2〉
,(A2)
where µ = x, y. We calculate the superfluid stiffness
as function of doping and temperature by MC simula-
tion of our model [Eq.(1)] (see Section IV) using the
above formula and obtain the BKT transition tempera-
ture TKT(x) accurately through the Nelson-Kosterlitz cri-
terion61 ρs(TKT)/TKT = 2/pi in conjunction with finite-
size scaling analysis62. The results are summarized in
Fig.9.
As also mentioned earlier, we want to re-emphasize
one point regarding our identification of TKT ≡ Tc. On
the basis of Kosterlitz-Thouless RG analysis Benfatto et
al.28,29 have demonstrated that in layered superconduc-
tors, which generally have small interlayer Josephson cou-
pling, the Kosterlitz-Thouless behavior(e.g. superfluid
stiffness jump at TKT which evolves to a rapid turnover
at Tc & TKT) persists when vortex core energy is very
low.
The calculated Tc(x) is approximately of the same
parabolic shape [see Fig.9 (inset)] as found experimen-
tally. The reasons for the qualitative disagreement at
both ends are not difficult to understand. For very small
x, as well as for x near xc , our free-energy functional
needs to be extended by including quantum phase fluc-
tuation effects. For such values of x, zero-point fluc-
tuations are important because the phase stiffness is
small. The quantum fluctuations are also expected to
modify the simple Uemura scaling31 to more appropri-
ate quantum critical scaling in the extremely underdoped
cuprates32,33. Additionally, low-energy mobile electron
degrees of freedom need to be considered explicitly for x
near xc. We briefly discuss the role of quantum phase
fluctuation effects and other possible competing orders
in determining the detailed shape of Tc(x) in Appendix
B.
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FIG. 9: The superfluid density for different x. The intersec-
tion of the straight line of slope 2/pi and ρs(T ) at different
x gives an estimate of Tc(x), the Nelson-Kosterlitz
61 line. Tc
is then determined more accurately by a finite size scaling
analysis of the BKT transition62. (Inset) Tc as a function of
x from our calculations that reproduces the experimentally
observed parabolic dome. (See also Appendix ).
Appendix B: Effects of quantum phase fluctuation
and competing orders on Tc(x)
We have shown in Sec. A 2 that calculated SC transi-
tion temperature Tc in our model follows a dome-shaped
curve as a function of x (Fig. 9). In the extreme un-
derdoped and overdoped regimes, where the superfluid
density becomes small in our model, one needs to take
into account the effect of quantum phase fluctuations.
These would renormalize Tc to zero at finite doping
in the underdoped side and their importance is well-
supported by experiments32,33 and theoretical analysis58.
We can incorporate quantum phase fluctuation effects in
our formalism35 by supplementing the free-energy func-
tional of Eq.(1) with the following term
FQ({qˆm}) = 1
2
∑
mn
qˆmVmnqˆn (B1)
Here qˆm is the Cooper pair number operator at site m,
and φm in Eq.(1) should be treated as a quantum me-
chanical operator φˆm, canonically conjugate to qˆm so that
[qˆm, φˆn] = iδmn. We take the simplest possible form
for Vmn i.e. Vmn = V0δmn, where V0 is the strength of
on-site Cooper pair interaction. We obtain35 a single-
site mean field estimate of Tc(x), namely T
Q
c (x), includ-
ing the effect of FQ as shown in Fig.10. The Tc(x)
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dome indeed terminates at finite x away from x = 0,
as seen in experiment. As an example, we show in Fig.10
that quantitative agreement for Tc for a specific cuprate,
La2−xSrxCuO4 is possible with a particular choice of pa-
rameters.
We do not include these quantum fluctuations ex-
plicitly for calculating fluctuation diamagnetism as they
bring about qualitative changes only at the extreme end
of the dome on the underdoped side. For other values of
x, these fluctuations only renormalize the values of the
parameters A, B and C of our functional. We assume
that such renormalizations have already been taken into
account while choosing these parameters in tune with ex-
periments.
One can ask if there are other effects of quantum fluc-
tuations that go beyond simply renormalizing parame-
ters in our free energy. An example is the presence of a
dip (Fig. 10) in Tc at x = 1/8 due to concurrent stripe
order68. The effect of such stripe order can in principle be
taken into account in a multi-order-parameter functional
and integrated out to produce our functional as has been
explained earlier. The stripe order has been seen to be
most dominant only close to x = 1/8 and diminishing
rapidly away from it47. It is thus not obvious whether it
would have any significant effects on the extreme under-
doped side, such as, for instance leading to the ultimate
demise of Tc at x = 0.05, which is far away from x=1/8.
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FIG. 10: Effect of quantum phase fluctuation on Tc(x) curve.
A reasonably good comparison can be obtained with exper-
imental Tc(x) curve for La214 with following choice of pa-
rameters xc = 0.345, c = 0.33, b = 0.155, f = 1.063 and
V0 = 0.15T0 with ∆0(x = 0) = 82 meV. The dip of the
experimental Tc around x ∼ 0.12 is due to the 1/8 ‘stripe
anomaly’68.
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