Nonequilibrium phase transition plays a pivotal role in a broad physical context from condensed matter to cosmology. Tracking the formation of non-equilibrium phases in condensed matter is challenging and requires a resolution of the long-range cooperativity on the ultra-short timescale. Here, we study the spontaneous symmetry breaking transformation of a charge-density wave system from a stripe phase into a checkerboard state. Such a state is thermodynamically forbidden, but is introduced through nonequilibrium photo-excitations. With femtosecond electron imaging, we capture the entire course of this transformation and show emergent self-organization that defines a nonthermal critical point. The dynamical stabilization for the nonequilibrium state is achieved via the inherent system symmetry that allows the concerted changes in the Fermi surface topology and anisotropic phonon responses to develop long-range coherence. The fundamental dynamics observed here, while challenging our current understanding of criticality, opens an intriguing perspective of controlling quantum materials on ultra-short timescales.
The remarkable feature associated with spontaneous symmetry breaking (SSB) is the emergent scaleinvariant dynamics in approaching a thermal critical point. 1 There have been strong incentives to understand how this self-organization may proceed out of thermal equilibrium. 2, 3 Especially, studying nonequilibrium dynamics involving a phase transition prepared via a swift change of the system interaction parameters is one of the most vital area in nonequilibrium physics, 4 impacting diverse fields from condensed matters, 3, 5 quantum gases, 6, 7 to early universe. 8, 9 It is widely believed that, after an interaction quench, isolated systems generically approach a thermal state; however, a transient nonthermal stationary state may emerge with properties unlike their equilibrium counterparts. Such investigations have been carried out using ultracold atoms, see recent reviews. 6 Meanwhile, recently ultrafast pump-probe studies made surprising discoveries of light-induced superconductivity 10 and insulator-metal transitions in hidden charge density wave (CDW)
states, 11, 12 hinting undisclosed routes towards new symmetry-broken states. Extending the delicately controlled quantum gases experiments to the condensed matter sector is a crucial yet challenging task.
In this letter, we demonstrate for the first time that nonequilibrium crossing an interaction-mediated critical point introduces a new macroscopic broken-symmetry ground state. The interaction quench, as described in Fig. 1a , is engineered via the femtosecond (fs) infrared pulse excitation that alters the system preference of SSB from a stripe CDW order to a bidirectional checkerboard order, forbidden in a thermal state of CeTe3 (Fig. 1b) . 13, 14 This phase transition entirely occurs on nonequilibrium timescales (100-500 fs), and yet it displays key features of universality crossing a critical point supported by the observation of divergence of correlations and an initial freezing of phase ordering over KZ250 fs implicating the critical slowing down predicted by the Kibble-Zurek theory (KZT). 15 These key timescales are but a few cycles of critical vibration periods, 16 suggesting a high degree of cooperativity to forge the new phase in this interaction-driven SSB. Central for studying this far-from-equilibrium self-organization is a major advance in electron-based imaging through generating intense and coherent fs electron pulses, 17, 18 enabled in a prototype ultrafast electron microscope column (Fig. 1a) . This new setup employs adaptive optical control of space-charge-dominated beams to deliver very high beam brightness, translated into ≥10 3 increase in flux and ≥10 improvement in beam coherence length, allowing us to capture the critically diverging events with atomic resolution.
Fig. 1. Spontaneous symmetry breaking in CeTe3
| a, Schematic description of probing the alternative SSB process after laser pulse quench under non-equilibrium condition using a prototype ultrafast electron microscope column. b, Structure of CeTe3. Corrugated CeTe layer is sandwiched by square Te net, in which CDW forms. Inside box depicts the Te 5px and 5pz orbital couplings near the Fermi surface in a unit cell. Inset shows the RTe3 phase diagram with two types of SSB 13, 14 . c, Diffraction pattern of CeTe3 obtained with fs coherent electron beam line. Inset shows the CDW satellite peaks located at wave vector qc away from the main lattice Bragg peak.
This nonequilibrium symmetry breaking phase transition occurs in a two-dimensional (2D) CDW system developed inside the double Te square lattice sheets, which are isolated by the buckled insulating CeTe layer in the CeTe3 compound, 19 see Fig. 1b . The ordering of the CDW is widely believed to result from the Fermi Surface nesting (FSN), 20 however the momentum-dependent electron-phonon coupling (EPC) is central for its stabilization. 21 Here, for the rare-earth tritelluride (RTe3) family, the shape of the metallic FS is modified by the coupling between neighboring 5px and 5pz orbitals (especially t in Fig. 1b) , 20, 22 leading to a 45˚-rotated unit cell (along a and c) from the Te-net (along x and z). Furthermore, a weak bi-layer coupling breaks the C4 symmetry to favor the c-CDW. 22 This broken symmetry state can be directly probed in the scattering pattern (Fig. 1c) , where the preeminent CDW satellite peaks can be located at = ± , with wave vector qc2/7c*, 19 surrounding each lattice Bragg reflection G. Subsequent formation of a-CDW can be suppressed by dominance of c-CDW, which makes larger FS segments unavailable for the new nesting (Fig. 1c) . 20, 22 Specifically, in CeTe3 the strong gapping of FS would entirely exclude the a-CDW from the equilibrium phase diagram. 14 Only in the heavier members of RTe3 where the smaller lattice constant weakens the c-CDW can the a-CDW develop at a lower temperature (Fig. 1b) . 13 Scattering experiments with X-ray or neutrons have been the methods of choice to study SSB due to their sensitivities to probe both ordered states and their fluctuations. The delicate critical divergence associated with SSB has been investigated via monitoring scattering weight transfer between key features within scattering profile I(q), 23 as described in Fig. 2a . Approaching the critical point from below TC, the central elastic peak associated with the static long-range order would be critically broadened and suppressed, accompanied by emergent critical fluctuations (shaded area) gaining coherence and strength from both sides of the transition. 23 The advances in fs time-domain scattering, including accesses to a wider range of spatial fluctuations over a larger momentum space, would provide a new avenue in studying SSB phase transition in non-equilibrium systems. Here, we establish this technical capability through highbrightness fs electron beam delivery where judiciously controlled pulse compression to reach sub-100 fs resolution while maintaining the beam optical quality. 18 In our experiments, the phase transition is dynamically driven by applying an intense ultrashort near infrared pulse (50 fs, 800 nm) on isolated thin (25 nm) sample of CeTe3 at 300K. 12 The high coherence ), from the refined integrated peak intensity (Iint) and width (wL), also see Methods. Specifically, at F=1.85 mJ/cm 2 the emerging critical scattering is identified in the diffusive background (see Fig. 2c ) beneath the static peak (in blue). Such critical scattering (hereafter referred to as c + -component, in purple) gradually gains strength as the static peak decays, manifesting the critical divergence in a dynamical phase transition. This critical evolution can be monitored from the intensity taken at =0.07 rlu, which shows a brief delay (KZ250 fs), compared to the decay of the static order determined at = 0 in Fig. 2b . More surprisingly, a new stripe order (a-CDW) component (in green) can be spotted in the orthogonal direction and becomes a well-defined satellite at qa at +1ps (see We capture the entire process of the transformation into the bi-directional state using the measured Fourier profiles from the diffraction patterns to construct the CDW density distribution map M(r,t), see
Methods for details. The iterative procedures for constructing M(r,t) also serve to refine the parameters, Iint(t), (t), and qi(t) from I(q, t) of each CDW component to reconstruct the critical dynamics. The results presented in Fig. 2c show good agreements between the experiments (dots) and the theoretical fits (solid lines). Unveiled from the deduced M(r,t) evolution in Fig. 2d , we determine the critical components (c + and a) emerge at higher spatial frequencies than the parent c-CDW. This observation directly supports the formation of a new checkerboard state, with a morphology distinct from the surrounding stripe order, see From a wide range of critical responses determined by tuning the control parameter F, we locate the critical fluences for a-and c-CDWs, respectively ( ) =0.6 mJ/cm 2 and ( ) =1.9 mJ/cm 2 , as depicted in Fig. 3a (also see Methods). In our experiment, the interaction quench is mediated by the carrier excitation, n(t)F (see Fig. 3b ), and at the employed excitations the critical point (nc) is easily surpassed within the duration of the laser pulse (p=50 fs). However, due to the critical slowing down near nc, the CDW condensate is unable to adiabatically adjust to the externally imposed change. This inherent nonadiabicity is captured by KZT for the quantum quench, 15 and according to which the freezing period KZ can be set by matching the critical state relaxation time  (solid red) with the externally imposed quench = ( ( ) − )/̇( ) (solid green, see Methods), as depicted in Fig. 3b . Our experiments directly confirm this "freeze-out" hypothesis that underlies the KZT in the observed delay (KZ ~ 250 fs) associated with the emergence of new broken-symmetry state (Fig. 2b) . Stipulated by the underpinning spatiotemporal scale invariance and the freedom to choose between different broken symmetries, KZT also predicts topological defects production. 8, 15 However, due to common ambiguities in the timing and experimental complications, see recent review, 24 the dynamic evolution of defects remain elusive. In this work, the parent c-CDW could act as a messenger state to report on the generation of topological defects which would locally pin the condensate, 25 causing not only dephasing but also the adjustment of CDW amplitude surrounding the vortex core of the defects. In the weak pinning regime, this manifests in a linear relationship 26 between  and Iint -see the lower inset of Fig. 2b . Our measurements evidence the formation of topological defects in the spontaneous reduction of  after the quench, its development during phase ordering, and also highlight its persistence even long after the phase transition (Fig. 3c) . The ability to track dynamics within the nonadiabatic time window provides us a unique perspective addressing the long-debated issue concerning the relative roles of EPC and FSN for introducing 2D CDW 28 . By dynamically creating a-CDW, we are able to directly monitor the development of correlations, connecting the long-range state formation to the initial incoherent microscopic excitation events. This allows us to dynamically resolve the Kohn anomaly at its onset where the critical lattice mode becomes softened and transfers its dynamical structure factor to the macroscopically ordered phase. 29 Such scattering weight transfer is expected to play out between the lattice Bragg peaks and CDW satellites. We perform the Debye-Waller analyses to follow the q-dependent changes in scattering intensities, 30 effectively tracing the root-mean-squared amplitude of vibration urms within the Te lattice in respond to the critical excitations. These microscopic dynamics are gauged via analyzing Bragg reflections with |G|6 rlu (see Methods) as depicted in Fig. 4a , which shows a striking anisotropy immediately after the quench without the previously described delay in the order parameter. The increasing urms along c* is a feature of lattice softening affiliated with the formation of the a-CDW; whereas the lattice hardening shown in the reduction of urms along a* is attributed to the melting of the c-CDW. This orthogonal correlation unambiguously demonstrates that the lattice modes actively drive both CDW branches are transverse phonons involving angle bending within the Te square net. 29 The observed microscopic anisotropic dynamics is in stark contrast with what emerges macroscopically during the critical period. For the latter, we examine the collective state evolution as manifested in the ordering vector of the density-wave state. Assuming the role of FSN, we track the nesting vectors according to Q1 (= c*qc) and Q2 (=a*qa) (see inset of Fig. 4c ) through the observed qc and qa in the ultrafast diffraction experiments. 27 From the results presented in Fig. 4c , we indeed find a sizeable (~2.6%) upshift in qc which occurs only after KZ and closely follows the critical dynamics to form the checkerboard order (Fig. 2b) . Given the lattice constants changes are less than 0.1% during this process, the observed reduction in Q1 reflects a reduction in the curvature of the FS anticipated from weakening the transverse orbital coupling 22 (t, see Methods). This photo-induced transient reduction of FS curvature has been observed in the photoemission experiment. 31 Meanwhile, we witness qa/qc~1.07 at the outset of the new broken-symmetry state, an asymmetry also found in the bidirectional order in the heavier RTe3 resulted from an imperfectly nested FS along a* with c-CDW presiding. 27 The visible delay in adjusting the FS relative to the lattice responses manifesting EPC reaffirms that EPC may be directly responsible for driving the instabilities in the symmetry-breaking field. Yet, their lack of phase coherence is evident from the missing scattering weight transfer into the static a-CDW channel during the KZ period. It is therefore highly likely that the FSN serves the role of guiding the development of long-range coherence between the critical modes, which ultimately decides the direction of SSB. This supports the growing evidence of an incipient strong in-plane phonon softening associated with both CDW branches despite only c-CDW is formed near Tc,1.
21,29
Through fs laser quench as a control parameter to explore the interaction-driven phases, our experiments unveil a whole new but hidden dimension as depicted in the phase diagram in Fig. 4d . One remarkable feature of this approach is the ability to reach dynamical stabilization building on the intrinsic properties of SSB at the nonthermal critical point. Here the natural separation between the timescales of the macrostate evolution and the microscopic dynamics result from the nonadiabicity, 24 which allows a nonthermal steady state to flourish in a prethermalization time window. We have observed the previously unseen delicate features of self-organization initiated and orchestrated by the momentum-dependent electron-phonon coupling and Fermi surface nesting throughout the KZT freezing period and the early period of phase ordering to create a new macroscopic order supporting this picture. In theory, such nonthermal interaction-driven pathway 12 is similar to a quantum phase transition, 23 which is transiently realized through a nonequilibrium driving at a finite temperature. A natural question emerges here is whether such hidden state can be controlled and extended into a longer timeframe. This would depend on further decoupling the macroscopic state from the microstate thermal fluctuations, which is a future topic to explore using different controlled pulses via pulse shaping and specimen conditions, such as stress state and temperature.
Methods

Transient CDW scattering profile I(q, t) fitting
The elastic profile of the CDW peak with inherent broadening due to dephasing is described by instrumental response, or point spread function: G(q), leading to an overall Voigt profile:
V(q,t)=L(q,t)G(q)
. This is shown in the Extended Data Fig.1a . To determine G(q), we conduct Gaussian fitting of nearby lattice Bragg peak that represents the instrument-limited profile, as shown in Extended
Data Fig.1b . The ability to determine the long-range correlation length depends on the signal-to-noise ratio (S/N) in the extended tail of I(q,t) to differentiate L(q,t) from G(q) (held fixed). An instrument-limit resolution in excess of 30 nm is demonstrated in Extended Data Fig. 1b where G(q) (in black) is compared with a Voigt profile (red) with =33 nm at t<0, along with several Voigt profiles obtained for different correlation lengths. For t>0, double Voigt profile fitting is required to take into account the phase transition.
Extended Data Fig. 1c shows the fitting including the static and critical scattering components.
Modeling of 2D CDW profile M(r,t) and refinement procedures
Our modeling of the real-space CDW distribution map [M(r,t)] starts by constructing the macroscopic CDW order parameter:
where qj , j and j are the wave-vector, phase, and correlation length for each CDW branch (index j) centered on a reference position r0. The ionic distortion that couples to the CDW then can be written:
where Zi, ri and ui are the atomic number, position, and mean amplitude of vibration for each individual atom (index i), summed over an atomic lattice that is three times the correlation length j from each CDW branch. The CDW distortion is embedded in ′ = + . The atomic displacement:
where ej is the polarization of the atomic displacement. The transient CDW intensity from each branch ̂, ( ) is normalized to the initial intensity of c-CDW, which has a static distortion =0.15 Å. 30 Since we find CDW critical mode is a transverse mode, we set ej to be perpendicular to . We also assume a phase-locked condition, namely = 0. Accordingly, the CDW map is calculated as We obtain the theoretical diffraction pattern through a Fast Fourier Transform (FFT) followed by a convolution with the instrumental point spread function G(q): 
Determination of critical thresholds
We identify two critical points: one for forming the checkerboard state ( ( ) ) and the other for melting the c-CDW ( ( ) ) in Fig. 3a . These critical values are determined based on the order parameter intensity from the respective state over the control parameter F. While it is straightforward to determine ( ) , it is more subtle to define ( ) over the two-step responses of c-CDW over F as depicted in Extended Data Fig.3 .
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Our determination of ( ) is based on the short-time responses I (see inset). The critical energy density 20 Meanwhile, the threshold for melting both electronic and lattice subsystems of c-CDW is significantly higher, >7mJ/cm 2 . 30 The linear late-time response characterized by I over F can be understood as a persistent dephasing induced by the long-lived topological defects as discussed below. Fig.3 . The fluence-dependent c-CDW scattering amplitude evolution | The inset shows the two different amplitudes representing the critical (ΔI) and persistent (I) responses to the laser excitation.
Extended Data
Modeling of Kibble-Zurek freeze-out time and impact of topological defects
We apply the universal scaling hypothesis over the nonthermal critical point for the formation of the checkerboard state where the relaxation time  and correlation length  diverges over control parameter :
= 0 /| | .
We determine the critical carrier density = ( ) (1−R-T)/[d(u.c.v.)]/h, where h=1.55 eV at 800 nm, see discussion in Sec. 3. In the context of KZT, the time-dependent control parameter is written as
Follow KZT, 24 the freezing time KZ is set by matching the relaxation time  (Eqn. (7)) and the externally imposed quench time Q. In our model, we use the mean-field exponents z=2 and =1/2 to calculate , whereas the Q is calculated based on the quench rate ̇= ( )/ and distance away from the critical point, :
The trajectories for  and Q are depicted in Fig. 3b , where 0 =60fs is set to match the experimentally observed freezing time KZ 250fs, which weakly depends on the applied fluence. It is important to note that according to KZT the topological defect production occurs under quench into the ordered (symmetrybroken) ground state. While the defects generation has also been discussed during photo-induced phase transition in RTe3, 16, 34 the key insight provided from our studies is the establishment of the hidden interaction-driven ground state with a critical point 
Microscale dynamics and thermalization
As was discussed by Tao, Han et al. 30,35 , 30,35 the energy exchanges between the microstates (electrons, phonons) can be described by a three-temperature model (TTM), which models after the photo-emission and ultrafast electron diffraction in a self-consistent manner. 30, 36, 37 The results are presented in Extended Data Fig. 4a , where the most relevant time scale is the relaxation time of hot carriers (Te). We calculate it to be fluence-dependent, mainly due to an increase in the electronic heat capacity through photoexcitation of carriers, ranging from 2 to 5 ps over the applied F range. This timescale serves to understand the ps relaxation of the new CDW state due to thermalizing with the baths.
The CDW manifold can be temporarily locked in a nonthermal steady state (a plateau region identified in 
Theoretical calculations of the ordering vector in RTe3
As was noted by Rettig et al., 31 ARPES measurements after ultrafast excitation indicate a reduction in the transverse coupling t. Here, we will show that this reduction leads to the observed change in the CDW wave-vector qc. We evaluate the pairing vector by calculating the static charge fluctuation susceptibility ( , = 0) based on a model band structure that incorporates the reduction in t. Although ( , = 0) has peaks at several potential nesting vectors, a focused electron-phonon coupling vertex selects a particular one (Q1) of these (see Fig. 4 in Eiter et al.
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). Here, and focus on the underlying susceptibility and its behavior as the V ( t) is reduced. Extended Data Fig. 5a shows line cuts of the focused ( , = 0) along the (11) direction (where the electron-phonon coupling vertex is peaked) for several values of V .
For both the local maxima, as V is reduced, the peak in the susceptibility shifts towards lower q values, which could explain the increase in CDW ordering wave-vector qc observed here -since qc=c*-Q1.
Extended Data Fig. 5b shows the obtained peak value as a function of V. The horizontal axis is scaled to the absolute maximum for V = 1:0 eV. b, Peak position of the charge susceptibility along the (11) direction. The error bars arise from the finite momentum resolution of the calculation.
Extended
To evaluate the theoretical ordering vector, we follow the methods outlined in Eiter et al. 21 The charge susceptibility is defined as 
