We study the supremum of random Dirichlet polynomials DN (t) = N n=1 εnd(n)n −s , where (εn) is a sequence of independent Rademacher random variables, and d is a sub-multiplicative function. The approach is gaussian and entirely based on comparison properties of Gaussian processes, with no use of the metric entropy method.
Introduction
Let ε = {ε n , n ≥ 1} denote a sequence of independent Rademacher random variables (P{ε i = ±1} = 1/2) defined on a basic probability space (Ω, A, P). Consider the random Dirichlet polynomials in which s = σ + it,
In a recent work [9] , (see references therein for related results, notably Queffelec's works) we obtained sharp estimates of the supremum of D(s), under moderate growth condition on coefficients. Put
We showed Theorem 1 Let 0 ≤ σ ≤ 1/2 and assume that
for some positive C, H, any positive integer k, j and any prime p. Then there exists a constant C σ,d depending on d and σ such that for any integer N ≥ 2
Suppose d(n) is a multiplicative function: d(nm) ≤ d(n)d(m) if n, m are coprimes. Then condition (3) is satisfied iff
for some C > 0, H > 0 and any j ≥ 1, r ≥ 0. This last condition is fulfilled when for instance
a property which is satisfied for a relatively wide class of multiplicative functions, among them, the divisor function and d 1 (n) = λ ω(n) , where λ > 1 and ω(n) = #{p : p | n} is well-known additive prime divisor function.
However, condition (3) requires that d(p j ) = O(j H ). Thus Theorem 1 does not apply to some classical multiplicative functions such as
where Ω(n) = p ν ||n ν is the other prime divisor function.
The main concern of this work is to show that the approach used in [9] can be still adapted and further, simplified, to obtain extensions for a much larger class of multiplicative functions including these examples, and also for sub-multiplicative functions, namely functions satisfying the weaker condition:
provided (n, m) = 1.
For instance, d(n) = e (log n) α , 0 < α < 1 is sub-multiplicative, as well as function d K (n) = χ{(n, K) = 1} in Example 2. The related random Dirichlet polynomials are studied in this paper. We obtain a general upper bound, which also contains and improve the main results in [8] , [9] (Theorem 1.1 and Theorem 1 respectively). Introduce some notation. Let 2 = p 1 < p 2 < . . . be the sequence of all primes, and let π(N ) denote the number of prime numbers less or equal to N . The following decomposition is basic {2, . . . , N } = π(N ) j=1 E j where E j = 2 ≤ n ≤ N : P + (n) = p j , P + (n) being the largest prime divisor of n. It is natural to disregard cells E j such that d(n) ≡ 0, n ∈ E j . We thus set
Consider now the following condition:
for some positive C, C 1 , λ with λ < √ 2, any prime number p, any integers n, j. Clearly, if C < √ 2, the second property is implied by the first. But this is not always so. Consider the following example. Fix some prime number P 1 as well some reals 1 < λ 1 < √ 2, C 1 ≥ 1, and put
Then d is sub-multiplicative, and satisfies condition (10) with a constant C which has to be larger than C 1 λ.
That d be sub-multiplicative is easy: let n, m be coprime integers. If (n, P 1 ) = 1 and (m,
j . This proves our claim. More generally, let P 1 < . . . < P J be J prime numbers, together with reals C 1 < . . . < C J and λ 1 < . . . < λ J such that 1 < λ j < √ 2 and C j ≥ 1 for all j, and form the corresponding functions d 1 , . . . d J . The product of submultiplicative functions being again a sub-multiplicative function, we deduce that the product d = d 1 . . . . d J is another example of sub-multiplicative function satisfying condition (10), with a constant C which has to be greater than
We prove Theorem 2 Let d be a non-negative sub-multiplicative function. Assume that condition (10) is realized. Let 0 ≤ σ < 1/2. Then there exists a constant C σ,d depending on σ and d only, such that for any integer N ≥ 2,
Observe that condition (3) implies condition (10) . Indeed, write n = kp and take j = 1. We get
Further, function d 1 obviously satisfies condition (10), whereas we know that it does not satisfy condition (3).
The bounds given in Theorem 2 being all less than C σ,λ D 2 (N )
log N , we therefore deduce that Theorem 1 is strictly included in Theorem 2. We give two classes of examples of application. Example 1. Consider multiplicative functions satisfying the following condition:
Clearly (12) is strictly weaker than (8) . Further it implies (10) .
Next, let p | n and a denote the p-valuation of n: p a ||n. By multiplicativity of d(.) and condition (12) 
Thus (10) is fulfilled. Notice that (12) implies
with
Under condition (12) , estimates for D 2 (N ) are known. By theorem 2 of [4] (see also [3] ), any non-negative multiplicative function d satisfying a Wirsing type condition
for some constants λ 1 > 0 and 0 < λ 2 < 2 and all prime powers p m ≤ x, also satisfies 1
where C(λ 1 , λ 2 ) depends on λ 1 , λ 2 only.
2 is multiplicative and satisfies (12) with λ 2 < 2, we also have that d 2 verifies condition (14) as well. Consequently, from (15) follows that
for some constant C(λ) depending on λ only. Recall that there exists an absolute constant c 1 such that for x ≥ 2
Thus
and similarly
Thereby under condition (12), we have the following estimates
For functions d 1 , d 2 , there is also a standard way to proceed. Letting τ = π(N ), we have for d 2 for instance
which can be evaluated by means of (17).
The restriction λ < 2 can be relaxed into λ < q, when considering, instead of D(s), random Dirichlet polynomials based on sets of integers having all their prime divisors greater or equal to q, e.g. on some arithmetic progressions. To go beyond a condition of type (12) , notably to work under the weaker condition (14) , one has probably to perform another approach than the one based on a decomposition into random processes as appearing in (36) below.
Example 2. Take some positive integer K, and put (10) is satisfied with C = 1 = λ. And by (1) , this defines the remarkable class of random Dirichlet polynomials,
which naturally extends the one of E τ -based Dirichlet polynomials considered in [11] and [8] . Indeed, recall that E τ = 2 ≤ n ≤ N :
Then
Consequently, the E τ -based Dirichlet polynomials are one example of Dirichlet polynomials with sub-multiplicative weights. Here H dK τ = j≤τ E j . We
If we now specify Theorem 2 to this case, we get
where
By comparing this with the upper bound part of Theorem 1.1 in [8] , we observe that the bounds obtained are either identical (if
strictly better. For instance, when (
thereby yielding a better bound.
When the order of τ is small, we will prove the following strenghtening in which N disappears from the estimates. Put
And if σ = 1/2, there are absolute constants C 1 , C 2 such that
Let now K be unspecified. There is no loss to assume K is squarefree. First examine the case when K has few prime divisors. Suppose
Using Bohr's lower bound
We get with 2 a two-sided estimate
The case of a number K with many prime divisors is more complicated. By the comment previously made, this concerns the case
We restrict ourselve to integers K of type
where 1 ≤ ν < π(N ). This amounts to consider the random Dirichlet polynomials
We will assume ν to be not too large. More precisely, we assume, in accordance with Corollary 3
Theorem 5 Let 0 < σ < 1/2. There exists a constant C σ depending on σ only such that
Example 3. Fix some integer N ≥ 1, and consider the truncated divisor function
This function, which occurs in many important arithmetical questions, is submultiplicative. Take n and m coprimes. If k ≤ N is such that k|mn, then k is uniquely written
Further, it satisfies our condition (10) .
Indeed, it is obvious if a = b; and if a > b we get p|k 2 , which excluded. Consequently
As for any integer
And choosing any λ > 1, we obviously have
2 Proof of Theorem 2.
Although the proofs are much in the spirit of proofs of the main results in [8] , [9] , there are substancial changes and simplifications. First, we work from the beginning with Gaussian processes. Further, the delicate step of estimating some related metric and computing associated entropy numbers is notably simplified. Cauchy-Schwarz's inequality and the comparison properties of Gaussian processes indeed allow to avoid any computation (see before (58)), and also give rise to strictly better estimates. This further allowed us to consider random Dirichlet polynomials with more complicated arithmetical structure, like the one of "Hall type" built from the sub-multiplicative functions d K , where entropy numbers seem hard to estimate efficiently.
Let τ = τ d and let a j (n) denote the p j -valuation of integer n. Put
Let also T = [0, 1[= R/Z be the torus. A first classical reduction allows to replace the Dirichlet polynomial by some relevant trigonometric polynomial.
To any Dirichlet polynomial P (s) = N n=1 a n n −s , associate the trigonometric polynomial Q(z) defined by
By Kronecker's Theorem ( [5] , Theorem 442)
as observed in [1] .
Remark 6 Naturally, no similar reduction occurs when considering the supremum over a given bounded interval I. However, when the length of I is of exponential size with respect to the degree of P , precisely when
the related supremum becomes comparable, for ω large, to the one taken on the real line, with an error term of order O(ω −1 ). This is in turn a rather general phenomenon due to existence of "localized" versions of Kronecker's theorem; and in the present case to Turán's estimate (see [15] for a slighly improved form of it, and references therein). When the length is of sub-exponential order, the study still seems to belong to the field of application of the general theory of regularity of stochastic processes.
In the technical lemma below, we collected some useful estimates, which already appeared in [9] , and are easily deduced from the fact that if a n are complex numbers and
where we let A(t) = n≤t a n .
Now we can pass to the proof of Theorem 2. Fix some integer ν in [1, τ ]. We denote
Consider as in [8] , [9] the decomposition
By the contraction principle ([6] p.16-17)
where Q i is the same process as Q ε i except that the Rademacher random variables ε n are replaced by independent N (0, 1) random variables µ n . Consequently, both the supremums of Q 1 and of Q 2 can be estimated, via their associated L 2 -metric.
Assume first 0 < σ < 1/2. We will establish the two following estimates:
and
First, evaluate the supremum of Q 2 . Writing
Each piece is, up to a factor 1, i, −1, one of the possible realizations of the random process X defined by
where γ = (α j ) ν<j≤τ , (β m ) 1≤m≤N/2 and
Here indeed
Consequently sup
The problem now reduces to estimating the supremum over Γ of the real valued Gaussian process X. We observe that
As p j | n, by condition (10), d(n) ≤ λ d( n pj ); and so
where we used estimate (30) of Lemma 7. Besides, by condition (10) again, we obtain
Let k ∈ (ν, τ ] be such that N/p k < m ≤ N/p k−1 . Since p j ∼ j log j, we have
By using estimate (31) of Lemma 7
Now define a second Gaussian process by putting for all γ ∈ Γ
where ξ ′ i , ξ ′′ j are independent N (0, 1) random variables. It follows from (38) and (39) that for some suitable constant C, one has the comparison relations: for all γ, γ ′ ∈ Γ,
By the Slepian comparison lemma ( [7] , Theorem 4 p.190), since X 0 = Y 0 = 0, we have
And with (37) E sup
It remains to evaluate the supremum of Y . First of all,
As p j ∼ j log j, we have
To control the supremum of Y ′′ , we use our estimates for the sums of K m and write that
Therefore by reporting (44), (45) into (43), we get (35). Now, we turn to the supremum of Q 1 . Introduce the auxiliary Gaussian process
where ϑ i , ϑ ′ j are independent N (0, 1) random variables. By symmetrization (see e.g. Lemma 2.3 p. 269 in [10] ),
Further
Examine first the contribution of the rectangle terms. Only those integers n such that a j1 (n) ≥ 1 and a j2 (n) ≥ 1 are to be considered. Using submultiplicativity, we have
Examine now the contribution of the square terms. We have
By estimate (32) of Lemma 7, we have
Hence
But, by condition (10)
From this follows that
by arguing as in (50) for getting the last inequality. Consequently
We shall control the Gaussian process Υ in a more simple and more efficient way than in [8] , [9] . By the Cauchy-Schwarz inequality
A Gaussian metric appears: let indeed g 1 , . . . , g ν be independent N (0, 1) distributed random variables. Then U (z) :
And so
Now we take again advantage of the comparison properties of Gaussian processes, and deduce from Slepian's Lemma
And by reporting
Observe also that
Thus E sup
This is slightly better than in [9] , inequality (22), where one has the bound
which is (34).
, we consequently get from (34),(35) and (28),
(60) We now observe that f (x) := (x log log x) 1/2 (log x)
Thus we choose
We find
We also observe that
1/2 , we may also just set ν = τ in the initial decomposition, and thus ignore Q ε 2 . It means that we use the bound (59) in place of (60). This makes sense when τ is sufficiently small, namely when (
; which is so when τ ≤ ( N (log N ) log log N ) 1/2 . We consequently have to distinguish three cases.
Case 2.
In this case we obtain from (61)
Case 3. 1 ≤ τ ≤ N (log N ) log log N 1/2 . By the comment made above, τ is small enough, and we forget Q ε 2 . We obtain from (59) directly
This achieves the proof.
Proof of Theorem 5.
We examine more specifically the increments of the Gaussian process Υ. There is no loss to assume
We have here
And, as (n,
And
We will need the following technical Lemma.
for some constant C β , y ≥ y β , y/x ≤ c β .
Remark 9 It is natural to compare, in our setting, estimates a) anf b), via the relation
where K τ is defined in (20). By a) and Mertens Theorem we get
However, by using b) we get the much better bound
log N log pν .
Proof. a) By applying formula (29) with
Recall that Ψ(x, y) ≤ xe 
Therefore
Now, we have
If y is large enough, y ≥ y β , y/x small enough, y ≤ c β x, then the above condition is satisfied. Consequently
c) The case β = 1 can be treated as before: 
log x log y + log y ≤ C log y.
One can however get this directly. Let j = j y = max{ℓ : p ℓ ≤ y}. Then, for any β > 0,
And when β = 1, by Mertens Theorem, the latter is less than ≤ C log y.
This last argument can serve to get a two-sided estimate when y is not too large. In this case, the estimates depend on y only.
Lemma 10 If y = o(log x), then we have for any β > 0,
And the involved constants c β , C β depend on β only. In particular
Proof. Indeed, notice first, as p j ∼ j log j, that we have j ≤ Cy/ log y. Now consider integers n = p We may also assume that (H + 1)β ≥ 2. Therefore
since the series
is obviously convergent. And so, in view of (89)
When β = 1, by using Mertens Theorem
We continue with some other useful observations.
Remark 11 Let u := log x log y and ρ(.) denote Dickman's function. According to ([12] , p.435),
for x ≥ y ≥ 2, γ being Euler's constant.
In [8] , we introduced a new approach to lower bounds. It will be necessary to briefly recall its principle. We begin with the lemma below ( [8] , Lemma 3.1).
Lemma 12 Let X = {X z , z ∈ Z} and Y = {Y z , z ∈ Z} be two finite sets of random variables defined on a common probability space. We assume that X and Y are independent and that the random variables Y z are all centered. Then
Let d = {d n , n ≥ 1} be a sequence of reals. By the reduction step (28)
Introduce the following subset of T τ ,
Observe that for any z ∈ Z, any n, e 2iπ a(n),z = cos(2π a(n), z ) = (−1) 2 a(n),z . It follows that ℑ Q(z) = 0, and so
Thereby the restriction of Q to Z is just a finite rank Rademacher process. Now define L j = n = p jñ :ñ ≤ N p j and P + (ñ) ≤ p τ /2 , j ∈ (τ /2, τ ].
Since E j ⊃ L j , j = 1, . . . τ, the sets L j are pairwise disjoint. Put for z ∈ Z, Q ′ (z) = τ /2<j≤τ n∈Lj ε n n −σ (−1) 2 a(n),z .
Since {Q(z) − Q ′ (z), z ∈ Z} and {Q ′ (z), z ∈ Z} are independent, we deduce from the above Lemma that 
