Abstract-We introduce three new results, which allow homographies of t h e ground plane t o support visual navigation functions for mobile robots using uncalibrated cameras. Firstly, we illustrate how, for pure translation, a homography can be computed from just two pairs of corresponding corner features. Secondly, we show how, for pure translation, we can determine
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The most common approach used to track corner t h e height of corner features above t h e ground plane features through an image sequence is the so called using t h e recovered homography and a construct based "F-based tracker", where '.F" represents the fundaon t h e cross ratio. This allows us t o detect points which pDnA,, c).,pp == lur~,,+icmp~s,,p4TI +nhn mental matrix. The fundamental matrix models the briefly review two methods which use corner tracking (or correspondences) to elicit structural information.
A . Navigation using F up to a scale factor. H has only eight degrees of freedom. Eight degrees of freedom requires that we have four corresponding coplanar features in general position (no three collinear). since each pair of corresponding points then provides two independent constraints, and H can be determined by standard linear methods.
Equation 1 suggests a method of grouping corner features into coplanar sets. Namely, if we can select a set of four coplanar corresponding point pairs which are in a sufficiently general configuration in both images (each point is unique and no three are collinear), then H can lie computed and used to check whether other points in the scene lie in the same plane [5] .
Recent work concerning planar homographies includes that of Gurdjos and Payrissat [GI which discusses the conditions for reco\-ering the 3D structures of perpendicular planes in the scene. such as walls and the floor, using homographies. Ha and Kweon [7] proposed an approach for 3D structure recovery and camera calibration using planar hoiiiographies and known angles in the scene.
H FROM TWO CORNER MATCHES
V' e haLe used a four point method in a sample consensus approach to bootstrap our ground plane detection system. Once tracking of ground plane features is initiated, we always have a good estimate of which features are on the ground plane and which are not [ 5 ] . Here, we present a new result which allows us to compute H. the ground plane homography, using just two ground plane corner matches, assunling that the robot undergoes pure translation.
This approach yields a nuinher of benefits. We don't need to find four point correspondences in general position i.e. no three (near) collinear.
As tlie vanishing line is fixed in planar motion. we don't need to conipute the vanishing line at each iteration.
11-e don't need to solve an overdetermined system to compute H at each iteration. If pure translation is maintained, we only need to compute a scalar t o recover tlie H matrix as, in this case, the vanishing point and the vanishing line are both fixed.
Once the I ehicle changes direction and returns back to a pure translation motion, computation of the vanishing point can be applied both to check for pure translation and to recover the H matrix.
Consider two camera centered coordinate systems, frame 1 and frame 2. so that we can write where XI and X l are the coordinates of the same 3D point, expressed in frames 1 and 2 respectively and where R and T arc the rotation and the translation matrices encoding the relative position of the two coordinate systems. Nom assume that XI is a point on the plane defined by: This is a plane which does not pass through the origin (i.e. the optical center of the camera) and N = ( A , B , C)T is the plane normal. Thus we have NT XI = -1 and denoting T = k t , where k is a scalar and t is a unit vector, we have:
The images of the scene point can be written as:
where P is the (unknown) camera model. For a pure translation, R = I, and so H has the form
We note that Pt is the vanishing point, vp, and NTPP1 is the vanishing line, vlT, in the image. Thus, we have H = I -kVpV;r ( 7 ) As shown in Fig-1 , two corresponding point pairs fully define the vanishing line and the vanishing point. Given that we know the vanishing point and vanishing line, scalar k can he recovered by substituting any one known corresponding point pair and thus the H matrix can be recovered. From 7 we have
Since this equation is defined up to a scale factor we have -n-1
2=0
Once k has been computed, H can be recovered by Eq-7. Compared with using 4 point correspondences to compute H, this approach generates a "well formed' H matrix. By this we mean that it encodes a motion of pure translation and its eigenvectors are the points on the vanishing line. This is valuable in terms of 3D reconstruction relative to the ground plane.
In practice, the vanishing point can be computed by using all corner correspondences, not just those on the ground plane. Intersection of the two lines which join each pair of end points of the loci of the co-planar point pair is a point on the vanishing line (see fig 1) . These intersection points can generate the horizon line using robust approaches such as RAKSAC.
Iv. HEIGHT ABO\'E GROUND PLANE.
In this section, we present a method to compute the height of features above the ground plane in terms of units of the height of the camera optical center from the ground plane. This uncalibrated method assumes pure translation and uses the recovered H matrix and a construction based on the cross ratio. Now the height of the corner point relative to the height of the camera opt,ical centre is Using similar triangles we note tha.t: 
Where function d(z, y) denotes the distance between points 2 and y. Hence we can compute relative height as:
This can be interpreted as the height of point A units of height h,.
Note that this approach only needs the ground plane homography, H, and tlie tracked image correspondences a and c of tlie feature to determine tlie height above the ground plane. By thresholding the measured height above the plane, the method can be used to check for ground plane points, which can he driven over, and for sufficiently high feature points which can be driven under. Note that this is achieved without camera calibration. A general planar motion includes both rotation and translation. In this case, the translation vector is always perpendicular to the plane normal and the axis of rotation (screw a i s ) is parallel to the plane normal.
The H matrix of a planar motion generally has one real and two complex eigenvalues. We first prove that the real eigenvalue is unity and its corresponding eigenvector is the image of the intersection of the screw axis TABLE I1 hIEASURELlENT OF HEIGHT OF CORNERS ON THE CHESS BOARD (FRAME 21).
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Column 1 1 2 1 3 1 4 1 5 1 6 1 7 1 and the plane of motion. We then show that the two complex conjugate eigenvalues have unity amplitude and their phase angles are equal to the actual angle of rotation that the robot (or camera) undergoes. Thus we can measure the robot's rotation; independent of any camera calibration.
First, a provisional coordinate system, C,l is chosen such that its x -y plane describes the plane of motion i.e the plane parallel to the ground plane, whose origin coincides with tlie optical centre i.e. the origin of a camera-centered coordinate system. Then, a general 
Hence, the H matrix for a general planar motion is written as:
Clearly, H and HI have the same eigenvalues and the eigenvectors, E. of H are related to the eigenvectors, &, of H1 by
It is straightforward to show that the eigenvalues of H1 are 1 and The eigenvector of HI corresponding to the real (unity) eigenvalue is
for all 0 # 0. Geometrically, this can be interpreted a s the image of the intersection of the screw axis and the plane of motion. The two conjugate eigenvectors corresponding to the complex eigenvalues are,
These are the two circular points [8] . As the conjugate eigen\ialues are invariant to projection, the angle of rotation can be obtained directly from the eigenvalues of the H matrix. There is no need to recover the cainera parameters. Notice that the H matrix is defined up to a scale factor, and so the eigenvalues are also defined up to the the same scale factor. It is necessary to recover 0 by the angle defined by both the real and imaginary parts of the eigenvalues. The image of the intersection point of the screw axis and the plane of motion combines with one corresponding point pair to define two equal length vectors d i i c h are the corresponding vector rotated around this iiitersection point. Hence, the sign of the rotation angle is defined by two corresponding vectors and this can he determined by evaluating the sign of their cross product. the experiment is shown in figure 5 . Our mobile robot was programmed to move at a constant angular velocity and a set of corner features on tlie ground plane was extracted and tracked through the image sequence.
(Note, however, that there are small variations in this angular velocity.) The H matrix of the each frame relative to tlie first fraine was computed. The rotation angle from first fraine to the current frame was then recovered and plotted in Fig-6 . A least squares regression fit to tlie data is also plotted in the figure. We assess the method by checking the linear increment of tlie rotation angle and the final angle made by tlie vehicle positions before and after motion. The real angle \vas measured to be 41 degrees, and our measured angle ivas 45 degrees.
VI. CONCLUSIONS
For mobile robots operating in indoor environments, the ground plane is often tlie most dominant structural feature in the robot's field of view. Therefore, we have argued that using multi-view relations of the ground plane, in particular tlie planar liomography, is a rational approach t o take. We have sliolvn how planar homographies can he extracted from two point pair correspondences. We have then shown how the height above the ground plane can be computed using homographies when tlie camera undergoes pure translation. For general planar motion, we have shown how to extract camera rotation from hoiiiograpliies. Our initial esperimental results have validated that these tecliiiiques can support mobile robot visual navigation functions.
