Cai and Furst CF91] proved that every PSPACE language can be solved via a large number of identical, simple tasks, each of which is provided with the original input, its own unique task number, and at most three bits of output from the previous task.
Introduction
A key theme in modern computer science is the decomposition of a complex task into a number of smaller, simpler, tasks. Though this is often studied in the context of parallel computation, Cai and Furst CF91] investigate this issue in terms of serial computation. They propose a model in which a given computation is decomposed into an exponential number of polynomial-time tasks that are identical except in that each is given, in addition to the problem input, its own unique task number plus a few bits of output allowed to be passed on from the previous task. The computation \accepts" if the nal task outputs some particular value (e.g., \1"). Building on Barrington's Bar89] seminal work on branching programs, Cai and Furst prove that every PSPACE language can be accepted in this way, even if the tasks run in logarithmic space rather than in polynomial time. Keeping in mind that Cai and Furst additionally require the tasks to be executed in the lexicographical order of their task numbers, and indeed use the term \clock" in place of what here is called a task number, let us consider their explanation of their surprising result:
...this result seems to be paradoxical; but of course there is no contradiction here, as the clock provides... weak access to space. It seems remarkable that any PSPACE language computation can be \strung out" in such a fashion. (One would not have expected that the rise and fall of the sun or other terrestrial bodies provided us with any such] valuable computing resource as space.) CF91] They are indeed correct in pointing out that the rising and setting of the sun, in this setting, provides a weak form of access to space. However, there is a second pillar of their result that is either so obvious or so subtle as to be left implicit in the notion of \clock": the rising and setting of the sun provides a linearity to time. Indeed, it seems possible that their results might be relying deeply on this linearity|that is, on the lexicographic task execution order.
Note, in fact, that it is natural to consider the removal of their xed, lexicographically-ordered schedule requirement. For example, if the tasks exist in a distributed setting with some centralized control, then in the Cai-Furst model the transfer step between tasks is, e.g., \Task 10010110111 just ran and had output 011; task 10010111000, you're up." If task 10010111000 is located on a processor currently busy with other tasks, delay may result. With the ordering removed, the central controller merely seeks, and passes the current output bits to, any processor with an as yet unexecuted task. Indeed, the central controller need not even know the name of the exact task that is about to run. Thus, removing the linear execution order requirement both provides exibility of execution order and potentially lessens the amount of information that must be exchanged.
So, both because we nd relaxing the linear-order constraint natural and because we wish to determine the extent to which the Cai-Furst result depends on ordering (rather than merely depending on the \weak access to space" provided by the task number), this paper studies the class of languages accepted in the Cai-Furst model when the order of execution is arbitrary. That is, we require that the same answer|whether to accept or reject|be reached regardless of the order of task execution. In particular (detailed de nitions can be found in Section 2), if the tasks are allowed to pass on a k-ary value as their output, we call the class so accepted SSF k . (Cai and Furst called their classes SF k . 1 Our extra \S" stands for \symmetric," as our execution order can equally well be any permutation of the tasks. ) We note that SF 1 = SSF 1 = P, so there is no di erence at that trivial level. We completely characterize SSF 2 as the strongly disjoint unions of NP sets with P sets. On one hand, this indicates that, even without ordering and with just one (binary) bit of information passing between tasks, quite complex sets can be accepted via a large number of simple tasks. On the other hand, our characterization suggests that SSF 2 may be strictly weaker than SF 2 ; we display a relativized world A in which SSF A 2 6 ? SF A 2 . Though it would be nice to show \SSF 2 = SF 2 implies the collapse of the polynomial-time hierarchy," we note that showing this is even harder than resolving a central open question regarding the relationship between nondeterministic computation and parity computation. We provide an upper bound showing that, for each k 3, all SSF k sets can be accepted via a xed amount of access to NP and generalized parity classes. It follows from our upper bound that there is a relativized world A in which NP Though these results raise the possibility that large numbers of exibly schedulable tasks do not su ce even to accept sets from the second level of the polynomial hierarchy, we show that large numbers of exibly schedulable probabilistic tasks do su ce to accept all sets from the polynomial hierarchy. In particular, we consider the case in which tasks are probabilistic, and in which the tokens passed between tasks are drawn from the set f0; 1g. Our acceptance criterion is J. Simon's exact counting criterion: the machine is said to accept if the probability that 0 is mapped to 1 equals 1=2. As always, we require that the tasks be universally serializable: some task ordering leads to acceptance if and only if every task ordering leads to acceptance. We prove that the class of languages thus accepted is exactly NP PP . Since Toda's Theorem Tod91] implies that NP PP = NP PP PH , we see that the entire polynomial hierarchy (and more) can be accepted by exibly scheduled probabilistic tasks passing only one bit of information between successive tasks.
Thus, in summary, we give characterizations, upper bounds, and relativized evidence all suggesting that linearity of scheduling does play a central role in yielding the great power of the Cai-Furst classes, but that adding probabilism to the model recovers a substantial portion of this power. Section 2 presents de nitions and preliminaries, Section 3 proves our results regarding universally serializable deterministic tasks, and Section 4 proves our results regarding universally serializable probabilistic tasks.
De nitions
All our sets are collections of strings over the alphabet = f0; 1g. Let N = f1; 2; g. We adopt the standard polynomial-time reducibility notions of Ladner, Lynch, and Selman LLS75]. De nitions of classes or notions not de ned in this section (e.g., P, NP, and coNP) can be found in any standard complexity theory textbook Pap94,BC93]. For any nondeterministic Turing machine M and any x 2 , we denote by acc M (x) the number of accepting computation paths of M on input x.
De nition 2.1 CH90] For each k 2, de ne: L 2 Mod k P if and only if there is a nondeterministic polynomial-time Turing machine M such that, for each x, it holds that x 2 L () acc M (x) 6 0 (modulo k). As is standard, P will be used to represent Mod 2 P, a class rst studied by Papadimitriou 
It is known (see HH91]) that this is equivalent to the class of languages accepted via a P machine given both the input and advice|depending on the input|from an OptP function. Fix k 1. Following Cai and Furst CF91], consider a \machine" speci ed by (a) a taskname-length polynomial t( ), (b) a token set f0; 1; ; k ? 1g, and (c) a polynomial-time program f : N f0; 1; ; k ? 1g ?! f0; 1; ; k ? 1g. De ne, for any input x and any 2 S 2 t(jxj), where S i is the symmetric group on f1; ; ig, h 0 (x; ) = 0; h i (x; ) = f(x; (i); h i?1 ) for i 2 f1; ; 2 t(jxj) g; output(x; ) = accept if h 2 t(jxj)(x; ) = 1 reject otherwise. Again following Cai and Furst, for the special case k = 1 we alter the de nition of output to de ne acceptance to mean that the program f(x; (2 t(jxj) ); h 2 t(jxj) ?1 ) itself ends in some accepting state.
De nition 2.4 CF91] A language L is in SF k (\safe storage via k tokens") if there exists a machine of the form described above (with k as the k above) such that, for each x, it holds that x 2 L () output(x; I) = accept, where I is the identity permutation (on f1; ; 2 t(jxj) g). De nition 2.5 A language L is in SSF k (\symmetric safe storage via k tokens") if there exists a machine of the form described above (with k as the k above) such that, for each x, 1. (8 1 ; 2 2 S 2 t(jxj)) output(x; 1 ) = output(x; 2 )], and 2. x 2 L () output(x; I) = accept.
The following results are known about the SF k classes. SF 1 = P CF91]. Ogihara has shown directly that SF 2 = OptP Ogi94]. Let NNT denote the nearly near-testable sets HH91], the class of sets L having a polynomial-time computable function f that on each input x either states that x 2 L, or that x 6 2 L, or that exactly one of x and the lexicographical predecessor of x is in L, or that not exactly one of x and the lexicographical predecessor of x is in L. Let R p m (NNT) denote fL j(9A 2 NNT) L p m A]g. Note that the four NNT options correspond exactly to the four possible input-output mappings allowed to an SF 2 task and as the \map everything to zero" option allows one to lay SF 2 computations one after the other in an NNT set. So, SF 2 = R p m (NNT). Ogihara's SF 2 result and this observation about the close connection between SF 2 and NNT are in harmony, as it is known that OptP = R p m (NNT) HH91]. Immediately, one can apply to SF 2 the various results of Hemaspaandra and Hoene HH91]. For example, though SF 2 = R p m (NNT), nonetheless SF 2 = NNT only if P = NP = PP PH . Ogihara ( Ogi94] , see also BS95]) has put upper and lower bounds on the complexity of SF 3 and SF 4 . Finally, as mentioned earlier, Cai and Furst CF91], building on the work of Barrington Bar89] , proved that PSPACE = SF 5 = SF 6 = , a result that, as described in Section 1, motivated this paper.
The intuition behind De nition 2.5 is that, as discussed in Section 1, we wish to study how crucial the task scheduling is in the serializable computation. The permutation represents a task scheduling, that is, the order of the tasks, and for each i, h i (x; ) represents the output after the ith task has executed. Membership in SSF k requires that the nal acceptance or rejection behavior be independent of the order of task execution. Thus, we describe this as \universally serializable computation." We note that computation that, like SSF k , is invariant (in some property) under a certain variety of changes is not a new notion in complexity theory. For example, in a quite di erent context, invariance under some perturbation is also required in the theory of \robust computation" (see the survey Hem93]).
Note that, though both SF k and SSF k computations employ a large number of tasks, in both cases each individual task is allowed to run for just a short amount of time, and to pass on only a small amount of information to the next task.
For any complexity class C, we denote by coC the class fL j L 2 Cg, where L = ? L. For any set S, we denote by jjSjj the cardinality of S. We assume that the integers have their standard binary encodings.
Let C 1 and C 2 be any classes. Following the convention of Gundermann, Nasser, and Wechsung GNW90], we use C 1 _ C 2 to denote fL j (9L 1 2 C 1 ) (9L 2 2 C 2 ) L = L 1 S L 2 ]g, and we use C 1^C2 to denote fL j (9L 1 2 C 1 ) (9L 2 2 C 2 ) L = L 1 T L 2 ]g. In a slight abuse of notation, we similarly use C 1 ? C 2 to denote fL j (9L 1 2 C 1 ) (
De nition 2.6 We say that L 2 NP + _ z P (\L is the strongly disjoint union of an NP language and a P language") if there exist an NP language L 1 and a P language L 2 , where M is a machine de ning L 2 in the sense of the above de nition, such that
T L 2 = ;, and
This says not only that L is the disjoint union of an NP and a P set, but also that when an input is in the NP language, the P set rejects via having zero accepting paths. This special \zero rejects" condition is somewhat reminiscent of the 
We defer to Section 4 the de nition of universally serializable probabilistic machines.
Universally Serializable Computation
Note that SSF 1 = SF 1 = P since no information can be passed on from a task to another if there is only one token, and for every k 1, that SSF k SF k . Note also that as the SF k are all contained in PSPACE, so are the SSF k . What can we say about SSF k , k 2? In particular, for k 2, does it hold that SSF k = SF k ? Below, we completely characterize SSF 2 and upper bound SSF k , k 3, in such ways as to suggest that these SF and SSF classes di er. Proof: (1) First we prove that SSF 2 NP + _ z P. Let L 2 SSF 2 , and let f and t represent this in the sense of Section 2. Let L 1 = fx j (9j : 1 j 2 t(jxj) ) f(x; j; 0) = f(x; j; 1) = 1]g; and L 2 = fx j jjfi j 1 i 2 t(jxj) and f(x; i; 0) = 1 and f(x; i; 1) = 0gjj 1 (modulo 2) g: Note that L 1 2 NP and L 2 2 P. We claim L = L 1 S L 2 , and that the union has exactly the strong disjointness property required to establish membership in NP + _ z P. One can see this as follows.
The inclusion L 1 L follows from the fact that, if x belongs to L 1 , then by picking up a j such that f(x; j; 0) = f(x; j; 1) = 1 and a such that (2 t(jxj) ) = j, we can force this speci c task scheduling function to move the token from 0 to 1.
In order to prove the strong disjointedness, assume, by way of contradiction, that x 2 L 1 T L 2 . By the de nition of L 1 , there exists some j such that f(x; j; 0) = f(x; j; 1) = 1. Pick such a j. By the de nition of L 2 , the number of m such that f(x; m; 0) = 1 and f(x; m; 1) = 0 is odd, and thus, there exists such an m. Pick such an m. Now for a permutation with (2 t(jxj) ) = j, the token is delivered to 1 at the end. On the other hand, for a permutation 0 such that 0 (2 t(jxj) ) = m and 0 (2 t(jxj) ? 1) = j, the token is delivered to 0 at the end. Thus, we lose the universality. Hence, x cannot be both in L 1 and in L 2 .
We can see as follows that L 2 L. Suppose x 2 L 2 . Let q = jjfi j 1 i 2 t(jxj) and f(x; i; 0) = 1 and f(x; i; 1) = 0gjj. Since q is odd, there exists some i, call it i 0 , with this property. There is nò ; 1 ` 2 t(jxj) , such that both f(x;`; 0) and f(x;`; 1) equal to 0. If such an`were to exist, then setting (2 t(jxj) ) =`would yield x 6 2 L, yet setting (2 t(jxj) ) = i 0 and (2 t(jxj) ? 1) =`would yield x 2 L, contradicting the robustness required by the de nition of SSF 2 . Also, note that x 6 2 L 1 , as we know from above that x 2 L 1 ) x 6 2 L 2 . Thus, if x 2 L 2 , it must hold that:
(8`: 1 ` 2 t(jxj) ) (f(x;`; 0) = 0 and f(x;`; 1) = 1) or (f(x;`; 0) = 1 and f(x;`; 1) = 0)] :
Since q is odd, this implies x 2 L. Thus, we have shown so far that L 1 S L 2 L, and that L 1 and L 2 are strongly disjoint.
Finally
There is no`; 1 ` 2 t(jxj) , such that f(x;`; 0) = f(x;`; 1) = 0, otherwise we would have x 6 2 L. Combining this with x 2 L 1 , we have (1), and in that case we have: x 2 L if and only if x 2 L 2 . But this contradicts our assumption that x 2 L ? (L 1 S L 2 ). We now prove NP + _ z P SSF 2 . Let L 2 NP + _ z P. Without loss of generality, let the NP language be L 1 = fx j (9j : 1 j 2 q1(jxj) ) R 1 (x; j)]g, where q 1 ( ) is a polynomial and R 1 ( ; ) is a polynomial-time computable predicate. Without loss of generality, let the P language be L 2 = fx j jjfj j 1 j 2 q2(jxj) and R 2 (x; j)gjj 1 (modulo 2)g, where q 2 ( ) is a polynomial and R 2 ( ; ) is a polynomial-time computable predicate. Let t( ) be a polynomial such that (8n) 2 t(n) 2 q1(n) + 2 q2(n) ]. Note that by the strong disjointedness of L 1 and L 2 , and the above de nitions, f and t( ) do meet the robustness condition required of the de nition of SSF 2 , and accept (in the sense of an SSF 2 machine) exactly L 1 S L 2 .
(2) Let L 2 SSF k , and let f and t represent this in the sense of Section 2. Suppose we wish to determine whether x 2 L. Let F denote the set of all mappings of f0; ; k ? 1g to itself. For each i; 1 i 2 t(jxj) , de ne ' i 2 F to be such that:
for each a; b 2 f0; ; k ? 1g, ' i (a) = b if and only if f(x; i; a) = b.
m ] be a sequence of mappings in F. We use (z) to denote 1 ( 2 ( 3 ( m (z) ))). For each 2 F, let freq( ) denote the number of i; 1 i 2 t(jxj) , such that ' i = .
De ne A = f(x; ; m) j m k 2 + k and freq( ) mg, keeping in mind that x is an implicit argument of freq and that we consider k to be xed. Since m is a xed constant, A 2 NP. Let us now return to considering x to be xed (we used it as an argument in A as we require A to belong to NP uniformly over all x). For each 2 F, by using a binary search over 0; k 2 + k] with queries to A, we does the following:
We rst check whether freq( ) k There is a sequence of length at most k such that only mappings in A appear in and (i 0 ) = 1. (3) We claim that if x 2 L, then (3) holds. This is seen as follows. Suppose x 2 L. Then there is a sequence satisfying (3) except for the length condition. In fact,
is one such sequence. If is of length strictly greater than k, then we can, by the pigeon-hole principle, partition into three parts 1 ; 2 ; 3 such that = 1 2 3 , 2 is nonempty, and 2 3 (i 0 ) = 3 (i 0 ). Note that 1 3 satis es (3) except for the length condition and is shorter than . By repeating this process, we can construct a sequence satisfying (3). Taking the contrapositive, we may also state that if (3) does not hold, then x 6 2 L. Note that (3) is dependent only on A. Note further that since A is a subset of the set of mappings from k tokens to k tokens, there is a nite upper bound|namely 2 k k |on the number of possibilities for A. So we may compute in time constant (in our xed k, and in particular independent of the input x) a table, such outputs and only k tokens, some token must be output more than once. Let c be one such token. Thus, there exists an integer h, 0 < h k, such that freq 1 ( )?h (c) = freq 1 ( ) (c), and in particular freq 1 ( )?h 1 0 (0) = freq 1 ( ) 1 0 (0). So 0 freq 1 ( )?h 1 0 (0) = 0 freq 1 ( ) 1 0 (0), but we already know that this is 1. However, since our computation is universally serializable it must hold that 0 freq 1 ( ) 1 0 (0) = h 0 freq 1 ( )?h 1 0 (0). That is, 1 = h 0 freq 1 ( )?h 1 0 (0) = h(1). So there does exist some h > 0 such that h (1) = 1, and thus there is some minimum such value, and ind( ) is de ned.
We claim (still under the supposition that ( By assumption, (1) = 1, and we know from earlier that 1 0 (0) = 1, so (bb) 1 0 (0) = 1. From (aa) and (bb) it follows that 00 (1) = 1. Let 0 be some permuted version of . Then since our computation is universally serializable, and from the above discussion, and the fact that x 2 L, we have 1 = 00 1 0 (0) = 00 1 0 (0) = 0 ( 00 ( 1 0 (0))) = 0 ( 00 (1)) = 0 (1). Thus (4) holds. Taking the contrapositive, we may state that if either ind( ) is unde ned for some 2 A or (4) does not hold, then x 6 2 L. Similarly to the case with condition (3), since there are only a constant (for k xed) number of possible values A can take on, whether or not condition (4) holds for a given A can be checked by simple look-up in a table of constant (in k) size.
So, suppose that ind( ) is de ned for every 2 A and that (4) holds. We are still also under the supposition that (3) holds. We claim that the k 2 upper bound in (4) can be eliminated; that is, we claim that the following condition is satis ed:
Let be a sequence consisting only of mappings in A. If (1) = 1, then for any 0 constructed from by permuting the order of mappings, 0 (1) = 1.
The proof is by contradiction. Suppose, to the contrary, that there exist two sequences, 1 and 2 , each consisting only of mappings in A, such that for each i; 1 i p, the number of i 's appearing in 1 is the same as the number of i 's appearing in 2 , and 1 (1) = 1 6 = 2 (1).
(6) Choose 1 and 2 so that the length of these sequences is the smallest amongst all sequence pairs satisfying the two conditions in (6). Since we are assuming that (4) holds, it must be the case that for some i; 1 i p, i appears in 1 (and thus, in 2 ) more than k 2 times. Without loss of generality, assume that 1 appears more than k 2 times. Let S be the set of all sequences constructed from 1 by permuting the order of mappings. Both 1 and 2 are members of S. Note that for any and 0 in S, 0 can be obtained from by repeatedly swapping the order of two consecutive mappings.
Since 1 (1) = 1 6 = 2 (1), there exist two sequences 1 and 2 in S and two mappings and from A such that 1. 1 (1) = 1 6 = 2 (1), and 2. for some sequences and , 1 = and 2 = . Among all such 1 ; 2 ; , and , pick a combination that minimizes the length of (therefore, minimizes the length of ).
Let m 0 denote the length of sequence . We claim that m 0 < k. ; g E(i;e) e ) for some E(i; 1); ; E(i; e). So, given a sequence with ( ) = (b 1 ; ; b p ), (1) = 1 if and only if for every j; 1 j e, P p i=1 E(i; j) b j is a multiple of r j . Thus, x 2 L if and only if for every j; 1 j e, P p i=1 E(i; j) freq 1 ( i ) is a multiple of r j . Since r j k for all j, it holds that, for each j, whether P p i=1 E(i; j) freq 1 ( i ) is a multiple of r j can be tested by conjunctive queries to at most e of the classes MOD q P with q being a prime power no greater than k. It is known that MOD q h P = MOD q P for any prime q and h 1 BGH90]. So whether P p i=1 E(i; j) freq 1 ( i ) is a multiple of r j can be tested by conjunctive queries to at most e of the classes MOD q P with q being prime and no greater than k. Now, whether for every j; 1 j e, P p i=1 E(i; j) freq 1 ( i ) is a multiple of r j can be tested by conjunctive queries to at most e of the classes MOD q P with q being prime and no greater than k. Since MOD q P with q prime is closed under p T -reductions PZ83,BGH90], we can certainly test whether x 2 L by conjunction of at most one query to each of the classes MOD q P with q prime and at most k. So, this can be tested by just one query to coMOD k! P. This proves the theorem. We note in passing that the approximation made just after (2) was quite conservative. In fact, from (2) the k k+2 in the theorem statement can be replaced, e.g., by O(k k log k), and this comment applies equally well to Part 2 of Theorem 3.6.
Corollary 3.2 SSF 2 NP _ P.
What does Theorem 3.1 tell us about the relationship between SF k and SSF k ? Recall that SF 2 equals R p m (NNT), the many-one reducibility closure of near-testable sets. So, SSF 2 6 = SF 2 unless every coNP language (indeed, every language in the Boolean hierarchy, or indeed in R p m (NNT)) is the union of an NP and a P set. Proof: (1) We wish to show (9A) NP A 6 coNP A^ P A ], which is equivalent to Part 1 of the theorem. We merely sketch the appropriate modi cation of Tor an's proof Tor91, Theorem 5.9] that (9B) NP B 6 P B ]. His proof is a stage construction. The ith stage diagonalizes to ensure that the (tally) language accepted by a certain nondeterministic polynomial-time oracle Turing machine is not the same as the language accepted by the ith nondeterministic polynomial-time oracle Turing machine viewed as a P machine. We use the same test language as Tor an. We ensure such wide spacing between the lengths at which the stage diagonalizations take place that every oracle string queried at stage i ? 1 is shorter than the stage i input, and that no machine we are diagonalizing against at stage i can, when operating on our stage i diagonalization string, 0 i , query on a single path all length i oracle strings. To ensure this, we may also have to \slow down" the enumerations of coNP and P machines about to be mentioned. At our stage i, we interpret i as a pair, e.g., i = hj; ki, encoding the jth coNP machine and the kth P machine, from some xed suitable enumeration of such machines. We seek to diagonalize to ensure that our test language di ers from the intersection of the languages accepted by these two machines. First, we ask whether there is any extension of the current oracle that will cause the coNP machine to reject. If so, freeze one rejecting path of the coNP machine (and any new strings added to the oracle along that path), and then add a string not on that path to our oracle in such a way as to make the test input accept. If not, then no action taken later during the stage can possibly cause the coNP machine to reject, so if we proceed with Tor an's procedure at this stage, his diagonalization against the P machine will have no e ect on the coNP machine's acceptance, and thus by diagonalizing against the P machine via Tor an's procedure, we in this case also diagonalize against the language accepted by the intersection of the coNP machine and the P machine.
(2) The proof is based on the construction in Bei91] of an oracle A relative to which NP 6 coMod k P. De ne L(A) = f0 n j (9x : jxj = n) (8y : jyj = n) xy 2 A]g: Then L(A) 2 NP NP A . We will construct A so that L(A) is not in SSF k for any k 3. Let F 1 ; F 2 ; be an enumeration of all polynomial time-bounded oracle Turing transducers and M 1 ; M 2 ; be an enumeration of all polynomial-time nondeterministic Turing machines. We assume that F i and M i both run in time p i (n) = n i + i. We construct A in stages. At stage s = hi; j; k; li, we extend A so that the following requirement is ful lled:
If F i makes at most k k+2 queries to its oracle for every input, then there is some n such that 0 n 2 A if and only if relative to A, F L(Mj) i (0 n ) outputs a string y such that acc Ml (y) is not a multiple of k!.
(11) Let A 0 be the set of all strings put into A prior to stage s. At stage s, we do the following:
We rst choose n so that no strings of length 2n have been touched so far and 2 p n > 2 k k+2 p i (n)p j (p i (n)). We rst check whether the following condition holds:
There is a subset S of 2n such that with oracle A 0 S, F i (0 n ) makes more than k k+2 queries. (12) If (12) holds, then we let A = A 0 S, thereby ful lling (11). So, suppose (12) does not hold. We then freeze computation of F i on 0 n in phases 1; ; m k k+2 as follows:
Phase t: Freeze computation of F i 's tth query. If F i will make no more queries, then quit the loop.
Otherwise, let q t be the tth query along with the frozen computation. If A can be extended so that M j accepts q t , then freeze one accepting computation path of M j on q 1 . Proceed to Phase t + 1. Let w be the output of F i (0 n ) with the oracle we have just constructed. Note that the number of strings whose membership is xed in this process is less than 2 are not queried at all along the path. Thus, the computation path contributes to the sum a multiple of K, and so the grand total should be a multiple of K, yielding a contradiction. Thus, (13) always holds. Choose one S satisfying (13) and put all strings in S to A in order to establish (11). This proves part (2) of the theorem. Regarding Part 1 of Theorem 3.3, one might well hope not for a relativized result, but rather for a structural consequence. For example, can one prove: But this says that even easier than establishing (14) would be establishing the following: NP P ) PH collapses. (15) However (15) itself is very open. In fact, though NP P trivially implies a few consequences (e.g., FewP NP S P NP P), it is a notorious open problem to prove from this assumption that the entire polynomial hierarchy falls within P, the seemingly helpful known fact that P P = P notwithstanding (see Hem94]; the problem is that it is not at all clear that NP P ) NP NP P P ). Part 2 of Theorem 3.3 displayed a relativized world in which the second level of the polynomial hierarchy was not contained in the SSF hierarchy. In fact, we conjecture that the weakness of the SSF classes is far more dramatic. In particular, we conjecture that the third level of the Boolean hierarchy is not contained in the SSF hierarchy, that is, we conjecture that BH(3) 6 S k SSF k . If this conjecture is true, then it is tight, as it is not hard to see that DP = def BH(2) SSF 3 . However, note that there is something quite curious in our conjecture, given the result of Cai and Furst that BH SF 2 . In fact, the entire Boolean hierarchy is contained in S k SSF k , given a certain change in the acceptance notion used to de ne of the SSF k classes. We conclude this section with a brief discussion of alternate acceptance notions for the SSF classes.
Our de nition of SSF k adopts the basic acceptance mechanism|acceptance if some particular token is the nal output|of Cai and Furst. However, the situation is a bit murkier than that would suggest. In particular, it is not hard to see that their de nition is unchanged under a wide variety of acceptance mechanisms, including the following three mechanisms, each de ned by rede ning the function output from Section 2. Recall by way of comparison that our standard de nition of output is:
output(x; ) = accept if h 2 t(jxj)(x; ) = 1 reject otherwise.
De nition 3.5
1. Acceptance mechanism ZERO (Z):
output(x; ) = accept if h 2 t(jxj)(x; ) = 0 reject otherwise. 4. Let MECH 2 fZ; FI; PIg. For each k 2, MECH SSF k (respectively, MECH SF k ) denotes SSF k (respectively, SF k ) rede ned with the acceptance mechanism MECH. For k = 1, we retain the special k = 1 acceptance mechanism described in Section 2. Informally, Z changes the mechanism to accept on the token 0 rather than the token 1, FI uses a xed table based on the token, and PI allows a polynomial-time function to decide the outcome, given as its input both the input string and the nal output token. Note, for each k, SF k = Z SF k = FI SF k = PI SF k . For our symmetric safe storage classes, we have, for each k, SSF k FI SF k PI SF k . In contrast with SF k = Z SF k , it is not clear that SSF 2 S k Z SSF k . On the other hand, it is immediate that (8k) Z SSF k SSF k+1 ]. Note also that Z SSF 2 = coSSF 2 , FI SSF 2 = SSF 2 S coSSF 2 , and PI SSF 2 = R p 1-truth-table (SSF 2 ).
Regarding the other models, we note below that FI acceptance allows the Boolean hierarchy to be accepted via symmetric safe storage, and that even the most general notion yields classes whose complexity is bounded above by the combined power of polynomial-time nondeterministic and parity-like computation. Proof:
]. Our SSF machine keeps track of the largest k for which some witness has been seen certifying that the input is in L k . The zero token is used to mean that for no k has a certi cate been seen. Our xed-interpretation acceptance set is A = f1; 3; g. Thus, BH(k) FI SSF k+1 . FI SSF k+1 is closed under complementation, thus it also contains coBH(k).
(2) Let L 2 PI SSF k via a 2 t(n) many tasks and a polynomial-time program f, and let g be a function that determines the accepting tokens for x. Let x be xed. As in the proof of Theorem 3.1, 
Note that (16) can be expressed as a conjunction of predicates of type either freq( i ) y modulo z with z k, freq( i ) = y with y k ? 1, or freq( i ) y with y k. A predicate of the rst type can be decomposed as a conjunction of predicates in various coMod q P for prime powers q k. Since Mod p tP = Mod p P for any prime p and Mod p P is closed under polynomial-time Turing reductions BGH90], the conjunction of the predicates of the rst type is actually decomposed as a conjunction of predicates in various coMod q P for primes q k. Since coMod n P is closed under conjunctive truth-table reductions for any n BGH90], this conjunction is combined into a single predicate in coMod nk P, where n k is the product of all primes less than or equal to k. Since n k divides k!, the conjunction of the predicates of the rst type can be tested by a single predicate in coMod k! P. Also, the conjunction of the predicates of the second and the third types can be determined from queries of the form \freq( i ) j?" for all i; 1 i m, 1 j k, each of which can be answered by an NP oracle. Since there are at most k m = k k k possible sequences, L is polynomial-time reducible to a set of the form A B with A 2 NP and B 2 coMod k! P via a reduction that makes at most k k+2 queries to A and at most k k k queries to B, and L is k k kdisjunctive truth-table reducible to B via a reduction that is polynomial-time computable with k k+2 queries to A. This proves the theorem.
We conjecture that SSF k 6 coMod k+1 P, though we concede that the upper bound provided by Part 2 of Theorem 3.6 is not su ciently tight to provide structural evidence in support of our conjecture. Note that our conjecture would imply that the SSF hierarchy does not collapse: SSF 1 6 ? SSF 2 6 ? . Can one nd an upper bound on SSF k su ciently tight as to support our conjecture? Or, keeping in mind that the SF hierarchy does collapse, can one prove that the SSF hierarchy also collapses?
Finally, we mention the open issue of closure under complementation, and under Boolean operations. Since SSF 1 = SF 1 = P and SF k = PSPACE for all k 5, these classes are closed under all Boolean operations. Since SF 2 = OptP and OptP is closed under all Boolean operations HH91], so is SF 2 . Also, SF 3 and SF 4 are both close under complementation Ogi94]|we have only to append a new task at the end, which moves a token at position 1 to position 0 and a token at position 6 = 1 to 1. Furthermore, the FI SSF k classes and the PI SSF k classes are closed under complementation|for the former classes, take the complement of the nite interpretation set A and for the latter, swap accept and reject. On the other hand, from our characterization of SSF 2 , SSF 2 seems unlikely to be closed under complementation or other Boolean operations (even union, as the union operation could destroy the strong-disjointedness property). In fact, note that Part 1 of Theorem 3.3 implies that there is a relativized world in which SSF 2 is not closed under complementation. As Z SSF 2 = coSSF 2 , there thus is also a relativized world in which Z SSF 2 is not closed under complementation. Can one resolve the remaining issues regarding closure under complementation and other Boolean operations? For example, can one prove that SF 3 , SF 4 , and SSF k , k 3, are closed under Boolean operations?
Universally Serializable Probabilistic Computation
As discussed earlier, Cai and Furst CF91] showed that all languages in PSPACE can be accepted via many simple tasks scheduled in a particular way. The previous section proves upper bounds suggesting that if one removes the xed scheduling (that is, if one requires the tasks to be universally serializable), then the class of languages so accepted may not even contain NP NP . In this section, we consider the case in which the universally serialized tasks are probabilistic polynomial-time tasks, rather than deterministic polynomial-time tasks, and we prove that this su ces to recapture the polynomial hierarchy.
To be more speci c, consider SSF 2 with the following changes. Each task is allowed to be a probabilistic polynomial-time Turing machine. We will say that the machine accepts if the probability that 0 is mapped to 1 (in the probabilistic mapping created by the running of all tasks in sequence) is 1/2. We require the scheduling to be universally serializable in the sense that the machine must accept on all scheduling orders if and only if it accepts on some scheduling order. Denote the class of languages so accepted by ProbabilisticSSF 2 .
We will prove that ProbabilisticSSF 2 = NP PP . This class is relatively robust, as it is well-known that NP Of course, just as Cai and Furst drew on Barrington's Bar89] work on branching problems, one might hope that here we can draw on work on probabilistic branching programs. Indeed, probabilistic branching programs have been studied by Kilian Kil90] . However, we cannot obtain our desired results from this work for two reasons. First, we require universal serializability, and his work is in the (analog of the) \ xed schedule" model. Second, Kilian's approach to probabilistic computation is somewhat di erent than our approach; Kilian considers inserting, randomly, mappings among the tokens.
We note that our acceptance notion is not original to this paper, though ours is the rst use of the mechanism outside of the setting of polynomially depth-bounded computation trees. In such a setting, it is in fact the notion that has come to be known as the \exact counting" acceptance mechanism. This mechanism was introduced by J. Simon Sim75, p. 94], who proved that exact counting can be simulated by general probabilistic computation (in current terminology, C = P PP). The exact counting model and its power, in Simon's setting, have been studied in many papers (e.g., Wag86,Tor91,TO92,KSTT92,OL93]). The idea behind the ProbabilisticSSF 2 NP PP direction of our proof is as follows. If something is accepted in this model, the question of whether the probabilistic that 0 is mapped to 1 is 1/2 must be unchanged by any shu ing of the tasks. We use this fact to obtain equations constraining the probabilistic mappings enacted by sub-blocks of tasks, and we conclude that an NP machine with a PP oracle can indeed check whether a ProbabilisticSSF 2 machine accepts.
Proof: First, we prove that ProbabilisticSSF 2 NP PP . C = P Sim75,Wag86] is the \exact counting" class de ned as follows (this is more commonly stated as a normal form, but we equivalently use it here as the de nition): L 2 C = P if and only if there is a polynomial q( ) and a polynomial-time predicate R( ; ) such that for all strings x it holds that x 2 L () jjfy j q(jxj) = jyj and R(x; y)gjj = jjfy j q(jxj) = jyj and 6 = R(x; y)gjj:
As is standard, 9 C = P denotes the class of all languages L such that there is a C = P language L 0 and a polynomial r( ) such that for all x it holds that x 2 L () (9y) jyj = r(jxj) and hx; yi 2 L 0 ]: Assume that the pairing function respects lengths, that is, if jx 1 j = jx 2 j and jy 1 j = jy 2 j, then jhx 1 ; y 1 ij = jhx 2 ; y 2 ij.
It is well-known (simply by having the NP machine guess the exact probability of acceptance of the PP queries and then if the current nondeterministic path is one that would accept given the PP oracle answers implicit in the guesses then we accept if and only if a C = P check that all those guesses are correct says that they are correct) that NP PP = NP C= P = 9 C = P Tor91].
So, let our arbitrary NP PP language, B, be speci ed via the polynomials r( ) and q( ) and the predicate R( ; ) described above, with L 0 denoting the implied C = P language. On input x, our ProbabilisticSSF 2 machine will have 2 r(jxj) tasks, each corresponding to one possible value of the existential quanti cation of our 9 L 0 representation. Each task will have 2 q(jhx;0 r(jxj) ij) equalprobability paths, each corresponding to one y string from equation (17). Along a given probabilistic path of the task corresponding to the existential guess , the task implements the following mapping between inputs and outputs: if R(hx; i; ) holds, then implement the identity mapping (0 maps to 0 and 1 maps to 1), otherwise, implement the transpose mapping (1 maps to 1 and 1 maps to 0).
We claim this ProbabilisticSSF 2 task set accepts exactly the language B. Why? Suppose x 2 B.
Then for some existential guess, the pairing of the input with the guess is in L 0 , and so the task corresponding to that guess implements each of the transpose and the identity with probability 1/2. In such a case, no matter when the probabilities (from the interval 0,1] and summing to one) of 0 and 1 were before the task, the probability immediately after that task of the zero token being output equals the probability of the one token being output equals 1/2. Further, as all tasks (and thus in particular all subsequent tasks) in the construction divide their probability weight between the identity and the transpose, after all subsequent tasks the probability weight of zero and the probability weight of 1 will remain tied, as for any h, h On the other hand, if x 6 2 B, we claim our ProbabilisticSSF 2 machine will not accept. Certainly, before the rst task, the probability of token 0 is not 1/2 (in fact, it is 1, as that is the starting token). But note that if a task that divides all its probability weight between the identity and the transpose (as do the tasks of our constructed machine) outputs 0 with probability 1/2, this can only be because either the probability that 0 was input to that task was 1/2, or because the query to L 0 associated with the task is indeed in L 0 (that is, exactly half the paths of the C = P predicate accept). We can see this as follows. Denote by p the probability that 0 is the token input to the task and denote by a the probability that a given task implements the identity. Then, for 1/2 to be the probability that 0 is output, we must have 1=2 = ap + (1 ? a)(1 ? p): Solving, we see that this is satis ed only if a = 1=2 or p = 1=2. But if x 6 2 B, then for no task will a be 1/2. But since the initial p is not 1/2, it follows that, inductively, for no task's output will p (of that task's output) be 1/2. And thus the nal output is zero with some probability other than 1/2. Thus x is not accepted by our ProbabilisticSSF 2 machine. This concludes the proof that ProbabilisticSSF 2 NP PP . We now turn to proving that ProbabilisticSSF 2 NP PP . Let L be an arbitrary ProbabilisticSSF 2 language, and x some scheme of tasks witnessing its membership in ProbabilisticSSF 2 . Let x be a string of length n whose membership in L we are testing. There exists a polynomial p such that the tasks on input x are numbered 1; ; h = 2 p(n) . Also, without loss of generality, by normalizing the probabilistic computation of the tasks, we may assume that there is a polynomial q such that each task ips exactly q(n) coins on each computation path. Over the two tokens f0; 1g, let 1 ; 2 ; 3 , and permutation that places the tasks in T rst in the execution order, i.e., such that f (1); ; (`)g = T. Then, by (18), P = ( Y t6 2T t ) ( (`) + (`) ( (`?1) + (`?1) ( ( (2) + (2) ( (1) + (1) )) ))):
Since for every t 6 2 T, t 6 = 0, P = 0 if and only if (`) + (`) ( (`?1) + (`?1) ( ( (2) + (2) ( (1) + (1) )) )) = 0: (21) So (still of course under our assumption that (c1) fails to hold), x 2 L if and only if for every permutation such that f (1); ; (`)g = T, (21) holds. Thus, in light of the analogs of (18) and (19) for the task set T, we have only to show that in this case (c2) holds if and only if for any permutation with f (1); ; (`)g = T, (21) holds. The equivalence trivially holds when kTk q(n) + 1. So, suppose kTk =`> q(n) + 1. We will show that for some permutation with f (1); ; (`)g = T, (21) does not hold.
Assume otherwise; that is, for any permutation with f (1); ; (`)g = T, (21) holds even if (1) does not hold and kTk > q(n) + 1. Note that for any t 2 T it holds that j t j is neither 0 nor 1. This is seen as follows. Suppose t = 0 and is a permutation with (`) = t. Then the left hand side of (21) is t , which cannot be 0 since (c1) does not hold. So, P 6 = 0, which yields a contradiction. Suppose j t j = 1. Then either = 0 and contradicts (1) 2 T. Thus, the value of both sides of (23) is non-zero. So, 0 < ja 1 + b 1 ? 2 q(n) j 2 q(n)+1 and 0 < jb 1 j 2 q(n) . Moreover, since for every t, 1 t `, j (t) j 6 2 f0; 1g, it holds that 0 < ja i j < 2 q(n) . Now let 2 d and 2 e be the largest powers of 2 dividing b 1 and a 1 + b 1 ? 2 q(n) , respectively, and for each i, let 2 ci be the largest power of 2 dividing a i . Then, we have 0 d q(n), 0 e q(n) + 1, and for every i, c i q(n) ? 1. By (23), we have d +` q(n) = e + X c i ;
where the left hand side is at least` q(n) and the right hand side is at most q(n) + 1 +` q(n) ?`: But, our assumption`> q(n) + 1 implies` q(n) > q(n) + 1 +` q(n) ?`, thus (23) cannot hold.
Thus, we have a contradiction. This proves the claim. Now it remains to show that the membership of x in L can be tested by a predicate in NP
PP
. We use (20) to establish this. Condition (c1) can be tested by a predicate in NP PP : our nondeterministic Turing machine guesses task t, uses queries to a #P (or PP) oracle to compute i and i , and accepts x if and only if i = i = 0. On the other hand, condition (c2) can be tested in P PP . Membership in T can be checked by a predicate in NP because t belongs to T if and only if there exists some computation path along which (i.e., some set of coin ips on which) task t acts as a constant function.
So, \kTk > q(n) + 1?" can be tested by an NP predicate. If kTk q(n) + 1, then, using binary search, we can enumerate all elements of T in polynomial time with queries to an NP oracle. After enumerating all elements of T, using a #P (or PP) oracle we can compute in polynomial time t and t for every t 2 T. Now, (20) holds if and only if for some permutation of tasks in T, (21) holds. Since all t and t are known, the condition can be tested by a coNP predicate. So, since NP coNP PP, the second condition can be tested by a P 
