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Abstract. This paper deals with existence and uniqueness of solutions to a class of im-
pulsive boundary value problem for nonlinear implicit fractional differential equations
involving the Caputo-exponential fractional derivative. The existence results are based
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1 Introduction
The fractional calculus is a generalization of ordinary differentiation and integration to ar-
bitrary non-integer orders. Fractional differential equations arise in various fields of science
and engineering. Indeed, we can find numerous applications in control theory of dynamical
systems, chaotic dynamics, fractals, optics, and signal processing, fluid flow, viscoelasticity,
polymer science, rheology, physics, chemistry, biology, astrophysics, cosmology, thermody-
namics, mechanics, and other fields. For further details and applications, see, for example,
[8, 24, 28, 29]. For some fundamental results on the theory of fractional calculus and fractional
ordinary and partial differential equations, we refer to the reader to the books [1, 2, 21, 25, 35],
the articles [5, 6, 17], and the references therein.
Impulsive differential equations describe observed evolution processes of several real world
phenomena in a natural manner, and exhibit several new phenomena such as noncontinua-
bility and merging of solutions, rhythmical beating, etc. Dynamic processes associated with
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sudden changes in their states are governed by impulsive differential equations. This theory
models many phenomena in control theory, population dynamics, medicine, and economics.
Recently, fractional differential equations with impulse effects have also received considerable
attention, for example, the monographs by Abbas et al. [3] Benchohra et al. [13], Lakshmikan-
tham et al. [26], Samoilenko and Perestyuk [30], and the papers of Benchohra et al. [9, 16, 19],
Chang et al. [20], Henderson et al. [23], and Wang et al. [32], as well as the references cited
therein.
On the other hand, boundary value problems for fractional differential equations have re-
ceived considerable attention because they occur in the mathematical modeling of a variety of
physical processes; see for example [6,7,11,12,34]. In [10,14,15,18], the authors give existence
and uniqueness results for some classes of implicit fractional order differential equations.
Recently, in [27, 31] the authors introduce the exponential fractional calculus and give
some existence and uniqueness results for solutions of initial and boundary value problems
for fractional differential equations involving Caputo-exponential fractional derivatives (as
defined in the next section).
The main goal of this paper is to study existence and uniqueness results for solutions
to a more general class of impulsive boundary value problem (BVP for short) given by the















, k = 1, . . . , m, (1.2)
c1v(a) + c2v(b) = c3, (1.3)
where a = t0 < t1 < . . . < tm < tm+1 = b, ecDαa+ denotes the Caputo-exponential fractional
derivative of order α, 0 < α ≤ 1, J = [a, b], J0 = [a, t1], Jk = (tk, tk+1], k = 1, 2, . . . , m,

















= limh→0− v(tk + h) represent
the right and left hand limits of v(t) at t = tk, respectively.
The present paper is organized as follows. In Section 2, some notations are introduced
and we recall some preliminary concepts about Caputo-exponential fractional derivatives and
some auxiliary results. In Section 3, two results on the impulsive boundary value problem
(1.1)–(1.3) are presented: the first one is based on the Banach contraction principle and the
second one on Schaefer’s fixed point theorem. In the last section, we give two examples to
illustrate the applicability of our main results.
2 Preliminaries
In this section, we introduce notations, definitions, and lemmas that are useful in the next
section. Let J := [a, b] such that a < b. By C := C(J, R) we denote the Banach space of all




As usual, AC(J) denote the space of absolutely continuous function from J into R. We
denote by ACne (J) the space
ACne (J) :=
{
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where n = [α] + 1, with [α] the integer part of α.
In particular, if 0 < α ≤ 1, then n = 1 and AC1e (J) := ACe(J).
Definition 2.1 ([27, 31]). The exponential fractional integral of order α > 0 of a function
h ∈ L1(J, E) is defined by







)α−1 h(s)esds, for each t ∈ J,




tξ−1e−tdt, ξ > 0.
Definition 2.2 ([27, 31]). Let α > 0 and h ∈ ACne (J). The exponential fractional derivatives of
















, for each t ∈ J,























a h(t) = 0
has the solution
h(t) = η0 + η1(es − ea) + η2(es − ea)2 + . . . + ηn−1(es − ea)n−1,
where ηi ∈ R, i = 0, 1, 2, . . . , n− 1, and n = [α] + 1.





a h) (t) = h(t) + η0 + η1(e
s − ea) + η2(es − ea)2 + . . . + ηn−1(es − ea)n−1,
for some ηi ∈ R, i = 0, 1, 2, . . . , n− 1, and n = [α] + 1.
Theorem 2.6 ([22] (Banach’s fixed point theorem)). Let C be a non-empty closed subset of a Banach
space X; then any contraction mapping F of C into itself has a unique fixed point.
Theorem 2.7 ([22] (Schaefer’s fixed point theorem)). Let X be a Banach space and Θ : X → X be
a completely continuous operator. If the set
ε = {v ∈ X : v = λΘv, for some λ ∈ (0, 1)}
is bounded, then Θ has fixed point.
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3 Main results
Consider the set of functions
PC(J, R) = {v : J → R | v ∈ C ((tk, tk+1], R) , k = 0, . . . , m, and there exist
v(t+k ) and v(t
−
k ), k = 1, . . . , m, with v(t
−
k ) = v(tk)
}
.




is a Banach space. Let J0 = [a, t1] and Jk = (tk, tk+1] for k = 1, . . . , m.
Now, let us start by defining what we mean by a solution of the problem (1.1)–(1.3).
Definition 3.1. A function v ∈ PC (J, R) ∩ (∪mk=0ACe (Jk, R)) is said to be a solution of (1.1)–
(1.3) if v satisfies the equation ecDαa+v(t) = f (t, v(t),
e







, for k = 1, . . . , m,
c1v(a) + c2v(b) = c3.
To prove the existence of solutions to (1.1)–(1.3), we need the following auxiliary lemmas.











































































































if t ∈ (tk, tk+1],
(3.1)











, for k = 1, . . . , m, (3.3)
c1v(a) + c2v(b) = c3. (3.4)




a v(t) = ϕ(t).
Impulsive Caputo-exponential type fractional equations 5
By Lemma 2.5,







































































































































































































Repeating this process, the solution v(t) for t ∈ (tk, tk+1], where k = 1, . . . , m, can be written as































It is clear that
v(a) = η0
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and































Hence, by applying the boundary conditions c1v(a) + c2v(b) = c3, we see that








































































































































Conversely, assume that v satisfies the impulsive fractional integral equation (3.1).





a v(t) = ϕ(t), for each t ∈ [a, t1].
If t ∈ (tk, tk+1] for k = 1, . . . , m, then, by using the fact that ecDαtk C = 0, where C is a constant,
and ecDαtk is the left inverse of




tk v(t) = ϕ(t), for each t ∈ (tk, tk+1].







, k = 1, . . . , m.
Now, we state and prove our first existence result for the problem (1.1)–(1.3); it is based on
the Banach contraction principle. The following hypotheses will be used in the sequel.
(H1) The function f : J ×R×R→ R is continuous.
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(H2) There exist constants k1 > 0 and 0 < k2 < 1 such that
| f (t, v1, ω1)− f (t, v2, ω2)| ≤ k1|v1 −v2|+ k2|ω1 −ω2|,
for any v1, v2, ω1, ω2 ∈ R and t ∈ J.
(H3) There exists a constant ξ > 0 such that
|Ik(v1)− Ik(v2)| ≤ ξ|v1 −v2|,








+ 1 and µ2 =




Γ (α + 1)
.
Theorem 3.3. Assume that (H1)–(H3) are satisfied. If
µ1 (mξ + µ2) < 1, (3.5)
then the boundary value problem (1.1)–(1.3) has a unique solution on J.
Proof. To transform the problem (1.1)–(1.3) into a fixed point problem, consider the operator































































where ϕ ∈ C(J, R) satisfies
ϕ(t) = f (t, v(t), ϕ(t)).
It is clear that solutions of problem (1.1)–(1.3) are the fixed points of the operator Θ. Now, for
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where ϕ1, ϕ2 ∈ C(J, R) are such that
ϕ1(t) = f (t, v1(t), ϕ1(t)) and ϕ2(t) = f (t, v2(t), ϕ2(t)).
By (H2), we have
|ϕ1(s)− ϕ2(s)| = | f (t, v1(t), ϕ1(t))− f (t, v2(t), ϕ2(t))|
≤ k1|v1(t)−v2(t)|+ k2|ϕ1(t)− ϕ2(t)|,
so
|ϕ1(s)− ϕ2(s)| ≤ γ |v1(s)−v2(s)| . (3.7)























































)α−1 es |v1(s)−v2(s)| ds















































‖Θ(v1)−Θ(v2)‖PC ≤ µ1 (mξ + µ2) ‖v1 −v2‖PC .
By (3.5), the operator Θ is a contraction. Hence, by Banach’s contraction principle, Θ has a
unique fixed point that is a unique solution of (1.1)–(1.3).
Our second existence result is based on Schaefer’s fixed point theorem (Theorem 2.7
above). Let us introduce the following condition:
(H4) There exist constants ξ̃, Ĩ > 0 such that
|Ik(v)| ≤ ξ̃|v|+ Ĩ,
for each v ∈ R and k = 1, 2, . . . , m.
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Notice that (H4) is weaker than condition (H3).






then the problem (1.1)–(1.3) has at least one solution on J.
Proof. We shall use Schaefer’s fixed point theorem to prove that Θ, defined by (3.6), has at
least one fixed point on J. The proof will be given in several steps.































































where ϕn, ϕ ∈ C(J, E) satisfy
ϕn(t) = f (t, vn(t), ϕn(t)) and ϕ(t) = f (t, v(t), ϕ(t)) .
By (H2), we have
|ϕn(t)− ϕ(t)| = | f (t, vn(t), ϕn(t))− f (t, v(t), ϕ(t))|
≤ k1 |vn(t)− v(t)|+ k2 |ϕn(t)− ϕ(t)| .
Then,
|ϕn(t)− ϕ(t)| ≤ γ |vn(t)− v(t)| .
Since vn → v, we have ϕn(t)→ ϕ(t) as n→ ∞ for each t ∈ J. Let δ > 0 be such that, for each
t ∈ J, we have |ϕn(t)| ≤ δ and |ϕ(t)| ≤ δ. Then,
(et − es)α−1es|ϕn(s)− ϕ(s)| ≤ (et − es)α−1es[|ϕn(s)|+ |ϕ(s)|]
≤ 2δ(et − es)α−1es
and
(etk − es)α−1es|ϕn(s)− ϕ(s)| ≤ (etk − es)α−1es[|ϕn(s)|+ |ϕ(s)|]
≤ 2δ(etk − es)α−1es.
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For each t ∈ J, the functions s → 2δ(et − es)α−1es and s → 2δ(etk − es)α−1es are integrable on
[a, t]. Then, the Lebesgue dominated convergence theorem and (3.9) imply that
|Θ(vn)(t)−Θ(v)(t)| → 0 as n→ ∞,
and so
‖Θ(un)−Θ(u)‖PC → 0 as n→ ∞.
Therefore, Θ is continuous.
Step 2: Θ maps bounded sets into bounded sets in PC(J, R). It suffices to show that for any δ > 0,
there exists a positive constant ` such that, for any v ∈ Bδ =
{
v ∈ PC(J, R) : ‖v‖PC ≤ δ
}
, we
have ‖Θ(v)‖PC ≤ `. Now for each t ∈ J,










































)α−1 es |ϕ(s)| ds,
(3.10)
where ϕ ∈ C(J, R) satisfies
ϕ(t) = f (t, v(t), ϕ(t)) .
By (H2), for each t ∈ J we have
|ϕ(t)| = | f (t, v(t), ϕ(t))− f (t, 0, 0) + f (t, 0, 0)|
≤ | f (t, v(t), ϕ(t))− f (t, 0, 0)|+ | f (t, 0, 0)|
≤ k1 |v|+ k2 |ϕ(t)|+ f̃ .
Thus,
|ϕ(t)| ≤ γ |v|+ f̃1−k2 . (3.11)
From this and (3.10), for any v ∈ Bδ, we have


















































































































which implies that ‖Θ(v)‖PC ≤ `.
Step 3: Θ maps bounded sets into equicontinuous sets in PC(J, R). Let τ1, τ2 ∈ J with τ1 < τ2, Bδ












∣∣∣(eτ2 − es)α−1 es∣∣∣ |ϕ(s)| ds + ∑
τ1<tk<τ2













Γ (α + 1)
[
(eτ1 − ea)α − (eτ2 − ea)α
+2 (eτ2 − eτ1)α
]




















Γ (α + 1)
[
(eτ1 − ea)α − (eτ2 − ea)α
+2 (eτ2 − eτ1)α
]












Γ (α + 1)
]
.
As τ1 → τ2, the right-hand side of the above inequality tends to zero. As a consequence of
the steps 1 to 3 together with the Ascoli–Arzelà theorem, we conclude that Θ : PC(J, R) →
PC(J, R) is completely continuous.
Step 4: A priori bounds. It remain to show that the set
ε = {v ∈ PC(J, R) : v = λΘ(v), for some λ ∈ (0, 1)}
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From (3.11) and (H4), for each t ∈ J, we obtain















































































































































This shows that the set ε is bounded. As a consequence of Schaefer’s fixed point theorem, Θ
has at least one fixed point which in turn is a solution of (1.1)–(1.3).
Remark 3.5. Often times using different techniques of proof for the same type of result neces-
sitates requiring different hypotheses. It interesting to point out here that we have also been
able to obtain both Theorems 3.3 and 3.4 above with no changes in conditions by using the
Nonlinear Alternative of Leray–Schauder type.
Remark 3.6. Our results for the boundary value problem (1.1)–(1.3) remain true for the fol-
lowing cases:
• Initial value problem: c1 = 1, c2 = 0 and c3 arbitrary.
• Terminal value problem: c1 = 0, c2 = 1 and c3 arbitrary.
• Anti-periodic problem: c1 = c2 6= 0 and c3 = 0.
However, our results are not applicable to the periodic problem, i.e., the case c1 = 1, c2 = −1,
and c3 = 0.
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4 Examples
In this section, we will give two examples to illustrate our main results.



















∣∣v(π2 −)∣∣ , (4.2)





, J1 = (π2 , π], m = 1, α =
1
2 , a = 0, b = π, c1 = c2 = 1, c3 = 13,




7 (t2 + 1)
(√





19 + |v| .
Now, for each t ∈ [0, π] and for any v1, v2, ω1, ω2 ∈ R, we can show that
| f (t, v1, ω1)− f (t, v2, ω2)| ≤
1
21e3






Thus, for k1 = k2 = 121e3 and ξ =
1
19 we have that












































Hence, conditions (H1)–(H3) and (3.5) are satisfied. As a consequence of Theorem 3.3, the
problem (4.1)–(4.3) has a unique solution on [0, π].

















∣∣∣∣) , for each t ∈ J0 ∪ J1, (4.4)





∣∣∣v( 14−)∣∣∣ , (4.5)





, J1 = ( 14 , 1], m = 1, α =
1
2 , a = 0, b = 1, c1 = c2 = 1, c3 = 0,
f (t, v, ω) =
e−
√
t+16 (2 + |v|+ |ω|)




20 + |v| .
Now, for each t ∈ [0, 1] and for any v1, v2, ω1, ω2 ∈ R, we can show that
| f (t, v1, ω1)− f (t, v2, ω2)| ≤
1
179e4








Thus, for k1 = k2 = 1179e4 and x̃i =
1



























































Hence, conditions (H1), (H2), (H4), and (3.8) are satisfied, so by Theorem 3.4 the problem
(4.4)–(4.6) has at least one solution on [0, 1].
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