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Abstract
We study the iterative algorithm proposed by S. Armstrong, A. Hannukainen,
T. Kuusi, J.-C. Mourrat in [4] to solve elliptic equations in divergence form with
stochastic stationary coefficients. Such equations display rapidly oscillating coef-
ficients and thus usually require very expensive numerical calculations, while this
iterative method is comparatively easy to compute. In this article, we strengthen
the estimate for the contraction factor achieved by one iteration of the algorithm.
We obtain an estimate that holds uniformly over the initial function in the iteration,
and which grows only logarithmically with the size of the domain.
1 Introduction
1.1 Main theorem
The problem of homogenization is a subject widely studied in mathematics and other
disciplines for its applications and interesting properties. We denote by (a(x), x ∈ Rd)
the random coefficient field, which takes values in the set of symmetric matrices, and
which we assume to be uniformly elliptic, stationary and with a unit range of dependence.
We give ourselves a bounded domain U ⊂ Rd, a dilation parameter r > 1, set Ur := rU ,
and for given f ∈ H−1(Ur) and g ∈ H1(Ur), we consider the elliptic equation given by{
−∇ · a∇u = f in Ur,
u = g on ∂Ur.
(1.1)
For large values of r > 1, a direct numerical algorithm for this problem is generally very
expensive, due to the rapid oscillations of the coefficients (comparatively to the size of
the domain). Thus, people have proposed different methods to get an approximated
solution. One well-known method from the homogenization theory is to replace the
conductance matrix by a constant effective conductance matrix a¯ in eq. (1.1) and solve
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the same problem. However, this approximation is in the sense L2 or weak H1 ([17]),
thus some more precise result, for example, an approximated solution in the sense H1,
is a challenge both in theoretic and applied mathematics. Moreover, the approximation
only becomes accurate in the limit r → ∞, but does not provide with approximations
that would converge to the true solution for a given finite value of r.
Thanks to the recent progress in a series of works of Armstrong, Kussi, Mourrat
and Smart [8, 5, 9, 6, 18], and also the works of Gloria, Neukamm and Otto [14, 15,
11, 12, 13], we get a further understanding in the quantitative analysis in stochastic
homogenization problem. Recently, [4] proposed an iterative algorithm to solve the
problem eq. (1.1) quickly. However, in [4], the bound on the contraction factor is proved
for a given initialization, but cannot be iterated to guarantee the convergence of the
whole procedure. In order to go past this obstacle, the authors mention the possibility
to get a uniform bound in [4, eq.(1.10)], as is necessary to guarantee the convergence
of the iterated method. The goal of this article is to provide the proof of this uniform
bound.
In order to state our main result, we introduce some notation. For every a ∈ R, we
write a+ := max(a, 0). In order to measure the size of a random variable X, we write,
for every s, θ > 0,
X 6 Os(θ)⇐⇒ E
[
exp((θ−1X)s+)
]
6 2.
Informally speaking, the statement X 6 Os(1) tells us that X has a tail lighter than
exp(−xs). We note also that X 6 Os(θ) iff θ−1X 6 Os(1). For every λ ∈ (0, 1], we
introduce the shorthand notation
`(λ) :=
{
(log(1 + λ−1)) 12 d = 2,
1 d > 2. (1.2)
Here is our main theorem.
Theorem 1.1 (H1 contraction). For every bounded domain U ⊂ Rd with C1,1 boundary
and every s ∈ (0, 2), there exists a constant C(U,Λ, s, d) <∞ and, for every r > 2 and
λ ∈
(
1
r ,
1
2
)
, a random variable Z satisfying
Z 6 Os
(
C`(λ)
1
2λ
1
2 (log r)
1
s
)
, (1.3)
such that the following holds. Denote Ur := rU , let f ∈ H−1(Ur), g ∈ H1(Ur),
v ∈ g+H10 (Ur), let u ∈ g+H10 (Ur) be the solution of eq. (1.1), and let u0, u¯, u˜ ∈ H10 (U)
solve (with null Dirichlet boundary condition)
(λ2 −∇ · a∇)u0 = f +∇ · a∇v in Ur,
−∇ · a¯∇u¯ = λ2u0 in Ur,
(λ2 −∇ · a∇)u˜ = (λ2 −∇ · a¯∇)u¯ in Ur.
(1.4)
For vˆ := v + u0 + u˜, we have the contraction estimate
‖vˆ − u‖H1(Ur) 6 Z‖v − u‖H1(Ur). (1.5)
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Compared with the result of [4], the fundamental improvement is that the random
variable Z, which is an upper bound for the contraction factor in the iteration, does not
depend on the function v. Hence, the algorithm can be iterated, replacing v by vˆ, etc.
In the event that Z 6 12 , say, we thus obtain exponential convergence of the iterative
method to the solution u, a conclusion that cannot be inferred from the results of [4].
By the estimate (1.3), in order to guarantee that Z 6 12 with high probability, it suffices
to take λ sufficiently small that `(λ) 12λ 12 (log r) 1s is below a certain positive constant.
Another improvement is that we do not make any assumption on the regularity of the
coefficient field x 7→ a(x), while [4] assumed it to be Hölder continuous.
1.2 Heuristic analysis of algorithm
1.2.1 Some facts in numerical analysis
We start by recalling why solving for (λ2 − ∇ · a∇) is computationally less difficult
than solving for −∇ · a∇. In our context, after discretization, the elliptic equations is
transformed to a symmetric linear system
Au = f ,
where A ∈ RN×N is positive definite, u, f ∈ RN and N stands for the number of
elements and N = O(rd) for the reason to capture all the information of coefficients.
One usual method to solve this problem is the conjugate gradient method, where the
rates of convergence depends on the spectral condition number ρ defined as
ρ(A) = κmax(A)
κmin(A)
,
where κmax, κmin stands for the maximum and minimum eigenvalues. The convergence
ratio of the conjugate gradient method is
√
ρ(A)−1√
ρ(A)+1
( [19, Theorem 6.29]). In practice,
κmax(A) ≈ constant while κmin(A) ≈ r−2. Thus, when r grows bigger, the ratio of
convergence
√
ρ(A)−1√
ρ(A)+1
goes to 1 and the convergence slows down, so we have to find some
clever method to handle this problem.
When the conductance matrix is constant, some technique like multi-grid can be
applied to solve this problem. However, in the case a depends on the the position, such
technique cannot apply directly. One alternative way is so to add some regularization
λ 1r , so that
ρ(λ2 +A) = λ
2 + κmax(A)
λ2 + κmin(A)
,
and this operation makes the typical size of ρ constant, so the conjugate gradient method
is quicker.
On the other hand, we have to pay for the price of the operation of regularization
since it also changes the problem. If we denote by uλ the solution of the problem with
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regularization and suppose that 0 < κ1 6 κ2 · · · 6 κN are the eigenvalues of A. We
apply the theorem of spectral decomposition [20, Chapter 5] and solve u by
u =
N∑
i=1
ui,
where ui is the projection on the subspace associated to the eigenvalue κi, while uλ has
an expression
uλ =
N∑
i=1
κi
λ2 + κi
ui.
We see the projections associated to larger eigenvalues have a smaller changes after the
regularization. Thus, we sometimes say that the solution uλ of regularized problem gives
the high frequency projection associated to A of the solution.
1.2.2 Mechanism of algorithm
Figure 1: A flowchart shows the mechanic of the algorithm
Once we know the facts mentioned above, the philosophy of the algorithm is simple:
we try to solve eq. (1.1) by dividing it into sub-problems of the following type
• A regularized problem associated to the operator (λ2 −∇ · a∇),
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• A non-regularized problem −∇ · a¯∇ with constant coefficients,
since these are computationally affordable. Each time we start with an initial guess of
the solution v, then we write u = v + (u − v) and we want to recover the part (u − v).
Since the divergence form is linear, we have
−∇ · a∇(u− v) = −∇ · a∇u+∇ · a∇v = f +∇ · a∇v.
In the first step of our algorithm, we solve the problem above with regularization
(λ2 −∇ · a∇)u0 = f +∇ · a∇v,
and u0 gives the high frequency part of (u − v) associated to the operator −∇ · a∇ as
explained in Section 1.2.1. Informally, we write
(u− v) ≈ (u− v)high + (u− v)low,
u0 = (u− v)high.
Therefore, after the first step, we do not get all the information of (u−v) but (u−v)high
and the second and third equation serve to recover (u − v)low of (u − v). Using the
superposition, the direct idea is to solve
−∇ · a∇u˜ ≈ −∇ · a∇(u− v − u0) = λ2u0. (1.6)
But for the reason of less numerical cost, we choose to solve at first a homogenized
problem
−∇ · a¯∇u¯ = −∇ · a∇(u− v − u0) = λ2u0, (1.7)
and if we believe that −∇ · a∇u˜ ≈ −∇ · a¯∇u¯, we can also solve one by adding regular-
ization
(λ2 −∇ · a∇)u˜ = (λ2 −∇ · a¯∇)u¯. (1.8)
Then, we hope that this u˜ gives us −∇ · a∇u˜ ≈ −∇ · a∇(u− v)low. Perhaps this "≈" is
not very precise, we can do several rounds of iterations to get further approach to the
solution of eq. (1.1) as every iteration is much less expensive compared to solve eq. (1.1)
directly.
1.3 Organization of paper
In the rest of the article, we give the proof of Theorem 1.1. In Section 2.1 we introduce
some notation. In Section 3, we give two technical lemmas improving the analysis of
algorithm compared to [7]. The rest is to reformulate our technique in the structure of
[4]. In Section 4, we prove a theorem of two-scale expansion which will be heavily used
in the later part. Finally, in Section 5, we combine all the results and obtain the main
theorem.
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2 Notation
In this section, we state our assumptions precisely and introduce some notation.
2.1 Assumptions on the coefficient field
We denote the probability space by ((a(x))x∈Rd ,F ,P), and by FV the σ-algebra gener-
ated by
a 7→
∫
Rd
χai,j , where i, j ∈ {1, 2, 3 · · · d}, χ ∈ C∞c (V ).
F is short for FRd . Ty denotes the operator of translation i.e
Ty(a)(x) = a(x+ y).
The precise assumptions for the coefficient field are as follows.
1. Stationarity: ∀A ∈ F
P[TyA] = P[A].
2. Unit range correlation:
∀W,V ∈ B(Rd), dH(W,V ) > 1 =⇒ FW ,FV are independent.
Here dH is the Hausdorff distance in Rd.
3. Uniform ellipticity: There exists Λ < ∞ such that with probability one and for
every x, ξ ∈ Rd, we have
Λ−1|ξ|2 6 ξ · a(x)ξ 6 Λ|ξ|2.
2.2 Notation Os
We recall the definition of Os
X 6 Os(θ) ⇐⇒ E
[
exp((θ−1X)s+)
]
6 2, (2.1)
where (θ−1X)+ means max{θ−1X, 0}. It could be used to calibrate a random error and
has many good properties. One can use the Markov inequality to obtain that
X 6 Os(θ) =⇒ ∀x > 0,P[X > θx] 6 2 exp(−xs),
so it gives an estimate of tail. Moreover, we could obtain the same estimate of the sum
of a series of random variables although we do not know its joint distribution : for a
measure space (E,S,m) and {X(z)}z∈E a family of random variables, we have
∀z ∈ Os(E), X(z) 6 Os(θ(z)) =⇒
∫
E
X(z)m(dz) 6 Os
(
Cs
∫
E
θ(z)m(dz)
)
, (2.2)
where 0 < Cs < ∞ is a constant and Cs = 1 for s > 1. See Appendix of [7, Appendix
A] for proofs and other operations on Os.
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2.3 Convolution
For f ∈ Lp(Rd), g ∈ Lq(Rd) where 1p + 1q = 1, we denote the convolution of f and g by
f ? g(x) =
∫
Rd
f(y)g(x− y) dy.
In this article, two mollifiers used are the heat kernel Φr(x), defined for r > 0 and x ∈ Rd
by
Φr(x) :=
1
(4pir2)d/2
exp
(
− x
2
4r2
)
.
and the bump function ζ ∈ C∞c (Rd)
ζ(x) := cd exp
(
−
(1
4 − |x|
2
)−1)
1{|x|< 12},
where cd is the constant of normalization such that
∫
Rd ζ(x)dx = 1. Finally, we use the
notation
ζε(x) =
1
εd
ζ
(
x
ε
)
,
as a mollifier in scale ε > 0 and we have supp(ζε) ⊂ Bε/2.
2.4 Function spaces
In this article, we use {e1, e2, · · · ed} as the canonical basis of Rd and |U | for the Lebesgue
measure of Borel set U ⊂ Rd. For every p ∈ [1,+∞], we denote by Lp(U) the classical
Lebesgue space, while the weighted norm Lp(U) is defined for a bounded domain U as
‖f‖Lp(U) =
( 1
|U |
∫
U
|f(x)|p(d) dx
) 1
p
= |U |− 1p ‖f‖Lp(U).
For each k ∈ N, we denote by Hk(U) the classical Sobolev space on U equipped with
the norm
‖f‖Hk(U) :=
∑
06|β|6k
‖∂βf‖L2(U),
where β ∈ Nd represents a multi-index weak derivative,
|β| :=
d∑
i=1
βi and ∂βf = ∂β1x1 · · · ∂βdxdf.
When |U | <∞, we also define the weighted norm that
‖f‖Hk(U) :=
∑
06|β|6k
|U | |β|−kd ‖∂βf‖L2(U).
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We use H10 (U) to define the closure of C∞c (U) in H1(U). We define also H−1(U) to be
the dual of H1(U) and the weighted one
‖f‖H−1(U) := sup
{ 1
|U |
∫
U
f(x)g(x) dx, g ∈ H10 (U), ‖g‖H1(U) 6 1
}
.
Here, we abuse the use of notation
∫
U f(x)g(x) dx, since the function space H−1(U) also
contains linear functional, which is not necessarily a function.
Finally, we remark that one advantage of the definition of Hk is that it is consistent
with the scaling of the Poincaré inequality (see [10]) i.e if U has C1,1 boundary
∀f ∈ H10 (U), ‖f‖H1(U) 6 C(d)‖∇f‖L2(U).
2.5 Cubes
We use the notation  to refer the open unit cube
 :=
(
−12 ,
1
2
)d
.
We have several operations on the cubes. ∀z ∈ Rd, the translation of direction z writes
z + := z +
(
−12 ,
1
2
)d
.
The sum of a cube and a set U is defined as
+ U :=
{
z ∈ Rd|z = x+ y, x ∈ , y ∈ U
}
.
We also denote the scaling of the cube by size ε > 0 that
ε :=
(
−ε2 ,
ε
2
)d
.
3 Two technical lemmas
In this section, we prove two useful lemmas that will be used in later work. A formula
similar to Lemma 3.1 can be found in [7, Lemme 6.7]. Here we introduce a variant
version and it works well together with Lemma 3.2.
3.1 An inequality of localization
Lemma 3.1 (Mixed norm). There exists a constant 0 < C(d) <∞ such that for every
g, f ∈ L2(Rd) and every ε > 0, r > 2, we have the following inequality
‖f(g ? ζε)‖L2(Ur) 6 C(d)
(
max
z∈εZd∩(Ur+ε)
‖f‖L2(z+ε)
)
‖g‖L2(Ur+3ε). (3.1)
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Figure 2: We calculate the L2 norm by the sum of all norm in small cubes of size ε, so
we counts all cubes in the domain (Ur +ε).
Proof. We decompose the L2 norm as the sum of that in small cubes ε
‖f(g ? ζε)‖2L2(Ur) 6
1
|Ur|
∑
z∈εZd∩(Ur+ε)
‖f(g ? ζε)‖2L2(z+ε)
(Hölder’s inequality) 6 1|Ur|
∑
z∈εZd∩(Ur+ε)
(
‖f‖2L2(z+ε)‖g ? ζε‖2L∞(z+ε)
)
6 1|Ur|
(
max
z∈εZd∩(Ur+ε)
‖f‖2L2(z+ε)
) ∑
z∈εZd∩(Ur+ε)
‖g ? ζε‖2L∞(z+ε)
 .
Noticing that ∀x ∈ z +ε, y ∈ Bε/2 ⇒ (x− y) ∈ z +2ε and we have
|g ? ζε(x)| =
∣∣∣∣∫ε g(x− y) 1εd ζ(yε ) dy
∣∣∣∣
6 C(d)
εd
∫
z+2ε
|g(y)| dy
6 C(d)
εd
(∫
z+2ε
|g(y)|2 dy
) 1
2 |2ε| 12
6 C(d)
ε
d
2
‖g‖L2(z+2ε).
So we get
‖g ? ζε‖L∞(z+ε) 6
C(d)
ε
d
2
‖g‖L2(z+2ε),
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and we add this analysis in the former inequality and obtain that
‖f(g ? ζε)‖2L2(Ur) 6 C(d)
(
1
εd
max
z∈εZd∩(Ur+ε)
‖f‖2L2(z+ε)
) 1
|Ur|
∑
z∈εZd∩(Ur+ε)
‖g‖2L2(z+2ε)

6 C(d)
(
max
z∈εZd∩(Ur+ε)
‖f‖2L2(z+ε)
)
‖g‖2L2(Ur+3ε).
In the last step, observing that we do the sum in small neighborhood of 2ε and for
cubes in (Ur + ε), the domain of integration becomes (Ur + 3ε) finally. This is the
desired inequality.
Remark. In the case that supp(g) ⊂ Ur, under the same condition, eq. (3.1) writes as
‖f(g ? ζε)‖L2(Ur) 6 C(d)
(
max
z∈εZd∩(Ur+ε)
‖f‖L2(z+ε)
)
‖g‖L2(Ur).
It will be the case where we apply our lemma in this article.
3.2 Maximum of finite number of random variables of type Os(1)
Since
(
maxz∈εZd∩(Ur+ε) ‖f‖L2(z+ε)
)
often appears in the next paragraph as the max-
imum of a family of random variables, we prepare a lemma to analyze the maximum
of a finite number of random variables of type Os(1). Note that we do not make any
assumptions on the joint law of the random variables.
Lemma 3.2. For all N > 1 and a family of random variables {Xi}16i6N satisfying that
Xi 6 Os(1), we have (
max
16i6N
Xi
)
6 Os
( log(2N)
log(3/2)
) 1
s
 . (3.2)
Proof. By the Markov inequality,
Xi 6 Os(1) =⇒ P[Xi > x] 6 2e−xs .
By a union bound, we get
P
[
max
16i6N
Xi > x
]
= P
[
N⋃
i=1
{Xi > x}
]
6
(
1 ∧
N∑
i=1
P[Xi > x]
)
6 1 ∧ 2Ne−xs .
We denote by x0 the critical point such that ex
s
0 = 2N and we set M = max16i6N Xi
and a > 0 such that as > 2 which will be chosen carefully later. Then we use the Fubini
formula
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E
[
exp
((
M
a
)s
+
)]
=
∫ ∞
0
s
a
(
x
a
)s−1
e(
x
a
)sP[M > x] dx
=
∫ x0
0
s
a
(
x
a
)s−1
e(
x
a
)s P[M > x]︸ ︷︷ ︸
61
dx+
∫ ∞
x0
s
a
(
x
a
)s−1
e(
x
a
)s P[M > x]︸ ︷︷ ︸
62Ne−xs
dx
6
∫ x0
0
s
a
(
x
a
)s−1
e(
x
a
)s dx+ 2N
∫ ∞
x0
s
a
(
x
a
)s−1
e(
x
a
)s−xs dx
=
∫ x0
0
e(
x
a
)s d
(
x
a
)s
+ 2N
∫ ∞
x0
e(
x
a
)s−xs d
(
x
a
)s
=
∫ (x0a )s
0
ey dy + 2N
∫ ∞
(x0a )
s
e−y(a
s−1) dy
=
(
e(
x0
a )
s
− 1
)
+ 2N
as − 1e
−(x0a )
s(as−1)
= (2N)
1
as − 1 + 1
as − 1︸ ︷︷ ︸
Using as>2
(2N)
1
as
6 2(2N) 1as − 1
= 2e
log(2N)
as − 1.
Now we fix a =
(
log(2N)
log(3/2)
) 1
s , for the case N > 2, we have
as =
( log(2N)
log(3/2)
)
>
( log(4)
log(3/2)
)
>
( log(4)
log(2)
)
= 2,
so by the definition of Os
E
[
exp
((
M
a
)s
+
)]
6 2elog(3/2) − 1 = 2.
For the case N = 1, we could check that eq. (3.2) is also established since
M = X1 6 Os(1) =⇒M 6 Os
( log(4)
log(3/2)
)
.
This finishes the proof.
4 Two-scale expansion estimate
4.1 Main structure
One important inspiration of this algorithm may be the two-scale expansion, which says
that we can approximate the solution of eq. (1.1) by the solution of the homogenized
equation and the first order corrector φe. At first, we give its definition.
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Definition 4.1 (First order corrector). For each e ∈ Rd, the corrector φe is the sublinear
function satisfying that e · x+ φe is a-harmonic in whole space Rd i.e
−∇ · a(e+∇φe) = 0, in Rd. (4.1)
φe is defined up to a constant.
Here, we just remark that the set correctors forms a vector space that we can associate
every d canonical unit vector ek a first order corrector φek . Another important property
is that ∇φe is Z-stationary (but φe is not for the reason of adding one constant). We
follow the similar idea in [7, Chapter 6] to define a two-scale expansion associated to
v¯ ∈ H10 (Ur) ∩H2(Ur) in stochastic context
φ(λ)e := φe − φe ? Φλ−1 , (4.2)
w := v¯ +
d∑
k=1
∂xk(v¯ ? ζ)φ(λ)ek , (4.3)
and we want to prove a two-scale expansion theorem of the operator (µ2 −∇ · a∇).
We recall the definition of l(λ)
`(λ) =
{
(log(1 + λ−1)) 12 d = 2.
1 d > 2.
Theorem 4.1 (Two-scale estimate). For every r > 2, λ ∈ (1r , 12), there exists three
F-measurable random variables X1,X2,Y1 satisfying for each s ∈ (0, 2), there exists a
constant C ′(U, s, d) such that the following holds : X1,X2,Y1 have an estimate
X1 6 Os
(
C ′(U, s, d)`(λ)(log r)
1
s
)
, X2 6 Os
(
C ′(U, s, d)λ
d
2 (log r)
1
s
)
, (4.4)
Y1 6 Os
(
C ′(U, s, d)`(λ)(log r)
1
s
)
. (4.5)
and for every v¯ ∈ H10 (Ur) ∩H2(Ur), µ ∈ [0, λ] and v ∈ H10 (Ur) satisfying
(µ2 −∇ · a∇)v = (µ2 −∇ · a¯∇)v¯ in Ur, (4.6)
we have an H1 estimate for the two-scale expansion w associated to v¯ defined in eq. (4.3)
‖v − w‖H1(Ur) 6 C(U,Λ, d)
[
‖v¯‖H2(Ur) +
(
‖v¯‖H2(Ur) + µ‖v¯‖H1(Ur)
)
X1
+
(
`(λ)
1
2 ‖v¯‖
1
2
H2(Ur)
‖v¯‖
1
2
H1(Ur)
+ ‖v¯‖H1(Ur)
)
X2
+
(
`(λ)
1
2
(
µ+ 1
r
+ 1
`(λ)
)
‖v¯‖
1
2
H2(Ur)
‖v¯‖
1
2
H1(Ur)
+ ‖v¯‖H2(Ur)
)
Y1
]
.
(4.7)
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Remark. The explicit expression of X1,X2,Y1 will be given later in the proof. They
could be seen as the maximum of local spatial average of gradient and flux of first order
corrector.
Proof. We give at first the proof of the deterministic part. We will see that the errors
can finally be reduced to the estimates of two norms : the interior error term and a
boundary layer term. The latter boundary term comes from the fact that v and w do
not have the same boundary condition. So we introduce b the solution of the equation{
(µ2 −∇ · a∇)b = 0 in Ur,
b(x) = ∑dk=1 ∂xk(v¯ ? ζ)φ(λ)ek on ∂Ur. (4.8)
Then w − b shares the same boundary condition as v. So, we have
‖v − w‖H1(Ur) 6 ‖v + b− w‖H1(Ur) + ‖b‖H1(Ur), (4.9)
and we do estimates of the two parts respectively.
• Estimate for (v + b − w). We denote z := v + b − w ∈ H10 (Ur), that is why we
regard it as the source of error in interior part. Since z ∈ H10 (Ur), we test it in
eq. (4.6) and eq. (4.8)
µ2
∫
Ur
zv +
∫
Ur
∇z · a∇v = µ2
∫
Ur
zv¯ +
∫
Ur
∇z · a¯∇v¯
µ2
∫
Ur
zb+
∫
Ur
∇z · a∇b = 0.
We do the sum to obtain that
µ2
∫
Ur
z(v + b) +
∫
Ur
∇z · a∇(v + b) = µ2
∫
Ur
zv¯ +
∫
Ur
∇z · a¯∇v¯.
Using the fact v + b = z + w, we obtain
µ2
∫
Ur
|z|2 +
∫
Ur
∇z · a∇z = µ2
∫
Ur
z(v¯ − w) +
∫
Ur
∇z · (a¯∇v¯ − a∇w).
and we apply the uniform ellipticity condition to obtain
µ2‖z‖2L2(Ur) + Λ−1‖∇z‖2L2(Ur) 6 µ2‖z‖L2(Ur)‖w − v¯‖L2(Ur)
+‖z‖H1(Ur)‖∇ · a∇w −∇ · a¯∇v¯‖H−1(Ur)
(Young’s inequality) 6 µ2‖z‖2L2(Ur) +
µ2
4 ‖w − v¯‖
2
L2(Ur)
+Λ
−1
2 ‖z‖
2
H1(Ur) +
Λ
2 ‖∇ · a∇w −∇ · a¯∇v¯‖
2
H−1(Ur)
=⇒ ‖∇z‖L2(Ur) 6 Λ‖∇ · a∇w −∇ · a¯∇v¯‖H−1(Ur) +
√
Λµ‖w − v¯‖L2(Ur).
We use Poincaré’s inequality to conclude that
‖z‖H1(Ur) 6 C(U)
(
Λ‖∇ · a∇w −∇ · a¯∇v¯‖H−1(Ur) +
√
Λµ‖w − v¯‖L2(Ur)
)
. (4.10)
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• Estimate for b. To estimate b we use the property that it is the optimizer of the
problem
inf
χ∈b+H10 (Ur)
µ2
∫
Ur
χ2 +
∫
Ur
∇χ · a∇χ.
So we give an upper bound of this functional by a sub-optimizer
Tλ :=
(
1Rd\Ur,2`(λ) ? ζ`(λ)
) d∑
k=1
∂xk(v¯ ? ζ)φ(λ)ek ,
where Ur,2`(λ) is defined as
Ur,2`(λ) = {x ∈ Ur|d(x, ∂Ur) > 2`(λ)}.
The motivation to propose this sub-optimizer is the following : If we think the
solution of elliptic equation is an average in some sense of the boundary value,
then when the coefficient is oscillating, the boundary value is hard to propagate.
So one naive candidate is just smoothing the boundary value in a small band of
length 2`(λ).
By comparison,
µ2
∫
Ur
|b|2 +
∫
Ur
∇b · a∇b 6 µ2
∫
Ur
|Tλ|2 +
∫
Ur
∇Tλ · a∇Tλ
=⇒ ‖∇b‖L2(Ur) 6 µ
√
Λ‖Tλ‖L2(Ur) + Λ‖∇Tλ‖L2(Ur).
Moreover, to estimate the L2 norm, we use once again the Poincaré’s inequality
‖b‖L2(Ur) = ‖b− Tλ + Tλ‖L2(Ur)
6 ‖b− Tλ‖L2(Ur) + ‖Tλ‖L2(Ur)
(Poincaré’s inequality) 6 r‖∇(b− Tλ)‖L2(Ur) + ‖Tλ‖L2(Ur)
6 r‖∇b‖L2(Ur) + r‖∇Tλ‖L2(Ur) + ‖Tλ‖L2(Ur).
We combine the two and get an estimate of b
‖b‖H1(Ur) =
1
|Ur| 1d
‖b‖L2(Ur) + ‖∇b‖L2(Ur)
6 C(U)
(1
r
‖Tλ‖L2(Ur) + µ
√
Λ‖Tλ‖L2(Ur) + (1 + Λ)‖∇Tλ‖L2(Ur)
)
.
Finally, we put all the estimates above into eq. (4.9)
‖v − w‖H1(Ur) 6 C(U,Λ)
(
‖∇ · (a∇w − a¯∇v¯)‖H−1(Ur) + µ‖w − v¯‖L2(Ur)
+‖∇Tλ‖L2(Ur) + (
1
r
+ µ)‖Tλ‖L2(Ur)
)
.
(4.11)
To complete the proof of Theorem 4.1, we have to treat the random norms in eq. (4.11)
respectively. It is the main task of the next section.
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4.2 Construction of a vector field
A very useful technique in the analysis of ‖∇ · (a∇w − a¯∇v¯)‖H−1(Ur) is to construct a
flux corrector. Similar formulas appear both in [4] and [7, Chapter 6], here we give the
version in our context.
For every e ∈ Rd, since ge := a(e + ∇φe) − a¯e) defines a divergence free field, i.e.
∇·ge = 0, it admits a representation as the "curl" of some potential vector by Helmholtz’s
theorem. That is Se, which is a skew-symmetric matrix Se such that
a(e+∇φe)− a¯e = ∇ · Se,
where ∇ · Se is a Rd valued vector defined by (∇ · Se)i = ∑dj=1 ∂xjSe,ij In order to "fix
the gauge", for each i, j ∈ {1, 2, · · · d}, we force
∆Se,ij = ∂xjge,i − ∂xige,j ,
and under this condition, Se is unique up to a constant and {∇Se, ij, e ∈ Rd, i, j ∈ {1, 2, · · · d}}
also forms a family of Z-stationary field like ∇φe. See [7, Lemma 6.1] for the well-
definedness of Se and more details. We set also
S(λ)ek = Sek − Sek ? Φλ−1 ,
to truncate the constant part, so S(λ)ek is well-defined and Z-stationary.
We have the following identity.
Lemma 4.1. For λ > 0, v¯ ∈ H10 (Ur)∩H2(Ur) and w ∈ H1(Ur) as in Theorem 4.1. We
construct a vector field F such that
∇ · (a∇w − a¯∇v¯) = ∇ · F,
whose i-th component is given by
Fi =
d∑
j=1
(aij − a¯ij)∂xj (v¯ − v¯ ? ζ) +
d∑
j,k=1
(
aijφ(λ)ek − S
(λ)
ek,ij
)
∂xj∂xk(v¯ ? ζ)
+
d∑
j,k=1
(
∂xjSek,ij ? Φλ−1 − aij∂xjφek ? Φλ−1
)
∂xk(v¯ ? ζ).
(4.12)
Proof. We develop
[a∇w − a¯∇v¯]i =
[
a∇
(
v¯ +
d∑
k=1
∂xk(v¯ ? ζ)φ(λ)ek
)
− a¯∇v¯
]
i
=
[
(a − a¯)∇v¯ + a∇
d∑
k=1
(
∂xk(v¯ ? ζ)φ(λ)ek
)]
i
= [(a − a¯)∇(v¯ − v¯ ? ζ)]i︸ ︷︷ ︸
I
+
[
(a − a¯)∇(v¯ ? ζ) + a∇
d∑
k=1
(
∂xk(v¯ ? ζ)φ(λ)ek
)]
i︸ ︷︷ ︸
II
.
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The first term is indeed
I = [(a − a¯)∇(v¯ − v¯ ? ζ)]i =
d∑
j=1
(aij − a¯ij)∂xj (v¯ − v¯ ? ζ),
as in the right hand side of the identity, so we continue to study the rest of the formula.
II =
d∑
j=1
(aij − a¯ij)∂xj (v¯ ? ζ) +
d∑
j,k=1
aij∂xj
(
∂xk(v¯ ? ζ)φ(λ)ek
)
=
d∑
j,k=1
(aij − a¯ij)∂xj (v¯ ? ζ)δjk +
d∑
j,k=1
aij∂xj∂xk(v¯ ? ζ)φ(λ)ek +
d∑
j,k=1
aij∂xk(v¯ ? ζ)∂xjφ(λ)ek
=
d∑
j,k=1
(
(aij − a¯ij)δjk + aij∂xjφ(λ)ek
)
∂xk(v¯ ? ζ)︸ ︷︷ ︸
II.1
+
d∑
j,k=1
aij∂xj∂xk(v¯ ? ζ)φ(λ)ek︸ ︷︷ ︸
II.2
.
II.2 appears in the right hand side of the formula, so it remains II.1 to treat. We use
the the definition of S(λ)ek in II.1
II.1 =
d∑
k=1
[
a(ek +∇φ(λ)ek )− a¯ek
]
i
∂xk(v¯ ? ζ)
=
d∑
k=1
[a(ek +∇φek)− a¯ek − a∇φek ? Φλ−1 ]i ∂xk(v¯ ? ζ)
=
d∑
k=1
[∇ · Sek − a∇φek ? Φλ−1 ]i ∂xk(v¯ ? ζ)
=
d∑
k=1
[
∇ · S(λ)ek
]
i
∂xk(v¯ ? ζ)︸ ︷︷ ︸
III
+
d∑
k=1
[∇ · Sek ? Φλ−1 − a∇φek ? Φλ−1 ]i ∂xk(v¯ ? ζ).
All the terms match well except III, where we have to look for an equal form after
divergence. Thanks to the property of skew-symmetry, we have
∇ · III = ∇ ·
(
d∑
k=1
[
∇ · S(λ)ek
]
i
∂xk(v¯ ? ζ)
)
=
d∑
i,j,k=1
∂xi
(
∂xjS
(λ)
ek,ij
∂xk(v¯ ? ζ)
)
(Integration by parts) =
d∑
i,j,k=1
∂xi∂xj
(
S(λ)ek,ij∂xk(v¯ ? ζ)
)
− ∂xi
(
S(λ)ek,ij ∂xj∂xk(v¯ ? ζ)
)
(Skew-symmetry of S) = −∇ ·
 d∑
j,k=1
S(λ)ek,ij ∂xj∂xk(v¯ ? ζ)
 .
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This finishes the proof.
4.3 Quantitative description of φ(λ)ek and S
(λ)
ek
In this subsection, we will give some quantitative descriptions of φ(λ)ek and S
(λ)
ek , which
could be seen as the spatial average of the corrector in unit cubes and serve as the bricks
to form X1,X2,Y1.
Lemma 4.2 (Estimate of corrector). For each s ∈ (0, 2) there exists a constant 0 < C(s,Λ, d) <∞
such that for every λ ∈ (0, 1), i, j, k ∈ {1, · · · d}, z ∈ Zd
‖∇φek ? Φλ−1‖L2(z+) 6 Os(Cλ
d
2 ), ‖∇Sek,ij ? Φλ−1‖L2(z+) 6 Os(Cλ
d
2 ),
‖φ(λ)ek ‖L2(z+) 6 Os(C`(λ)), ‖S
(λ)
ek,ij
‖L2(z+) 6 Os(C`(λ)).
Proof. We study at first the part φ(λ)ek . [7, Theorem 4.1] gives us three useful estimates
• d > 2, r > 1, ∀x ∈ Rd
|∇φek ? Φr(x)| 6 Os(C(s, d,Λ)r−
d
2 ) (4.13)
• d > 3,
‖φek‖L2() 6 O2(C(d,Λ)) (4.14)
• d = 2, 2 6 r < R <∞,∀x, y ∈ Rd,
‖φek − φek ? Φr(0)‖L2(r) 6 Os(C(s,Λ) log
1
2 r),
|(φek ∗ Φr)(x)− (φek ∗ ΦR)(y)| 6 Os
(
C(s,Λ) log
1
2
(
2 + R+ |x− y|
r
))
.
(4.15a)
(4.15b)
and moreover when d > 3 there exists a Z-stationary φek by choice E [
∫
 φek ] = 0.
Informally speaking, the behavior of corrector when d > 3 is of size constant, but has a
logarithm increment when d = 2 and this explicates why we have `(λ) in lemma 4.2.
1. Proof of ‖∇φek ? Φλ−1‖L2(z+) 6 Os(Cλ
d
2 ).
By choosing r = λ−1 in eq. (4.13) and using eq. (2.2), we have
|∇φek ? Φλ−1(x)| 6 Os(Cλ
d
2 )
=⇒ |∇φek ? Φλ−1(x)|2 6 Os/2(C2λd)
=⇒
∫
z+
|∇φek ? Φλ−1(x)|2 dx 6 Os/2(C2λd)
=⇒ ‖∇φek ? Φλ−1‖L2(z+) 6 Os(Cλ
d
2 ).
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2. Proof that if d > 3, then ‖φ(λ)ek ‖L2(z+) 6 Os(C). We apply the second inequality
and use the stationarity of φ to get that
‖φ(λ)ek ‖L2(z+) 6 ‖φek‖L2(z+) + ‖φek ? Φλ−1‖L2(z+),
where the first one comes from a modified version of eq. (4.14). In fact, by the
stationarity we have ‖φek‖L2(z+) 6 O2(C(d,Λ)), then for every s ∈ (0, 2), we set
C(s, d,Λ) = 3 1sC(d,Λ), then
E
[
exp
((‖φek‖L2(z+)
C(s, d,Λ)
)s
+
)]
= E
[
exp
(
1
3
(‖φek‖L2(z+)
C(d,Λ)
)s)]
= E
(exp((‖φek‖L2(z+)
C(d,Λ)
)s)) 13
(Jensen’s inequality) 6
(
E
[
exp
((‖φek‖L2(z+)
C(d,Λ)
)s)]) 13
.
We decompose the last term in two parts
E
[
exp
((‖φek‖L2(z+)
C(s, d,Λ)
)s
+
)]
6
(
E
[
exp
((‖φek‖L2(z+)
C(d,Λ)
)s)
1{L2(z+)6C(d,Λ)}
]
+ E
[
exp
((‖φek‖L2(z+)
C(d,Λ)
)s)
1{L2(z+)>C(d,Λ)}
]) 1
3
6
E
[
exp
((‖φek‖L2(z+)
C(d,Λ)
)s)
1{L2(z+)6C(d,Λ)}
]
︸ ︷︷ ︸
6e
+ E
exp
(‖φek‖L2(z+)
C(d,Λ)
)21{L2(z+)>C(d,Λ)}

︸ ︷︷ ︸
62

1
3
6 (e+ 2) 13 6 2.
Thus we prove that ∀s ∈ (0, 2), C(s, d,Λ) = 3 1sC(d,Λ)
‖φek‖L2(z+) 6 O2(C(d,Λ)) =⇒ ‖φek‖L2(z+) 6 Os(C(s, d,Λ)). (4.16)
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We focus on the second one that
‖φek ? Φλ−1‖2L2(z+) =
∫
z+
∣∣∣∣∫
Rd
φek(x− y)Φλ−1(y) dy
∣∣∣∣2 dx
=
∫
z+
∣∣∣∣∫
Rd
φek(x− y)Φ
1
2
λ−1(y)Φ
1
2
λ−1(y) dy
∣∣∣∣2 dx
(Hölder’s inequality) 6
∫
z+
(∫
Rd
φ2ek(x− y)Φλ−1(y) dy
)(∫
Rd
Φλ−1(y) dy
)
︸ ︷︷ ︸
=1
dx
=
∫
z+
∫
Rd
φ2ek(x− y)Φλ−1(y) dy dx
(eq. (2.2)) 6 Os(C).
In the last step, we treat Φλ−1 as a weight for different small cubes so we could
apply eq. (2.2) and eq. (4.16).
3. Proof that if d = 2, then ‖φ(λ)ek ‖L2(z+) 6 Os(C`(λ)).
This part is a little more difficult than the case d > 3 since we have only eq. (4.15a)
and eq. (4.15b) instead of eq. (4.14) when d = 2. This foreces us to do more steps
of difference.
We apply eq. (4.15a) eq. (4.15b) to ‖φ(λ)ek ‖L2(z+) for ∀λ ∈ (0, 12 ]
‖φ(λ)ek ‖L2(z+) = ‖φek − φek ? Φλ−1‖L2(z+)
6 ‖φek − φek ? Φ2(z)‖L2(z+) + ‖φek ? Φ2(z)− φek ? Φ2‖L2(z+)
+‖φek ? Φ2 − φek ? Φλ−1‖L2(z+)
6 4 ‖φek − φek ? Φ2(z)‖L2(B2(z))︸ ︷︷ ︸
Apply eq. (4.15a)
+4 ‖φek ? Φ2(z)− φek ? Φ2‖L2(B2(z))︸ ︷︷ ︸
Apply eq. (4.15b)
+ ‖φek ? Φ2 − φek ? Φλ−1‖L2(z+)︸ ︷︷ ︸
Apply eq. (4.15b)
6 Os(C) +Os(C) +Os(C log 12 (2 + (2λ)−1))
(eq. (2.2)) 6 Os(C`(λ)).
Here we use Φ2 since eq. (4.15a) eq. (4.15b) requires that the scale should be bigger
than 2. In last step, we use also the condition λ 6 12 to give up the constant term.
Since Sek has the same type of estimate eq. (4.13),eq. (4.14),eq. (4.15a),eq. (4.15b)
as φek , see [7, Proposition 6.2] , we apply the same procedure to obtain the other half
of the lemma 4.2.
4.4 Detailed H−1 and boundary layer estimate
In this subection, we complete the proof of Theorem 4.1, which remains to give an
explicit random variable in the formula eq. (4.11). This requires to analyze several
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norms like ‖∇ · (a∇w − a¯∇v¯)‖H−1(Ur), ‖w − v¯‖L2(Ur), ‖∇Tλ‖L2(Ur), ‖Tλ‖L2(Ur), where
‖∇ · (a∇w − a¯∇v¯)‖H−1(Ur) has an equivalent expression from last section. We will use
a variant version of the localization technique in [7, Chapter 6] to separate the random
factor and then use two technical lemmas in Section 3 to estimate the size of the random
factor.
4.4.1 Estimate of ‖∇ · (a∇w − a¯∇v¯)‖H−1(Ur)
With the help of Lemma 4.1, we have
‖∇ · (a∇w − a¯∇v¯)‖H−1(Ur) = ‖∇ · F‖H−1(Ur) 6 ‖F‖L2(Ur),
and we use the identity in eq. (4.12) to obtain
‖F‖L2(Ur) 6
d∑
j=1
‖(a − a¯)∇(v¯ − v¯ ? ζ)‖L2(Ur)︸ ︷︷ ︸
H.1
+
d∑
j,k=1
∥∥∥(aφ(λ)ek − S(λ)ek ) ∂xj∂xk(v¯ ? ζ)∥∥∥L2(Ur)︸ ︷︷ ︸
H.2
+
d∑
k=1
‖(∇Sek ? Φλ−1 − a∇φek ? Φλ−1) ∂xk(v¯ ? ζ)‖L2(Ur)︸ ︷︷ ︸
H.3
.
We treat the three terms respectively. For H.1, we have
H.1 6 dΛ‖∇v¯ −∇v¯ ? ζ‖L2(Ur) 6 dΛ‖v¯‖H2(Ur),
where the last step comes from the approximation of identity, see for example [7, Lemma
6.7].
For H.2, since ‖φ(λ)ek ‖L2(z+), ‖S(λ)ek ‖L2(z+) are obtained in Lemma 4.2, we could use
the Lemma 3.1 where we treat the cell of the scale ε = 1 and take g = ∂xj∂xk v¯, f = (aφ
(λ)
ek −S(λ)ek )
H.2 =
d∑
j,k=1
‖
(
aφ(λ)ek − S(λ)ek
)
∂xj∂xk(v¯ ? ζ)‖L2(Ur)
(Lemma 3.1) 6 C(Λ, d)
d∑
k=1
max
z∈Zd∩(Ur+)
(
‖φ(λ)ek ‖L2(z+) + ‖S(λ)ek ‖L2(z+)
)
‖v¯‖H2(Ur+3)
= C(Λ, d)
d∑
k=1
max
z∈Zd∩(Ur+)
(
‖φ(λ)ek ‖L2(z+) + ‖S(λ)ek ‖L2(z+)
)
‖v¯‖H2(Ur).
In the last step, we use the fact that v¯ ∈ H10 (Ur), it has a natural extension in whole
space and its support in on Ur. So, we drop the integration outside Ur. Hence, we
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extract the term of random variable
X1 :=
d∑
k=1
max
z∈Zd∩(Ur+)
(
‖φ(λ)ek ‖L2(z+) + ‖S(λ)ek ‖L2(z+)
)
, (4.17)
Lemma 3.2 and Lemma 4.2 can be applied here to estimate the size of random variables
that
X1 6 Os
(
C(U, s, d)`(λ)(log r)
1
s
)
.
The above estimation gives a good recipe for the remaining part. For H.3, we have
H.3 =
d∑
k=1
‖ (∇Sek ? Φλ−1 − a∇φek ? Φλ−1) ∂xk(v¯ ? ζ)‖L2(Ur)
6 C(Λ, d)
d∑
k=1
max
z∈Zd∩(Ur+)
(
‖∇φek ? Φλ−1‖L2(z+) + ‖∇Sek ? Φλ−1‖L2(z+)
)
‖v¯‖H1(Ur),
where we extract that
X2 :=
d∑
k=1
max
z∈Zd∩(Ur+)
(
‖∇φek ? Φλ−1‖L2(z+) + ‖∇Sek ? Φλ−1‖L2(z+)
)
, (4.18)
and we apply Lemma 3.2 and Lemma 4.2 to get
X2 6 Os
(
C(U, s, d)λ
d
2 (log r)
1
s
)
.
Combing H.1,H.2,H.3, we get
‖∇ · (a∇w − a¯∇v¯)‖H−1(Ur) 6 C(Λ, d)
(
‖v¯‖H2(Ur) + ‖v¯‖H2(Ur)X1,+‖v¯‖H1(Ur)X2
)
.
(4.19)
4.4.2 Estimate of ‖w − v¯‖L2(Ur)
For ‖w − v¯‖L2(Ur), it’s just routine and
‖w − v¯‖L2(Ur) = ‖
d∑
k=1
φ(λ)ek ∂xk v¯ ? ζ‖L2(Ur)
(Lemma 3.1) 6 C(Λ, d)
d∑
k=1
max
z∈Zd∩(Ur+)
(
‖φ(λ)ek ‖L2(z+)
)
‖v¯‖H1(Ur)
6 C(Λ, d)‖v¯‖H1(Ur)X1.
=⇒ ‖w − v¯‖L2(Ur) 6 C(Λ, d)‖v¯‖H1(Ur)X1 . (4.20)
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4.4.3 Estimate of ‖∇Tλ‖L2(Ur), ‖Tλ‖L2(Ur)
Finally, we come to the estimate of ‖∇Tλ‖L2(Ur), ‖Tλ‖L2(Ur). We study ‖∇Tλ‖L2(Ur) at
first.
‖∇Tλ‖L2(Ur) =
∥∥∥∥∥
(
1Rd\Ur,2l(λ) ?
1
`
d
2+1(λ)
(∇ζ)
( ·
`(λ)
)) d∑
k=1
∂xk(v¯ ? ζ)φ(λ)ek
∥∥∥∥∥
L2(Ur)︸ ︷︷ ︸
T.1
+
∥∥∥∥∥(1Rd\Ur,2`(λ) ? ζ`(λ))
d∑
k=1
∂xk(∇v¯ ? ζ)φ(λ)ek
∥∥∥∥∥
L2(Ur)︸ ︷︷ ︸
T.2
+
∥∥∥∥∥(1Rd\Ur,2`(λ) ? ζ`(λ))
d∑
k=1
∂xk(v¯ ? ζ)∇φ(λ)ek
∥∥∥∥∥
L2(Ur)
.
︸ ︷︷ ︸
T.3
T.1 6 C 1
`(λ)
∥∥∥∥∥
d∑
k=1
1Ur\Ur,2`(λ)∂xk(v¯ ? ζ)φ
(λ)
ek
∥∥∥∥∥
L2(Ur)
6 C(Λ, d)
`(λ)
d∑
k=1
max
z∈Zd∩(Ur\Ur,2`(λ)+)
(
‖φ(λ)ek ‖L2(z+)
)
‖1Ur\Ur,2`(λ) v¯‖H1(Ur).
We see that Lemma 3.1 and Lemma 3.2 also work, but we should pay attention to one
small improvement : the domain of integration is in fact restricted in Ur\Ur,2`(λ), so we
would like to give it a bound in terms of H2(Ur) rather than H1(Ur). We borrow a trace
estimate in [4, Proposition A.1] that for f ∈ H1(Ur)
‖f1Ur\Ur,2`(λ)‖L2(Ur) 6 C(U, d)`(λ)
1
2 ‖f‖
1
2
H1(Ur)
‖f‖
1
2
L2(Ur)
, (4.21)
using eq. (4.21) then we obtain an estimate
T.1 6 C(Λ, d)
`
1
2 (λ)
d∑
k=1
max
z∈Zd∩(Ur\Ur,2`(λ)+)
(
‖φ(λ)ek ‖L2(z+)
)
‖v¯‖
1
2
H2(Ur)
‖v¯‖
1
2
H1(Ur)
,
so we define the random variable
Y1 :=
d∑
k=1
max
z∈Zd∩(Ur\Ur,2`(λ)+)
(
‖φ(λ)ek ‖L2(z+)
)
, (4.22)
and we have the estimate by Lemma 3.2 and Lemma 4.2
Y1 6 Os
(
C(U, s, d)`(λ)(log r)
1
s
)
.
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We skip the details since they are analogue to the previous part. T.3 follows from the
same type of estimate as T.1 and T.2 is routine where we suffices to apply Lemma 3.1
and eq. (4.21). We find that
T.2 6 C(U, d)‖v¯‖H2(Ur)Y1,
T.3 6 C(U, d)‖v¯‖
1
2
H2(Ur)
‖v¯‖
1
2
H1(Ur)
`
1
2 (λ)X2.
The three estimates of T.1,T.2,T.3 implies that
‖∇Tλ‖L2(Ur) 6 C(Λ, d)‖v¯‖
1
2
H2(Ur)
‖v¯‖
1
2
H1(Ur)
1
`
1
2 (λ)
Y1
+ C(U, d)
(
‖v¯‖H2(Ur)Y1 + ‖v¯‖
1
2
H2(Ur)
‖v¯‖
1
2
H1(Ur)
`
1
2 (λ)X2
)
.
(4.23a)
(4.23b)
Finally, we find that ‖Tλ‖L2(Ur) has been contained in the estimate T.1 that
‖Tλ‖L2(Ur) 6 C(U, d)‖v¯‖
1
2
H2(Ur)
‖v¯‖
1
2
H1(Ur)
`
1
2 (λ)Y1 . (4.24)
eq. (4.11), eq. (4.19), eq. (4.20), eq. (4.23), eq. (4.24) conclude the proof of Theo-
rem 4.1. We have
‖v − w‖H1(Ur) 6 C(U,Λ)
(
‖a∇w − a¯∇v¯‖H−1(Ur) + µ‖w − v¯‖L2(Ur)
+‖∇Tλ‖L2(Ur) + (
1
r
+ µ)‖Tλ‖L2(Ur)
)
6 C(U,Λ, d)
(
‖v¯‖H2(Ur) + ‖v¯‖H2(Ur)X1 + ‖v¯‖H1(Ur)X2 + µ‖v¯‖H1(Ur)X1
+`(λ)
1
2 ‖v¯‖
1
2
H2(Ur)
‖v¯‖
1
2
H1(Ur)
((
µ+ 1
r
+ 1
`(λ)
)
Y1 + X2
)
+ ‖v¯‖H2(Ur)Y1
)
= C(U,Λ, d)
[
‖v¯‖H2(Ur) +
(
‖v¯‖H2(Ur) + µ‖v¯‖H1(Ur)
)
X1
+
(
`(λ)
1
2 ‖v¯‖
1
2
H2(Ur)
‖v¯‖
1
2
H1(Ur)
+ ‖v¯‖H1(Ur)
)
X2
+
(
`(λ)
1
2
(
µ+ 1
r
+ 1
`(λ)
)
‖v¯‖
1
2
H2(Ur)
‖v¯‖
1
2
H1(Ur)
+ ‖v¯‖H2(Ur)
)
Y1
]
.
We add one table of X1,X2,Y1 to check the its typical size.
5 Iteration estimate
In this part, we use Theorem 4.1 to analyze the algorithm, but first we give an H1, H2
à priori estimate to explain why we do some detailed analysis in the part of trace : the
H2 norm allows us to gain one factor of λ compared to the H1 norm.
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R.V Expression Os size
X1 ∑dk=1 max
z∈Zd∩(Ur+)
(
‖φ(λ)ek ‖L2(z+) + ‖S(λ)ek ‖L2(z+)
)
Os
(
C`(λ)(log r) 1s
)
X2 ∑dk=1 max
z∈Zd∩(Ur+)
(
‖∇φek ? Φλ−1‖L2(z+) + ‖∇Sek ? Φλ−1‖L2(z+)
)
Os
(
Cλ
d
2 (log r) 1s
)
Y1 ∑dk=1 max
z∈Zd∩(Ur\Ur,2`(λ)+)
(
‖φ(λ)ek ‖L2(z+)
)
Os
(
C`(λ)(log r) 1s
)
Figure 3: A table of random variables X1,X2,Y1
5.1 Proof of an H1, H2 estimate
Lemma 5.1. In eq. (1.4), we have a control
‖u¯‖H1(Ur) + λ−1‖u¯‖H2(Ur) 6 C(U,Λ, d)‖v − u‖H1(Ur).
Proof. We test the first equation (λ2 −∇ · a∇)u0 = −∇ · a∇(u − v) in eq. (1.4) by u0
and use the ellipticity condition to obtain
λ2‖u0‖2L2(Ur) + Λ−1‖∇u0‖2L2(Ur) 6 λ2‖u0‖2L2(Ur) +
∫
Ur
∇u0 · a∇u0 dx
=
∫
Ur
∇u0 · a∇(u− v) dx
6 Λ‖∇(v − u)‖L2(Ur)‖∇u0‖L2(Ur)
=⇒ ‖∇u0‖L2(Ur) 6 Λ‖∇(v − u)‖L2(Ur).
We put back this term in the inequality, we also obtain that
λ‖u0‖L2(Ur) 6 Λ‖∇(v − u)‖L2(Ur). (5.1)
Using this estimate, we obtain that of ∇u¯ by testing −∇ · a¯∇u¯ = −∇ · a∇(u− v − u0)
with u¯ ∫
Ur
∇u¯ · a¯∇u¯ dx =
∫
Ur
∇u¯ · a∇(u− v − u0) dx
=⇒ ‖∇u¯‖L2(Ur) 6 Λ2‖∇(u− v − u0)‖L2(Ur)
6 Λ2‖∇(u− v)‖L2(Ur) + Λ2‖∇u0‖L2(Ur)
6 C(U,Λ, d)‖∇(u− v)‖L2(Ur).
Finally, we calculate theH2 norm of u¯. Because it is the solution of −∇·a¯∇u¯ = λ2u0,
we apply the classical H2 estimate of elliptic equation (see [10])
Λ−1‖u¯‖H2(Ur) 6 λ2‖u0‖L2(Ur)
( Using eq. (5.1)) 6 λΛ‖∇(v − u)‖L2(Ur)
=⇒ ‖u¯‖H2(Ur) 6 λΛ2‖∇(v − u)‖L2(Ur).
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Remark. If we use Poincaré’s inequality to ∆u¯ to get the L2(Ur) of ∇u¯, we will get a
factor of r, which is less optimal, but the regularization reduces this factor to λ−1.
5.2 Proof of the main theorem
With all these tools in hand, we can now prove Theorem 1.1. We will denote by
R(λ, µ, r, a, d, U) the right hand side of eq. (4.7), so we aim to prove that
‖v − w‖H1(Ur) 6 R(λ, µ, r,a, d, U, v¯).
Proof. We take the first and second equations in the eq. (1.4) and use the equation
eq. (1.1)
−∇ · a¯∇u¯ = λ2u0
= f +∇ · a∇(v + u0)
= −∇ · a∇(u− v − u0).
This is in the frame of Theorem 4.1 thanks to the classical H2 theory that u¯ ∈ H2(Ur).
We apply Theorem 4.1 with abuse of notation of the two scale expansion
w := u¯+
d∑
k=1
∂xk(u¯ ? ζ)φ(λ)ek .
Then we obtain
‖w − (u− v − u0)‖H1(Ur) 6 R(λ, 0, r,a, d, U, u¯). (5.2)
The third equation of eq. (1.4) (λ2 − ∇ · a∇)u˜ = (λ2 − ∇ · a¯∇)u¯ is also of the form of
the Theorem 4.1, so we obtain
‖u˜− w‖H1(Ur) 6 R(λ, µ, r,a, d, U, u¯). (5.3)
We combine this two estimates and use the triangle inequality to obtain
‖(v + u0 + u˜)− u‖H1(Ur) 6 R(λ, 0, r,a, d, U, u¯) +R(λ, λ, r,a, d, U, u¯). (5.4)
It remains to see how to adapt R(λ, 0, r,a, d, U, u¯) in a proper way in the context of
eq. (1.1). We plug in the formula in Lemma 5.1 to separate all the norms of H1 and H2
and use µ < λ.
R(λ, µ, r,a, d, U, u¯) 6 C(U,Λ, d)
[
λ+ λX1 +
(
1 + `(λ)
1
2λ
1
2
)
X2
+
(
`(λ)
1
2λ
1
2 + 1
)(
λ+ 1
r
+ 1
`(λ)
)
Y1
]
‖v − u‖H1(Ur).
We check the Figure 3 and notice that the largest term is `(λ)− 12λ 12Y1, so we obtain
that the factor is of type Os
(
C(U,Λ, s, d)(log r) 1s `(λ) 12λ 12 )
)
as desired.
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