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Abstract 
This report presents a number of models for modelling and simulation of a 
stand-alone photovoltaic (PV) system with a battery bank verified against a sys-
tem installed at Risø National Laboratory. The work has been supported by the 
Danish Ministry of Energy, as a part of the activities in the Solar Energy Centre 
Denmark. 
 
The study is carried out at Risø National Laboratory with the main purpose to 
establish a library of simple mathematical models for each individual element of 
a stand-alone PV system, namely solar cells, battery, controller, inverter and 
load. The models for PV module and battery are based on the model descrip-
tions found in the literature. The battery model is developed at UMASS and is 
known as the Kinetic Battery Model (KiBaM). The other component models in 
the PV system are based on simple electrical knowledge. The implementation is 
done using Matlab/Simulink, a simulation program that provides a graphical in-
terface for building models as modular block diagrams.  
 
The non-linear behaviour of the battery, observed in the measurements, is inves-
tigated and compared to the KiBaM model’s performance. A set of linear Black 
box models are estimated based on the battery measurements. The performance 
of the best linear Black box model is compared to the KiBaM model. 
 
A validation of each of the implemented mathematical model is performed by 
an interactive analysis and comparison between simulation results and meas-
urements, acquired from the stand-alone PV system at Risø. 
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Glossary 
This list contains the most important abbreviations and symbols used in the re-
port. 
 
 
Abbreviations 
 
PV Photovoltaic 
SOC State of charge 
KiBaM Kinetic Battery Model 
 
 
Symbols 
 
PV  arrays   
scI  Short-circuit current [A] 
ocV  Open-circuit voltage [V] 
tV  Thermal voltage [V] 
e  Electron charge e  1910602.1 −⋅= [C] 
phI  Photocurrent [A] 
DI  Diode current [A] 
k  Boltzmann constant, k  2310381.1 −⋅= [J / K] 
aT  Ambient temperature [ o C] 
cT  Cell temperature [ o C] 
Ga Irradiation   [W/m2] 
Battery - KiBaM   
q  Total capacity  [Ah] 
1q  Available capacity [Ah] 
2q  Bound capacity [Ah] 
maxq  Maximum capacity [Ah] 
R0 Internal resistance  [ Ω ] 
E Internal voltage [V] 
batI  Current [A] 
batV  Terminal voltage [V] 
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1 Introduction 
This report presents a number of models for modelling and simulation of a 
stand-alone photovoltaic (PV) system with a battery bank verified against a sys-
tem installed at Risø National Laboratory. The work has been supported by the 
Danish Ministry of Energy, as a part of the activities in the Solar Energy Centre 
Denmark. The model of the stand-alone PV system is made up by blocks in or-
der to facilitate the modelling of other structures of PV systems.  
 
Many photovoltaic systems operate in a stand-alone mode. Such systems consist 
of a PV generator, energy storage (for example a battery), AC and DC consum-
ers and elements for power conditioning – as sketched in Figure 1. Per defini-
tion, a stand-alone system involves no interaction with a utility grid. A PV gen-
erator can contain several arrays. Each array is composed of several modules, 
while each module is composed of several solar cells. The battery bank stores 
energy when the power supplied by the PV modules exceeds load demand and 
releases it backs when the PV supply is insufficient. The load for a stand-alone 
PV system can be of many types, both DC (television, lighting) and AC (elec-
tric motors, heaters, etc.). The power conditioning system provides an interface 
between all the elements of the PV system, giving protection and control. The 
most frequently encountered elements of the power conditioning system are 
blocking diodes, charge regulators and DC-AC converters. 
 
 
Power Conditioning
(Regulator, Converter, 
Blocking Diodes,)
Battery
PV
generator
(arrays,
modules,
cells)
AC loads
DC loads
 
Figure 1: Elementary scheme of the components of a stand-alone photovoltaic sys-
tem. 
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2 Description of the stand-alone PV 
system at Risø 
The PV stand-alone system at Risø consists of two subsystems, each with its 
own PV arrays and controller. These two subsystems are connected in a way 
that they share the battery bank and load. The wiring diagram of the system is 
shown in Figure 2. 
 
 
=
~
Neste
OI-electric
A1 A2 A3 A4
SOLEL Kyrocea
A5
AC load
Battery
 bank
 
 
Figure 2: Wiring diagram of the stand-alone PV system at Risø. 
The first PV subsystem consists of twelve 100 W monocrystalline PV modules 
from Solel (Denmark), i.e. this subsystem has a total rated power of 1.2 kW. 
The Solel modules are connected in four arrays (A1-A4), each with three mod-
ules connected in parallel. These arrays are connected to the DC bus by a mi-
croprocessor-based controller from OI-electric (Denmark), which controls the 
four MOSFET switches in Figure 2.  
 
The second PV subsystem consists of ten 53 W polycrystalline solar modules 
from Kyocera (Japan), i.e. this subsystem has a total rated power of 0.53 kW. 
The Kyocera modules are connected in a single array (A5), having the same DC 
voltage level as the Solel arrays. The exact wiring of A5 appears from Figure 2. 
This array is controlled by a standard stand-alone PV system controller from 
Neste (Finland), which only has a single switch and consequently only supports 
a single array. 
 
Both the OI-electric controller and the Neste controller have terminals for con-
nection of batteries and loads besides the array terminals. As indicated in Figure 
2, the OI-electric controller and load terminals are connected directly to battery 
and to AC load via an inverter, respectively. The Neste controller has battery 
terminals connected directly to the battery and load terminals not connected. 
 
The battery bank is consisting of 8 lead-acid batteries 12 V/ 115 Ah. The batter-
ies are connected in series of two modules to obtain an appropriate voltage level 
below the open circuit voltage of the PV arrays.  
 
Another element shown in Figure 2 is the inverter, which transforms 24V DC to 
230V AC, frequency 50 Hz. The inverter is a Victron type with 1600 W rated 
power, and it generates a trapezoidal waveform on the AC side. 
 
The stand-alone system also contains an AC-load, which is a Lapell type elec-
trical heater with 700W rated power. This heater is controlled by an on/off 
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thermostat. To obtain AC load in smaller steps, seven 60W bulbs have also been 
connected to the AC bus one by one. 
 
Blocking diodes are used to avoid that the direction of current in the PV cells 
changes during the night, when the solar cells are not illuminated. In these situa-
tions, the voltage, which the solar cells produce, may be smaller than that of the 
battery. This will cause a discharging of the battery if the diodes are not in-
cluded. The OI-electric controller provides blocking diodes on the PV array 
output terminals, which prevents the SOLEL arrays from leading a negative cur-
rent, as shown in Figure 2. The Kyrocea panels are also blocked, but in this 
case, the diodes are installed in the connection box of the individual panel. 
These diodes are not shown in Figure 2. 
 
Fuses are used to protect the stand-alone system against short circuit currents. 
The battery fuses are connected at the batteries to include protection against 
short circuits on the cable from the battery bank to the controller. 
3 Measurement system 
The measurement system is shown in Figure 3. The central unit in the meas-
urement system is the Analog 6B ADC box. This box collects the analogue data 
from terminal boxes located in different places on the PV system and converts 
the signals to digital signals. The digital signals are transmitted on a serial con-
nection to the data acquisition PC, where the data is logged on the harddisk.  
 
 
PC
Analog 6B
ADC box
RS 232
Controller
terminal box
A5
terminal box
A4
terminal box
Mobile mast
terminal box
Battery
bank
 
Figure 3: Block diagram for the measurement system. 
The Analog 6B ADC box consists of individual Analog 6B ADC converters for 
each measurement channel. The 6B series supports a variety of different input 
ranges, from ±15 mV to ±50 V for voltage measurements and dedicated tem-
perature ADC supporting e.g. Pt100 sensors. This enables direct connection of a 
variety of sensors. A power supply is built into the ADC box, and this power 
supply also supplies the sensors through cables parallel with the signal cables. 
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The PC uses Risøs own DAQ software for datalogging. The sampling frequency 
is set to 1 Hz, which is close to the maximum sampling rate of the setup, limited 
by the serial transmission between the 6B box and the PC.  
 
The list of the sensors, which are used in the present project, are given in  
Table 1.  
 
Table 1. List of sensors used in the present report. 
Parameter Symbol Unit Sensor type 
Irradiation – array plane Ga W/m2 SolData 289 pyranometer 
Ambient temperature Ta deg C Pt100 sensor 
Battery voltage Vbat V Direct to the ADC box 
Battery current Ibat A LEM LTA 50P/SP1 
Load current Iload A LEM LTA 50P/SP1 
AC load power  PAC W DEIF TAP-210 DG/3 
4 Component models for stand-alone 
PV system 
The main purpose of this section is to describe the models for the elements of a 
stand-alone PV system: PV generator, battery, controller, inverter and load. The 
modelling of the PV system is based on modular blocks, as illustrated in Figure 
4. The modular structure facilitates the modelling of the other system structures 
and replacing of elements, for instance a DC load instead of an AC load. 
 
Controller
PV generator
Battery tank
Inverter AC - load
Ga
Ta
I pv
U pv
Vdc
I dc ~=
Vac
I ac
I bat Vbat
 
Figure 4: Block diagram for the stand-alone PV system at Risø. 
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4.1 PV generator (cell, module, array) 
A photovoltaic PV generator is the whole assembly of solar cells, connections, 
protective parts, supports etc. In the present modelling, the focus is only on 
cell/module/array. 
 
Solar cells are made of semiconductor materials (usually silicon), which are 
specially treated to form an electric field, positive on one side (backside) and 
negative on the other (towards the sun). When solar energy (photons) hits the 
solar cell, electrons are knocked loose from the atoms in the semiconductor ma-
terial, creating electron-hole pairs (Lorenzo, 1994). If electrical conductors are 
then attached to the positive and negative sides, forming an electrical circuit, the 
electrons are captured in the form of electric current Iph (photocurrent). 
4.1.1 Solar cell model 
During darkness, the solar cell is not an active device; it works as a diode, i.e. a 
p-n junction. It produces neither a current nor a voltage. However, if it is con-
nected to an external supply (large voltage) it generates a current ID, called di-
ode current or dark current. 
 
A solar cell is usually represented by an electrical equivalent one-diode model 
(Lorenzo, 1994), as shown in Figure 5.  
 
ID
I
+
V
-
RS
Figure 5. Model for a single solar cell. 
 
The model contains a current source Iph, one diode and a series resistance RS, 
which represents the resistance inside each cell and in the connection between 
the cells. The net current is the difference between the photocurrent Iph  and the 
normal diode current ID: 
 






−
+
−=−= 1)(exp0
c
s
phDph mkT
IRVeIIIII  
 
where  is idealising factor,  is Boltzmann’s gas constant, Tm
I
k c the absolute 
temperature of the cell,  electronic charge and V is the voltage imposed across 
the cell.  is the dark saturation current and it is strongly depending on tem-
perature (Lorenzo, 1994). 
e
0
 
Figure 6 shows the I-V characteristic of the solar cell for a certain ambient irra-
diation Ga and a certain fixed cell temperature Tc. 
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Figure 6: A typical current-voltage I-V curve for a solar cell. 
 
In the representation of I-V characteristic, a sign convention is used, which takes 
as positive the current generated by the cell when the sun is shining and a posi-
tive voltage is applied on the cell’s terminals. 
 
If the cell’s terminals are connected to a variable resistance R, the operating 
point is determined by the intersection of the I-V characteristic of the solar cell 
with the load I-V characteristic - see Figure 6. For a resistive load, the load 
characteristic is a straight line with a slope I/V=1/R. It should be pointed out 
that the power delivered to the load depends on the value of the resistance only. 
However, if the load R is small, the cell operates in the region MN of the curve, 
where the cell behaves as a constant current source, almost equal to the short 
circuit current. On the other hand, if the load R is large, the cell operates on the 
region PS of the curve, where the cell behaves more as a constant voltage-
source, almost equal to the open-circuit voltage. 
 
A real solar cell can be characterised by the following fundamental parameters, 
which are also sketched in Figure 6: 
 
(a) Short circuit current: phsc II = . It is the greatest value of the current gener-
ated by a cell. It is produced under short circuit conditions: V=0. 
 
 
(b) 0pen circuit voltage corresponds to the voltage drop across the diode (p-n 
junction), when it is traversed by the photocurrent Iph (namely ID=Iph), 
namely when the generated current is 0=I .  It reflects the voltage of the 
cell in the night and it can be mathematically expressed as: 
 






=





=
00
lnln
I
I
V
I
I
e
mkTV pht
phc
oc  
 
where 
e
mkTV ct =  is known as thermal voltage and Tc  is the absolute cell 
temperature. 
(c) Maximum power point is the operating point A(Vmax, Imax) in Figure 6, at 
which the power dissipated in the resistive load is maximum: 
. maxmaxmax VIP ⋅=
(d) Maximum  efficiency is the ratio between the maximum power and the in-
cident light power: 
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ain GA
VI
P
P maxmaxmax ==η  
 
where Ga  is the ambient irradiation and A is the cell area. 
 
(e) Fill factor  is the ratio of the maximum power that can be delivered to the 
load and the product of  Isc and Voc: 
scocscoc IV
IV
IV
P
FF maxmaxmax ==  
 
The fill factor is a measure of the real I-V characteristic.  Its value is higher 
than 0.7 for good cells. The fill factor diminishes as the cell temperature is 
increased. 
 
In Figure 6, an I-V characteristic of a solar cell for only a certain ambient irra-
diation Ga and only a certain cell temperature Tc is illustrated. The influence of 
the ambient irradiation Ga and the cell temperature Tc on the cell characteristics 
is presented in Figure 7. 
 
 
Imax
V
Isc
I I
VocVmax V
Irradiance
Ísc
Voc
Cell’s temperature
(a) (b)
 
Figure 7: Influence of the ambient irradiation (a) and of the cell temperature 
(b) on the cell characteristics. 
 
Figure 7(a) shows that the open circuit voltage increases logarithmically with 
the ambient irradiation, while the short circuit current is a linear function of the 
ambient irradiation. The arrow shows in which sense the irradiation and the cell 
temperature, respectively, increase. The influence of the cell temperature on the 
I-V characteristics is illustrated in Figure 7(b). The dominant effect with in-
creasing cell’s temperature is the linear decrease of the open circuit voltage, the 
cell being thus less efficient. The short circuit current slightly increases with cell 
temperature.  
 
For practical use, solar cells can be electrical connected in different ways: series 
or parallel. Figure 8 presents how the I-V curve is modified in the case when 
two identical cells are connected in series and in parallel. 
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VV
I I
One cell
Two cells
Two cells
One cell
(a) (b)  
Figure 8: Series (a) and parallel (b) connection of identical cells. 
 
It is seen that I-V characteristics of series interconnected cells can be found by 
adding, for each current, the different voltages of the individual cells. On the 
other hand, for parallel cells the currents of the individual cells must be added at 
each voltage in order to find the overall I-V curve.  
4.1.2 Module model 
Cells are normally grouped into “modules”, which are encapsulated with vari-
ous materials to protect the cells and the electrical connectors from the envi-
ronment. The manufacturers supply PV cells in modules, consisting of NPM par-
allel branches, each with NSM solar cells in series, as shown in Figure 9. 
 
I M
+
V  M
-
1
2
N SM
1 2 N PM
 
Figure 9: The PV module consists of NPM parallel branches, each of NSM 
solar cells in series. 
 
In order to have a clear specification of which element (cell or module) the pa-
rameters in the mathematical model are regarding, the following notation is 
used from now on: the parameters with superscript ”M ” are referring to the PV 
module, while the parameters with superscript “C ” are referring to the solar 
cell. Thus, the applied voltage at the module’s terminals is denoted by V M, 
while the total generated current by the module is denoted by I M.  
 
A model for the PV module is obtained by replacing each cell in Figure 9, by 
the equivalent diagram from Figure 5. In the following, the mathematical model 
of a PV module, suggested by (Lorenzo, 1994), is briefly reviewed. The advan-
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tage of this model is that it can be established applying only standard manufac-
turer supplied data for the modules and cells. The PV module’s current I M under 
arbitrary operating conditions can thus be described as: 
 











 ⋅+−
−= C
tSM
MM
S
M
OC
M
M
SC
M
VN
IRVVII exp1   
 
The expression of the PV module’s current I M is an implicit function, being de-
pendent on: 
 
- the short circuit current of the module, which is  CSCPM
M
SC INI ⋅=
- the open circuit voltage of the module, which is V  COCSM
M
OC VN ⋅=
- the equivalent serial resistance of the module, which is 
C
S
PM
SMM
S RN
NR ⋅=  
- the thermal voltage in the semiconductor of a single solar cell, 
which is 
e
mkT CC
t =V  
 
In current practice, the performance of a module or another PV device is deter-
mined by exposing it at known conditions. The module characteristics supplied 
by the manufacturer are usually determined under special conditions, as for ex-
ample nominal or standard conditions (Lorenzo, 1994), see Table 2.  
 
Table 2 Nominal and standard conditions. 
Nominal conditions Standard conditions 
Irradiation:  Ga,ref=800 W/m2 Irradiation:  Ga,0=1000 W/m2 
Ambient temperature:  Ta,ref  =  Co20 Cell temperature: T  CC o250 =
Wind speed:  1 m/s  
 
 
Under standard conditions (irradiation  and cell temperature T ), at least 
the following parameters are measured:  
0,aG
C
0
 
- the short circuit current for the module  MSCI 0,
- the open circuit voltage for the module V  MOC 0,
-  the maximum power for the module  MP 0max,
 
Under nominal (reference) conditions the following parameters are delivered:  
 
- the ambient irradiation Ga,ref  
- the ambient temperature Ta,ref 
- the temperature of the cell T  Cref
 
The whole algorithm for the computation of the current of the PV module, un-
der certain operating points (VM, Ta, Ga) is illustrated in Figure 10. The steps in 
the algorithm are as following: 
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1) Manufacturer’s catalogues provide information about the PV module for 
standard conditions:   
• maximum power  MP 0max,
• short circuit current  MSCI 0,
• open circuit voltage V  MOC 0,
• number of cells in series  SMN
• number of cells in parallel  PMN
 
2) Once the PV module’s data for standard conditions are available, the next 
step is to compute the cell’s data for standard conditions: 
, as described in Figure 10. CS
C
SC
C
OC
C RIVP ,,, 0,0,0max,
 
3) The next step is to determine the characteristic parameters of the cell under 
the operating conditions (V M, Ta, Ga). Thus, the short circuit current of a so-
lar cell  is computed based on its linear dependency on the irradiation 
G
C
SCI
a:  
 
a
C
SC GCI 1=  
 
The working temperature of the cells TC depends exclusively on the irradia-
tion Ga and on the ambient temperature Ta, according to the empirical linear 
relation:  
 
aa
C GCTT 2+=   
 
where the constant C2 is computed as: 
 
refa
refa
C
ref
G
TT
C
,
,
2
−
=  
 
When  is not known, it is reasonable to approximate 
. The open circuit voltage of the cell depends exclu-
sively on the temperature of the solar cells: 
C
refT
C03 WmC /.0 22 =
 
)( 030,
CCC
OC
C
OC TTCVV −+=  
 
where the constant C3 is usually considered to be: . CmVC /3.23 −=
 
4) Once the steps (2) and (3) are completed, the final step is to determine the 
module’s current for operating conditions, as described in Figure 10. 
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MODULE DATA FOR STANDARD CONDITIONS
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M
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Figure 10: Steps in computation of PV module current, under certain operating 
conditions. 
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4.1.3 Array model 
The modules in a PV system are typically connected in arrays. Figure 11 illus-
trates the case of an array with MP parallel branches each with MS modules in 
series. 
 
I  A1 2 M P
1
2
s
+
V  A
-
M
 
 
Figure 11: Solar cell array consists of Mp parallel branches, each with 
Ms  modules in series. 
 
The applied voltage at the array’s terminals is denoted by V A, while the total 
current of the array is denoted by . If it is assumed that the modules 
are identical and the ambient irradiation is the same on all the modules, then the 
array’s current is: 
∑
=
=
pM
i
i
A II
1
 
M
P
A IMI =  
4.2 Battery 
An another important element of a stand-alone PV system is the battery. The 
battery is necessary in such a system because of the fluctuating nature of the 
output delivered by the PV arrays. Thus, during the hours of sunshine, the PV 
system is directly feeding the load, the excess electrical energy being stored in 
the battery. During the night, or during a period of low solar irradiation, energy 
is supplied to the load from the battery.  
4.2.1 General notions for battery 
Before a mathematical model for the battery is presented, some fundamental 
concepts of the battery are briefly reviewed: 
 
• Nominal capacity qmax - is the number of ampere-hours (Ah) that can 
maximally be extracted from the battery, under predetermined discharge 
conditions. 
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• State of charge SOC – is the ratio between the present capacity and the 
nominal capacity qmax: . Obviously 0≤ SOC≤1.  If SOC=1 
the battery is totally charged, otherwise if SOC=0 the battery is totally dis-
charged.  
max/ qqSOC =
• Charge (or discharge) regime is the parameter which reflects the relation-
ship between the nominal capacity of a battery and the current at which it is 
charged (or discharged). It is expressed in hours; for example, discharge re-
gime is 30 h for a battery 150 Ah that is discharged at 5A. 
• Efficiency – is the ratio of the charge extracted (Ah or energy) during dis-
charge divided by the amount of charge (Ah or energy) needed to restore 
the initial state of charge. It is depending on the state of charge SOC and on 
the charging and discharging current. 
• Lifetime – is the number of cycles charge/discharge the battery can sustain 
before losing 20% of its nominal capacity. 
 
Over the years a number of battery models have been developed (Facinelli, 
1983), (Hyman et al., 1986), (Manwell & McGowan, 1993), (Manwell et al., 
1994). Most of these models can be defined as phenomenological, namely they 
are based on observable quantities such as voltage, current and time, and do not 
depend on the internal structure of the system (Manwell et al., 1994). Other 
models are based on physical or electrochemical processes.  
 
In general, the battery models view the battery as a voltage source E  in series 
with an internal resistance , as shown in Figure 12. 0R
 
R0
Rload
E
+
  V
Icharge
Idischarge
 
Figure 12: Schematic diagram of the battery. 
 
The terminal voltage V  is given by: 
 
0RIEV −=  
4.2.2 Kinetic Battery Model (KiBaM) 
This section briefly focuses on the Kinetic Battery Model (KiBaM), developed 
at the University of Massachusets to predict the performance of the battery, 
based only on manufacture’s data – see (Manwell & McGowan, 1993) and 
(Manwell & McGowan, 1994). No extensive measurements of voltage and cur-
rent are required. The main aim of the KiBaM model is to represent the sensitiv-
ity of storage capacity to the rate of discharge. 
 
In the modelling of the battery, the convention is that the battery is seen as a 
generator, namely that the charge current is negative while the discharge current 
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is positive. The internal resistance  is assumed constant. Charge is conserved 
under charging and discharging and the internal voltage 
0R
E  varies with the state 
of (Manwell & McGowan, 1993). 
 
The model is composed of two major parts describing: 
 
1) capacity model   
2) voltage model. 
 
 
4.2.2.1 Capacity model 
The basis of this part is the assumption that some of the capacity in the battery 
is immediately available for the load, while the rest is chemically bound.  It is 
helpful to imagine that the charge of the battery is held in two tanks, as in 
Figure 13: 
 
• Tank 1, with width c, contains the available capacity (charge) . 1q
• Tank 2, with width 1-c, contains the chemically bound capacity (charge) q . 2
 
Each tank has unit depth (front to the back). Notice that the combined tank area 
is equal to 1.  
The capacity is thus reflected by the volume of a tank. The total capacity q in 
the battery at any time is the sum of the available capacity  and bound capac-
ity . These two tanks are separated by a conductance k
1q
2q
1, which corresponds 
to the rate at which the available charge reserve is replenished from the chemi-
cal bound storage. Parameter  is a capacity ratio and corresponds to the frac-
tion of total charge in the battery that is readily available.  
c
 
q1 = c h1q2= (1-c) h2
1-c c
R0k1
hmax
2
1
 
Figure 13: Schematic battery model KiBaM. 
I
 
The maximum combined volume of the tanks, denoted by , is then equal 
with the full head of the tanks , namely: 
maxq
maxh
 
maxmaxmaxmax,2max,1max )1( hhcchqqq =−+=+=  
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This maximum possible capacity of the battery corresponds to the charge that 
may be obtained when a full battery is discharged at a very slow rate. 
 
The head of each tank at a certain moment is given by the volume divided by 
the area: 
c
qh 11 =   and  c
qh
−
=
1
2
2  
 
The process by which bound charge becomes available is proportional to the 
difference in the head of the two tanks and depends on the rate constant . 
This means that, if the heads of the tanks are equal (
1k
21 hh = ), there is no flow 
between the two tanks. 
  
As described in (Manwell & McGowan, 1994), the flows of available and 
bound charge during a constant current discharge or charge are given by: 






−=
−−=⇒−−=
)( 21
12
2121
hhk
dt
dq
dt
dqI
dt
dq
dt
dq
dt
dqI  
 
where  is available charge,  is bound charge. 1q 2q
 
For simplicity, a new constant  is defined as: . The model 
equations can thus be transformed to: 
k )1(/1 cckk −=






−−=
+−−−=
21
2
21
1
)1(
)1(
qckqck
dt
dq
qckqckI
dt
dq
 
 
The eigenvalues of the system are and 0=s ks = . Thus, one of them reflects 
an integrator, while the another is dependent on the value of the conductance k. 
Tank 2 can be regarded as an integrator since it is not controlled from outside. 
 
Note that the capacity model is characterised by three constants k, c, qmax. These 
constants and the parameter R0 can be found from manufactures discharge data 
or test data, by application of non-linear curve fitting methods, i.e. the non-
linear least square curve fitting. In order to simplify the application of the 
model, it can be assumed that both in charging and in discharging the same con-
stants are applied (Manwell & McGowan, 1993). 
 
The parameter R0 reflects the slope of the voltage versus current for a full bat-
tery. It is determined by extrapolating each curve “voltage versus charge re-
moved” to zero charge removed and by computing: R0 =dV/dI at time zero. 
 
The estimation of k, c, qmax is performed by minimising the following criterion, 
expressed with the help of normalised capacities : 
21 ,tt
F
 
2
, )( 21 datatt FFerror −=  
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where: 
1) 
2
1
2
1
21
2
1
,
tT
tT
tT
tT
tt It
It
q
q
F
=
=
=
= ==
2t
t
 represents the normalised capacity to that capacity 
which corresponds to the slowest discharge rate ( smallest discharge 
current, biggest discharge time).  denotes the discharge capacity at 
discharge time T
2tT
I =
tTq =
=  and discharge current .  corresponds to the ac-
tual discharge time, while t  corresponds to the biggest discharge time. 
tTI = 1t
2
2) 
22 tT
tT
data It
ItF
=
==  represents the normalised capacity computed from data. 
3) 
)1(1
max
ktkttT ektce
kcq
I −−= +−+−
=   represents the discharge current to empty 
in time t  a full charged battery (Manwell & McGowan, 1993). 
 
Using the expression of the discharge current, the ratio of capacities is becom-
ing: 
 
)1(1
)1(1
11
22
21
1
2
2
1
, ktkt
ktkt
tt ektce
ektce
t
tF −−
−−
+−+−
+−+−
=  
 
It is observed that the expression of is only dependent on the parameters  
and , they being thus estimated by minimising the mentioned criterion. On the 
other hand, once k and c are determined, the maximum battery capacity 
can easily be estimated by stating from the slowest discharge rate: 
21 ,tt
F k
c
maxq
 
ck
etkceI
q
tktk
tT )1(1( 222 2
max
−−
= +−+−=  
 
 
4.2.2.2 Voltage model 
This part of the model provides the magnitude of the terminal voltage, as af-
fected by charging and discharging to different depths at different current rates. 
The voltage model is able to predict that the battery voltage drops slowly (line-
arly) during the first part of discharge and rapidly at the end, when the battery is 
nearly empty. 
 
In the KiBaM model, it is assumed that the voltage source E  varies with the 
state of charge and current, as follows: 
 
)(/0 XDXCXAEE −++=  
 
where: 
 
0E  =  extrapolated voltage at  zero current  of a fully charged battery. 
A   =  initial linear variation of internal battery voltage with state of charge. 
,C    =  parameters reflecting the sharpness of end-of-discharge voltage drop 
(commonly called the “knee” of the curve). C  will always be negative in dis-
D
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charging. A smaller value of C  gives a sharper “knee” of the discharge 
curve.  is positive and approximates the maximum discharge capacity. D
maxq
q
)I
I= ∫
→
X
X
= / X
X  =  normalised capacity removed from the battery at a given discharge cur-
rent:  
 
max)(
q
I
X out=  
 
(maxq  = capacity of the battery at each discharge current I. It can be found as 
the point in time where the voltage curve begins  to drop off sharply. 
maxq =  maximum ampere-hour capacity – it corresponds to the charge that may 
be obtained when a battery is discharged at a very slow rate 0≈I A. 
outq  = amount of charge that has been removed by a certain point (in discharg-
ing from a full battery): 
 
21max qqqdtqout −−=  
 
The voltage model is thus characterised by four parameters E0, A, C, D. They 
are also determined by the non-linear least square curve fitting methods, applied 
on the test data delivered by the manufacturer. In (Manwell & McGowan, 1994) 
it is mentioned that the voltage parameters E0, A, C, D are best determined from 
separate tests for discharging and charging, while the capacity parameters k, c, 
qmax can be assumed to be the same for charging and discharging. 
 
There are some observations on the KiBaM model, which should be noticed: 
 
1) The normalised capacity X is always positive . It is also  
and . 
0≥X outqX ≥
maxqX ≤
2) In discharging, the normalised capacity X is increasing to qmax. Thus, the 
knee of the curve in discharging is produced when 0→− XD , as 
 and . maxqX maxqD ≈
3) The term )/( XDX −  is always positive, and therefore the term 
 is negative in discharging only if )X/(DC − 0<C  and positive in 
charging only if . 0>C
4) In charging of an empty battery, qout can be regarded as the amount of 
charge that is added to charge completely the battery. 
5) As in charging, the normalised capacity X is decreasing to zero, the term 
 in KiBaM model does not correctly describe the non-linear 
charge behaviour (overcharging) of the battery. It does not imply a strongly 
increased battery voltage at the end of the charging.  
)/( XDC −
6) Improvements of the KiBaM model for overcharging could perhaps be pos-
sible by changing the variable X with D-X, in case of charging. Thus, the 
term , used in discharging, is replaced in charging by the 
term C  
)/( XDXC −
:/)( XXD −
 
0with)(0 >−++ CXDCXAEE  
 
The decreasing of X to zero (in charging), would then imply a strongly in-
creased battery voltage in overcharging.  
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It is also interesting to analyse if it is possible to describe both the non-
linear charge behaviour (overcharging) and the non-linear discharge behav-
iour (over-discharging) by only one expression, as for example by: 
 
  
4342143421
behaviour charge
linear-non     
2
behaviour discharge
linear -non       
1
0
)(
)( X
XDC
XD
XCXAEE −+
−
++=
 
having the condition of negative parameter C1  < 0 and positive parameter 
C2 > 0. Parameter C1 reflects the sharpness of end-of-discharge, while pa-
rameter C2 indicates the sharpness of end-of-charge. Note that while the 
“non-linear” first term converges to infinite, due to a deep discharging, the 
second “non-linear” term converges to zero, and vice versa for an over-
charging. In this way, both the extreme situations (overcharging and over-
discharging) can be independently described.  
 
It seems that this new voltage expression is one idea for a future detailed in-
vestigation of the battery modelling. 
4.3 Controller 
This section presents the background behind the modelling of the controller of a 
stand-alone PV system. 
 
All power systems must include a control strategy that describes the interactions 
between its components. The use of battery as a storage form implies thus the 
presence of a charge controller.  
 
The charge controller is used to manage the energy flow to PV system, batteries 
and loads by collecting information on the battery voltage and knowing the 
maximum and minimum values acceptable for the battery voltage. There are 
two main operating modes for the controller:  
 
1) normal operating condition, when the battery voltage fluctuates between 
maximum and minimum voltages.  
2) overcharge or over-discharge condition, which occur when the battery volt-
age reaches some critical values.  
 
To protect the battery against an excessive charge, the PV arrays are discon-
nected from the system, when the terminal voltage increases above a certain 
threshold Vmax_off  and when the current required by the load is less than the cur-
rent delivered by the PV arrays.  PV arrays are connected again when the termi-
nal voltage decreases below a certain value Vmax_on. This can be done by using a 
switch with a hysteresis cycle, as illustrated in Figure 14. 
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[V ]V m ax _ o ffV m ax _ o n  
Figure 14: Operating principle of an overcharge protector. 
 
To protect the battery against excessive discharge, the load is disconnected 
when the terminal voltage falls below a certain threshold Vmin_off and when the 
current required by the load is bigger than the current delivered by the PV ar-
rays. The load is reconnected to the system when the terminal voltage is above a 
certain value Vmin_on, using a switch with a hysteresis cycle, as shown in Figure 
15. 
 
O n
O ff
V m in_off V m in_on [V ]
 
Figure 15: Operating principle of a discharge protector. 
 
The switches may either be electromechanical (relay, contactors, etc.) or solid 
state (bipolar transistors, MOSFET’s etc) – see (Lorenzo, 1994). 
 
The steps in the modelling of the controller process are summarised in Table 3. 
 
Table 3: Summary of the controller process. 
 Constraint Command 
(1) If V>Vmax_off  and Iload<Ipv Disconnect PV arrays from the 
system 
(2) If command (1) is done and 
V<Vmax_on 
Reconnect PV arrays to the sys-
tem 
(3) If V<Vmin_off  and Iload>Ipv Disconnect the load from the 
system 
(4) If command (3) is done and 
V>Vmin_on 
Reconnect the load to the system 
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4.4 Load 
The load existing in a PV stand-alone system can be of many types, both DC 
(television, lighting) and AC (electrical motors, heaters, etc.).  
 
The PV stand-alone system at Risø contains an AC load, which is an electrical 
heater. This heater is actually a simple resistance controlled by a thermostat. 
Thus, the load can be modelled as:  
 
h
ac
ac R
VI =  
 
where  Iac, Vac  are the AC-current and voltage of the load, respectively. Rh is the 
resistance of heater, which can be determined by the rated power Ph_nom and 
rated voltage Vh_nom  of the heater, as follows: 
 
( )
nomh
nomh
h P
V
R
_
2
_=  
4.5 Inverter 
As known, the PV arrays produce DC power and therefore when the stand-alone 
PV system contains an AC load, as it is the case for the system at Risø, a 
DC/AC conversion is required. This is thus the reason why this section briefly 
presents the inverter. 
 
An inverter is a converter where the power flow is from the DC to the AC side, 
namely having a DC voltage, as input, it produces a desired AC voltage, as out-
put – see Figure 16. 
=
~
D C A C
 
P o w e r
 
 
Figure 16: Connection of the inverter. 
 
The inverter is characterised by a power dependent efficiency η. The role of the 
inverter is to keep on the AC side the voltage constant at the rated voltage 230V 
and to convert the input power Pin into the output power Pout with the best pos-
sible efficiency. The efficiency of the inverter is thus modelled as: 
 
             
dc
acac
dc
dcdc
acac
in
out
V
IVI
IV
IV
P
P
η
ϕϕη coscos =⇒==  
 
where Idc is the current required by the inverter from the DC side (for example, 
from the controller) in order to be able to keep the rated voltage on the AC side 
(for example on the load). Vdc is the input voltage for the inverter delivered by 
the DC side, for example by the controller. 
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5 Implementation in Simulink 
This section presents how the mathematical models of the components of a 
stand-alone PV system, described in Section 4, are implemented in Mat-
lab/Simulink. 
 
Simulink is a simulation program, which provides a graphical interface for 
building models as blocks diagrams. It offers the advantage of building hierar-
chical models, namely to have the possibility to view the system at different 
levels. Simulink provides also the possibility to build modular models, which 
have the advantage that in this way the models can be easily connected together 
in order to simulate a certain system (stand-alone or not stand-alone). Such 
models also help system designers to optimise the size of the components of the 
stand-alone PV system. 
5.1 Models library 
For practical use, the Simulink model blocks for each component of the stand-
alone PV system can be gathered in a library. For example, the library can con-
tain model blocks for a PV module, a battery, a load, an inverter and a controller 
– see Figure 17. 
 
Load
DC/AC
Inverter
Battery  Voltage
Current  f rom PV
Current f rom Inv erter
Voltage to Inv erter
Voltage to PV
Current to battery
ControllerBattery
 
Figure 17: Simulink library for a PV stand-alone system. 
PV Module 
 
The advantages of such a library are: 
 
1) it gives a quick overview of which component models are available. 
2) it is easy to just pick-up the components from the library, build a certain 
stand-alone PV system and simulate it. 
 
An example of building a stand-alone PV system, by connecting directly the 
model blocks existing in the models library is illustrated in Figure 18. The total 
system has thus as inputs the irradiation and the ambient temperature. These are 
used in the PV module together with the voltage from the controller to generate 
the PV current. The controller achieves information from the battery, PV mod-
ule and inverter. Based on these inputs and on the control dispatch summarised 
in Table 3, the controller transmits control signals back to the inverter, PV-
module and battery.  The DC voltage from the controller is thus applied to the 
inverter together with the AC current, which is required by the load. In order to 
be able to keep the rated voltage on the AC side to V Vac 230= , the inverter 
requires further a specific value for DC current from the controller.  
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300
Temperature
[K]
Load
1000
Iradiation DC/AC
Inverter
Battery  Voltage
Current  f rom PV
Current f rom Inv erter
Voltage to Inv erter
Voltage to PV
Current to battery
Controller
Battery
 
Figure 18: Stand-alone PV system structure in Simulink. 
The basic blocks of the library can be used to built more specific structures, as 
for example an array structure, a battery bank structure. Figure 19 shows how 
the Solel PV array looks like. There are 3 three PV modules connected in paral-
lel.  
PV Module 
PV module2PV module1PV module
 
 
1 Array
Current
Sum
7
Temperature3 [C]
6
Temperature2 [C]
5
Temperature1 [C]
4 Voltage [V]
3
Irradiation3 [W/m2]
2
Irradiation2 [W/m2]
1
Irradiation1 [W/m2]
 
Figure 19 : Illustration of the Solel PV array structure. 
Another powerful feature of the Simulink, called masking, is that it can simplify 
the use of the model by replacing many dialog boxes in a subsystem with a sin-
gle dialog box. Instead of requiring the user of the model to open each block 
and enter parameter values, those parameter values can be entered on the mask 
dialog block and passed to the blocks in the masked subsystem. Figure 20, for 
example, illustrates how the mask dialog block for the PV module looks like. 
The user has just to change the values of the parameters for different types of 
PV modules, which eventually are used in the stand-alone PV system. 
 
 Figure 20: Mask parameters. 
 
Masking makes it also possible to create a specific block icon that depicts the 
block’s purpose – see Figure 17. Another advantage of masking is the preven-
tion of unintended modification of subsystems by hiding their contents behind a 
customised interface. 
5.2 Simulink model blocks 
As mentioned, Simulink offers the advantage of buildings hierarchical models, 
namely to have the possibility to view the system at different levels. Thus each 
block can contain other blocks, other levels. For example, the internal “hidden” 
structure of the block “PV Module” from Figure 17, is illustrated in Figure 21. 
It represents the ”detailed” Simulink implementation of the mathematical model 
of the PV module, describe in Section 4.1.2. 
 
Im
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Vtm
Isc_cell
Vm
Voc_cell
1
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current
f(u)
const1
f(u)
Vt
Sum
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Ns_M*u(1)
Ns*Vt
Ns_M*u(1)
Ns*Voc_cell
Np_M*u(1)
Np*Isc_cell
Mux
Mux2 Mux
Mux1
MATLAB
Function
Current 
Rs
Constant
C1*u(1)
C1*Ga
f (z)z
Solve
f(z) = 0
Algebraic Constraint
f(u)
 open circuit
 voltage
f(u)
 Tcell
3
Temperature 
ambiant [C]
2
Voltage [V]
1
Irradiation [W/m2]
Iscm
Vocm
Rs
RsmVt
 
Figure 21: PV module structure. 
 
The implicit function of the current I M, for the PV module, as it was described 
in Section 4.1.2, can be solved easily by the ”algebraic constraint” block, from 
Simulink (Version 5). 
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A brief overview of the internal structure of the others blocks of the Simulink 
library, presented in Figure 17, is provided in Figure 22, Figure 23, Figure 24, 
respectively. These figures contain the Simulink implementation of the mathe-
matical models described in Section 4. 
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Figure 22: Simulink KiBaM battery model. 
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Figure 23: Simulink load model. 
 
1
Current
(to controller)
lamb_inv efficiency
1
cosphi
MATLAB
Function
cinv2reg
Switch
u(1)/u(2) Pload
f(u)
Pac
Mux
Mux2
Mux Mux1
Mux
Mux
0
Constant1
2
Voltage
(from controller)
1
Current AC
(from load)
 
Figure 24: Simulink inverter model. 
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6 Measurement results and model 
validation 
A set of measurements acquired from the stand-alone PV system at Risø, in the 
period from April 6th 2000 to April 22nd 2000, is used to validate the modelling 
of each component in the stand-alone PV system, presented in Section 4. 
6.1 General on measurements 
To facilitate the handling of data, the series of the measurements are divided 
into 4 periods:  
 
•  (period from April 7dataset1 th 2000 to April 14th 2000) 
•  (period from April 14dataset2 th 2000 to April 15th 2000) 
•  (period from April 15dataset3 th 2000 to April 18th 2000) 
•  (period from  April 20dataset4 th 2000 to April 22nd 2000) 
 
The time series of the irradiation, PV current, load current, battery current and 
battery voltage for all these 4 periods are presented in Appendix A.  
 
Regarding the measurements, it is mentioned that: 
 
• Only Solel arrays are coupled to the system during measurements. The 
Kyocera arrays are in open circuit and therefore the whole PV current is 
generated by the Solel arrays – see Figure 2. 
• PV current is not measured. It is computed as batloadpv III −= , according 
to Kirchhoff’s current law, where  is the PV generator current,  is 
the battery current and  is the load current. Hence, the used convention 
is that the battery is seen as a generator, namely that in charging 
pvI batI
loadI
0<batI  
and in discharging . 0>batI
• In order to simplify the language, in the analysis of the measurements, the 
word ”battery” will be used instead of ”battery bank”. 
 
The quantities that are available in the measurements are presented in Table 4. 
In the analysis, both 1-minute average data and 1-second instantaneous time 
series data are available. 
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Table 4: Measured quantities. 
 
aG  Ambient irradiation [W/m
2] 
hG  Horizontal irradiation [W/m
2] 
ambT Ambient temperature [C] 
loadV DC voltage [V] 
5aV  Kyocera array’s voltage [V] 
batV Battery voltage [V] 
loadI DC current [A] 
batI Battery current   [A] 
acV  AC voltage  [V] 
acI  AC current [A] 
acP  AC power [W] 
batT Battery temperature [C] 
1aV  Solel array’s voltage [V] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The most relevant parts of the series with particular events, from each of the 
four mentioned periods set of data, are chosen and analysed for understanding 
and modelling of the stand-alone PV system.  
 
For example, in order to get a general idea about how the whole stand-alone PV 
system is working, such detailed sequence from  is picked-up and 
presented in Figure 25 and Figure 26. Focus is on April 15
dataset2
th  2000 from 10:00 to 
18:00. In Figure 25, it can be seen that around 12 o’clock all 4 PV arrays are 
active, due to an intensive irradiation, no load and a battery voltage less than the 
critical overcharging value. The number of active arrays is not measured di-
rectly. It is estimated based on module’s manufacturer data, on measured irra-
diation and measured PV current, as it is described in Section 6.2. The varia-
tions of PV current follow the variations of the irradiation.  
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Figure 25: Irradiation G , no. of active PV arrays, PV current on  a pvI
April 15th 2000. 
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Figure 26 shows that around 12 o’clock, the load is not connected and the whole 
PV current is directly used in the charging of the battery. In the moment when 
battery voltage reaches the limit of the charging voltage V Voff 27max_ = , the 
PV arrays are disconnected by the PV controller of the stand-alone PV system, 
in order to avoid overcharging. Thus PV current  becomes zero for a period, 
see Figure 25. As there it is no load connected, the jump of PV current to zero is 
directly reflected to the battery current and further to the battery voltage – see 
Figure 26. 
pvI
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Figure 26: Load current , battery current  and voltage V  on  loadI batI bat
April 15th 2000. 
 
The battery is in a retrieving process (”retrieving after charging”) when 
 and . It can be observed that the battery voltage is slowly 
decreasing. As it is illustrated in Section 6.3.3, in a retrieving process, the bat-
tery voltage follows almost an exponential function. In the moment when the 
battery voltage becomes 24.7V, one array is reconnected for a while. Shortly 
after, the load is connected, which causes all four PV arrays to be reconnected 
again. However, the PV current is not sufficient to supply the load and therefore 
current from battery is used. Thus, the battery is discharged as long as the load 
is connected. When the load is disconnected again, the battery voltage increases 
due to the surplus of PV current. It is observed that between 15:00 and 18:00, 
there are two other discharging periods, followed by retrieving periods (”retriev-
ing after discharging”). It looks like that, after the last discharge, the state of 
charge of the battery is less than that from the beginning of the afternoon. It 
seems that it is difficult for the battery in the retrieving process to come back to 
the same voltage level. 
AI PV 0= AIload 0=
 
In the following sections, an analysis of the measurements is performed and 
based on this, the models of each component of the stand-alone PV system, pre-
sented in Section 4, are validated. 
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6.2 PV model validation 
The goal of this section is to validate the PV-model, described in Section 4.1.2. 
It is first shown how the model simulates the influence of irradiation and of cell 
temperature on the PV module’s efficiency. Then, there is a comparison be-
tween measurements and simulations of the PV-model, simulations that are per-
formed with real data from measurements.  
 
The Simulink implementation of the PV module, illustrated in Figure 21, is used 
to perform a simulation of the PV module for different values of irradiation and 
cell temperature – see Figure 27. The first subplot in Figure 27 illustrates how 
the I-V curve of the PV module is affected by irradiation, when the cell tem-
perature is kept constant to T . The second subplot shows the influ-
ence of the cell temperature on I-V curve, when the irradiation is kept constant 
to G
Cc
o25=
a=1000 W/m2. 
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Figure 27: Influence of irradiation G  and of cell temperature T . a c
 
It is observed that the short circuit current of the PV module depends exclu-
sively and linearly on the irradiation ( asc GCI 1= ), while the open-circuit volt-
age VOC increases logarithmically with the irradiation. The dominant effect of 
the increased cell temperature is the decrease of open-circuit voltage VOC. 
 
In Figure 28, it is for example illustrated the period of time April 7th 2000 to 
April 14th 2000, where the ambient temperature fluctuates up to 15  and irra-
diation up to 1200 . As mentioned in Section 4.1.2, the cell temperature 
 can be approximated as T
Co
2W/m
cellT aambcell GT ⋅+= 03.0 . Thus, even for the gentle 
conditions existing in the mentioned period, the cell temperature can come up to 
. Co50
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Figure 28: Ambient temperature T , cell temperature T and irradiation 
 in case of . 
amb cell
aG dataset1
 
For the same period, it is interesting to look on the PV current, number of active 
arrays and battery voltage - see Figure 29. In this period, described by 
, the load is not connected – Appendix A. Therefore, the whole PV 
current is used to charge the battery. Thus, variations of the PV current are seen 
further as variations in the battery voltage.  
dataset1
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Figure 29: PV current , number of active PV arrays and battery voltage 
 in case of . 
pvI
batV dataset1
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The PV arrays are connected or disconnected by the PV controller, which uses 
information about battery voltage, PV current and load current – see Section 
4.3. In order to get an idea about the efficiency of the PV system, it is necessary 
to know at each moment how many PV arrays are connected to the system.  The 
information about the number of connected arrays can also be used in the simu-
lation of the system. The number of connected PV arrays can be estimated using 
the relation: 






⋅=
4/35
1000
a
pv
arrays G
I
roundN  
 
where function ” round ” rounds x to the nearest integer. This approximation 
is based on two assumptions: 1) PV current is proportional to the ambient irra-
diation 2) The manufacture’s data for Solel module attest that, in standard con-
ditions ( G  and T ), the short circuit current and the 
open-circuit voltage of the Solel module are: 
)(x
2/1000 mWa = Ccell
o25=
AIsc 31.3=  and V  
(see Appendix B). This means that for an operating point around V  
one module produces around 3A, while an array with 3 modules produces close 
to 9A  (
Voc 2.42=
Vbat 24=
).9)4/35( =round   
 
As illustrated in Figure 2, the PV system contains 4 Solel arrays. Therefore, the 
number of active arrays can vary between 0 and 4. The value  ”-1”, observed in 
Figure 29, is intentionally inserted in order to denote the situations with possible 
numerical problems in the estimation of Narrays. For example, during nights the 
irradiation is zero and this implies a division by zero in the computation of 
. arraysN
 
A comparison between the measurements and the simulations of the PV arrays 
is performed. Figure 30 shows the Simulink scheme for the four coupled in par-
allel Solel PV arrays – see Figure 2. Each Solel array has the structure presented 
in Figure 19. Inputs in the scheme are the measurements on irradiation, battery 
voltage and ambient temperature, from . In order to make the simula-
tion strategy as close as possible to the measurements, the previous computed 
number of connected arrays  is used as input to a virtual PV controller. 
This virtual controller is implemented to simulate the consecutive connection of 
each array (from array (1) to array (4)) or disconnection of each array (from ar-
ray (4) to array (1)). The intermediate information  is used in the virtual 
controller, due to the insufficient knowledge on the actual internal dispatch 
strategy of the analysed stand-alone PV system. The output of the scheme is the 
simulated current from four arrays. 
dataset1
arraysN
arraysN
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  (3)
[time voltage] Voltage [V] [time temp] Temperature [C]
Product4Product3
Product2Product1
[time Narrays] Narrays
em
[time  Ga]  Irradiation [W/m2]
 
Figure 30: Simulink model for four PV arrays and one PV controller. 
  
regPV
S-Function
Solel Array (4)Solel Array (2) Solel ArraySolel Array (1)
PV_current  4 arrays
  current
In Figure 31, the simulated and the measured current from the four PV arrays 
versus ambient irradiation are plotted. Each inclined ramp in the figure, both for 
measurements and for simulation, corresponds to a certain number of connected 
PV arrays. For example, the ramp with the lowest gradient, different from zero, 
is equivalent to the situation when only one array (the first) is connected. The 
ramp with twice the gradient of the first ramp corresponds to the situation with 
two PV arrays active, and so on.  
 
In the measurements, it is observed that there exist three dominant situations, 
namely 1) when only the first array is coupled, 2) when the first two arrays are 
connected and 3) when all four arrays are coupled to the system. The case with 
three connected arrays is switched quickly to the situation with four connected 
arrays. Notice that in the simulation there are four distinctive ramps. The reason 
for this is that, in the simulation it is used the estimated number of the con-
nected arrays Narrays, based on the efficiency of the PV system determined from 
manufacture’s data and not based on measurements.  
 
 
Figure 31: PV current  versus irradiation : measurements ( ) 
and simulation. 
pvI aG dataset1
It is noticed that the measured current is lower than the simulated current. It 
seems that the measured efficiency of the PV system is almost 15% less than the 
simulated efficiency. There are possible reasons for this:  
 
• Measurements are acquired in realistic weather conditions, i.e. with panels 
subjected to dust etc. 
• The simulation of the module is performed based on the rated data of the 
PV module, (supplied by the manufacture) and not on the specific measured 
data for the module.  
• PV model’s uncertainty. 
• Measurements’ uncertainty. 
• Ageing of the cells. 
• The cell temperature is approximated and not measured directly. 
 
Figure 31 also illustrates an interesting phenomenon, which appears in the 
measurements at low irradiation, namely a number of measurements forms a 
deviated track shape from the expected linear correlation. As this deviation ap-
pears when the irradiation level is low, it can be interpreted as being due to 
dewdrops on the panels early in the morning or due to shadows in the after-
noons.  
 
Another interesting phenomenon appears at high irradiation levels (over 1000 
W/m2). Here the simulated current exhibits a bending shape, which seems to 
become more spread towards the end. In order to understand this phenomenon 
related with the simulated current, a specific set of 6 cases are simulated for the 
PV module (see Figure 21): ambient temperature is kept consecutively constant 
to two values (  and 15 ), the voltage is kept consecutively constant to 
three values (21V, 24V and 27V), while the irradiation is varying linearly from 
0 W/m
Co0 Co
2 to 1500 W/m2. These values for voltage and ambient temperature in the 
simulation are chosen to include the whole range of measurements from 
. Figure 28 shows that the ambient temperature varies between  
and , while Figure 29 shows that the voltage varies between 24V and 
27V. Figure 32 contains the simulation results for these 6 cases. 
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Figure 32: Influence of cell's temperature and voltage on the PV current at 
high irradiation levels. 
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Again, it is observed that a bending shape in the linear curve appears at high 
irradiation levels, depending on how high both the ambient temperature and 
applied voltage are. It seems that, due to the empirical used relation 
, the simulated cell temperature increases rapidly at high 
irradiation levels and the ambient temperature becomes thus an important pa-
rameter. However, one should have in mind that the relation 
 is an approximation, and therefore it does not necessary 
reflect correctly the reality. Perhaps, the real cell temperature is not so high as it 
is simulated.  
aambcell GTT ⋅+= 03.0
aambcell GTT ⋅+= 03.0
 
In Figure 27, it was illustrated that an increased cell temperature makes the PV 
module less efficient. The I-V curve is moving to the left with a higher T  
(see Figure 27) and thus the PV module’s characteristic becomes poorer for the 
same high operating voltage. If, in these conditions, the operating voltage in-
creases, the performance of the PV modules decreases even more. Hence, the 
higher voltage applied to the PV array is, the bigger the influence of the ambient 
temperature is on the bending of the curve 
cell
)( apv GfuncI = . For example, in 
Figure 32, the band limited by the curves  and 
 is wider than the band limited by the curves 
 and . This is also reflected by 
the spreading of the bending towards high irradiation for the simulated current - 
see Figure 31. As this phenomenon does not appear in the measurements, fur-
ther investigation  of the PV model is needed for the operation conditions: high 
irradiation, high ambient temperature and high operating voltage. 
)27 VV =,0( CTa =
o
)24V=
)27,15( VVCTa ==
o
)24,0( VVCTa ==
o ,15( VCTa =
o
 
The following summarises a number of final observations: 
 
• The simulated efficiency of the PV module is higher than the measured effi-
ciency of the PV module. 
• The description of the cell temperature is probably not accurate. A meas-
urement of the cell temperature could improve the simulation of the PV 
module. 
• The model of PV module should be used cautiously in the case of high irra-
diation, high ambient temperature and high operating voltage. 
6.3 Battery model validation 
This section focuses on the analysis and understanding of the battery’s behav-
iour, and on comparison between the measurements and the simulation results 
of the KiBaM model – described in Section 4.2.2.  
6.3.1 General overview on the battery’s behaviour 
First, in order to illustrate how the PV system (with focus on the battery) works, 
the sequence of measurements performed on the afternoon of April 16th 2000 
(from ), is considered – see Figure 33 and Figure 34. It is observed 
that between 12 o’clock and 14:30 all four PV arrays are connected, due to an 
intensive irradiation and a non-too-high battery voltage. The battery is charged 
over two hours. Around 14:00, the load (electrical heater) is connected for a 
while by the thermostat, which makes the battery enter the discharging mode.  
When the load is disconnected, the battery is again in the charge regime. It 
seems that close to 14:30, the battery voltage reaches the charging limit of 27V, 
dataset3
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and therefore all four PV arrays are disconnected for a while by the PV control-
ler of the system. However, shortly after the first array is reconnected and later 
on the second one – see Figure 33. As irradiation at this moment is not high and 
still decreasing, the current produced by these two active arrays is limited. 
Therefore, around 17:00, when the load is connected by the thermostat - Figure 
33, the PV controller of the system activates all four PV arrays. 
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Figure 33: Irradiation Ga, number of active PV arrays, PV current Ipv  for 
April 16th 2000, from 12 o'clock to midnight. 
 
Since the irradiation level is close to zero late in the afternoon, each coupling of 
the load now implies a progressive discharging of the battery.  
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Figure 34: Load current , battery current  and voltage V  for April 
16
loadI batI bat
th 2000, from 12 o’clock to midnight. The numbers (1) to (4) in the battery 
voltage subplot, indicate sequences, which are further discussed in Figure 35. 
 
In Figure 34, the four consecutive discharge regimes after 15:00 are numbered 
from (1) to (4), in order to be presented in more details in Figure 35. 
 
20
21
22
23
24
25
V
ba
t [
V]
Step (1)
20
21
22
23
24
25
V
ba
t [
V]
Step (2)
20
21
22
23
24
25
V
ba
t [
V]
Step (3)
20
21
22
23
24
25
V
ba
t [
V]
Step (4)
 
Figure 35: Focus on the battery voltage performance for the four discharge 
regimes, numbered as (1), (2), (3), (4) in Figure 34. 
 
It is seen in Figure 35 that the voltage level in discharging continues to de-
crease, as the number of the discharge regimes is increased. The figure clearly 
displays the non-linear behaviour of the battery. The form of the discharging 
curve is changed, as the discharge regimes are progressed. The battery benefits 
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from the load being disconnected by the thermostat, after short periods. This 
gives the battery the possibility to go through a retrieving process, after each 
discharging. It is also observed that the voltage level after the retrieving process  
is lower (from ca. 24.5 V for step (1) to ca. 22.5 V at step (4)), this being a sign 
that the battery’s state of charge SOC is decreased. The term state of charge 
SOC gives an indication of the depth to which the battery is charged. It seems 
that during discharging number (3), the battery is very close to be fully dis-
charged, this being indicated by the deep and sharp voltage drop at the end of 
the discharge period. It is fortunate that at this moment the load is disconnected 
by the thermostat. However, the consistent discharging of the battery results in a 
deeper and quicker running down of the voltage – see discharging (4).  
 
Figure 34 illustrates that around midnight the battery voltage reaches the critical 
low value for the inverter V . At this value, the inverter control-
ler disconnects the load, due to the low value of the DC voltage. It is noticed 
that when the battery voltage comes up to V , the inverter con-
troller reconnects the load – see Section 6.5. Since the battery voltage is close to 
the critical discharge value, and thus the voltage on the DC side of the inverter 
is too low, the load is switched ”on” and ”off” by the inverter controller a num-
ber of times, until the thermostat disconnects the load due to a high room tem-
perature. This action is independent of the value of the battery voltage, deter-
mined by the ambient/room temperature and irradiation. As expected, the cou-
pling period of the load (electrical heater) is larger during the night – see Figure 
34. However, the coupling period is in average about 12-15 minutes. 
Vinv off 3.19min_ =
Vinv on 1.21min_ =
6.3.2 Estimation of the internal resistance of the battery 
Based on the measurements presented in Figure 33 and Figure 34, an estimation 
of the internal resistance R0 of the battery is performed. 
 
The assumption behind the estimation method of is that the state of charge 
SOC of the battery is the same just before and just after a step change in the 
battery current . Thus, it is assumed that the change in the terminal voltage 
V
0R
batI
bat is only caused by the change in the voltage drop over the internal resistance.  
As described in Section 4.2.2, the terminal voltage of the battery is given by:  
 
0RIEV batbat ⋅−=  
 
where:  E   = internal battery voltage, which varies with the state of charge SOC 
 Vbat = battery voltage (alias terminal voltage of the battery) 
          Ibat = battery current 
          R0 = battery internal resistance 
 
As the internal voltage E  is assumed to be a function only of the state of charge 
SOC, the instantaneous steps in current affects the terminal voltage V  
through the term 
bat
0RIbat ⋅ .  Thus, the internal resistance can be estimated by: 
 
bat
bat
I
VR
∆
∆
=0  
 
where  and batV∆ batI∆  are the steps in terminal voltage and battery current, 
respectively. For example, Figure 36 presents a zoom of a single step in current 
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and voltage (the first in the period from 18:00 to 21:00). The measurement 
points are indicated by the sign “x”. By computing batV∆  and batI∆  for all such 
similar steps in voltage and current, respectively, the variation in time of the 
internal resistance  can be determined. 0R
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Figure 36: Current and voltage steps adequate for computation of the internal 
resistance R0. 
 
Figure 37 illustrates the steps (positive and negative - marked by circles) in the 
battery current and voltage, which are used in the estimation of the internal re-
sistance . For each such step (before connection of the load and after discon-
nection of the load) the internal resistance is estimated. Between steps, the value 
of R
0R
0 is assumed to be constant to its last value. 
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Figure 37: Estimation of the internal resistance . 0R
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The third subplot of Figure 37 shows the estimated value of  over time. It 
looks like that, before 15:00, the battery is charged with a large current (around 
40A) and that the internal resistance is increased. However, this is not very reli-
able from a numerical point of view, due to the existing spikes in the current in 
this period. Further, it is observed that as long as the battery state of charge 
SOC is high, i.e. the battery voltage is high and almost constant, the internal 
resistance of the battery is constant during discharging (see behaviour between 
17:00 and 21:00). However, after several periods of discharging, the battery 
state of charge SOC is not so high anymore and therefore the battery voltage 
falls deeper and more quickly. It is observed that the internal resistance in-
creases during deep discharging (see behaviour between 21:00 and midnight).  
As it was described in the previous section, close to the midnight the load is 
switched ”on” and ”off” by the inverter controller, due to the low value of the 
DC voltage, this being also visualised in Figure 37. This period is again not reli-
able in the estimation of the internal resistance. 
0R
 
There is a general tendency for the estimated values of the internal resistance 
, to return to the same level of 0R Ω022.
0R
0 . This observation could be a reason 
to consider the internal resistance  constant in time i.e. equal to Ω022.0 .  
 
The idea of the following analysis is to see whether or not the instantaneous 
fluctuations in the terminal voltage V  also appear in the internal voltage E. bat
 In this investigation, a sequence from  with focus on April 15dataset2 th 2000, 
where only charging occurs, is considered. 
 
Figure 38 illustrates this charging sequence. The third subplot shows the re-
moved capacity over the charging regime, as being the integral of the bat-
tery current 
outq
∫= I dtq batout . As expected, during a continuous charging the re-
moved capacity is numerically increasing in absolute value. The negative sign is 
due to the used sign convention, namely 0<batI
set
 during charging. As the con-
sidered charging sequence is picked up from  just between two dis-
charging regimes, the removed capacity is set to zero at the beginning of charg-
ing. 
data2
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Figure 38: Charging sequence: battery current , terminal battery voltage 
 and removed capacity . 
batI
batV outq
 
 
Figure 39 illustrates both the terminal voltage V  and the internal voltage bat E  
versus removed capacity q , for the charging sequence of  pre-
sented in Figure 38. The internal voltage is computed with the relation 
, where the estimated internal resistance 
out dataset2
0RIVE batbat ⋅+= Ω= 022.00R  has 
been used. It is observed that, while the slow variation of the internal voltage E  
is similar to the slow variation of the terminal voltage V , the rapid fluctua-
tions in the terminal voltage V  are not anymore present in the internal voltage 
bat
bat
E .  As it was assumed in the estimation of the internal resistance , it seems 
that the difference term  is the cause of the rapid fluctuations (instanta-
neous variations) in the terminal voltage V. The slow variation existing in the 
internal voltage 
0R
0Rbat ⋅I
E  is an expression of its strong dependency on the state of 
charge SOC of the battery. It indicates that the dynamics of the battery are 
highly non-linear. 
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Figure 39: Battery voltage V  versus removed capacity . bat outq
 
Thus, it can be concluded that: 
 
• the simple model E=Vbat - Ibat R0 does not present a sufficient modelling of 
the internal voltage of the battery E .  
• the internal voltage of the battery E is strongly dependent on the dis-
charge/charge current and on the state of charge SOC of the battery.  
• the presented estimation method of R0 has some limits from a numerical 
point of view. However, it seems that the internal resistance has the ten-
dency to increase when the battery is strongly discharged. 
6.3.3 Estimation of parameters for the retrieving process 
The mode of operation where the battery current is zero, is called the retrieving 
process. It reflects the “idle” behaviour of the battery during a rest process, 
when the battery voltage gets back to a stationary state of equilibrium. Two 
types of retrieving are considered:  
 
1. “retrieving after charging” - when the voltage slowly decreases to a station-
ary state of equilibrium, after a charging process. 
2. “retrieving after discharging” - when the voltage slowly increases to a sta-
tionary state of equilibrium, after a discharging process.  
 
Figure 40 illustrates an example of “retrieving after charging”, in the sequence 
picked from  and presented in Figure 26. dataset2
 
When the battery current is zero, it is fair to assume E=Vbat. Furthermore, the 
response in the voltage after charging or discharging presents information on the 
internal dynamics of the battery. Hence, assuming this dynamic behaviour to be 
described as a first order system, the voltage response can be modelled by an 
exponential function in time domain: 
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)exp( tcbaV bat ⋅−⋅+=
∧
 
 
where , b and c  are the parameters which characterise the time response. For 
the case illustrated in Figure 38, the parameters have been estimated to 
,  and . The time constant is estimated to 
a
73.24=a 28=b .1 0056.0=c
1791=
c
τ = seconds. The estimated voltage is also shown in Figure 40, i.e. the 
simulated response using the estimated parameters. It is seen that the exponen-
tial function fits the measurements well.  
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Figure 40: Example of “retrieving after charging”. 
 
Similar estimations are also performed for other similar retrieving periods. Es-
timation results for these are presented in Table 5. 
 
 
Table 5: Estimated voltage model’s parameters in retrieving mode. 
a  b c τ [s]  Date Type of retrieving  
24.73  1.28 0.0056 179 15.04.2000 Retrieving  after charging 
24.05 -0.30 0.0093 108 16.04.2000 Retrieving  after discharging 
23.86 -0.35 0.0078 128 16.04.2000 Retrieving  after discharging 
22.48 -0.78 0.0037 270 16.04.2000 Retrieving  after discharging 
24.73  1.07 0.0015 667 22.04.2000 Retrieving  after charging 
Parameter  indicates the final voltage level in the retrieving process,  re-
flects an amplification (amplitude) of the exponential function, while  is a 
measure of the time constant 
a b
c
τ of the assumed first order behaviour.  
 
It is noticed that the time constant τ in retrieving process after charge is not 
equal to the time constant τ in retrieving after discharge. It seems that, the time 
constant τ in retrieving is strongly dependent on the battery state of charge 
SOC. This fact is clearly visualised especially by the estimation of the parame-
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ters in all three retrieving after discharging (2), (3) and (4), existing on April 
16th 2000 – see Figure 34. It is observed that the time constant τ  in retrieving 
increases after the battery is consistently discharged. The battery state of charge 
SOC becomes lower and it takes more time for the battery to reach a stationary 
state of equilibrium. 
6.3.4 Illustration of the highly non-linear dynamic of the battery 
The purpose of this section is to illustrate by measurements the highly non-
linear behaviour of the battery.  
 
A detailed sequence, which illustrates the dynamics of the battery, is presented 
in Figure 41 and Figure 42.  Focus is on April 17th 2000 between 6:00 and 
18:00.   
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Figure 41: Irradiation G , number of active PV arrays, PV current  on 
April 17
a pvI
th 2000. 
 
It can be observed that all night long until 10 o’clock in the morning (see Ap-
pendix A) the load is switched “on” and “off” by the inverter controller, since 
the battery is completely empty after the progressive discharging. The battery 
voltage falls down to 17 , a value which is much lower than the low voltage 
value of the inverter V . The irradiation level starts to increase 
early in the morning and all PV arrays are connected. However, the PV current 
 continues to be smaller than the load current  and thus the battery con-
tinues to be discharged. The battery state of charge SOC persists to be very low. 
Finally, around 10:30 in the morning, the irradiation is strong, the load is dis-
connected and the battery is charged. 
V
inv
offmin_ V3.19=
pvI loadI
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Figure 42: Load current , battery current  and voltage V  on 
April 17
loadI batI bat
th 2000. The numbers (1) to (4) in the battery voltage subplot indi-
cate sequences, which are further discussed in Figure 43.  
 
An indication of the highly non-linear dynamics of the battery is the discharging 
behaviour between 14:00 and 18:00. In Figure 42 the four consecutive discharge 
regimes after 14:00 are numbered from (1) to (4), in order to be presented in 
more details in Figure 43.  
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Figure 43: Focus on the voltage for  four discharge regimes, numbered as (1), 
(2), (3), (4). 
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It seems that after a whole night with switching “on” and “off”, the state of 
charge SOC of the battery is very low. The battery voltage falls deeper during 
the persistent discharge regimes. The voltage is again close to collapse, however 
this time following a more complex curve. On the way down, it seems that the 
battery voltage reaches a “corner” level (see discharge (2) to (4)), where the 
deep falling of the voltage is retarded for a while. 
6.3.5 KiBaM battery model – simulations 
The goal of this section is to analyse by simulations some aspects related with 
the KiBaM battery model, which was described in Section 4.2.2. These aspects 
are analysed having in mind the phenomena concerning battery behaviour, 
which have been observed in the measurements. It should be underlined that, for 
simplicity, the simulations here are done only on one single battery and not on 
an entire battery bank. 
 
As no data are available for the installed battery, the 115Ah Dryfit A500 battery 
made by Sonnenschien was chosen for modelling and illustration purpose. For 
this battery, the data supplied by the manufacture are sufficiently comprehen-
sive and can be directly used in the estimation of the parameters of the KiBaM 
model. 
 
In Section 4.2.2, it was mentioned that the battery voltage is given by: 
 
0RIEV batbat −=  
 
where:  E   = internal battery voltage (open circuit voltage) 
 Vbat = battery voltage (alias terminal voltage of the battery) 
          Ibat = battery current 
             R0 = battery internal resistance 
 
KiBaM model contains two major parts (see Section 4.2.2): 1) capacity model 
2) voltage model. The capacity model is characterised by three constants k, c, 
qmax. These parameters are estimated using the non-linear least square curve fit-
ting method, based on test data from the manufacture. No other detailed tests on 
the battery are necessary.  However, these manufactures’ tests provide data over 
a wide range for the discharging currents, namely from a very little current of 
5A to a very high current of 805A. Therefore, in order to make the estimation to 
be better conditioned (see Section 4.2.2), it is convenient to use the following 
normalised capacity: 
 
2
1
2
1
21
2
1
,
tT
tT
tT
tT
tt It
It
q
q
F
=
=
=
= ==  
 
where  represents the normalised capacity to that capacity which corre-
sponds to the slowest discharge rate ( smallest discharge current, biggest 
discharge time).  denotes the discharge capacity at discharge time T
21 ,tt
F
2tT
I = 2t
tTq = t=  
and discharge current . t  corresponds to the actual discharge time, while 
 corresponds to the biggest discharge time.  denotes the discharge current 
to empty the battery in time t: 
tTI = 1
2t tTI =
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The estimated parameters for the capacity model are: 
 
[ ]
[ ]Ahq
c
hk
34.119
3683.0
/12717.2
max =
=
=
 
 
As it was mentioned, the value c reflects the fraction of the total charge in the 
battery that is readily available, while k indicates the rate at which the chemi-
cally bound charge becomes available. It is interesting to see that for a full new 
battery, only 36  of the total charge represents the available charge. The 
predicted value  states the largest absolute value of the battery capacity at 
the limit of no discharge current. The 115Ah nominal capacity, which is indi-
cated in the manufacture’s data for the A500 battery, is the capacity correspond-
ing to a 20h discharge current (5.75 A).  
%83.
maxq
 
Figure 44 illustrates both the fitting of the current function to the Dryfit A500 
battery data and the maximum permissible discharge current for the battery to 
prevent damage. It looks like that the fitting is quite good for currents under 
120A. This fact fits in with the current range for a stand-alone PV system. 
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Figure 44: Discharge current as function of the discharge time. 
 
As it was presented in Section 4.2.2, the KiBaM voltage model describes the 
voltage source E  as function of the state of charge SOC and current: 
 
)(/0 XDXCXAEE −++=  
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The terminal voltage E is function of the normalised capacity removed from the 
battery at a given discharge current. The normalised capacity X and the state of 
charge SOC are expressed by: 
 
maxmax
max
max
max
1
)(
q
q
q
qqSOC
Iq
qqX
outout
out
−=
−
=
⋅=
 
 
where  is maximum possible capacity at maxq 0=I  and q  is the maxi-
mum capacity at the present discharge current. The removed capacity is: 
)(max I
 
21
max
qqq
qqdtIq batout
+=
−== ∫  
 
where  and  denote the available and bounded capacity, respectively – see 
Figure 13. It is seen that the normalised capacity 
1q 2q
X is function of the removed 
capacity , and thus function of the total capacity q of the battery.  outq
 
Non-linear least square curve fitting is again used to find the voltage parameters 
: DCAE ,,,0
 
Ah1550.134
V3190.0
V/Ah0066.0
V5504.120
=
−=
−=
=
D
C
A
E
 
 
The voltage model also assumes that the internal resistance of the battery is 
constant. It is estimated to 
0R
Ω= 0026.00R . 
 
The open-circuit fully charged battery voltage  indicates the maximum limit-
ing voltage during discharge and the minimum limiting voltage during charge. 
Parameter  signifies the linear variation of the internal battery voltage E with 
the state of charge SOC, and as expected, it has a negative value in discharging. 
Parameter  indicates the decrease/increase of the battery voltage when the 
battery is progressively discharged/charged, and as expected it is negative in 
discharging. Parameter  reflects the sharp decrease in terminal voltage as the 
battery approaches the discharge limit. D is positive and approximately close to 
the maximum capacity .  
0E
A
C
D
maxq
 
Figure 45 shows the fitting of the terminal voltage E  to the manufactures data. 
The fitting error appears insignificant in the co-linear range of the discharging 
curve. However, at the capacity limit Ah.119max 34=q  the error in the curve 
fit becomes more apparent. As the function 
XD
XCX
−
⋅
+AE ⋅= E +0  is injec-
tive, for  only one value is estimated for the terminal voltage maxqX = E . It is 
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seen in Figure 45 that this value corresponds to the average of the data points 
located at . maxqX =
0 20
8
9
10
11
12
13
14
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Figure 45: Battery voltage versus normalised capacity removed from the 
battery. 
 
Once the KiBaM parameters (  for capacity model,  for 
voltage model and R
max,, qck DCAE ,,,0
0) are thus estimated, the Simulink KiBaM battery model 
shown in Figure 22 can be applied. 
 
First, a simple simulation of the KiBaM model is performed, in order to iden-
tify/illustrate the contribution of each component in the voltage model. For do-
ing this, it is considered the case when the battery is discharged with constant 
current, i.e. Ibat=30 A. Figure 46 shows the influence on the battery voltage of 
each term in the expression for the battery voltage: E0, A X and C X / (D-X). As 
it was mentioned in Section 4.2.2, KiBaM battery model is able to predict the 
slowly decreasing of the battery voltage at the beginning of the discharge and 
the rapid falling of the battery voltage at the end of the discharge.  
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Figure 46: Contribution of the each component in the voltage model. 
 
E0 indicates the open-circuit fully charged voltage of the battery, while the term 
A X reflects the linear variation of the internal battery voltage. It is seen that, 
when the discharge persists and thus when the normalised capacity removed 
from the battery increases close to , the term C X / (D-X) generates the 
rapid drop in the internal battery voltage. The terminal voltage V
DX →
bat follows the 
variation of the internal voltage E, with the difference given by the constant 
term Ibat R0. 
 
The next step in the analysis is to illustrate, comparatively with the measure-
ments, how the KiBaM model predicts the behaviour of the battery. A discharge 
strategy is thus simulated, under the following conditions: 
 
• the battery is assumed to be full at the beginning of the discharging 
(SOC=1). 
• the discharging alternates only with retrieving  (i.e. no charging).  
• the discharge current sequence is similar to that accounted in the measure-
ments, namely it is constant at 0A during 1.5 hours retrieving and constant 
at 30A during 15 minutes discharging. 
 
Note that the simulation data corresponds to that of a single battery and not to 
the entire battery bank.  
 
Figure 47 illustrates the simulated discharging current and the corresponding 
battery voltage, while Figure 48 presents the state of charge SOC, the removed 
capacity  and the normalised capacity ∫= dtIq batout )(max
max
Iq
qqX out ⋅= . 
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Figure 47: Battery current and simulated battery voltage using the KiBaM 
model. 
 
The following summarises a number of observations on the KiBaM model: 
 
1) First, it is noticed that the KiBaM model does not reflect the retrieving proc-
ess, existing in the battery voltage, when the current becomes zeros after a dis-
charge – see Figure 47. After discharging, the step in current to zero results in a 
step in the battery voltage and not to a slow increasing - as it was seen, for ex-
ample, in Figure 34.  
 
2) It is observed that the model does not reflect the internal dynamic behaviour 
of the battery, during a progressive discharging. In Section 6.3.4, it was illus-
trated by measurements that the battery has a non-linear dynamic behaviour, 
visible especially during progressive discharging. This behaviour is not ob-
served likewise in the KiBaM simulation.  
 
3) It can be seen that the KiBaM model predicts the ”voltage level stairs” corre-
sponding to different retrieving levels. This is a sign that the state of charge 
SOC becomes lower with each discharging. Figure 48 illustrates how the state 
of charge SOC is decreasing during discharge, and it is remaining constant dur-
ing retrieving. 
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Figure 48: Simulated state of charge SOC, removed capacity q  and 
normalised capacity 
out
X . 
 
It is also seen that during discharge, the removed capacity  is increasing, as 
being an integration of the discharging current . As expected, the nor-
malised capacity 
outq
0>batI
)(max
max
Iq
qqX out ⋅=  “follows” the removed capacity : outq
• during retrieving 0=batI , then  maxmax )( qIq =  and thus   outqX =
(during retrieving X and qout have the same level in Figure 48). 
• during discharge , then 0>batI maxmax )( qIq <  and thus maxqXqout << . 
During discharge, the normalised capacity X takes the form of a ”shark fin” 
– see Figure 48.  
 
4) It is observed that even though the value of the simulated discharge current 
is the same over the whole discharging sequence, the ”shark fin” becomes 
bigger and bigger, as the number of the discharge regimes is increased –see 
Figure 48. This aspect is illustrated in the battery voltage by the deeper and 
deeper ”upside down shark fin” – see Figure 47.  This phenomena, seen both in 
KiBaM simulations and in measurements – see Figure 34, underlines that the 
deeper instantaneous jumps in the battery voltage V
batI
0RIE batbat ⋅−=  due to the 
steps in the battery current, are not the result of a variable internal resistance 
, as it was assumed in Section 6.3.2, but more likely of the normalised ca-
pacity X of the battery.   
0R
 
5) The state of charge SOC is reflected by the step level in the battery voltage, 
while the normalised capacity X is related with the step response, due to the 
term qmax(I). 
 
6) In KiBaM model, only the external dynamic behaviour of the battery is visi-
ble. The internal dynamic behaviour of the battery, reflected for example in the 
available q1 or the bounded capacity q2, is hidden. The reason for this is that the 
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internal voltage E is function of the normalised capacity X, and thus function of 
the total capacity q of the battery, and not function of q1 or q2. 
  
Figure 49 illustrates the variation of the available q1, bounded q2 and total ca-
pacity q, used in KiBaM model. It is observed that while both q  and  has a 
dynamic behaviour, the total capacity (sum of the available and bounded ca-
pacities) does not contain any dynamics at all. It is seen how the available ca-
pacity  decreases during discharging and slowly increases when retrieving. 
This dynamic behaviour of q
1 2q
q
1q
1 is similar to the behaviour of the battery voltage 
in the measurements, being not present in the simulated battery voltage – see 
Figure 47. It is also seen that the bounded capacity  behaves as an integrator 
state without any information control from outside.  
2q
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Figure 49: Available , bounded and total capacity 1q 2q 21 qqq += of the 
battery – simulation. 
 
It seems that q1 and q2 supplement each other, as their sum  does not contain 
any internal dynamic.  
q
 
Thus, the internal dynamic of the battery is hidden and only the external dy-
namic of the battery is visible in KiBaM model. The voltage of the battery 
should not be described only based on the current flow through the battery, but 
also by the internal dynamic/structure. The present model formulation of the 
KiBaM model is only adequate for long term simulations. For short-term simu-
lations where the dynamic behaviour of the battery voltage is of higher impor-
tance, it can be concluded that the KiBaM model is not good enough. 
 
It is thus expected that the battery model can be improved by describing the in-
ternal voltage E  as function of the internal dynamic. This means that it should 
be expressed as function of the bounded capacity  or of the available capacity 
, and not as function of the total capacity , as it is done in KiBaM model. 
2q
1q q
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6.4 Controller model validation 
It should be mentioned that, before the acquirement of the measurement data on 
the stand-alone PV system at Risø, there was no prior available knowledge 
about the dispatch strategy of the controller in the whole PV system. Thus, in-
formation about the controller system has been achieved based only on the 
analysis of the measurements. It is concluded that there are indirectly two inde-
pendent controllers: 
 
• PV controller 
• Inverter controller  
 
It seems that, in the PV system at Risø, there does not exist a load controller 
(discharge controller) to protect the battery against excessive discharge. 
 
The PV controller acts only on PV arrays, connecting or disconnecting them 
gradually –see scheme in Appendix C. A disconnection of the PV arrays, due to 
the high irradiation and to the overcharged battery, was illustrated for example 
in Figure 25. A zoom on this disconnection is done and presented in Figure 50. 
It is seen that, in order to avoid overcharging, the PV controller disconnects the 
PV arrays, when the battery voltage reaches the limit of the charging voltage 
Vmax_off = 27V. The PV controller reconnects the first array later, when the bat-
tery voltage decreases toVmax_on = 24.7V.  
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Figure 50: Focus on the voltage limits of the PV controller in connection/ 
disconnection of the PV arrays. 
 
These values Vmax_off  and Vmax_on are used in the Simulink implementation of 
the dispatch for the overcharge protector, which is based on a hysteresis, as pre-
sented in Figure 14. Based only on the measurements, it is difficult to determine 
the moments when the other three PV arrays are connected/disconnected gradu-
ally to/from the system. 
 
It is also found out that the inverter in the stand-alone PV system at Risø is su-
pervised by its own controller, which connects/disconnects the load, when the 
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voltage on the DC-side of the inverter is above or below a critical value. Figure 
51 illustrates a zoom on the load connection/disconnection done by the inverter 
controller. 
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Figure 51: Focus on the voltage limits of the inverter controller in con-
nection/disconnection of the load. 
 
There are indicated the critical values when the inverter controller discon-
nects/connects the load to the stand-alone system. Thus, the load is discon-
nected when the DC voltage reaches the critical low value V V. 
This estimated value V  is in concordance with the value of 19V, pre-
sented in the manufacture data sheets, available on the inverter. The load is re-
connected by the inverter controller when the DC voltage comes up to 
V. The implementation of the inverter controller is based on a 
hysteresis, similar to that presented in Figure 18. 
3.19min_ =
inv
off
inv
offmin_
1.21min_ =
inv
onV
6.5 Inverter model validation 
In Section 4.5, the efficiency of the inverter is defined as: 
 
dcdc
ac
dc
ac
in
out
IV
P
P
P
P
P
⋅
===η  
 
where  is the measured power on the AC-side of the inverter, while  is 
the power on the DC-side of the inverter. The DC-voltage is V
acP dcP
dc = Vbat , while 
the DC-current is Idc = Iload  (see Table 4). 
 
The inverter has only two operating modes (load or not), which can be switched 
by an ”on-off” button. In order to estimate the efficiency of the inverter, it is 
necessary to expose the system to different loads and therefore to perform the 
measurements on the inverter using a variable load. It should be mentioned that 
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in the determination of the inverter efficiency, the constant load (the electrical 
heater) is completely disconnected. Instead, the variable load consisting of 
seven identical bulbs of 60W is applied by gradually increasing the number of 
bulbs. In each step , V  and  are measured. acP bat loadI
 
A linear regression is performed on the measured signals, using the expression: 
 
βα +⋅= dcac PP  
 
where α  accounts for the load dependent losses and β  indicates the no-load 
losses. These parameters have been estimated to 905.0=α  and 33.2−=β W. 
As dcP/βαη +=  and dcP<<β , it can be approximated that the rated effi-
ciency is 91.0=≅ αη . Figure 52 illustrates both the measurements and the 
estimated linear regression.  
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Figure 52: Measurements and the estimated efficiency of the inverter. 
 
It is noticed that the measurements, presented in Figure 52, are gathered in 
seven groups of 4-5 measurements per group. This corresponds to the gradually 
increasing number of connected bulbs, having 4-5 samples connected bulb per 
group. The estimated efficiency 91.0=η  is in agreement with the value of the 
efficiency indicated in the manufacture data sheets, namely of 92%. 
 
Once the efficiency η  is estimated, it can be used directly in the model of the 
inverter, presented in Section 4.5. Thus, knowing the current  and the volt-
age V  on the AC-side of the inverter, the voltage on DC-side V  and the ef-
ficiency 
acI
ac bat
η , the current  can be simulated with the Simulink model – see 
Section 5.2. 
loadI
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7 Dynamic modelling of the battery 
In Section 4.2, an approach of modelling the battery was described. The applied 
model was derived from an equivalent water storage system with two compart-
ments. This model was found to have an insufficient modelling of the faster dy-
namics, Section 6.3. In this section, the modelling will be based on Black box 
models, i.e. linear time discrete linear models – although the battery behaviour 
is quite non-linear. This modelling approach is used to analyse measurement 
data from the battery in order to achieve a better understanding of the battery 
dynamics. 
7.1 Black box approach 
Modelling of dynamic systems is also referred to as System Identification. The 
Black box modelling approach is a well-established technique in modelling dy-
namic systems. Quite a number of books have been written on this subject, e.g. 
(Box & Jenkins, 1976), (Soderstrom & Stoica, 1989), (Ljung.L, 1999), 
(Madsen, 1995). Therefore, only a short introduction to this time discrete ap-
proach is presented below, where essential keywords are introduced. 
 
A first step in the modelling of a dynamic system is to select a proper model 
description for the system to be modelled. Different model structures exist with 
respect to parametric, spectral and correlation model descriptions. Next step is 
to select an appropriate estimation method – depending on the selected model 
type – and to estimate the parameters. Finally, the model performance must be 
validated in order to decide whether the model can model the system. 
 
In this modelling approach a linear state space structure (parametric model) is 
applied for the following reasons:  
 
1) it is assumed that given knowledge on the present state of the battery at time 
t0 is available. This knowledge combined with knowledge on future input 
signals and disturbances will unambiguous determine the state of the battery 
at t≥t0. This property is related to a Markov process property, which justifies 
the use of a state space structure. Moreover, the state space structure will 
reveal knowledge about the underlying dynamics, if the states can be inter-
preted. 
2) the model structure is assumed to be linear – despite the facts reported in 
Section 6.3 – as it makes the estimation method less complex compared to 
non-linear estimation methods. 
3) the description is chosen parametric as it makes comparisons to the KiBaM 
model more feasible, see Section 4.2 and Section 6.3. 
 
An advantage of using a Black box modelling approach compared to e.g. a Grey 
box modelling approach is that no prior system knowledge is necessary. How-
ever, it is usually difficult to interpret the estimated parameters (at model orders 
higher than 3) by equivalent physical parameters. On the other hand, if the sys-
tem is fairly well known, it would be more advantageous to apply a Grey box 
modelling approach, see e.g. (Hansen, 1997), where estimation of continuous 
time parameters in non-linear models is performed. 
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7.1.1 Parametric models using linear state space structures 
The Identification Toolbox in Matlab offers a handful of model structures for 
parameter estimation, e.g. ARX models, ARMAX models, FIR models, Box-
Jenkins models (which all are output-error models) and state space models (pre-
diction error model), refer to (Ljung, 2000). The state space structure is selected 
due to the related estimation method, i.e. the prediction error method. The pre-
diction property imposes quite high demands to the model and to its perform-
ance – compared to an output-error model. If the modelling succeeds, the result-
ing model supports physical understanding of the dynamics of the modelled sys-
tem. Furthermore, in some cases it is even possible to find physical interpreta-
tion of the time discrete parameters. 
 
The basic state space model in innovations form – implemented in Matlab – can 
be written as: 
 
kkkk
kkk1k
euDxCy
eKuBxAx
++=
++=+  
 
where xk denotes a vector with the states of the system, uk is a vector of system 
inputs, yk is a vector of the measured system outputs and ek denotes a noise 
source – all at time k. The order of the system is equivalent to the number of 
state, i.e. the length of xk. The matrices A, B, C, D and K contain all the pa-
rameters of the system. E.g. element ai,j of matrix A is a parameter, which de-
fines the relation between state xi at time k and state xj at time k+1. Matrix K 
determines the disturbance properties of the system. If K is zero, the noise 
source e only effects the output y. Thus the model is reduced to an output error 
model. 
 
In this context, uk is a scalar, which represents the battery current. yk is also a 
scalar, which represents the battery voltage. The state vector xk contains internal 
battery states. At model order 2, this model is almost similar to the KiBaM 
model. 
7.1.2 Estimation method 
A standard prediction error/maximum likelihood method, based on iterative 
minimisation of a criterion is used, (Ljung.L, 1999). The iterations are started 
from parameter values that are computed from N4SID, (Ljung, 2000). The 
parameterisation of the matrices A, B, C, D, and K is free and adjusted to be 
numerically well conditioned. 
7.1.3 Validation methods 
Model validation is an import part of the modelling process. The purpose of the 
validation is to assess: 1) the performance of a suggested model and 2) the pa-
rameter estimates, i.e. whether or not an estimated model satisfies a number of 
posed criteria. 
 
The model performance will in this context be validated by two methods:  
1) residual analysis. 
2) cross validation. 
refer to (Madsen, 1995) or (Hansen, 1997) for further information.  
 
Residual analysis is in this context a visual inspection of the residuals – looking 
for zero mean and constant variance (Holst et al., 1992) – and verification of the 
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autocorrelation and crosscorrelation functions. The cross validation procedure is 
a method to investigate/test the generalisation properties of a parameter estimate 
given a model structure. The method is based on two data sets – one is used for 
estimation of the parameters while the other is used in a simulation applying the 
estimated parameters. Next step is to compare the variance of the prediction 
errors. If these variances are of equal size, the estimated parameters are pre-
sumably equal to the optimal parameters. If not equal, the parameters are either 
related to a local optimum or the model is not adequate. 
7.1.4 Estimation results and validation 
Sequences of the two data sets, set2data and set3data, presented in Section 6.3 
are used below. The applied sequences are the data, which were presented in 
Figure 34 and Figure 42, respectively. From these two figures it can be ob-
served that the voltage variation in set3data, see Figure 42, covers a bigger 
range than that of set2data, see Figure 34. Thus, the selected sequence of 
set3data contains more information on the non-linear behaviour of the battery. 
Therefore, the selected sequence of set3data is used for estimation, while the 
selected sequence of set2data is applied for the cross validation. It should be 
noticed that since the applied model structures are linear, the mean value of the 
input (the battery current) and the output (the battery voltage) 
 
The Identification Toolbox operates with an internal measure, which is the per-
centage of the output variations that is reproduced by the model. It is calculated 
as: 
 
100
|yy|
|yˆy|1Pss ⋅





−
−
−=  
 
where y is the measured output, y is the simulated/predicted model output and $
y is the mean value of y. If y and y are approximately similar the norm |x| will 
be small. Thus, a higher number of Pss indicates a better model. 
$
 
In order to be able to evaluate the influence of the sample frequency, a number 
of estimations have be performed at different sample frequencies, i.e. the origi-
nal measurement data (at one second) have been sub-sampled by a factor as 
shown in Table 6. 
 
Table 6. Model performances from estimation with the selected sequence of set3data 
using the Pss-measure. The number in brackets is used to rank the estimated models. 
Pss Sub-sampling factor 
order None 10 30 60 90 120 
1 30.4829  (5) 38.1448  (5) 38.1069  (6) 37.9853  (6) 37.8821  (6) -138.2626  (5) 
2 41.1844  (3) 62.0720  (1) 62.3255  (2) 60.7612  (4) 59.0776  (5)   -39.7911  (4) 
3 61.2897  (2) 58.8990  (3) 62.7137  (1) 59.4817  (5) 61.3560  (2)     47.9617  (1) 
4 61.7136  (1) 58.1895  (4) 58.5020  (4) 60.9407  (3) 61.1219  (3)   -24.9995  (3) 
5 30.4829  (4) 61.7923  (2) 60.6934  (5) 64.5526  (2) 67.3602  (1)   -12.6795  (2) 
6 – – 61.9282  (2) 66.9837  (1) 59.0819  (4) – 
 
In optimisation, there is always a risk of entering in a local optimum. Hence, 
interpretation on the numbers in Table 6 must be made with caution, as the es-
timation results are the outcome of optimisations. Expectation is that a higher 
model order will perform a better fit due to the higher degree of freedom. On 
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the other hand, the number of parameters to be estimated increases with model 
order. Thus, the risk of hitting a local optimum is increased.  
 
In Table 7, a crosschecking of performance using the Pss-measure is shown – 
again performed at different sample frequencies. 
 
Table 7. Cross-checking model performances from simulation with the selected 
sequence of set2data using the Pss-measure. The number in brackets is used to rank the 
estimated models. 
Pss Sub-sampling factor 
order None 10 30 60 90 120 
1 28.1019  (5) 10.6050  (5) 10.2910  (6)   9.8404  (6)   9.4259  (6) -102.9425  (5) 
2 51.1702  (4) 57.3782  (3) 56.6424  (3) 54.3497  (3) 52.6170  (4)   -22.3827  (4) 
3 58.5201  (1) 67.6326  (1) 53.9621  (4) 55.8485  (2) 49.2055  (5)     37.3132  (1) 
4 58.0958  (2) 65.9301  (2) 53.9511  (5) 58.9433  (1) 53.5026  (2)       4.0957  (2) 
5 54.7453  (3) 57.3782  (4) 60.4204  (1) 46.5667  (5) 53.2768  (3)      -6.7570  (3) 
6 – – 56.9485  (2) 50.1825  (4) 57.3413  (1) – 
 
From Table 6 it can be observed that sub-sampling the data with a factor 120 – 
i.e. from 1 second to 2 minutes – significantly reduce model performance. The 
same conclusion goes for Table 7. Moreover, a significant improvement in 
model performance is achieved by increasing the model order from one to two. 
A visual inspection of the numbers in Table 6 and Table 7 combined with com-
parison of the two sets of numbers leads to the conclusion that a sub-sampling 
factor of 10, 30 or 60 – alias sampling times of 10 seconds, half a minute or one 
minute – is a fair choice. 
 
The best simulation performance with the selected sequence of set2data hap-
pens to be the model at a sub-sampling factor of 10 (i.e. 10 seconds sampling 
time) of order 3, see Table 7. Therefore, this model has been chosen for further 
analysis with respect to the methods presented in Section 7.1.3. The estimated 
parameters of the 3rd order linear model are as follows: 
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00826.0
05103.0
01584.0
00111.0
62148.002764.000373.0
44.085304.001879.0
02873.001477.00.99756
1
 
 
with x0=[0.00018428, 0.062485, 0.043433]T. It is noted that the D matrix is to 
zero. The eigenvalues of the matrix A (alias the poles of the equivalent transfer 
function) are: 0.9995, 0.8594 and -0.6298.  
 
The model performance with the selected sequence of set3data at a sub-
sampling factor of 10 is shown in Figure 53. The black line is the measurement 
of the battery voltage, while the coloured lines illustrate model output at differ-
ent model orders. A visual inspection reveals that a significant improvement in 
model performance is achieved by increasing the model order from one to two. 
It can be observed in the last half of the figure that the lower and lower battery 
voltage implies a bigger and bigger deviation between measurements and all 
model outputs. This implies that the dynamics of the battery is more non-linear 
at the low battery voltages. 
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Figure 53. Model performances with the selected sequence of set3data at a sub-
sampling factor of 10. Best fits: model of order 2. 
 
The residuals (difference between measurement and model) of order 3 is plotted 
in Figure 54. If the model was capable of modelling the measurement, the re-
siduals would have zero mean, constant variance (i.e. be white noise) and be 
uncorrelated. This is not the case. The remark on Figure 53 with respect to the 
non-linear behaviour becomes even more evident in Figure 54. 
 
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x 104
-3
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Time
Measured minus simulated model output
 
 
Figure 54. Residuals of model order 3 at a sub-sampling factor of 10. 
 
As stated above the residuals are not white noise. If the model performance had 
been much better, it could have been difficult to see whether or not the nature of 
the residual was white noise. In this case, an inspection of the autocorrelation of 
the residuals and the crosscorrelation between the input (the battery current) and 
the residuals could be used to analyse the actual situation. The autocorrelation 
and the crosscorrelation related to Figure 54 are shown in Figure 55. The red 
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dashed lines indicate the 99% confidence intervals. The autocorrelation and the 
crosscorrelation may not cross these lines. If the do the residuals are not white 
noise. The crosscorrelation indicates that the input part of the model can be im-
proved. 
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Figure 55. Auto- and crosscorrelation functions with respect to the prediction 
error with respect to Figure 54. 
 
The eigenvalues of matrix A in the state space structure can of course be calcu-
lated based on the estimated parameters. This idea is the essential contents of 
Figure 56, where the location of the zeros and poles of a transfer function de-
scription equivalent to state space description are plotted. In this particular case, 
one pole is placed in z≈1, which is equivalent to an integration. Inspection of all 
the estimated models have shown that they all have this property. This is actu-
ally similar to the KiBaM model, which also contains an integration. 
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Figure 56. Location of poles and zeros. 
As described in Section 7.1.3, the model performance can also be validated by a 
cross validation. The results are presented in Table 8. It can be observed that no 
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set of variances is of equal size – which without too much surprise indicates that 
the models are inadequate. As seen before a significant improvement is 
achieved going from model order 1 to order 2. It should be noticed that no sig-
nificant improvements are achieved going from model order 2 to order 3, etc. 
 
Table 8. Cross validation performances using the variances of the prediction errors 
from estimation with the selected sequence of set3data and simulation with the se-
lected sequence of set2data. 
sub-sampling factor: 10 sub-sampling factor: 30 sub-sampling factor: 60 order estimation simulation Estimation Simulation estimation simulation 
1 0.5906 0.3631 0.5905 0.3651 0.5895 0.3669 
2 0.1975 0.0880 0.2082 0.1034 0.2270 0.1156 
3 0.2596 0.0516 0.2266 0.1027 0.2682 0.1134 
4 0.2936 0.0591 0.2838 0.1044 0.2753 0.0993 
5 0.2525 0.1016 0.2512 0.0791 0.2112 0.1435 
6 – – 0.2373 0.0903 0.2257 0.1440 
 
Finally, the model performance from simulations with the selected sequence of 
set2data is plotted in Figure 57. Again, the black line is the measurement of the 
battery voltage, while the coloured lines illustrate model output at different 
model orders. The remarks made on Figure 53 can also be made on Figure 57. 
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Figure 57. Model performance from simulations with the selected sequence of 
set2data. Best fit: model of order 3. 
7.2 Modelling results 
The modelling approach based on linear state space structures did not result in a 
sufficient modelling of the battery – i.e. the dynamic relation between battery 
current and battery voltage – the battery dynamic is simply too non-linear. Nev-
ertheless, the performed modelling has added/confirmed a number of valuable 
informations on the battery dynamic: 
Risø-R-1219(EN)/SEC-R-12 65 
• A proper sample time approximately is in the range of 10 to 60 seconds. 
• At least a second order model should be applied. 
• The model should contain one integrating state. 
• The non-linear behaviour seems to be stronger at lower battery voltages 
compared to higher battery voltages. 
 
The KiBaM model covers more or less these properties. It is a second order 
model with one integrating state. It has a non-linear description of the internal 
battery voltage with the most non-linear parts at very high and very low volt-
ages. 
 
In Section 6.3 the KiBaM model was tested by a simple discharge pattern. The 
estimated linear state space model using the selected sequence of set3data of 
model order 3 and 10 as sub-sampling factor has been exposed to the same cur-
rent signal. The resulting simulation is shown in Figure 58 together with the 
simulation of the KiBaM model. As it can be observed in the figure, the voltage 
discharge depth is much bigger in case of the linear model. Moreover, the linear 
model has a dynamic response during zero current − a property, which is not 
reflected by the KiBaM model. Thus, the model description of KiBaM model 
should be slightly modified as mentioned in Section 6.3. 
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Figure 58. Comparison between simulation performance of the KiBaM model 
and the linear 3rd order state space model estimated at a sub-sampling factor of 
10. 
 
In future experiments it could be of interest also to measure the battery tempera-
ture in order to learn more about the dynamics. 
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8 Results and conclusion 
The aim of this report was to provide insight into the modelling and simulation 
of a stand-alone PV system. A library of modular mathematical models was de-
veloped for each individual element of a stand-alone PV system, namely solar 
cells, battery, controller, inverter and load. Such a collection of simulation mod-
els (created in Simulink – Version 5) is a suitable tool for a further development 
and investigation of the dynamic behaviour of the PV system.  
 
The validation of these mathematical models was performed through the com-
parison between the simulation results and the measurements, acquired from the 
stand-alone PV system at Risø. The validation of each individual component 
model has concluded the following remarks: 
 
• PV module model: It reflects properly the influence of the irradiation and of 
the cell temperature on the I-V characteristic of the PV module. For the par-
ticular simulation, based on the rated data of the PV module, (supplied by 
the manufacture) and not on the specific measured data for the module, it 
was observed that the simulated efficiency was higher than the measured ef-
ficiency with almost 15%. The most likely explanation is that the efficiency 
of the panels is actually less than the rated values, e.g. measurements are 
acquired in realistic weather conditions, i.e. with panels subjected to dust 
etc. It seems that the model should be cautiously used for the case of ex-
tremely high irradiation (above 1000 W/m2), high ambient temperature and 
high operating voltage. The simulation of the PV model could be perhaps 
also improved by using a direct measurement of the cell temperature and 
not an approximated value of it. 
• Battery KiBaM model: It is adequate for long term simulations, but not for 
short-term simulations, where focus is on the dynamic behaviour of the bat-
tery voltage. The model is able to predict both the “voltage level stairs”, 
corresponding to different state of charges SOC, and the sharp drop in volt-
age when the battery is nearly empty. However, it does not provide a suffi-
cient description of the fast non-linear dynamic behaviour, observed in the 
measurements. Results from the Black box modelling indicate a model or-
der of 2 and one integrating state. These features are present in the KiBaM 
model. However, contrary to the Black box model, the KiBaM model does 
not reflect the retrieving process. This indicates that, the KiBaM model 
could be improved by using in the voltage equation another variable than 
the total capacity. This new variable should reflect the internal dynamic be-
haviour of the battery. 
• Controller model: No prior available knowledge about the dispatch strategy 
of the controller for the whole PV system, at Risø, was available. However, 
it was found out that there is no a protection of the battery against excessive 
discharge. The PV system has two controllers, one acting on the PV arrays 
to avoid the overcharging of the battery, and one acting on the inverter 
when the voltage on the DC side of the inverter becomes too low. The criti-
cal voltage values for the implementation of the controller dispatch have 
been identified based on measurements. 
• Inverter model: The efficiency of the inverter, estimated based on the meas-
urements, was in agreement with the value of the efficiency indicated in the 
manufacture data sheets. 
 
Concerning the future work in the field of stand-alone system, this study re-
vealed that there is a need for:  
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1. a better understanding and modelling of the highly non-linear dynamics of 
the battery. Systematic battery tests are necessary to get more information 
on how to improve the model of the state of charge SOC and of the dy-
namic in the battery voltage. The influence of the temperature on the bat-
tery is also an interesting issue to be studied. 
2. a further analysis of the PV model concerning the simulated efficiency of 
the modules, the approximated cell temperature and the sensitivity of the 
PV modules performances as e.g. real life conditions and ageing of the 
cells.   
3. over/under  charging/discharging strategy protection in the control system. 
4. tests for complete PV system viewed as a whole and not as individuals 
components. 
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Appendix A: Measurements 
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Figure 59: Set1data 
 
Risø-R-1219(EN)/SEC-R-12 69 
15-Apr-2000 16-Apr-2000
0
500
1000
Irr
ad
ia
tio
n 
[W
/m
2 ]
Time series - set2data
15-Apr-2000 16-Apr-2000
-2
0
2
4
N
r. 
of
 a
rra
ys
15-Apr-2000 16-Apr-2000
0
10
20
30
Days
PV
 c
ur
re
nt
 [A
]
 
15-Apr-2000 16-Apr-2000
10
20
30
40
Lo
ad
 c
ur
re
nt
 [A
]
Time series - set2data
15-Apr-2000 16-Apr-2000
-20
0
20
40
Ba
tte
ry
 c
ur
re
nt
 [A
]
15-Apr-2000 16-Apr-2000
18
20
22
24
26
Days
Ba
tte
ry
 v
ol
ta
ge
 [V
]
 
Figure 60: Set2data 
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Figure 61: Set3data 
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Figure 62: Set4data. 
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Appendix B: PV module data 
 
Figure 63: Basic data for Solel modules (data sheet as source). 
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Figure 64: I-V characteristic of the Solel cell (data sheet as source). 
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Appendix C: PV controller scheme 
 
Figure 65: PV controller scheme (data sheet as source). 
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