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Abstract  
We describe a framework for defining the space of organization designs for computational agents, use our frame- 
work for analyzing the expected performance of a class of organizations, and describe how our analyses can be 
applied to predict performance for a distributed information gathering task. Our analysis specifically addresses the 
impact of the span of control (branching factor) in tree-structured hierarchical organizations on the response time 
of such organizations. We show quantitatively how the overall task size and granularity influence the design of the 
span of control for the organization, and that within the class of organizations considered the appropriate span of 
control is confined to a relatively narrow range. The performance predicted by our overall model correlates with 
the actual performance of a distributed organization for computer network monitoring. Consequently, we argue 
that our framework can support aspects of organizational self-design for computational agents, and might supply 
insights into the design of human organizations as well. 
Introduction 
A human or computer agent acting in a world populated by other agents should typically 
coordinate its actions with the actions of others, and this often requires models of what the 
other agents have done, are doing, and/or will do. In many cases, these models are mutu- 
ally held. In fact, in multiagent systems that act in environments that reward cooperation, 
the agents might actively seek to establish a shared set of models. A shared organization 
structure, for example, provides agents with descriptions about their roles and responsibili- 
ties in the multiagent context, and thus represents guidelines for intelligent cooperation and 
communication among the agents. 
An organization is thought of as a long-term commitment made by the agents to a particu- 
lar way of jointly handling the cooperative tasks. In the situation for which the organization 
was devised, the agents should cooperate effectively and reliably. However, many interest- 
ing real-world organizations are situated in complex, often uncertain, and changing worlds. 
If the collection of agents is to be effective in such circumstances, it must adapt to such 
changes in at least one of a number of ways. One way is for the agents to actively change 
their environment such that it once again matches their organizational structure. A second 
way is for the agents to adopt, at the outset, an organizational structure that provides suf- 
ficient flexibility to the agents such that they can dynamically adapt to new circumstances 
within the same organizational structure. Finally, a third way is for the agents to reorga- 
nize themselves into an organizational structure that they have designed specifically for the 
expected situation. 
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Clearly, any system of agents that will survive for an extended time should be capable of 
adapting in all of these ways. It should be able to perform task-environment (re)design in 
cases when no organizational structure could possibly succeed or where the advantages of 
the current organization can continue to be realized. The task could be simplified, for exam- 
ple by relaxing some goals. Or the agents could maintain their environment in some way; 
a fascinating example is the process of sociogenesis, whereby individuals in a population 
differentiate to form an emergent organized colony with its own internal environment which 
buffers the individual members from changes in the outside world (Novak, 1982). However, 
organizations can be even more robust if the differentiated individuals have retained some 
degree of flexibility, such that they can adapt as a whole to changing circumstances while 
still remaining within the same organizational framework. In such organizations, individual 
sophistication becomes a more prized asset, since individuals must be able to undertake, 
within organizational guidelines, different tasks or roles as circumstances change, such as 
an underling taking on the duties of a missing manager. Pushed to the extreme, of course, 
even large degrees of latitude might not salvage an obsolete organizational structure, and 
the agents within it must be capable of more full-scale organizational self-design. 
This paper is thus about organizations of communicating, autonomous, computational 
agents: how the organizations should be designed, and ultimately how agents can, among 
themselves, design organizations in order to jointly perform a set of tasks in an efficient, 
flexible, and reliable manner. While issues of task-environment (re)design are important, 
in this paper we concentrate on the other two approaches to using organizations to provide 
agents with models of others. Specifically, we present an analytical method, with empiri- 
cal validation, about how to predict the impact that alternatives in the span-of-control (the 
branchiness of an organizational tree) will have on the speed of organizational problem 
solving. We begin in Section 1 with a framework for describing the organizational design 
problem, and explore some initial strategies for forming organizational designs depending 
on possible performance measures, task-environment parameters, and agent capabilities. 
In Section 2, we focus on a specific part of this framework to analyze the effects of dif- 
ferent spans-of-control in tree-strnctured organizations. To validate our analysis, we map 
our model to a running application in Section 3, and confirm that our model's predictions 
correlate with experimental data. Next, we then briefly touch on techniques for making or- 
ganizations more robust, including how agents could use the analytical techniques we have 
outlined to evaluate new candidate organizational designs as they engage in organizational 
self-design (Section 4). Finally, we summarize our results and outline future research di- 
rections in Section 5. 
1. Models of Organizations 
1.1 Organization-Theoretic Perspective 
Human organizations are the subject of study for organization theory, and many models of 
various types of organizations have been generated (Scott, 1992). The variety of emphases 
within organization theory attests to the complexity of the phenomena in human organiza- 
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tions. Since the subject of study is about human organizations, various human factors and 
relations are a primary concern for organization theory. However, we agree with other re- 
searchers within both computer science and organization theory that many concepts and 
ideas can be shared between the two disciplines to better understand human organizations 
and to design more efficient and flexible distributed systems (Carley and Prietula, 1994; 
Cohen, 1986; Fox, 1981; Malone, 1987). 
Of the various models of organizations in organization theory, we find two models par- 
ticularly relevant and useful to our research on organizational self-design. The first is con- 
tingency theory. Lawrence and Lorsch (1967), who coined the label contingency theory, 
stressed the importance of organization-environment match in determining organizational 
performance. 
The main theses of contingency theory are as follows (Scott, 1992): 
1. There is no one best way to organize. There are no general principles applicable to orga- 
nizations in all times and places. 
2. Any way of organizing is not equally effective. Organizational structure is not irrelevant 
to organizational performance. 
3. The best way to organize depends on the nature of the environment to which the organiza- 
tion relates. Organization design decisions depend--are contingent--on environmental 
conditions. 
We are indebted to contingency theory in developing our model of organizational 
performance where we classify the various factors that affect the performance of the 
organization into two broad classes: task-environmental factors and organizational 
factors. 
The second school of thought in organization theory relevant to our research is the socio- 
technical systems perspective (Trist, 1981). Influenced by human relations research, it 
proposed that the distinguishing feature of organizations is that they are both social and 
technical systems, and insisted that the two systems follow different "laws" and their 
relationship represents a "coupling of dissimilars" (Emery, 1959). Also, they proposed 
designing systems that emphasized discretionary behavior, internalized regulations, and 
work-group autonomy rather than top-down, manager controlled, technical bureaucracies 
(Scott, 1992). 
Our model of intelligent cooperation via organizational self-design has a very similar 
spirit with the socio-technical systems approach since both are interested in endowing the 
agents themselves (whether human or machine) with the capability to determine the way 
they could work together more effectively in various task environments, and to under- 
stand exactly under which task environments organizations consisting of members with 
such capabilities are "good". Also, since our research stems from the distributed artificial 
intelligence perspective, we are aware of the many rich theories of machine intelligence 
(e.g. learning, reasoning, planning) which are quite different from the theories of compu- 
tation and communication in distributed systems. So, in a sense, we are also attempting 
a "coupling of dissimilars" by investigating ways to design more intelligent distributed 
systems. 
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1.2 Distributed Artificial Intelligence Perspective 
As the availability of  processing systems, and specifically networked processing systems, 
increased, it became clear that there was power to harness in distributed computing systems 
if only the various systems could be coordinated to work together. Naturally, notions of or- 
ganizing the systems came to the fore. Initially, the ideas were simply to decompose large 
tasks into component pieces that could be carried out in parallel, with little or no interaction 
among them. More tightly-coupled systems were also considered, with the idea that the in- 
teractions between the systems could be programmed much like the instructions within the 
individual systems. These approaches, along with others, have powered distributed com- 
puting into increasingly significant applications. 
However, another feature of the intuitive notion of an organization, as understood (and 
populated) by people, was not well captured in these approaches. Human organizations are 
populated with amazingly versatile and sophisticated agents, at least compared to the com- 
puter programs that (still) generally populate distributed computer systems. Organizations, 
in human terms, do not dictate action at the "instruction" level, by and large; rather, they 
define roles and responsibilities for organizational participants, who are then expected to 
elaborate those into action depending on the current task and environmental demands. 
This alternative perspective was introduced to computational systems within the field of 
distributed artificial intelligence, which has typically considered distributed systems where 
each individual in such systems possesses, in some degree, what might be labeled as intel- 
ligence.1 With such capabilities, the individual agents in an organization have the capacity 
to make reasonable local decisions about what they should do given what they know about 
their tasks and the environment, as well as what they know about what others are likely 
to be doing. It is precisely this last bit of knowledge--about  what others are likely to be 
doing--that  is available thanks to knowing the organizational structure. That is, if a partic- 
ipant knows the roles and responsibilities of others, it can make more informed decisions 
about what to do locally and how to interact with them. Of course, this in turn means that 
the agents should abide by their designated roles, so each agent must be able to focus its 
local decisions toward fulfilling its responsibilities. 
Corkill and Lesser (1983; Corkill, 1982), for example, developed computational repre- 
sentations for organizations in terms of interest areas for agents. An agent's interest areas 
would indicate what kinds of data-processing tasks it was willing and able to tackle, and 
to what degree. Faced with a variety of possible actions to take, therefore, an agent would 
be influenced (to a degree that could be modified by an experimenter) by how well those 
actions fit within its most preferred areas of interest. Moreover, because each agent knew 
the interest areas of the others, each could identify processing tasks, or information, that 
would be potentially of interest to them, focusing communication among them to eventu- 
ally converge to a state where all the most important tasks were accomplished in a coherent, 
distributed manner. 
~Practically speaking, this means that the programs running on the different computing processes capture, to some 
extent, the state-of-the-art techniques available within Artificial Intelligence. 
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Of course, the careful design of the interest areas was of primary importance to the suc- 
cess of this approach. Interest areas that were too narrow could mean that processing tasks 
became unevenly distributed among the agents, leading to longer delays until overall task 
completion. Moreover, if a subset of the agents failed to participate (they crashed or the net- 
work that connected them failed), then some tasks would be left unaccomplished and the 
overall task would fail to be completed. On the other hand, if interest areas were broadly 
defined so as to increase reliability and the chances that every agent would have something 
useful to do, then the situation could quickly deteriorate such that agents were duplicating 
effort and working at cross purposes. In addition, by making every agent more of a "gen- 
eralist," communication among agents would explode because everyone would potentially 
be interested in everything! 
In the work of Corkill and Lesser, and in subsequent work (Durfee, Lesser, and Corkill, 
1987), a variety of organizational structures were experimented with and evaluated. Tech- 
niques were developed whereby agents working within some general organizational struc- 
ture could also communicate about their more immediate plans, so as to avoid redundant 
activity and improve differentiation of effort. Performance of these systems was evaluated 
not only in terms of how quickly the organized agents would complete the overall task, but 
also in terms of the utilization of the agents, the overhead of communication and coordina- 
tion among the agents, the tolerance of the organization to faulty communication channels, 
and the reliability of the organization to agent failures. 
Qualitatively, the conclusions from all of this work closely resembled many of the theses 
of contingency theory, specifically, that different organizations are more or less effective 
under different task and environmental conditions. While the agreement with contingency 
theory is heartening, it is disappointing that the computational realization of organizations 
provides only domain-specific quantitative prescriptions about organizations to adopt under 
various conditions. Among the reasons for this difficulty is that the studies were embedded 
in complex task-environments, with agents whose abilities and behaviors were difficult to 
clearly characterize, and with performance measures that were not clearly articulated. 
1.3 Our Model 
We adopt the main assumptions of contingency theory in our model, but go further in the di- 
rection of making the concept of "best match" between organization and environment more 
precise. At the same time, we avoid tackling too many features of organizations, tasks, en- 
vironments, and performance measures at once, in an effort to characterize the space of 
effective organizations within well-defined bounds. In our model, the organizational per- 
formance is jointly determined by the features of the organization and the features of the 
task environment. That is, we pursue a closed-form formula for each of the performance 
metrics for the organization. The formula, however, need not be expressible in algebraic 
form. It can be any algorithm that can compute the values of performance metric given the 
organizational and task-environmental factors as input. 
Our model of organization design (OD) is directly related to our model of organization 
and the relevant ontologies surrounding it. In order to design an organization, we must first 
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Figure 1. 
know what is to be designed, that is, know what are the components and features of the 
organization we can select and combine. These we call organizational factors. Secondly, 
we need to know what is a good design or a bad design, that is, we need some criteria for 
evaluation. These we call the performance metrics. Thirdly, we need to know how an orga- 
nization works in order to link the structure of elements and their features to the evaluation 
criteria. This we call the organ&ational performance model If  we see an organization as 
a closed system, these three things may suffice. However, many interesting organizations 
are open systems (Katz and Kahn, 1966), and interact with non-organizational external el- 
ements and processes. These we call task-environmental factors. Moreover, in many cases, 
these task-environmental factors affect the performance of the organization. Thus we re- 
quire the knowledge of  task-environmental factors in addition to the organizational factors 
for organization design. Figure 1 is a diagram showing our model of organizational perfor- 
mance. The arrows indicate the dependency relationships. 
The organizational and task-environmental factors define an organizational design space 
(ODS). A designed organization is a point in ODS. The performance measure is a function 
over ODS onto the performance metric space. Then, we can define the OD process as a 
search through ODS for an organization with acceptable performance. In other words, our 
design process model for OD is a generate-and-test or search process model, typically seek- 
ing a satisficing (rather than optimal) solution. We note that our model requires the designer 
to have predictive knowledge concerning exactly how the various factors determine the per- 
formance of the organization. This knowledge is then embodied in the performance eval- 
uation function to be used in the design process. This allows automation of computational 
organization design. 
In the following sections, we elaborate on the components of our model. It consists of 
three components: the organization model, the task-environment model, and the perfor- 
mance model. In its general form, it is still informal and verbal at this stage of research, 
and thus not amenable to precise computational implementations. However, for specific 
cases, as we show later in this paper, it can be realized computationally. Our goal is to 
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formalize our model more generally so that we can embody it as organizational knowledge 
into autonomous agents capable of intelligent cooperation, enabling them to use it in the 
process of organizational self-design (OSD). 
1.3.1 Organization Model We initially focus our attention on work organizations, that is, 
organizations that are designed for some definite work to be done. In particular, we mainly 
deal with computational organizations where the type of work done by the organization is 
the computation (or execution) of a complex function which is functionally decomposable 
into subfunctions, and the elements of the organization are agents capable of decomposing 
and distributing a set of tasks, transferring and routing the (sub)tasks and (sub)results, and 
capable of executing a set of primitive functions. 
We think that the model of organization is tightly related to the model of the task the 
organization is used for. More concretely, we think that a specification of a work organization 
should at least include the following elements: 
1. The set of tasks and subtasks to be done. 
2. The set of agents participating in the organization. 
3. An assignment of the tasks and subtasks to the participating agents. 
4. A work flow structure which dictates how the tasks and subtasks are to be distributed 
among agents and how the results and partial results are to be synthesized. 
5. Optionally, a set of resources aside from the agents and a set of constraints on the usage 
of those resources may apply to agents. 
1.3.2 Task Environment Model By a task environment, we mean task and environmental 
characteristics that affect the performance of the organization. For example, type, size, rate 
of change, and structure of the task and the world are common important characteristics 
affecting the performance of many organizations. 
In our research, we seek to be able to come up with a more comprehensive model of tasks 
and environments so that we can explicitly represent and reason about different kinds of 
task characteristics, and also incorporate task and environmental uncertainties, complexi- 
ties, and dynamics into the task environment model. We believe that many terms such as 
task complexity, task dynamics, task uncertainty, environmental complexity, environmental 
uncertainty, and environmental dynamics must be precisely defined. 
1.3.3 Performance Model The following are potential performance measures. 
1. Response Time is the total time taken to accomplish a task. It is also called the turnaround 
time. 
2. Throughput  is the number of tasks accomplished per unit time. Without a definition of 
a unit task this measure is ill-defined. 
3. System Utilization is the fraction of the total system capacity being used at any given 
time. For a given resource, it is the fraction of time the resource is busy. 
4. Communication Cost is the cost of transmitting a number of bits across the channel. 
If time is used as the cost, it may include the connection time plus the time to transmit 
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a number of  messages across the channel. Alternatively, the number of bits or message 
packets transmitted across the communication channel may be used as a measure for 
communication cost. 
5. Reliability refers to the probability that the system or a component under consideration 
does not experience any failures in a given time interval. It is typically used to describe 
systems that cannot be repaired (as in space-based computers), or where the operation of  
the system is so critical that no downtime for repair can be tolerated. When a system is 
composed of multiple subsystems and/or components, the reliability of each component 
can be used to evaluate the reliability of the total system. By using redundant components, 
the system reliability can be improved. 2 
6. Availability refers to the probability that the system is operational according to its speci- 
fication at a given point in time. Availability can be used as some measure of "goodness" 
for those systems that can be repaired and which can be out of service for short periods 
of time during repair. 
7. Solution Quality refers to some objective measure of the quality of task results defined 
for the particular task domain. 
2. Analyses of Alternative Tree Organizations 
As we have mentioned previously, an impediment in studying computational organizations 
has been that the study of these organizations often involves making sense of a multiplic- 
ity of task-environment factors, of organizational parameters, and of performance metrics. 
Using our model of the organizational design space, we have been studying organizations 
by restricting these various features of task-environments, organizations, and performance 
models, and then incrementally extending our investigations. 
For example, our initial studies (So and Durfee, 1993; 1994) considered a simple com- 
putational task-environment (which is exemplified by a distributed addition task) charac- 
terized by its size and by its granularity, defined as the ratio between unit task execution 
time and the unit message transmission time. The organizations are tree-structured, and 
comprised of homogeneous agents that simply perform their tasks. The performance is mea- 
sured in terms of the response time of the organizations to accomplish their tasks. Our initial 
studies focused on how different tree organizations (branching factors and number of levels) 
performed on different task-environments (sizes and granularities). 
We denote the problem size of the task by N. We assume that each agent or node is 
capable of performing any of the tasks, and each task requires ~" time units. For example, 
in the addition task, loading a number in an accumulator requires ~" time units, as does 
adding a number to the accumulated total, so adding N numbers takes N r  time units. For 
simplicity, we assume that any message to be sent can fit into a packet of fixed size, and 
that the communication delay between any two agents takes constant 6 time units. Thus, 
the task granularity is y = "c/6. 
2The concept of reliability for distributed systems, however, is a little tricky since they may involve redundant 
components for improving reliability, and therefore failure of some part of the overall system may degrade the 
performance of the system along other dimensions (e.g. response time) rather than making the entire system fail. 
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Figure 2. Examples of tree organizations. 
We can begin with two extreme examples of tree-structured organizations: l-level binary 
tree and the one-level k-ary tree. The height of a rooted tree is the length of the longest path 
from the root to a leaf node. The level or depth of a node, in a rooted tree, is the length of the 
unique path from the root to that node. The degree (arity, branching factor) of a node is the 
number of "children" nodes incident to it. Thus by a l-level binary tree, we mean a binary 
tree of height l, and by a one-level k-ary tree we mean a tree of height one with the degree 
of the root equal to k. With a task size N of 8, and assuming the number of tasks assigned 
to each leaf node, m, is 2, we get the tree organizations in Figure 2. 
Note that in the above, and in general, we adopt mathematical terminology to describe 
these organizations. The organizational literature has corresponding terminology as well, 
some of which we alluded to in the introduction to this paper. Specifically, the organization- 
theoretic notion of "span of control," indicating the number of individuals a manager is 
responsible for supervising, is equivalent to the "degree" or "branching factor" of nodes 
in the tree organization. A one-level k-ary tree is sometimes referred to as a "team" in 
the organizational literature, while a multilevel tree with smaller arity is referred to as a 
hierarchy. While we in general use the mathematical terms, the correspondence between the 
mathematical and organizational concepts should be kept in mind. Indeed, a central topic 
of this paper is in designing organizations in terms of selecting an appropriate branching 
factor, which is equivalent to choosing an appropriate span of control. 
Unless otherwise noted, in this paper we assume that the performance measure T of a 
given organization for a given task is the time taken to complete the task, which is a function 
of the size of the overall task N, the branching factor k, the task granularity T, the unit task 
execution time z, and the number of unit tasks assigned to each leaf m. Note, moreover, that 
from these parameters we can derive other useful parameters, such as unit message delay 
N 6 ( =  r/T) and number of levels l ( =  log k m)" We assume that the overall task initiates 
at the root of the tree, and is progressively decomposed and subtasks are distributed as one 
works down the tree. The results of subtasks must similarly be synthesized together working 
back up the tree. For simplicity, we also assume that the overall problem is of a size that 
can be neatly decomposed; for binary trees, N = 2 t+l, while for one-level trees, N = 2k. 
We now make these notions more precise: 
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Definition 2.1 A complete k-ary tree is a tree in which every internal node has degree k 
where an internal node is a non-leaf  node. 
Definition 2.2 A balanced complete k-ary tree is a tree in which all internal nodes at the 
same level have degree k. 
Definition 2.3 A general balanced complete tree is a tree in which all nodes at the same 
level have the same degree. 
Note that in a general balanced complete tree, the degree of internal nodes for different 
levels may differ. I f  we call a tree rooted on one of the nodes at level l a level-I subtree, 
we can see that for each level l in a general balanced complete tree, all level-I subtrees are 
of the same structure. The following lemma, which allows us to compute the performance 
(response time) of a general balanced complete tree organization for an overall task, allows 
us to derive performance equations for the two special kinds of general balanced complete 
tree organizations that are of interest to us. 
L e m m a  2.1 Let Dt denote the time taken f o r  a level-l subtree o f  a general balanced 
complete tree to complete its task. Let  the degree o f  the root o f  that tree be k. Then, f o r  
l>--0, 
I f 8  <-- ~" then Dt = Dt+l + 28 + kz (see (a) below). 
I f 8  > • then Dl = Dl+l + (k + 1)8 + ~- (see (b) below). 
Proof  Let A~+ 1 denote the ith subtree of level l + 1. Since the level-I subtree has degree 
of k, there will be k subtrees on leve l - ( /+  1), i.e., from A~+ l to Atk+l. Denote the subtask 
completion time of AI+ 1 by T,, assuming that the time at which the level-I node assigns its 
first subtask to the first subtree is 0. Note that T~ = 6 + Dt+~ since it takes 8 to assign the 
task to A~+ 1 , and it takes Dt+l for A~+ l to complete the assigned task. 
Then, since subtasks are assigned sequentially, with each task assignment time 8, and 
since each subtask takes the same amount of time, Ti+l = Ti + 8 for 1 --< i --< k - 1. 
Figure 3 shows a timing diagram where each 8 after Ti represents the time taken for 
sending the result of A~+ l to the node in level 1, and each 7 represents one unit task (addition) 
operation at a level l node after receiving result from AI+ 1. 
If  we define ~k as the time at which the level l node receives the result of Atk+l and 
combines it with other received results (adds it to the partial sum): 
(a) when 6 --< ~-, 
~-k = T~ + 6 + k ~ ' ;  
(b) when 6 > r, 
~-k = T1 q- k6 + ~'. 
Since ~-k represents the time taken to complete the task at level l by assigning k sub- 
tasks to k level-(/ + 1) nodes (or subtrees), and receiving results from those nodes and 






























Figure 3. Timing diagrams for (a) ~5 _< ~- (b) 6 > 7 
combin ing  k results,  we can see that Dt = ~-k. But  s ince Tl = 6 + Dl+l,  we get  the fol- 
lowing  by substi tut ing it into the above equat ions for ~-k: 
1. i f  6 --< r then, 
Dl = ~-k 
= T1 + 6 + kT" 
= 6 + D I + I  + 8  + kT" 
= Dl+l + 28 + kT"; 
2. i f  6 > 7" then, 
DI = ~-k 
= TI + k6 + 7" 
= 6 + Dl+l + k6 + 7" 
= Dt+l  + (k + 1)8 + 7". 
D e f i n i t i o n  2.4 Let  Y = ~ where  7- is the unit task execut ion  t ime, and 6 is the unit 
message  t ransmission t ime. We call  T the task environment  granularity. 
D e f i n i t i o n  2.5 A task env i ronment  is of  Coarse Granulari ty  when  y > 1 (i.e., 6 < 7-). A 
task env i ronment  is of  M e d i u m  Granulari ty  when  y = 1 (i.e. 6 = 7-). A task env i ronment  
is of  Fine  Granulari ty  when  "y < 1 (i.e., 6 > ~-). 
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2.1 Binary Tree Organization 
For simplicity, we assume that N = 2 t+l where l is the level or height of the binary tree. 
That is, we assume in the addition task that each node in the binary tree adds two numbers. 
We assume that the root node divides the task of adding N numbers into two subtasks of 
adding N/2 numbers. The two subtasks are assigned to two other nodes sequentially. In this 
way, each subtask is divided in half and assigned to the next level down until the size of 
the subtask is 2. Since we assume the problem size is 2 t+l, a binary tree of/-levels will be 
sufficient and necessary. After the leaf nodes accomplish their tasks (add their two numbers), 
the result is propagated up to the node that assigned the subtasks. The node that receives 
the two results from one level down combines them and again propagates the partial result 
up one level, and so on. When the root node finishes combining the last two results the task 
is completed. 
Another assumption about each node is that it is basically a serial computer, and there- 
fore can only perform one task at a time which takes r time units. Thus, even if two tasks 
(numbers to add) arrive at the same time, it will take 2r  time units to do them both (add 
them together). Also, when subtasks are assigned down the tree, we ignore the time taken in 
each node to divide the received subtask into two equal subtasks since it can be considered 
as taking constant time and thus counted as a part of the communication delay. 3 
The binary tree is a special case when the degree of all internal nodes is 2. In such a case, 
Dt = Dt+l + 28 + 2z when 6 --< z. Since such a finite difference relation holds for each 
pair of levels, we get Do = Dt + l X (26 + 27). Thus for a/- level  binary tree performing 
2 I+1 tasks according to our scheme, Dt = 2z since all lth level nodes (i.e. leaf nodes) are 
assumed to perform two tasks. Thus the time taken for N = 2 t+l tasks using an / - leve l  
binary tree is as follows. 
If 1 --< y, then 
T(N, 2, y, "r, 2) = Do 
= D t + 1 × ( 2 6 + 2 ~ ' )  
= 2"r + 2 l ( 6  + ~') 
= 216 + 2(l + 1)~- 
= 26(log2N - 1) + 2~'logzN 
I f l  = y, then 
T(N, 2, y, ~-, 2) = 26(1og2 N - 1) + 2z logzN 
= 2~-(log2N - 1) + 2~-log2N 
= 2~-(21og2N- 1) 
3This assumption cannot hold in DAI domains where task decomposition itself is a non-trivial time-consuming 
task. 
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If  1 > Y, then 
T(N, 2, % 7, 2) = Do 
= Dt + 1 × ( ( 2 +  1 ) 6 + 7 )  
= 2 7 + I ( 3 6 + 7 )  
= 3 1 6 + ( 1 + 2 ) 7  
= 36(log2N - 1) + 7(log2N + 1) 
We can thus determine the conditions under which cooperation via binary tree organiza- 
tion is more effective than centralized computation through comparison. More specifically, 
we want to know the condition under which T(N, 2, 7, 7, 2) < T(N, O, T, r, N). Knowing 
that T(N, O, T, 7, N) = N7, we can derive such conditions. 
We find that, for Coarse Granularity Binary Tree Organization, 
T(N, 2, T, r, 2) < T(N, O, 7, 7, N) ¢::> 
2(log 2 N - 1))] 
(N > 1 2 ) V  [(4 < N <-- 1 2 ) A (  7 > N - - - - ~ o ~ / ~ /  
For Medium Granularity Binary Tree Organization, 
T(N, 2, Y, 7, 2) < T(N, 0, y, 7, N) ¢:> (N > 12) 
For Fine Granularity Binary Tree Organization, 
, 3(log 2 N -  1) 
T(N, 2, T, 7,2) < T (N ,O,T , z ,N)  C:>(N > 1 2 ) m t ( h  7 _--~ - ~ogTN < 7 < 1) 
2.2 One-Level k-ary Tree Organization 
In this case, t he re i son lyone- l eve lo fknodes towhich the ta skof s i zeN = 2k is distributed. 
Each of the k nodes will perform 2 unit tasks (add 2 numbers) and return the result to the 
root node. 
We model this organization by using the previous I_emma with 
T(N, NI2, y, 7, 2) = Do, D 1  = 27, and N = 2k. 
If  1 --< y ,  then 
T(N, N/2, y, 7, 2) = Do 
= D1 + 26 + k7 
= 27 + 26 + (N/2)7 
N + 4  
= 2 6 + ~ 7  
232 YOUNG-PA SO AND EDMUND H. DURFEE 
I f l  = y, then 
N + 4  
T(N, N/2, y, r, 2) = 26 + - - - f - - r  
N + 4  
= 2~'+  - - f - ~ -  
N 
= r(4 + --a-) 
z 
If  1 > % then 
T(N, N/2, y, ~', 2) = Do 
= D l + ( k +  1 ) 6 + r  
= 2 r + ( ( N / 2 ) +  1 ) 6 + r  
_ N + 2 6 + 3 z  
2 
Comparing the performance of this organization with single node performance, we find 
that, for Coarse Granularity One-level k-ary Tree Organization, 
T(N, N/2, T, "r, 2) < T(N, O, T, z, N) ¢:~ 
2(log 2 N - 1).. 
(N-->8) V[(4<N<8)A(T> ~_--~oo~2~)1 
For Medium Granularity One-levelk-ary Tree Organization, 
T(N, N/2, T, ~', 2) < T(N, O, T, 7, N) ¢:> N > 8 
For Fine Granularity One-level k-ary Tree Organization, 
. N + 2  
T(N,N/2, T,'r, 2) < T(N, O, T, "c, N) C~(N > 8 ) / \  ( 2 ~ ' - - - ~ )  t~v ~ < T < 1) 
In summary, we can see that the performance of a given type of organization depends 
both on the size of the task and the granularity of the task-organization configuration. For 
instance, our model shows that adding four numbers using a tree organization gives worse 
performance than adding them sequentially at one node. Tree organizations outperform sin- 
gle node performance for increased task size since in our model the organization size grows 
with problem size, but even this tendency is conditional on the speed of the communication 
links relative to the unit task execution rate of processors. Thus, for fine granularity, binary 
tree organizations usually outperform single nodes but only if the granularity is above some 
bound. That is, for fine granularity, if the communication delay is too large relative to the 
unit task execution time, it may still be better to execute the task in a single node. 
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2.3 Comparisons Between Organizational Structures 
In the previous sections, we saw conditions in which an organization of nodes could outper- 
form a single, centralized strategy for solving the same problem, where the problem task- 
environment, the organizational structure, and the performance measure were kept simple 
and well-defined. In this section, we stay mostly within these same parameters, but ask a 
slightly different question: which organizational structure will perform best for a particular 
problem? To study this, we extend the range of structures to include a third category: 
1. Binary Trees. 
2. k-ary trees of one level. 
3. General Balanced Complete Trees. 
We continue to make the following assumptions: 
1. Uniform processing rate for all nodes. 
2. Uniform transmission rate for all links. 
3. Uniform task size for all nodes at the same level. 
4. Uniform packet size for all messages. 
5. Unlimited supply of nodes. 
6. Allow only complete trees. 
7. Number of nodes grow as problem size increases. 
8. Task decomposition takes negligible constant time. 
Let us begin with the two simple organizational structures from the previous section. 
We can think of the/-level binary tree organization as representing a tall-thin hierarchi- 
cal organization, and the one-level k-ary tree organization as representing a short-fat hier- 
archical organization. Thus, by determining the condition under which T(N, 2, 3', ~', 2) < 
T(N, NI2, y, 7, 2), we can gain intuitions about the conditions under which tall-thin hierar- 
chical organizations outperform short-fat hierarchical organizations. 
We find that, for Coarse Granularity task environment: 
T(N, 2, y, z, 2) < T(N, N/2, 7, T, 2) ¢:> 
(N < 4) k / (N  --> 26) ~/[(8 < N < 26)/~ (y > 
log 2 N - 2 
N/4-10g 2 N +  1 
)] 
For Medium Granularity task environment, 
T(N, 2, y, ~', 2) < T(N, N/2, T, z, 2) ¢¢, (N < 4) ~ / (N --> 26) 
For Fine Granularity task environment, 
T(N, 2, y, ~-, 2) < T(N, N/2, T, ~-, 2) ¢:> 
(N < 4) k / (N  --> 26) ~/[(16 < N < 26)/~ (y < 
N/2 - 3 log 2 N + 4)] 
log 2 N - 2 
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Thus, in general, tall-thin hierarchies outperform short-fat hierarchies when problem size 
is sufficiently large (above some bound). However, for some problem sizes (e.g. N = 24), 
short-fat hierarchies may outperform tall-thin ones if the granularity of the task environment 
is neither too large nor too small. 
Of  course, even remaining within the realm of tree organizations, there are other options 
between short-fat and tall-thin hierarchies. If  we consider more arbitrary k-ary tree organi- 
zations, for example, their performance function could be expressed in algebraic terms as 
follows. 
T(N, k, 7, ~', m) = X~,<-I (7)"  {(k + 1)16 + (l + m)~-} 
"~- X T > I ( 7 )  • {216 + (kl  + m)~-} 
where 
1 = logk(N) 
m 
T 
8 -  
7 
1 i f 7  ~ 1, 
(Y) = 0 otherwise. Xv-<l 
1 i f T >  1, 
X:,>1(7) = 0 otherwise. (1) 
For k-ary trees, we have found that there usually exists a branching factor k which is 
larger than 2 but smaller than the branching factor for a single level tree such that the k-ary 
tree outperforms both the binary tree and the single level tree. For example, for a task of size 
32 (N = 32) and m = 2, the 2-level 4-ary tree organization outperforms both the 4-level 
binary tree and the one-level 16-ary tree organization f o r  any task environment granularity 
7. This is interesting, since it means that the 4-ary organization is better than the binary 
and the one-level organization no matter how the processing speeds of the nodes (T) and/or 
the communication delays between the nodes (8) change (albeit the assumption that ~-s and 
6s are uniform). That is, when the above equation is applied to the case where N = 32, 
m = 2, and k = 2, 4, 16, it can be verified that V7, ~: 
T(32, 4, y, z, 2) --< T(32, 2, y, T, 2) 
T(32, 4, y, ~-, 2) --< T(32, 16, 7, ~', 2) 
A tree with possibly varying branching factors at each node might, at times, perform even 
better. Unfortunately, however, expressing a performance function for them in algebraic 
terms is extremely difficult, and instead we have devised a recursive performance evaluation 
function. However, a full explanation of our recursive algorithm is beyond the scope of this 
paper. 
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2.4 Generalizing the Choice of Span-of-Control 
While it is interesting to observe, above, an instance where an intermediate span-of-control 
(branching factor k) leads to a better organization than either the extremely tall-thin hier- 
archy (binary tree) or the short-fat team (one-level k-ary tree), how general is this result? 
And was the choice of k -- 4 the best choice, or are there other values that would be even 
better? In other words, what can we say more generally about a good choice of k given the 
performance metric of minimizing task execution time? 
To answer this question, we have studied the proper choice of k within these simple tree- 
structured organizations to determine the degree to which an optimal k depends on N, m, 
and 3". To do this we have further analyzed Equation 1, taking the partial derivative of it 
with respect to the span of control k, and looking for the optimal value of k as being where 
the partial derivative equals zero. We have done this for various values of N, m, and 3'. 
Our preliminary results indicate that the optimal k (kopt) does vary, but varies within only 
a narrow band depending on 3'. We find the following: 
1. for fine granularity: as 3' approaches O, kopt approaches approximately 3.6; 
2. for medium granularity: as 3' approaches 1, kopt approaches approximately 4.4; 
3. for coarse granularity: as 3' approaches 0% kopt approaches approximately 2.8. 
The above results appear to hold for all sufficiently large N, independently of the value of 
m. To illustrate our claim, we provide three contour plots (Figure 4) for T = T(N, k) with 




. , , . _  JJ  ; . . - - . _ - - - - - ' J  . . . . . .  J . . . . . . . . . .  
~'o : ~ o  ~ A o  ' ' 2~o ~ ' 2 ~ o  ' 
N 
Figure 4(a). Contour plot of performance (T) given N and k (a)~- = 1.0, 6 = 10.0. 
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Figure 4(b). "r = 1.0, 6 = 1.0. 
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Figure4(c). T = 1.0,6 = 0.1. 
We currently conjecture that the typically non-integer values for kopt may imply that, 
for certain task-environments, hierarchical organizations with different spans of control at 
different levels may outperform such organizations with constant spans of control across the 
levels. Our future plans include testing this conjecture. 
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2.5 Summary 
It has been shown many times that different organizations are more effective in different 
circumstances. For example, Carley summarizes work that has shown that, when it comes to 
organizational performance and learning, multi-level hierarchies are slower but more robust, 
while flatter teams tend to learn and respond faster (Carley, 1995). To some extent, our 
results confirm previous observations, such as that tall hierarchies can be at a disadvantage 
in fine granularity task-environments because of the delays in passing information up and 
down multiple hops in the hierarchy. By focusing more narrowly on a particular performance 
metric and a parametric definition of an organization, however, we have been able to reach 
more quantitative, categorical conclusions: 
1) Cooperative distributed problem solving using tree-organizations is better than central- 
ized problem solving as long as the task is big enough (thus exploiting the benefits of 
parallelism) and communication is fast enough relative to computation. 
2) Tall-thin hierarchies outperform (have faster response time than) short-fat hierarchies 
when problem size is sufficiently large (i.e. above some bound). 
3) For certain intermediate problem sizes, short-fat hierarchies may outperform tall-thin 
ones if the granularity of the task environment is neither too large nor too small. 
4) For k-ary trees, there exists a branching factor kopt which is larger than 2 but smaller 
than the branching factor for a single level tree such that the kopt-ary t ree  generally 
outperforms both the binary tree and the single level tree. 
5) Determining an appropriate span of control can be done independently of m and N (as- 
suming large N), and varies within a narrow band (2.8 --< k <-- 4.4) depending on ~. 
3. Application to a Distributed Network Monitoring System 
Consider a Distributed Network Monitoring (DNM) system where nodes in a large net- 
work are endowed with the capability to communicate and cooperate in monitoring the 
network. The wide area can be divided into several regions or subnetworks and one or 
more agents can be employed to be responsible for each subnetwork. Within each sub- 
network, a set of agents may be jointly responsible for maintaining up-to-date models 
of host performance and availability. Monitoring, or more generally network manage- 
ment, agents may have disjoint functions or potentially overlapping responsibilities for 
increased reliability. Since network monitoring involves polling information about each 
component in the network, each agent may be responsible for monitoring a subset of those 
components. 
Our previous work led to a distributed network monitoring system called Distributed 
Big Brother (DBB) (So and Durfee, 1992). DBB uses a static organizational structure 
to decompose the management task, and within that structure uses contracting to assign 
specific tasks to nodes. The basic organizational structure, shown in Figure 5, identifies sev- 
eral management roles in a hierarchical structure. The TOP manager provides information 
to the Network Administrator, and oversees multiple LAN managers, which are responsible 




L A N - 2  L A N - 3  
Figure 5. Distributed big brother organization. 
for providing the TOP manager with summaries of performance of their respective LANs. 
A L A N  manager, similarly, oversees one or more GROUP managers, which are responsible 
for directly monitoring a subset of hosts on the LAN and periodically reporting back to the 
LAN manager. 
3.1 Analytical Model 
The type of task going on in distributed network monitoring is actually quite similar to the 
abstract task characterization introduced in Section 2, exemplified in the addition task. Like 
the addition task, the goal of network monitoring is to accomplish a large combination of 
relatively simple tasks (assessments of host statuses). Like the addition task, the distribu- 
tion involves decomposing the overall task into subsets (LANs and host groups to monitor) 
and combining the results collected (summarizing received data). We can even depict the 
network monitoring task in a similar way (Figure 6), although there are some new features 
to the model. 
The model represents the following: 
• k : The number of GROUP managers per LAN. 
• f i  : Time to transmit one message packet from one agent to another. A packet was approx- 
imately 2000 bytes. 
• z : Time to gather information from one host. This is the unit task execution time. 
DESIGNING TREE-STRUCTURED ORGANIZATIONS FOR COMPUTATIONAL AGENTS 239 
{ / ~ - ~  O'T.>L 
TOP manager 
L A N m a n a g e r ~ G ~  
GROUPmanager ~ J  ° kl" ~ ~ - J ' k ;  
LAN-1 LAN-2 
T = T(N, x, ~, k) 
Figure 6. Model of the DNM task. 
• o'r~L : Time between task assignment from TOP manager to one of LAN managers. This 
is the inverse of TOP to LAN task assignment rate. 
• O'L--~ : Time between task assignment from LAN manager to one of GROUP managers. 
This is the inverse of LAN to GROUP task assignment rate. 
• Ni : The number of hosts in LAN i. 
We denote the response time of DBB with k GROUP managers per LAN as Tk. Since the 
response time of DBB is dominated by the LAN with the largest number of hosts we need 
only consider the time to gather full information about that LAN by the TOP manager. 
Some values of the above variables for our experiment were as follows. 
• 6~--  lOms. 
• r --~ 13.33 s. This value is obtained from the Centralized Big Brother data where infor- 
mation on 117 hosts were gathered in 26 minutes, resulting in 13.3 seconds per host. 
• OrT---~L : 60 s. 
• 6rL--~ = 60 S. 
• N 1  = 117. This is the number of hosts on the LAN with the larger number of hosts. 
We measured the response times of each DBB configuration as follows. First, the start 
time was defined as the closest time before the first task assignment to a GROUP manager at 
which the TOP manager received a report from the LAN manager. Since the TOP manager 
requests a LAN manager to report on the status of the LAN every 60 seconds (i.e. tYroL ), 
the time from start time as we define it to the first GROUP task assignment, which we denote 
by O'Start, cannot be greater than 60 seconds. That is, 0 s < O'Star t < 60 S. 
Secondly, the end time was defined as the closest time after the full information of the 
dominant LAN was gathered at which the TOP manager received a report from the LAN 
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(~Start Group 
(~L->G ~ Group 
t,< ~f,,c ~'1 
(~L->G "[Group 
(~L->G ~ Group ~End 
Figure 7. DBB response time analysis. 
manager. The time from full information gather t ime to end time, which we denote by O'End, 
cannot be greater than 60 seconds for similar reasons. That is, 0 s < tre,d < 60 s. 
Figure 7 shows a timing diagram analysis of the DBB response time for four GROUP 
manager configuration (i.e. k = 4). Here, "rCroup refers to the total execution time for each 
GROUP manager. Since in our experimental  environment 6(0. ls)  << ~'(13s) < tr (60s), 
we ignore 6 in our analysis. We also assume that every message fits into one packet, and 
that assigning a task using the Contract Net Protocol (Smith, 1980) requires three message 
transfers. We assume that the time required to assign a task to an agent is less than 1 second, 
which is reasonable since transmitting three packets requires 0.3 ( = 3 × 0. l )  seconds, and 
since we use the current number of assigned tasks as the criterion for task assignment, which 
requires simple one value fetch operation per bidder, and a function to return the bidder  with 
the least number of tasks assigned, which together we assume to take less than 0.7 sec- 
onds. 
The formula for total response time for DBB with k GROUP managers per L A N  is as 
follows. 
Tk = O'Start -}- ( k  - 1)o'L--~ + TGrou p "]- O'En d (2) 
Since the total LAN task is divided into eight subtasks, we assume that each GROUP 
manager is assigned [ 8] subtasks. Since the L A N  manager has a fixed task assignment rate, 
a GROUP manager which finished its previously assigned subtask might have to wait for 
next LAN to GROUP task assignment time. We denote such wait time by trwait, and note 
that 0s < trWait < trL-,a • Since we only consider such wait t imes after the first subtask 
execution and before the last subtask execution, there are ([8] - l )  many such occasions 
per GROUP manager. Thus, the formula for TGro,p is as follows. 
N, X "," r81 
TGr°up --  - " T - -  nt- O'Wait × ( - -  1) 
The first term refers to the total t ime each GROUP manager spends gathering host infor- 
mation. In our case N~ × ~- -- 26 rain, which is the time taken to gather 117 hosts'  infor- 
mation by a centralized BB. 
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3.2 Experimental Comparison 
Table 1 shows the response times computed with our formula (Equation 2) with crstart = 
(0, 1), O'En d m_ (0 ,  1), O ' L ~  = 1, O'Wait  = ( 0 ,  l) where X = (a,/3) is equivalent to a < 
X < / 3 .  It shows that worst case results of the model closely approximate the experimental 
results. 
As we can see, the performance of DBB changes as the number of agents in a GROUP 
changes. If  we have a utility function that takes into account the benefits and the costs 
incurred by the addition of more agents, we can use an analytical model like the one above 
to predict the overall best number of  GROUP managers per LAN. 
We thus see that the performance (response time) of DBB is dependent on the number of 
hosts in a LAN (Ni ) ,  the unit task execution time (~'), and the task assignment rates (tr). In 
the analysis, we ignored the transmission delay (8) because it was so much smaller than ~- 
or tr. However, depending on the amount of network traffic, the communication link tech- 
nology, and the distance between the agents, 8 may well vary and become a significant 
factor affecting the performance of  the system. Likewise, depending on the computational 
power of the hardware of each agent, and the current load of the processor in multitask- 
ing situations, the value of ~- may vary. Finally, there may be long-term changes in the 
number of hosts (i.e. size of tasks) in one or more subnets which will also change the per- 
formance graph as well. Thus, a configuration or an organizational structure that maximizes 
the overall utility in one task and resource environment may not be optimal in a different 
environment. 
Therefore, if the DBB agents are to adaptively reconfigure themselves as the task and 
resource environment changes, they must be able to continuously monitor the changes in the 
environment (e.g. values of N, ~-, 8) and determine whether a change in the organizational 
structure (e.g. span of control k) can lead to higher payoff. In order to do that, there must be 
a way to generate the possible changes in organization, and a way to evaluate each possible 
organization given the current set of environmental parameter values or the predicted future 
values of those parameters. 
Table 1. Response time comparison for model and ex ~eriment. 
Configurmion (min,max) Time 
Expected by Model (mins) 
Experimental Time 
(mins) 
DBB-2L- 1G (26.0, 35.0) 34 
DBB-2L-2G (14.0, 19.0) 18 
DBB-2L-3G (10.7, 14.7) 
DBB-2L-4G (9.5, 12.5) 
14 
12 
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4. Toward Organizational Self-Design 
The type of organization developed and evaluated for DBB is only effective if all of the 
roles are filled--if a LAN manager disappears, the TOP manager loses touch with an en- 
tire LAN; if a GROUP manager fails then a LAN manager loses track of a subset of hosts. 
The reconfiguration problem (Pattison, Corkill, and Lesser 1987), within DBB, thus in- 
volves having managers at the various levels monitor each other to detect breakage of 
the organizational hierarchy, and having the managers reimplement the hierarchy by re- 
assigning roles among themselves to restore the functionality. DBB performs reconfigura- 
tion in response to agent failures, requiring complex algorithms for monitoring the state of 
the organization and choosing new agents to populate various organizational roles (So and 
Durfee, 1996). 
Solving the reconfiguration problem allows only limited adaptation to changing task- 
environments, however, because it always assumes that the organizational structure is ap- 
propriate and is only concerned with maintaining it. But, in a task like distributed network 
monitoring, what happens as the number of LANs increases to tens or hundreds? Is only one 
TOP manager going to be able to keep up, or should there be new layers of management in 
between? Or, conversely, if few managers are available such that only one GROUP man- 
ager is available in a LAN, does it still make sense to have one LAN manager supervising 
only a single GROUP manager? 
For such cases, agents actually need to redesign the structure of their organization, rather 
than just reassigning roles in the current organization. The process of organizational self- 
design (OSD) by agents involves not only monitoring and (re)implementation of an organi- 
zation, but also a search through the space of possible organization designs and an evaluation 
of how well they can be expected to perform. There are a variety of ways that OSD can be 
done; see So and Durfee (1996) for an overview of OSD and how it has been addressed by 
the distributed AI community. Our ongoing approach is to build off of the model described 
in this paper, so that agents can design an organization in terms of determining the proper k 
(and m, along with a parameter specifying the amount of redundant task assignment) based 
on an analysis of the expected performance of the organization given what is known of N, 
T, and t~ (So and Durfee, 1995). 
5. Summary and Future Work 
We have presented a model of organizations for computational agents, and have described 
an approach for designing organizations based on a concrete understanding of their task- 
environments and the performance metrics. Our specific results reported here focus on tree- 
structured organizations, and how to design the span of control (branching factor) for such 
organizations, which impacts the height and width of the hierarchy. We have shown how the 
design is dependent on the nature of the task-environment (characterized by task size and 
granularity) and the performance measure (we restricted our considerations here to response 
time). 
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A distinguishing feature of our model compared to other models of distributed hierarchi- 
cal problem solving such as in (Montgomery, 1992) is that this model takes into account 
the effect of task assignment overhead. Although parallel asynchronous communication 
is not uncommon, in many applications synchronous communication such as TCP/IP is 
common, and when we think of human organizations, due to the biological limitation of 
a single agent, task assignment to other agents is often a sequential process. However, the 
assumption here that the task assigner has to wait for an acknowledgment before he can 
start assigning the next task to another individual may be unrealistic since people often 
do continue doing other things after sending off a task but before it arrives at the desti- 
nation. Similarly, in computer networks, asynchronous communication of this type is also 
possible. 
Our work only begins to explore the space of task-environments, organizational struc- 
tures, and performance measures embraced by our model. Clearly, many open problems 
exist in extending our results along each of these dimensions. For example, another perfor- 
mance measure of particular interest is reliability. Whether comprised of humans or compu- 
tational agents (or both), an organization should be able to accomplish its goals satisfactorily 
despite failures of individual organization participants. Strategies for increasing this perfor- 
mance measure can involve assigning more forgiving tasks to the organization, or stabilizing 
the environment, but when the task environment is fixed, it is once again the organization 
that must be designed to maximize performance. In our ongoing work, we are exploring 
the use of redundant task assignments as part of an organizational specification, and their 
impacts on reliability and also on response time. 
An essential feature that is lacking in our model of dynamic organizations is that it does 
not take into account the effect of organizational design on the task environment. That is, 
not only is an organization influenced by the task environment, but also its behavior and 
actions influence the task environment. Thus, a more complete model of organizational per- 
formance should have a second class of equations which has the task environmental factors 
as dependent variables and the organizational factors as independent variables, in addition 
to the current set of equations which have various organizational performance metrics as 
dependent variables and both organizational and task environmental factors as independent 
variables jointly determining the organizational performance. More complex models such 
as these can result in many possible classes of organization-environment system behav- 
iors as identified in theories of complex systems such as Chaos, Punctuated Equilibria, etc. 
(Kephart, Hogg, and Huberman, 1989). 
Despite limitations of this sort, our belief is that pushing our model along its various 
dimensions will illuminate in a more precise manner, as exemplified in this paper, the 
relationship between task-environmental, organization, and performance characteristics. 
Our methodology emphasizes beginning with simple combinations of these characteristics, 
which is suited to fielding increasingly complicated organizations of computational agents, 
while (at least in the short term) having perhaps limited applicability to human organiza- 
tions where simplifications might be impossible. Nonetheless, our hope is that our work 
might provide insights to human organizations, while reaping more immediate rewards in 
computational applications. 
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