We present a brief summary of the recent discovery of direct tensorial analogue of characters. We distinguish three degrees of generalization: (1) c-number Kronecker characters made with the help of symmetric group characters and inheriting most of the nice properties of conventional Schur functions, except for forming a complete basis for the case of rank r > 2 tensors: they are orthogonal, are eigenfunctions of appropriate cut-and-join operators and form a complete basis for the operators with non-zero Gaussian averages; (2) genuine matrix-valued tensorial quantities, forming an over-complete basis but difficult to deal with; and (3) intermediate tableau pseudo-characters, depending on Young tables rather than on just Young diagrams, in the Kronecker case, and on entire representation matrices, in the genuine one.
which is a Toda chain τ -function satisfying the Virasoro constraints [1, 32, 33] . It is superintegrable, i.e. all its Gaussian correlators can be calculated explicitly [25, 30] :
where R is an arbitrary Young diagram, while χ R [MM ] = χ R {p k = Tr (MM ) k } are the corresponding Schur functions, i.e. the characters of the linear group gl N expressible through symmetric-group characters ψ R (∆)
The sum at the r.h.s. runs over all Young diagrams ∆ of the same size (number of boxes) |R| as R, if ∆ = [δ 1 ≥ δ 2 ≥ . . .] has m i lines of length i then p ∆ := k p δ k = i p mi i and z ∆ := i i mi · m i ! where the product runs over all i with non-zero m i . The value of the Schur function at the special point, χ * R (N ) := χ R {p k = N } gives dimension of the representation R of gl N , and d R := χ R {δ k,1 } = 1 n! · Dim R is related to dimension Dim R of the representation R of the symmetric group S n , n = |R|.
• Rainbow tensor model is a direct generalization of RCM with rectangular matrix substituted by a complexvalued tensor of rank r, M a = M a1...ar and a i = 1 . . . N i . It has "gauge" symmetry
For the sake of brevity, the r-tuples are often denoted by arrows.
• Gauge invariant operators in the rainbow model are linear combinations of monomial operators, which are arbitrary convolutions of n tensors M and n tensorsM (in this context n is called "level") and are labeled by r permutations σ i ∈ S n , elements of the level dependent symmetric group S n :
They are invariant under common left and right multiplications of all of the r permutations,
i.e. are enumerated by the points of the double coset S n \S r n /S n , which has size N r (n) = ∆⊢n z r−2 ∆ .
• The number of connected gauge invariant operators N r (n) actually coincides with the number of connected Feynman-'t Hooft diagrams N r−1 (n) with n propagators in the "previous rank" rainbow model:
In the particular case of Aristotelian model with r = 3, this number N 3 (n) is the number of unlabeled Grothendieck's dessins d'enfant with n edges [34] , i.e. the number of Feynman-'t Hooft diagrams in the matrix RCM: 1, 3, 7, 26, 97, 624, . . .
• We define the Kronecker tensorial character, depending on the r-tuple of Young diagrams as a direct generalization of (3):
where n is the common size of all the Young diagrams R i , and [σ] is the Young diagram, which describes the cycle type (conjugacy class) of the permutation σ.
• The Gaussian average of this tensorial character is easily calculated from the result of [28] ,
and is given by a direct generalization of (2):
where the Kroneker coefficients are
Note that these
are different from (dual to) the Hurwitz numbers
which count the number of ramified coverings and are related at r = 3 to the number of dessins d'enfants at the r.h.s. of (6) .
• If C R vanishes, so does the character χ R , not only its Gaussian average:
All non-vanishing characters χ R are linearly independent, and the set of χ is redundant in the space of Gaussian averages, i.e. there are non-vanishing linear combinations R a R χ R = 0 with vanishing averages, R a R χ R = 0. As soon as the characters χ R do not form a complete basis in the space of all gauge-invariant operators, there are non-vanishing gauge-invariant operators that are not representable as sum of characters, but their Gaussian averages are:
• The Kronecker characters are common eigenfunctions of the generalized cut-and-join operators of [35] :
and the normal ordering implies that all the M -derivatives, which replaceM , stand to the right of all M 's. The eigenvalues λ σ R are non-vanishing only when C R = 0 and, in this case,
• Kronecker characters are orthogonal in the sense that
and
• The Kronecker characters χ R select combinations of gauge-invariant operators with enhanced symmetry: while K σ are not invariant under arbitrary conjugations of individual permutations σ i , the combinations χ R are, because the symmetric characters ψ R [σ] depend only on the conjugacy classes of permutations. Actually, at least at the lowest levels n ≤ 4, these χ R form a ring, i.e. the products of characters
are expanded in characters just as it happens for the ordinary Schur functions. Symmetric groups with n > 4 are non-solvable (have non-vanishing repeated commutators of arbitrary degree), the Kroneker coefficients can exceed one, and the number of gauge-invariant operators exceeds the number of Kroneker characters (7). The ring structure in this case is more sophisticated.
• As was already mentioned, the Kronecker characters χ R form a redundant (overfull) basis in the linear space of gauge-invariant operators with non-vanishing Gaussian averages.
Perhaps, more important is that this basis is too small: there are gauge-invariant operators K σ that can not be made from χ R , the size of the coset N r (n) is much bigger than the number of r-tuples of Young diagrams (even if one neglects the additional constraint C R = 0). The Gaussian averages of all these operators are linear combinations of the averages of χ, but operators themselves are not. Thus, the Kronecker characters are not sufficient to form a full basis in the space of all operators in the rainbow model with r > 2.
• An overfull (even more redundant) basis in the space of all gauge-invariant operators can be made from the more general quantities, which we call Clebsh-Gordan
where S R are matrices describing representations R of the symmetric group S n , i.e.
In variance with these tensor-valued quantities, the Kronecker characters χ R are numeric: they are made from traces,
which, additionally, depend only on the conjugacy classes [σ] of σ, and this explains why they are insufficient: operators K are not invariants of most of these conjugations.
• Since these matrices form a representation, they can be chosen orthogonal for each particular σ and R,
and they also satisfy more interesting orthogonality relations, which hold for any finite group:
and, taking the trace of S Q , we get
• As a manifestation of the above mentioned completeness of the Kronecker Gaussian averages and as a direct corollary of (24), the Gaussian averages of X are immediately reduced to those of the Kronecker characters:
The only difference from (9) is that the Kroneker coefficients get substituted by more sophisticated tensorvalued quantities
In particular, for r = 2, 3, 27) where R 1 R 2 R 3 j 1 j 2 j 3 α are 3j-symbols (Clebsh-Gordan coefficients), and the subscript α is in charge of equivalent representations emerging when C R1R2R3 is non-unit. This explains the name Clebsh-Gordan for the quantities (19) . In fact, they are very close to generic τ -functions of [36] , but this goes too far beyond the frame of the present text.
As functions of R, the structure constants C are proportional to the Kroneker coefficients C R in (10), 28) in accordance with the C = 0 selection rule for non-vanishing Gaussian averages. However, the property (12) is no longer correct: vanishing C does not imply vanishing X , and, as was already mentioned, in variance with the Kronecker characters, the genuinely tensorial ones (19) are expected to form a full (and redundant) basis in the space of all gauge-invariant operators.
• Since K σ are invariant under the common left and right multiplications of all σ, we can deduce from (22) 
and similarly for higher r, e.g. at r = 3,
Clearly, if we leave indices i and j free (do not make convolutions), the coefficients are not invariant under individual conjugations of σ 2 and σ 3 , what was an extra hidden symmetry of the Kronecker characters. But actually they are also not invariants of the common conjugation, which is the symmetry of K id, σ . This makes the set of tensorial characters X unnecessarily large.
• In order to decrease redundancy, one can consider an intermediate object between the concise, but insufficient, Kronecker characters χ R , and the huge matrix-valued X R , that is, the objects made from the Young tableau T , which we call tableau pseudo-characters:
They are number-valued, as χ, but depend on additional data (the tableau T instead of the diagram R = [T ] per se) and are no longer invariant under individual conjugations of σ i , i.e. are capable to distinguish between K {γiσiγ −1
i } with different i-dependent γ i (while the Kronecker characters χ are obtained by irreversible averaging over all γ i 's).
• To define Ψ T (σ) and clarify the definition, we remind a small piece from representation theory. The fact that the collection of matrices S(σ) forms a representation of the group S n can be nicely expressed in terms of its group algebra elementsŜ
Hence, one suffices to construct these elements of the group algebraŜ ij R instead S ij R (σ). In order to do this [37] , one can start from constructing primitive idempotentsΨ T which are in one-to-one correspondence with Young tableau T , and are called Young symmetrizers. For a given Young tableau T , the Young symmetrizer is constructed as a product
of operations Σ a of symmetrization of all elements in the a-th line of T i and of operations A b of antisymmetrization of all elements in the b-th row of T i , considered as elements of the group algebra. The so constructed element of the group algebra Ψ Ti is a primitive idempotent, the corresponding left module generates an irreducible representation R = [T i ] associated with the form of T . In fact, since the number of the Young tableau T i of a given form R coincides with the dimension of R, one has construct the elementsŜ ij R in terms of T i . To this end, one has to associate with each Young tableau T i the set of sub-tableau elements of the group algebra Ψ Ti given recursively
NowŜ ij R satisfying (33) can be manifestly constructed aŝ
where σ ij denotes the permutation that maps the Young tableau T i to T j .
In fact, formula (39) describes the seminormal, not orthogonal basis of representation matrices. However, one can further construct a basis of orthogonal matrices, [37] .
To conclude, this paper fulfils one of the promises of [3] : that the property character = character
deeply analyzed there, is not specific for matrix models, but survives non-trivial generalizations. This paper concerns a generalization from matrix to tensor models, i.e. to generic non-linear algebra in the sense of [38] , far beyond traditional group and representation theory. This paper provides a short summary of relevant ideas, definitions and facts, of which the most important are put in boxes. We explained that (40) is literally true in tensor models, if the Gaussian average is taken of the Kronecker characters (7) . Moreover, they form a full basis in the space of characters χ * R ( N ) at the r.h.s. However, the Kronecker characters are not quite enough to describe all gauge-invariant operators, and as a step towards such description we suggested to consider tableau pseudo-characters (31) . Another interesting approach could be to consider non-Gaussian averages, i.e. ignore the grading w.r.t. the level n. For more details, see [4] .
