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ABSTRACT 
A theoretical method of estimating the most general form of probability density functions of 
random variables has been described. The estimated probability density function depends on the 
mean value of exponential dimrbut~on of the lnlt~al random variable. By the most general form of the 
probability density function, it is meant that the survivor functions are of exp (-A P) or exp (-y P )  or 
combinations of these functions for different values of h and y. 
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NOMENCLATURE 1. INTRODUCTION 
ti A Gaussian random variable with It is known that the probability density function 
mean 0 and variance Y2 @df) A t )  of any random variable is given by 
t ; An exponential random variable with 
mean 1 f ( t )  = h(t) .R(t) ,  
t ,  A hotelling-T3 random variable with I. where h(t)  is the hazard function and R(t) is the 
mean 3 
survivor function given by 
t z A Gaussian random variable with 
mean 0 and variance 31128 r 7 
t 3  Same as t; 
N Sample size (small); N=2, 3 
R( . )  Survivor function 
E ( . )  Expected value of (.) 
r. v. Random variable 
P d f  Probability density function 
The variable t is  called parent variable. The 
hazard function can be written in the following two 
ways: 
t Parent-variable hz(x) = p + hx + y xZ (4) 
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The Eqn (3) is justified if one assumes a linear 
relationship between x and h,(x). The equation (4) 
is justified if one assumes a quadratic relationship 
between x and h,(x). 
When the hazard function satisfies the 
Eqn (3), the survivor function is: 
~ ~ ( t )  = exp(-(htz)/2+ pt) (5) 
When the hazard function satisfies the Eqn(4). 
the survivor function is: 
~ , ( t )  = exp[-(y t3/3 + ht2/2 + pt)] (6) 
The problem considered here is that for which 
values of (h and p) or (y, h, p), the most general 
representation [Eqn (6) ]  is true? It is true that 
different forms of probability density function for 
different equipment are available. Two models are 
considered here. 
2.  VARIOUS MODELS 
The model I describes the case (i), where h 
is so chosen that the varianceof the parent variable, 
t, is kept unaltered at the first and the second 
stages. Without loss of generality, it is assumed 
that p = 1. The model I1 describes the case (ii), 
where y is so chosen that the third moment of the 
parent variable, t, is kept unaltered at the third 
stage. I. 
2.1Model I 
2.1.1 Problem 
The study undertaken here is to determine the 
parameter values (A, p ) in Eqn (5). To do this, it 
was noted that the survivor function in Eqn (5) is 
a product of two probability density functions which 
is of the form: 
where the parent variable, x, is a Gaussian random 
variable with mean 0 and variance llh. The Eqn(7) 
indicates that f(x1t) serves as a scaling factor for 
the exponential probability density function. 
2.1.2 Method 
The method consists of taking n random samples 
t,, t,, . . . . . . . . . . . . t,, from exponential probability density 
function with mean 1 and substituting these sample 
values in the following equations: 
where t is the sample mean and is the estimate 
of h as a function of x. 
2.2 Model I1 
2.2.1 Problem 
The problem in this model is to determine the 
parameter values (A, p, y) in Eqn (6). To do this, 
it was noted that the survivor function is a product 
of two probability density functions which is of the 
form: 
where the parent variable is hotel ling-^' random 
variable. The above equation indicates that g(T, tlx) 
serves as a scaling factor for the Gaussian probability 
density function. The symbols T, t and x represent 
variables t,, t3 and t,. 
2.2.2 Method 
To illustrate the method, one should consider 
only the case of three samples. The method consists 
of taking three samples x,, x,, x, from Gaussian 
probability density function with mean 0 and variance 
(31128) and substituting the sample values in the 
following equations: 
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where x is the sample mean, 9 is the estimate 
of y as a function of T, and p is the estimate of 
p as a function o f t .  When A = 2 and p = 1, the 
effective value of y is found to be 3.5 approx. 
3 .  CONCLUSION 
This paper describes a general method of 
splitting the parent random variable into two linear 
combinations of sub-variables ( f , f:) where f is 
a Gaussian random variable with mean 0 and variance 
112, and t: is an exponential random variable with 
mean 1 and (t,, t,, t,), where t, is a hotelling-T~ 
random variable with mean 3, t2 is a Gaussian 
random variable with mean 0 and variance 31128, 
and t3 is same as f .  For determination of values 
(A, p) or (y, A, p), it is considered that all moments 
of the random variables are to be unaltered. This 
study can be applied in reliability theory 
because the proper choice of (A, p) or (y, A, p) 
will reduce the cost of maintenance in plant reliability 
problems. 
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