the corresponding conformation has a RMSD tar of 3.5 Å. After the 24 th cycle, R g becomes saturated at about 21.2 Å (Fig. S1c , squares) that is consistent to the value (21.2±0.1 Å)
estimated from the target SAXS data by Guinier analysis, and the conformation at this point has a RMSD tar of 2.4 Å. It seems that either χ or R g could serve as a criterion here to pick the final structural model. Considering that R g might not work well when integrating other types of low-resolution data in PaCS-Fit, we finally use the saturation of the scoring function as the criterion since it looks like the most straightforward way to pick the final model.
Estimation of model precision
In a real application of PaCS-Fit, the target structure of the protein is unknown, so one cannot be certain of the accuracy of the structural model. However, model precision and accuracy may be estimated based on variability of multiple built models 1 . We have addressed this issue on HEWL and the triple-BRCT-domain of ECT2, respectively.
For HEWL, we ran ten independent PaCS-Fit targeted by the SAXS data, from the same initial conformation. All the χ values are saturated at about 0.4. R g of the ten structural models are from 15.0 to 15.1 Å, which are close to the value (15.3±0.2 Å) estimated from the SAXS data.
Pretending no knowledge of the target crystal structure, we have calculated the pairwise RMSD values among these models, which are from 1.1 to 2.2 Å with the mean value of 1.5 Å. The above data suggest that the structural models of HEWL built by PaCS-Fit are reliable with high precision, and the variability of them may provide a lower bound of the model accuracy 1 .
For the triple-BRCT-domain of ECT2, ten independent SAXS-targeted PaCS-Fit were also carried out, starting from its crystal structure. Although their χ values are all fairly small from 0.4 to 0.6, and R g (from 26.6 to 27.7 Å) are all similar to the value (27.5±0. Table S1 . Cross validation of the AKeco models generated by PaCS-Fit. These numbers in bold were scores used in PaCS-Fit to pick the final structural model, and those in italic were back-calculated from the selected model.
Cross validation of the PaCS-Fit models

PaCS-Fit targeted by the SAXS and EM data simultaneously
We 
Selection of M and N in PaCS-Fit
In all of the PaCS-Fit, we ran N=10 independent MD simulations at each cycle after the preliminary simulation, as in the original PaCS-MD method 2, 3 . For any of these proteins, ten independent MD simulations have already achieved efficient sampling to explore its conformational space. If more computational resources are available, one could try a larger N, with which fewer cycles may be needed to fit the low-resolution structural data. However, we can still set N=10, and allocate more cores to run individual MD simulation. In the latter case, although more cycles may be necessary, each PaCS-Fit cycle would be done faster than that in the former case.
Besides N, PaCS-Fit has an additional parameter M, that is, at each cycle, M conformations that best fit the low-resolution structural data are selected from the trajectory, and N out of M conformations that have the largest RMSD ini are used to start the next cycle. In the original PaCS-MD method 2 , the 'scoring function' is RMSD tar , whereas in PaCS-Fit, the scoring function is from the low-resolution data that may provide a weaker restraint towards the target than RMSD tar . Therefore, RMSD ini is used to encourage the protein to escape from its initial state. M should be larger than N. When M=N, we did observe the protein conformation was sometimes 'trapped' and could not transit to the target. On the other hand, M cannot be too larger than N, otherwise the major driving force in PaCS-Fit would be RMSD ini instead of the low-resolution structural data. We have found that M=20 seems appropriate with N=10.
When using the PaCS-Fit method, we suggest users to try M=20 and N=10 as well, for their own problems, which should work well in most cases.
Simulation details AKeco
MD. Standard MD simulations were used in both the SAXS-and EM-targeted PaCS-Fit of
AKeco, which were carried out using the GROMACS-4.5.5 package 4 and the AMBER03 force field 5 . The setup procedure was as follows. The periodic boundary condition (PBC) with a dodecahedron box type was used, with the minimum distance between the solute and the box boundary of 1.2 nm. The box was filled with TIP3P water molecules 6 . The system with the 8 protein and waters was energy-minimized by the steepest descent method, until the maximum force was smaller than 1000 kJ mol -1 nm -1 . 4 Na + were added to compensate the net negative charges on the protein by replacing the same number of water molecules with the most favorable electrostatic potential. The final system was energy-minimized again using the steepest descent and then the conjugate gradient method, until the maximum force was smaller than 100 kJ mol -1 nm -1 . The simulation was conducted by using the leap-frog algorithm 7 with a 2 fs time step.
Before the production run, a 100 ps equilibration simulation with positional restraint was carried out, using a force constant of 1000 kJ mol -1 nm -2
. The initial atomic velocities were generated according to a Maxwell distribution at 300 K. The simulation was performed under the constant NPT condition. The three groups (protein, solvent, and ions) were coupled separately to a temperature bath of 300 K by using an velocity rescaling thermostat 8 , with a relaxation time of 0.1 ps. The pressure was kept at 1 bar with a relaxation time of 0.5 ps and the compressibility of 4.5×10 -5 bar -1 . Covalent bonds in the protein were constrained using the P-LINCS algorithm 9 .
Twin-range cutoff distances for the van der Waals interactions were chosen to be 0.9 and 1.4 nm, respectively, and the neighbor list was updated every 20 fs. The long-range electrostatic interactions were treated by the PME algorithm 
where Δr ij is the fluctuation of the COM distance between residues i and j, and k ij is the spring constant, 
Three cut-off distances, 0.7, 1.1, and 1.4 nm, respectively, were used to model interactions at different ranges.
A Hessian matrix of the second derivatives of the overall potential (Eqn. S1) was constructed, and then diagonalized to yield a matrix of eigenvectors and corresponding eigenvalues. Each eigenvector with a non-zero eigenvalue is called a normal mode, and the corresponding eigenvalue is the frequency. Usually only a few ENM modes with the lowest frequencies are dominant in collective motions of the protein. For HEWL, we took the six slowest modes to define an essential subspace. At each time step, the velocity of each atom was divided into two parts, which were the projection onto the essential subspace and the rest, respectively. By modifying the weak coupling method 13 , the component of velocity in the essential subspace was coupled to a high temperature of 1000 K while the remaining velocity was coupled normally to 300 K, and finally the updated velocity was the combination of the two components. During the ACM simulation, collective modes were updated on the fly by doing ENM calculation every 100 time steps according to the new generated protein conformation.
Triple-BRCT-domain of ECT2
MD. Standard MD simulations were used in the SAXS-targeted PaCS-Fit of the triple-BRCT-domain of ECT2. The setup procedure was much the same as that of AKeco, except for the following. 137 Na + and 125 CL -were added to the system to not only compensate the net negative charges on the protein, but also mimic salt concentration (0.15 M) of the protein sample for SAXS experiments. The initial velocities of the system were generated at 310 K, and the temperature bath was set to 310 K as well.
GroEL monomer
MD. For each EM-targeted PaCS-Fit of the GroEL monomer, standard MD simulations were used to run these cycles after the preliminary simulation. The simulation parameters were the same as that of AKeco, except for the following. When setting up MD staring from the closed structure, the minimum distance between the solute and the box boundary was 2.0 nm to assure that the box may have enough space to allow the close conformation to transit to the open state during the PaCS-Fit. 19 Na + were added in order to compensate the net negative charges on the protein.
ACM. The enhanced sampling method was used to run the preliminary simulation in each EM-targeted PaCS-Fit of the GroEL monomer. The parameters of ACM were largely the same as those for HEWL, except for the following. The four slowest modes were used to define an essential subspace. At each time step, the component of velocity in the essential subspace was coupled to a high temperature of 900 K while the remaining was coupled to 300 K. During the ACM simulation, collective modes were updated every 500 time steps.
Computational cost of PaCS-Fit
In this work, we used either 80 Intel cores (2.6 GHz) or 160 AMD cores (2.3 GHz) to run PaCS-Fit (Table S2 ). The computational cost mainly consists of a preliminary MD or ACM simulation, ten independent MD simulations at each cycle, and calculations of scoring functions for all the simulated conformations. It should be noted that, for the same protein, computation of CC is more expensive than that of χ. 
