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1. Introduction
It is known that, for commodities, interest rates and exchange rates, a ﬁnancial mean-reversion model has more economic
logic than the geometric Brownian model. The basic geometric mean-reversion model is of the following form
dXt = k(μ − ln Xt)Xt dt + σ Xt dBt, (1.1)
where μ is the long-run equilibrium level (of a stock price Xt, say), k is the speed of reversion, and Bt is a standard
Brownian motion.
However, many observations show that an asset price or an interest rate is not always a Markov process since it has
long-range aftereffects. And in this context, it is suitable to express it as a dynamics driven by a fractional Brownian motion.
In this paper, we study a class of fractional geometric mean reversion processes expressed by a fractional stochastic
differential equation (SDE) of the form{
dXt = (μt − kt ln Xt)Xt dt + σt Xt dW Ht , 0 t  T ,
X0 = x > 0,
(1.2)
where W Ht is a fractional Brownian motion of the Liouville form. This can be considered as a generalization of many
important ﬁnancial models such as that of Black–Scholes, and of (1.1) which was used by Tvedt [11] to model spot freight
in shipping.
The fractional Brownian motion (fBm) of the Liouville form with Hurst index H ∈ (0,1) is a centered Gaussian process
deﬁned by
W Ht =
t∫
0
K (t, s)dBs, (1.3)
where B is a standard Brownian motion and the kernel K (t, s) = (t − s)α , α = H − 12 .
E-mail addresses: dung_nguyentien10@yahoo.com, dungnt@fpt.edu.vn.0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.03.016
N.T. Dung / J. Math. Anal. Appl. 380 (2011) 396–402 397In the case where H = 12 , W H is a standard Brownian motion and for H = 12 ,W H is neither a semimartingale nor a
Markov process. Hence, the stochastic calculus developed by Itô cannot be applied.
In this paper we use an approximate approach introduced by Tran Hung Thao and Christine Thomas-Agnan [8] with
the fundamental result saying that a fBm can be L2-approximated by semimartingales. This approach was used by Thao to
study the fractional Ornstein–Uhlenbeck process and fractional Black–Scholes model [8–10] and then by N.T. Dung [4] to
solve a class of fractional SDE’s with polynomial drift. In those papers, authors used the deﬁnition of the fractional stochastic
integral as a limit in L2(Ω) of stochastic integral with respect to semimartingale, if it exists and their results hold only when
H > 12 .
In [2], Carmona, Coutin and Montseny have given a suﬃcient condition (see hypothesis (H) below) for existence of limit
in L2(Ω) and so the fractional stochastic integral can be explicitly represented via the Skorohod integral and the Malliavin
derivative.
Our paper follows Carmona, Coutin and Montseny’s work and is organized as follows: In Section 2, we restate some
basic facts about a semimartingale approximation of fractional processes and the deﬁnition of fractional integral. Section 3
contains main result of this paper that the explicit solution of (1.2) is found. Section 4 contains some comments.
2. Preliminaries
Theorem 2.1. The fractional Brownian motion {W Ht ,0 t  T } can be approximated uniformly in t in L2(Ω) by the processes
W H,εt =
t∫
0
K (t + ε, s)dBs, ε > 0.
W H,εt is Ft -semimartingale with following decomposition
W H,εt =
t∫
0
K (s + ε, s)dBs +
t∫
0
ϕεs ds = εαBt +
t∫
0
ϕεs ds, (2.1)
where (Ft ,0 t  T ) is the natural ﬁltration associated to B or W H and
ϕεs =
s∫
0
∂1K (s + ε,u)dBu, ∂1K (t, s) = α(t − s)α−1.
Proof. A detail proof of this theorem can be found in [10]. 
From now we denote by (H) the space of stochastic processes satisfying the following hypothesis:
Hypothesis (H). Assume that f is an adapted process belonging to the space D1,2B and that there exists β fulﬁlling β + H >
1/2 and p > 1/H such that
(i) ‖ f ‖2
L1,2β
:= sup0<s<u<T E[( fu− f s)
2+∫ T0 (DBr fu−DBr fs)2 dr]
|u−s|2β is ﬁnite,
(ii) sup0<s<T fs belongs to L
p(Ω).
Remark 2.1. The space D1,2B is deﬁned as follows:
For h ∈ L2([0, T ],R), we denote by B(h) the Wiener integral
B(h) =
T∫
0
h(t)dBt .
Let S denote the dense subset of L2(Ω, F , P ) consisting of those classes of random variables of the form
F = f (B(h1), . . . , B(hn)), (2.2)
where n ∈ N, f ∈ C∞b (Rn, L2([0, T ],R)), h1, . . . ,hn ∈ L2([0, T ],R). If F has the form (2.2), we deﬁne its derivative as the
process DB F := {DBt F , t ∈ [0, T ]} given by
DBt F =
n∑ ∂ f
∂xk
(
B(h1), . . . , B(hn)
)
hk(t).k=1
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‖F‖1,2 :=
[
E|F |2] 12 + E
[ T∫
0
∣∣DBu F ∣∣2 du
] 1
2
.
It is well known from [2] that for an adapted process f belonging to the space D1,2B we have
t∫
0
f s dW
H,ε
s =
t∫
0
f s K (s + ε, s)dBs +
t∫
0
f sϕ
ε
s ds
=
t∫
0
f s K (t + ε, s)dBs +
t∫
0
t∫
s
( fu − f s)∂1K (u + ε, s)du δBs
+
t∫
0
s∫
0
DBu fs∂1K (s + ε,u)du ds, (2.3)
where the second integral in the right-hand side is a Skorohod integral (we refer to [7] for more detail about the Skorohod
integral). For f ∈ (H), ∫ t0 f s dW H,εs converges in L2(Ω) as ε → 0. Each term in the right-hand side of (2.3) converges to the
same term where ε = 0. Then, it is “natural” to deﬁne
Deﬁnition 2.1. Let f ∈ (H). The fractional stochastic integral of f with respect to W H is deﬁned by
t∫
0
f s dW
H
s =
t∫
0
f s K (t, s)dBs +
t∫
0
t∫
s
( fu − f s)∂1K (u, s)du δBs +
t∫
0
du
u∫
0
DBs fu∂1K (u, s)ds. (2.4)
3. The main result
Our main contribution here is to introduce an approximation equation for the fractional geometric mean reversion pro-
cess Xt, to ﬁnd its solution Xεt and to prove the uniqueness of this solution. Also the solution of the initial problem is
shown to be exactly the L2-limit of Xεt when ε → 0.
Let us consider the semilinear differential equation in a complete probability space (Ω, F , P )
dXt = (μt − kt ln Xt)Xt dt + σt Xt dW Ht , t ∈ [0, T ], (3.1)
where the coeﬃcients μt , kt , σt are the deterministic functions and the initial condition X0 = x is a positive constant.
Since the Malliavin derivative DBu fs = 0 for any deterministic function f s we have the following deﬁnition:
Deﬁnition 3.1. The solution of (3.1) is a stochastic process belonging to the space (H) and that has a form
Xt = X0 +
t∫
0
(μs − ks ln Xs)Xs ds +
t∫
0
σs XsK (t, s)dBs
+
t∫
0
t∫
s
(σu Xu − σs Xs)∂1K (u, s)du δBs +
t∫
0
s∫
0
σsD
B
u Xs∂1K (s,u)du ds. (3.2)
Since Eq. (3.2) contains the Skorohod integral and the Malliavin derivative, we cannot apply standard methods (for
instance, Picard iteration procedure) to prove the existence and uniqueness of the solution. However, the fact that W Ht
can be approximated uniformly in t ∈ [0, T ] by semimartingales W H,εt leads us to consider the approximation equation
corresponding to (3.2)
Xεt = X0 +
t∫
0
(
μs − ks ln Xεs
)
Xεs ds +
t∫
0
σs X
ε
s K (t + ε, s)dBs
+
t∫ t∫ (
σu X
ε
u − σs Xεs
)
∂1K (u + ε, s)du δBs +
t∫ s∫
σsD
B
u X
ε
s ∂1K (s + ε,u)du ds. (3.3)0 s 0 0
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2(Ω) to the solution Xt of (3.2). Thus, we can ﬁnd the solution
of (3.2) by solving the approximation equation (3.3) in (H) and then taking limit in L2(Ω) as ε → 0.
Now we can rewrite the approximation equation (3.3) as follows
dXεt =
(
μt − kt ln Xεt
)
Xεt dt + σt Xεt dW H,εt
or
dXεt =
(
μt + σtϕεt − kt ln Xεt
)
Xεt dt + σtεα Xεt dBt . (3.4)
In reversion, it follows from (2.3) that the solution Xεt of (3.4) will solve (3.3) if it belongs to D
1,2
B .
In the remain of this paper, we always assume that the coeﬃcients μt , kt are continuous functions and σt is a continu-
ously differentiable function in [0, T ].
The stochastic process ϕεt is not bounded. However, the existence of the solution of (3.4) can be proved as in Theorem 3.1
below and we can establish the uniqueness of the solution of Eq. (3.4) by introducing the sequence of stopping times
τM = inf
{
t ∈ [0, T ]:
t∫
0
(
ϕεs
)2
ds > M
}
∧ T ,
and considering the sequence of corresponding stopped equations
dXεt∧τM =
(
μt∧τM + σt∧τMϕεt∧τM − kt∧τM ln Xεt∧τM
)
Xεt∧τM dt + σt∧τMεα Xεt∧τM dBt . (3.5)
We can verify that the coeﬃcients of (3.5) satisfy the local Lipschitz condition. Hence, the uniqueness of the solution is
assured (see, for instance [6]).
Theorem 3.1. The solution of (3.4) is given by
Xεt = exp
(
e−
∫ t
0 ku du ln X0 +
t∫
0
(
μs − 1
2
σ 2s ε
2α
)
e−
∫ t
s ku du ds +
t∫
0
σse
− ∫ ts ku du dW H,εs
)
. (3.6)
Moreover, if the Hurst index H > 14 then X
ε
t ∈ (H) ⊂ D1,2B .
Proof. Put Y εt = ln Xεt . The Itô differential formula yields
dY εt =
(
μt + σtϕεt −
1
2
σ 2t ε
2α − ktY εt
)
dt + σtεα dBt . (3.7)
Using a method similar to [5, Proposition 4.2], we can ﬁnd the explicit solution of (3.7) by
Y εt = e−
∫ t
0 ku du
(
Y0 +
t∫
0
(
μs − 1
2
σ 2s ε
2α
)
e
∫ s
0 ku du ds +
t∫
0
σse
∫ s
0 ku du dW H,εs
)
.
Consequently, (3.6) is proved. Next, we prove that any order moment of Xεt to be ﬁnite. We have
E
∣∣Xεt ∣∣n = EenY εt = enaεt Eenmtbεt , (3.8)
where mt = e−
∫ t
0 ku du, aεt =mt(ln X0 +
∫ t
0 (μs − 12σ 2s ε2α)m−1s ds), bεt =
∫ t
0 σsm
−1
s dW
H,ε
s .
Since σsm−1s ∈ C1[0, T ], the stochastic integral bεt can be understood as Riemann–Stieltjes and as a consequence bεt is a
centered Gaussian process. We can prove its variance is ﬁnite and then E|Xεt |n so does for every ﬁxed ε > 0. Indeed,
E
∣∣bεt ∣∣2 = E
∣∣∣∣∣
t∫
0
σse
∫ s
0 ku du
(
ϕεs ds + εα dBs
)∣∣∣∣∣
2
 2ME
∣∣∣∣∣
t∫
0
ϕεs ds
∣∣∣∣∣
2
+ 2M
t∫
0
ε2α ds = 2M
(
E
∣∣W H,εt − εαBt∣∣2 +
t∫
0
ε2α ds
)
,
where M = sup0st σ 2s e2
∫ s
0 ku du .
E
∣∣bεt ∣∣2  2M(2E∣∣W H,εt ∣∣2 + 3ε2αt) 2M
[
(T + ε)2H + 3ε2αT
]
.H
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E
∣∣Xεt − Xεs ∣∣2 = E∣∣eY εt − eY εs ∣∣2
 E
∣∣Aε(t, s)(Y εt − Y εs )∣∣2  [E∣∣Aε(t, s)∣∣4] 12 [E∣∣Y εt − Y εs ∣∣4] 12 ,
where Aε(t, s) = supmin(Y εt ,Y εs )xmax(Y εt ,Y εs ) ex that has fourth moment being ﬁnite because Aε(t, s) e|Y
ε
t |+|Y εs |.
By the inequality (a + b)p  2p−1(ap + bp) for any p  1 we have
E
∣∣Y εt − Y εs ∣∣4  8(E∣∣aεt − aεs ∣∣4 + E∣∣mtbεt −msbεs ∣∣4).
It is obvious that |aεt − aεs | + |mt −ms| Mε|t − s| with some ﬁnite positive constant Mε. We put cs = σsm−1s = σse
∫ s
0 ku du
then cs is a deterministic function fulﬁlling hypothesis (H) with β = 12 and bεt can be represented as
bεt =
t∫
0
csK (t + ε, s)dBs +
t∫
0
t∫
s
(cu − cs)∂1K (u + ε, s)du δBs
=
t∫
0
ct K (t + ε, v)dBv +
t∫
0
t∫
v
K (u + ε, v)c′u du dBv
= ctW H,εt +
t∫
0
u∫
0
K (u + ε, v)c′u dBv du = ctW H,εt +
t∫
0
W H,εu c
′
u du. (3.9)
Hence,
E
∣∣bεt − bεs ∣∣4  E∣∣ctW H,εt − csW H,εs ∣∣4 +
t∫
s
E
∣∣W H,εu c′u∣∣4 du  Mε|t − s|,
where Mε is some ﬁnite positive constant. Thus, for s, t ∈ [0, T ] then
E
∣∣Xεt − Xεs ∣∣2  Mε|t − s| 12 . (3.10)
We have from the chain rule for Malliavin derivative and the expression (3.9) for any 0 r  t
DBr X
ε
t = Xεt DBr Y εt = Xεt mt DBr bεt = Xεt mt
(
ct K (t + ε, r) +
t∫
0
K (u + ε, r)c′u du
)
and
T∫
0
E
∣∣DBr Xεt − DBr Xεs ∣∣2 dr  2
t∧s∫
0
E
∣∣Xεt mtct K (t + ε, r) − Xεs mscsK (s + ε, r)∣∣2 dr
+ 2
t∧s∫
0
E
∣∣∣∣∣Xεt mt
t∫
0
K (u + ε, r)c′u du − Xεs ms
s∫
0
K (u + ε, r)c′u du
∣∣∣∣∣
2
dr
 Mε|t − s|min( 12 ,2H), (3.11)
where, in above estimates, we used an elementary result that
t∧s∫
0
∣∣K (t + ε, r) − K (s + ε, r)∣∣2 dr  E∣∣W Ht+ε − W Hs+ε∣∣2 = |t − s|2H .
Combining (3.10) and (3.11) we get∥∥Xε∥∥2L1,2β = Mε sup |t − s|min( 12 ,2H)−2β,0<s<u<T
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tion (ii) in (H) is proved as follows:(
sup
0tT
Xεt
)p
 sup
0tT
epa
ε
t exp
(
sup
0tT
pmtb
ε
t
)
.
Noting that aεt , mt are deterministic functions and b
ε
t is a Gaussian process with ﬁnite variance. Therefore, {Zt = pmtb
ε
t
λ
,
0 t  T } is a pre-Gaussian process for any λ > 0. By the results in [1, Corollary 1.1, p. 79 and Lemma 3.1, p. 140] we have
sup0tT Xεt ∈ Lp(Ω) for any p  1H > 1.
The proof of theorem is thus complete. 
Now taking the limit in L2(Ω) as ε → 0 we obtain the following theorem.
Theorem 3.2. Consider the fractional stochastic geometric mean reversion equation (1.2). If H > 12 , its solution is unique and given by
Xt = exp
(
e−
∫ t
0 ku du ln X0 +
t∫
0
μse
− ∫ ts ku du ds +
t∫
0
σse
− ∫ ts ku du dW Hs
)
.
If H = 12 , the solution is a well-known classical lognormal process
Xt = exp
(
e−
∫ t
0 ku du ln X0 +
t∫
0
(
μs − 1
2
σ 2s
)
e−
∫ t
s ku du ds +
t∫
0
σse
− ∫ ts ku du dBs
)
.
If 14 < H <
1
2 , (1.2) has no solution.
Proof. In the case, H = 12 , the proof is trivial. When H > 12 , using similar estimates as above we can prove that Xt satisfy
the hypothesis (H) and so it solves (1.2). Eq. (1.2) has no solution when 14 < H <
1
2 since L
2-limε→0 Xεt = 0. 
Remark. In the case H > 12 , the solution Xt is also a lognormal process because the fractional stochastic integral∫ t
0 σse
− ∫ ts ku du dW Hs is a L2-limit of the Gaussian process ∫ t0 σse− ∫ ts ku du dW H,εs . This signiﬁcant property make Xt as a nat-
ural candidate not only to model spot freight rate in shipping but also to model stock price in mathematical ﬁnance. We
refer to [3] for an excellent application of fBm to ﬁnance.
4. Conclusion and possible extension
The semimartingale approximate method presented in this paper can be used to study a wider class of the fractional
stochastic differential equations of the form
dXt = b(t, Xt)dt + σt Xt dW Ht , 0 t  T . (4.1)
From practical point of view, it is important to ﬁnd the explicit expression for the solution of each speciﬁc model. The
present paper show again that the semimartingale approximate method has more advantages for this.
It is well known that in the special case H = 12 , the anticipate differential equation (4.1) is the widest class that it can
be explicitly solved. In our context, (4.1) can be approximated by a classical stochastic differential equation with the same
initial condition
dXεt =
[
b
(
t, Xεt
)+ σtϕεt Xεt ]dt + εασt Xεt dBt, 0 t  T . (4.2)
The explicit solution of (4.2) is given by
Xεt =
Zεt
Y εt
,
where Y εt = exp( 12
∫ t
0 σ
2
s ε
2α ds − ∫ t0 σs dW H,εs ) and Zεt is the solution of the ordinary differential equation
dZεt = Y εt b
(
t,
Zεt
Y εt
)
dt, Zε0 = Xε0 = X0.
For a suitable function b(t, x), the solution of (4.1) will be a L2-limit of Xεt as ε → 0.
402 N.T. Dung / J. Math. Anal. Appl. 380 (2011) 396–402Acknowledgments
The author would like to thank the anonymous referees for their valuable comments for improving the paper.
References
[1] V.V. Buldygin, Yu.V. Kozachenko, Metric Characterization of Random Variables and Random Processes, vol. 188, American Mathematical Society, Provi-
dence, RI, 2000.
[2] P. Carmona, L. Coutin, G. Montseny, Stochastic integration with respect to fractional Brownian motion, Ann. Inst. H. Poincaré Probab. Stat. 39 (1) (2003)
27–68.
[3] F. Comte, E. Renault, Long memory in continuous-time stochastic volatility models, Math. Finance 8 (4) (October 1998) 291–323.
[4] N.T. Dung, A class of fractional stochastic differential equations, Vietnam J. Math. 36 (3) (2008) 271–279.
[5] N.T. Dung, T.H. Thao, An approximate approach to fractional stochastic integration and its applications, Braz. J. Probab. Stat. 24 (1) (2010) 57–67.
[6] I.I. Gihman, A.V. Skorohod, Stochastic Differential Equations, Springer, 1972.
[7] D. Nualart, The Malliavin Calculus and Related Topics, 2nd edition, Springer, 2006.
[8] Tran Hung Thao, Christine Thomas-Agnan, Evolution des cours gouvernée par un processus de type ARIMA fractionnaire, Cahier de GREMAQ Toulouse
No. 20.10.541 (2000), Studia Univ. Babes-Bolyai Math. XVIII (2) (June 2003) 107–115.
[9] T.H. Thao, T.T. Nguyen, Fractal Langevin equation, Vietnam J. Math. 30 (1) (2003) 89–96.
[10] T.H. Thao, An approximate approach to fractional analysis for ﬁnance, Nonlinear Anal. 7 (2006) 124–132 (available also online on ScienceDirect).
[11] J. Tvedt, Market structure, freight rates and assets in bulk shipping, Dr. Oecon Dissertation, Norwegian School of Economics and Business Administra-
tion, Bergen, Norway, 1995.
