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Suppose two Hermitian matrices A,B almost commute (‖[A,B]‖ ≤ δ). Are they close to a
commuting pair of Hermitian matrices, A′, B′, with ‖A − A′‖, ‖B − B′‖ ≤ ? A theorem of H.
Lin[3] shows that this is uniformly true, in that for every  > 0 there exists a δ > 0, independent of
the size N of the matrices, for which almost commuting implies being close to a commuting pair.
However, this theorem does not specify how δ depends on . We give uniform bounds relating δ and
. We provide tighter bounds in the case of block tridiagonal and tridiagonal matrices and a fully
constructive method in that case. Within the context of quantum measurement, this implies an
algorithm to construct a basis in which we can make a projective measurement that approximately
measures two approximately commuting operators simultaneously. Finally, we comment briefly
on the case of approximately measuring three or more approximately commuting operators using
POVMs (positive operator-valued measures) instead of projective measurements.
The problem of when two almost commuting matrices are close to matrices which exactly commute, or, equivalently,
when a matrix which is close to normal is close to a normal matrix, has a long history. See, for example [1, 2], and
other references in [3] where it is mentioned that the problem dates back to the 1950s or earlier. Finally in 1995,
Lin[3] proved that for any  > 0, there is a δ > 0 such that for all N , for any pair of Hermitian N -by-N matrices, A,B,
with ‖A‖, ‖B‖ ≤ 1, and ‖[A,B]‖ ≤ δ, there exists a pair A′, B′ with [A′, B′] = 0 and ‖A−A′‖ ≤  and ‖B −B′‖ ≤ 
This proof was later shortened and generalized by Friis and Rordam[4]. Interestingly, the same is not true for almost
commuting unitary matrices[5] or for almost commuting triplets[6, 7].
The importance of the above results is that the bound is uniform in N . That is, δ depends only on . Unfortunately,
the proofs do not give any bounds on how δ depends on . In this paper, we present a construction of matrices A′
and B′ which enables us to give lower bounds on how small δ must be to obtain a given error .
Specifically, we prove that
Theorem 1. Let A and B be Hermitian, N -by-N matrices, with ‖A‖, ‖B‖ ≤ 1. Suppose ‖[A,B]‖ ≤ δ. Then, there
exist Hermitian, N -by-N matrices A′ and B′ such that
1: [A′, B′] = 0.
2: ‖A′ −A‖ ≤ (δ) and ‖B′ −B‖ ≤ (δ), with
(δ) = E(1/δ)δ1/5, (1)
where the function E(x) grows slower than any power of x. The function E(x) does not depend on N .
Throughout this paper, we use ‖...‖ to denote the operator norm of a matrix, and |....| to denote the l2-norm of a
vector.
The proof of theorem (1) involves first constructing a related problem involving a block tridiagonal matrix, H,
and a block identity matrix X (we use the term “block identity matrix” to refer to a block diagonal matrix that is
proportional to the identity matrix in each block). For such matrices we prove the theorem
Theorem 2. Let X be a block identity Hermitian matrix and let H be a block tridiagonal Hermitian matrix, with the
j-th block of X equal to c + j∆ times the identity matrix, for some constants c and ∆. Let ‖H‖, ‖X‖ ≤ 1. Then,
there exist Hermitian matrices A′ and B′ such that
1: [A′, B′] = 0.
2: ‖A′ −H‖ ≤ ′(∆) and ‖B′ −X‖ ≤ ′(∆), with
′(∆) = E′(1/∆)∆1/4, (2)
where the function E′(x) grows slower than any power of x. The function E′(x) does not depend on the dimension
of the matrices.
After proving these results, we prove a tighter bound in the case where H is a tridiagonal matrix, rather than a
block tridiagonal matrix:
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2Theorem 3. Let X be a diagonal Hermitian matrix and let H be a tridiagonal Hermitian matrix, with the j-th
diagonal entry of X equal to c + j∆, for some constants c and ∆. Let ‖H‖, ‖X‖ ≤ 1. Then, there exist Hermitian
matrices A′ and B′ such that
1: [A′, B′] = 0.
2: ‖A′ −H‖ ≤ ′(∆) and ‖B′ −X‖ ≤ ′(∆), with
′(∆) = E′′(1/∆)∆1/2, (3)
where the function E′′(x) grows slower than any power of x. The function E′′(x) does not depend on the
dimension of the matrices.
The proofs rely heavily on ideas relating to Lieb-Robinson bounds[8–11]. These bounds, combined with appropri-
ately chosen filter functions, have been used in recent years in Hamiltonian complexity to study the dynamics and
ground states of quantum systems, obtaining results such as a higher dimensional Lieb-Schultz-Mattis theorem[9],
a proof of exponential decay of correlations[14], studies of dynamics out of equilibrium[15–17], new algorithms for
simulation of quantum systems[18–22], an area law for entanglement entropy for general interacting systems[23], study
of harmonic lattice systems[24], a Goldstone theorem with fewer assumption[25], and many others. The present paper
represents a different application, to the study of almost commuting matrices.
Before beginning the proof, we give some discussion of physics intuition behind the result. The next few paragraphs
are purely to motivate the problems from a physics viewpoint. In the last section on quantum measurement and
in the discussion at the end we give additional applications to quantum measurement and construction of Wannier
functions. The section on quantum measurement is intended to be self-contained. As mentioned, we begin by relating
this problem to the study of block tridiagonal matrices. We then interpret the matrix H as a Hamiltonian for a
single particle moving in one dimension, and apply the Lieb-Robinson bounds. The result (2) implies that we can
construct a complete orthonormal basis of states which are simultaneously localized in both position (X) and energy
(H). It is certainly easy to construct an overcomplete basis of states which is localized in both position and energy,
by considering, for example, Gaussian wavepackets. The interesting result is the ability to construct an orthonormal
basis which satisfies this.
Additional physics intuition can be obtained by considering the case where H is a tridiagonal matrix with 0 on
the diagonal and elements just above and below the diagonal equal to 1, and where X is a diagonal matrix with
entries 1/N, 2/N, .... We refer to this as a uniform chain. In the uniform chain case, if we define a new matrix H ′
by randomly perturbing H, replacing each diagonal element of H with a small diagonal number chosen at random,
the eigenvectors of H ′ are localized with high probability[26, 27]. Then, we can construct a matrix X ′ which exactly
commutes with H ′ as follows: if v is an eigenvector of H ′, we choose it to have eigenvalue for X ′ equal to (v,Xv).
Then, since the eigenvectors are localized, we find that ‖X −X ′‖ is small. The difference ‖X −X ′‖ depends on the
localization length which depends inversely on the amount of disorder, while the difference ‖H −H ′‖ depends on the
amount of disorder. Unfortunately, we do not have a good enough understanding of the effect of disorder for matrices
H which are block tridiagonal, rather than just tridiagonal, to turn this approach into a proof for general H and X,
and thus we rely on an alternative, constructive approach.
I. PROOF OF MAIN THEOREM
We now outline the proof of theorem (1). The proof is described by the following algorithm:
1: Construct H from A as described in section (II A) and lemma (1). We will bound ‖H −A‖.
2: Construct X from B as described in section (II B). We will bound ‖X −B‖. In a basis of eigenvalues of X, the
matrix H will be block tridiagonal.
3: Construct a new basis as described in section (III) such that in this basis H is close to a block diagonal matrix.
That is, we will bound the operator norm of the block off-diagonal part of H. The blocks will be different from
the blocks considered in step (2) above and will be larger. Further, we will show that X is close to a block
identity matrix in this basis.
4: Set A′ to be the block diagonal part of H in the basis constructed in step (3) and set B′ to the block identity
matrix constructed in step (3), so that [A′, B′] = 0.
This algorithm involves several choices of constants. In a final section, (V), we indicate how to pick the constants to
obtain the error bound (1). The key step will be step 3.
3II. REDUCTION TO BLOCK TRIDIAGONAL PROBLEM
The first two steps of the proof above (1,2) reduce theorem (1) to theorem (2), while the last two steps (3,4) prove
theorem (2). In this section we present the first two steps.
A. Construction of Finite-Range H
We begin by constructing matrix H as given in the following lemma, where the constant ∆ will be chosen later.
Lemma 1. Given Hermitian matrices A and B, with ‖[A,B]‖ ≤ δ, for any ∆ there exists a Hermitian matrix H
with the following properties.
1: ‖[H,B]‖ ≤ δ.
2: For any two vectors v1, v2 which are eigenvectors of B with corresponding eigenvalues x1, x2, and with |x1−x2| ≥
∆, we have (v1, Hv2) = 0.
3: ‖A−H‖ ≤ 1, with 1 = c0δ/∆, where c0 is a numeric constant given below.
Proof. We define
H = ∆
∫
dt exp(iBt)A exp(−iBt)f(∆t), (4)
where the function f(t) is defined to have the Fourier transform
f˜(ω) = (1− ω2)3, |ω| ≤ 1 (5)
f˜(ω) = 0, |ω| ≥ 1,
and hence the Fourier transform of f(∆t) is supported on the interval [−∆,∆]. Properties (1) and (2) follow imme-
diately from Eq. (4). Property (3) follows from
‖H −A‖ = ‖
(
∆
∫
dt exp(iBt)A exp(−iBt)f(∆t)
)
−A‖ (6)
= ‖∆
∫
dt
(
exp(iBt)A exp(−iBt)−A
)
f(∆t)‖
≤ ∆
∫
dt ‖
(
exp(iBt)A exp(−iBt)−A
)
‖ |f(∆t)|
≤ ∆
∫
dt |t|‖[A,B]‖ |f(∆t)|
≤ δ∆
∫
dt |tf(∆t)|
= c0δ/∆,
where we define the constant c0 by
c0 =
∫
dt|tf(t)|. (7)
The second line in Eq.( 6) follows because f˜(0) = 1 so that ∆
∫
dtAf(∆t) = A. Note that since the first and second
derivatives of f˜(ω) vanish at ω = ±1, the function f(t) decays as 1/t3 for large t and hence c0 is finite. Since f˜ is an
even function, H is Hermitian.
Note that the precise form of the function f(t) is unimportant: all we require is that f˜(0) = 1; that f˜ is supported
on the interval [−1, 1]; that f˜ is sufficiently smooth that f(t) decays fast enough for the integral over t (7) to converge;
and that f˜ is an even function.
4Remark: In a basis of eigenvectors of B, property (3) in the above lemma implies that H is “finite-range”, in that
the off-diagonal elements are vanishing for sufficiently large |x1−x2|. The next theorem is a Lieb-Robinson bound for
such finite range Hamiltonians, similar to those proven for many-body Hamiltonians[8–11]. This result is also similar
to results on the decay of entries of smooth functions of matrices proven in [12, 13].
We now introduce some terminology. Given two sets of real numbers, S1, S2, we define
dist(S1, S2) = min
x1∈S1,x2∈S2
|x1 − x2|. (8)
Remark: The reason for introducing this “distance function” is that we think of H as defining the Hamiltonian
for a one-dimensional, finite- range quantum system, with different “sites” of the system corresponding to different
eigenvectors of B, and then the distance function is the distance between different sets of sites.
Further, we say that a vector w is “supported on set S for position operator B” if w is a linear combination
of eigenvectors of B whose corresponding eigenvalues are in set S. Finally, for any set S we define the projector
P (S,B) to be the projector onto eigenvectors of B whose corresponding eigenvalues lie in set S. We now give the
Lieb-Robinson bound:
Theorem 4. Let H have the properties
1: ‖H‖ ≤ 1.
2: For any two vectors v1, v2 which are eigenvectors of B with corresponding eigenvalues x1, x2, and with |x1−x2| ≥
∆, we have (v1, Hv2) = 0.
Define
vLR = e
2∆. (9)
Then, for any vector v supported on a set S1 for position operator B, and for any projector P (S2, B), we have
|P (S2, B) exp(−iHt)v| ≤ e−dist(S1,S2)/∆|v| (10)
for any
|t| ≤ dist(S1, S2)/vLR. (11)
Proof. Expand exp(−iHt)v in a power series as v − iHtv − (H2/2)t2v + .... Then, by assumption,
P (S2, B)(−it)n(Hn/n!)v vanishes for n < dist(S1, S2)/∆. Let m = ddist(S1, S2)/∆e. Then,
|
∑
n≥m
(−it)n(Hn/n!)v| ≤
∑
n≥m
(|t|n/n!)|v| (12)
≤ 1
e
∑
n≥m
(e|t|/n)n|v|
≤ 1
e
(e|t|/m)m 1
1− e|t|/m |v|.
For the given vLR and t, the result follows.
Remark: the proof of this Lieb-Robinson bound is significantly simpler than the proofs of the corresponding
bounds for many-body systems considered elsewhere. The power series technique used here does not work for such
systems.
B. Construction of X
In this subsection, we construct the matrix X from B. We define a function Q(x) by
Q(x) = ∆bx/∆ + 1/2c. (13)
Then, we set
X = Q(B). (14)
5Note that |Q(x)− x| ≤ ∆/2 for all x, and Q(x)/∆ is always an integer. Then,
‖X −B‖ ≤ 2, (15)
with
2 = ∆/2. (16)
By (2) in lemma (1), the matrix H is a block tridiagonal matrix when written in a basis of eigenstates of X, with
eigenvalues of X ordered in increasing order.
III. CONSTRUCTION OF NEW BASIS
In this section we construct the basis to make H close to a block diagonal matrix and X close to a block identity
matrix. This completes step (3) of the construction of A′ and B′. We refer to the basis constructed in this step as
the “new basis” and we refer to the basis in which X is diagonal as the “old basis”.
There will be a total of ncut+1 different blocks in the new basis, where ncut is chosen later. Before constructing the
new basis, we give some definitions. We define an interval Ii by Ii = [−1+2(i−1)/ncut,−1+2i/ncut) for 1 ≤ i < ncut
and Ii = [−1 + 2(i−1)/ncut,−1 + 2i/ncut] for i = ncut. Let Ji be the matrix given by projecting H onto the subspace
of eigenvalues of X lying in this interval Ii, and call this subspace Bi. Then, in the old basis of eigenvalues of X,
Ji is block tridiagonal with at least L different blocks, where L = b(2/ncut∆)− 1c (some of these blocks might have
dimension zero if B happens to have fewer than L distinct eigenvalues in that interval). We will choose ncut later so
that L >> 1 and so the new basis will have fewer blocks than the old basis. Before constructing the new basis we
need the following lemma.
We claim that:
Lemma 2. Let J be a Hermitian block tridiagonal matrix, with ‖J‖ ≤ 1, acting on a space B. Let there be L blocks,
so that the space B has L orthogonal subspaces, which we write Vj for j = 1, ..., L, with (v, Jw) = 0 for v ∈ Vi and
w ∈ Vj with |i− j| > 1. Then, there exists a space W which is a subspace of B with the following properties:
1: The projection of any normalized vector v ∈ V1 onto the orthogonal complement of W has norm bounded by 3
where 3 is equal to 1/L
1/3 times a function growing slower than any power of L.
2: For any normalized vector w ∈ W, the projection of Jw onto the orthogonal complement ofW has norm bounded
by 4, where 4 is equal to 1/L
1/3 times a function growing slower than any power of L.
3: The projection of any normalized vector v ∈ VL onto W has norm bounded by 5, where 5 is equal to a function
decaying faster than any power of L.
Proof. This lemma is the key step in the proof of the main theorem, and the proof of this lemma is given in the next
section.
For each i, 1 ≤ i ≤ ncut, we apply lemma (2) to the matrix J = Ji defined on the space B = Bi. For given i, we refer
to the space W as constructed in lemma (2) as Wi and we refer to the subspaces Vj defined in lemma (2) as Vj(i).
Let Bi have dimension DB(i) and let Wi have dimension DW (i). Let W⊥i denote the DB(i) − DW (i)-dimensional
space which is the orthogonal complement of Wi. Let Vj(i) have dimension dj(i). By properties (1,2) in lemma (2),
DB(i) ≥ d1(i) and DB(i) ≤ DW (i)− dL(i).
The new basis has ncut + 1 blocks, which we label by i = 0, 1, ..., ncut. For 1 ≤ i < ncut, we define the i-th block
of the new basis to be the space spanned by Wi+1 and W⊥i . For i = 0, the i-th block is the space Wi+1 = W1. For
i = ncut, the i-th block is the space W⊥i =W⊥ncut .
Then, the matrix H is a block band matrix in this new basis. The matrix H will have terms on the main diagonal,
on the diagonals directly above and below the main diagonal, and on the diagonals above and below those, so it only
has terms within distance two of the main diagonal. The block-off-diagonal terms above and below the main diagonal
arise from three sources. First, the matrix Ji contains non-vanishing matrix elements between the spaces Wi and
W⊥i , and those spaces are now in different blocks. However, by property (2) in lemma (2), these matrix elements
are bounded by 4. Second, there are non-vanishing matrix elements between the subspace W⊥i−1 and Vi1, and Vi1
may not be completely contained in subspace Wi. However, by property (1) in lemma (2), these contribute only 3
to the norm of the block-off-diagonal terms of H in the new basis. Third, there are non-vanishing matrix elements
between Wi and ViL, and ViL may not be completely contained in subspace W⊥i . However, by property (1) in lemma
6(2), these contribute only 5 to the norm of the block-off-diagonal terms of H in the new basis. Therefore, these
block-off-diagonal terms in H are bounded in operator norm by
2(3 + 4 + 5). (17)
The terms which are on the diagonals two above or two below the main diagonal arise from the fact that there are
non-vanishing matrix elements between ViL and Vi+11 , and ViL has some non-vanishing overlap with Wi and Vi+11 has
some non-vanishing overlap with W⊥i+1. These terms are bounded by 35.
Define B′ to be the block identity matrix (in the new basis) which is equal to −1+2i/ncut times the identity matrix
in the i-th block. Since each block i in the new basis lies within the space spanned by Bi and Bi+1 we have
‖B′ −B‖ ≤ 2/ncut. (18)
Remark: Here is a sketch of the above procedure, in a case where H has 8 blocks and ncut = 2. The matrix
originally looks like 
... ...
... ... ...
... ... ...
... ... ...
... ... ...
... ... ...
... ... ...
... ...

(19)
where the ... indicate non-vanishing entries. We combine the entries in the first 4 blocks into a matrix J1 and the
entries in the last 4 into a matrix J2 so H looks like (
J1 ...
... J2,
)
(20)
where the ... couples only the L-th block of space B1 to the 1-st block of space B2. Then, we apply lemma 2 to
decompose B1 into spaces W1 and W⊥1 so that J1 looks like(
... O(4)
O(4) ...
)
(21)
and similarly for J2. Inserting Eq. (21) into Eq. (20), H looks like (in the new basis) ... O(4) O(5) O(35)O(4) ... ... O(3)O(5) ... ... O(4)
O(35) O(3) O(4) ...
 (22)
which is close to the block diagonal matrix, ... ... ...... ...
...
 (23)
which has 3 = ncut + 1 blocks.
IV. PROOF OF LEMMA 2
Let the space V1 be d1 dimensional, with orthonormal basis vectors v1, ..., vd1 . Let S denote the DB-by-d1 matrix
whose columns are these basis vectors, so that S is an isometry.
Define a function F(ω0, r, w, ω) as follows. Let F(0, 0, 1, ω) = 1 for ω = 0. Let F(0, 0, 1, ω) = 0 for |ω| ≥ 1.
Let F(0, 0, 1, ω) = F(0, 0, 1,−ω). For 0 ≤ ω ≤ 1, choose F(0, 0, 1, ω) to be infinitely differentiable so that the
7b)a)
FIG. 1: Sketch of (a) F(0, 1, 1, ω) = F(−1, 0, 1, ω) + F(0, 0, ω) + F(1, 0, 1, ω) and (b) F(0, 0, 1, ω).
Fourier transform of F(0, 0, 1, ω), which we write F˜(0, 0, 1, t), is bounded by a function which decays faster than any
polynomial. Finally, we impose F(0, 0, 1, ω) + F(0, 0, 1, 1− ω) = 1 for 0 ≤ ω ≤ 1.
For general ω0, r, w, define the function F(ω0, r, w, ω) by F(ω0, r, w, ω) = 1 for |ω − ω0| ≤ r, and F(ω0, r, w, ω) =
F(0, 0, 1, (|ω − ω0| − r)/w) for |ω − ω0| ≥ r. Then F(ω0, r, w, ω) = 0 for |ω − ω0| ≥ r + w. For r ≥ 0 and w > 0,
the function F(ω0, r, w, ω) is infinitely differentiable with respect to ω everywhere. The functions F(0, 1, 1, ω) and
F(0, 0, 1, ω) are sketched in Fig. 1a,b; the variable r denotes the width of the flat part at the center of the function,
while w denotes the width of the changing part of the function. Since F(0, 0, 1, ω) is infinitely differentiable, there is
a function T (x) which decays faster than any polynomial such that:∫
|t|≥t0
dt|F˜(ω0, w, w, t)| ≤ T (wt0), (24)∫
|t|≥t0
dt|F˜(ω0, 0, w, t)| ≤ T (wt0).
The operator norm of J is bounded by 1. The idea of the proof is to divide the interval of eigenvalues of J , which is
[−1, 1], into various small overlapping windows. Then, for each interval centered on a frequency ω, we will construct
vectors given by approximately projecting vectors in V1 onto the space spanned by eigenvectors of J with eigenvalues
lying in that interval; we call the spaces of these vectors Xi, where i labels the particular window. Then, each of these
projected vectors x will have the property that Jx is close to ωx. This will be the key step in ensuring property (2)
in the claims of the lemma. The idea of approximate projection is important here. In fact, we will use the smooth
filter functions F(ω0, r, w, ω) above. The smoothness will be essential to ensure that the vectors x have most of their
amplitude in the first blocks rather than the last blocks. Since the vectors in the spaces Xi are approximate projections
of vectors in V1 into different windows, we will be able to approximate any vector v1 ∈ V1 by a vector in the space
spanned by the Xi simply by adding up the projections of v1 in each different window. Because the windows overlap,
the vectors may not be orthogonal to each other; the overlap between vectors is something we will need to bound (see
Eq. (44) below). To control the overlap, we choose W to be a subpace of the space spanned by the Xi as explained
below; this will then require us to be careful to ensure that we are still able to approximate vectors in V1 by vectors
in W.
Let nwin be some even integer chosen later. We will choose
nwin = L/F (L), (25)
where the function F (L) is a function that grows slower than any power of L and is defined further below. The choice
of function F (L) will depend only on the function T (x) defined above.
For each i = 0, ..., nwin − 1, define
ω(i) = −1 + 2i/(nwin − 1). (26)
Define
κ = 2/(nwin − 1), (27)
so ω(i) = −1 + iκ.
When ω(i) and κ are chosen as above, we have
∑nwin−1
i=0 F(ω(i), 0, κ, ω) = 1 for −1 ≤ ω ≤ 1. See Fig. 2(a) to see a
sketch of three functions F(ω(i− 1), 0, κ, ω), F(ω(i), 0, κ, ω), and F(ω(i+ 1), 0, κ, ω); as F(ω(i), 0, κ, ω) decreases for
ω(i) ≤ ω ≤ ω(i+ 1), the function F(ω(i+ 1), 0, κ, ω) is increasing to keep the sum constant.
8b)
a)
FIG. 2: a) Sketch of overlapping windows. b) Re-arrangement of windows as discussed in section on tridiagonal matrices.
A. Construction of Spaces Xi
To construct Xi, we define the matrix τi by
τi = F(ω(i), 0, κ, J)S. (28)
Define
λmin = 1/(nwinL
2). (29)
Compute the eigenvectors of the matrix τ †i τi. For each eigenvector xa with eigenvalue greater than or equal to λmin
compute ya = τixa. Let Xi be the space spanned by all such vectors ya. Let Zi project onto the eigenvectors xa with
eigenvalue less than λmin; the projector Zi will be used later in computing the error estimates.
Remark: To understand this construction, in Fig. 2a we sketch the functions F(ω(i− 1), 0, κ, ω), F(ω(i), 0, κ, ω),
and F(ω(i + 1), 0, κ, ω), which form partially overlapping windows. Note that the vectors F(ω(i), 0, κ, J)Sx1 and
F(ω(i± 1), 0, κ, J)Sx2, for arbitrary x1, x2, need not be orthogonal.
B. Properties of Xi
This subsection establishes certain properties of the Xi. It is primarily intended to motivate the construction thus
far. We will show that the Xi have three properties which are closely related to the three properties we desire to show
in lemma (2).
First, for any normalized vector v ∈ V1, the projection of v onto the orthogonal complement of the space spanned
by the Xi is bounded by
√
2nwinλmin =
√
2/L. To show this, for any v ∈ V1, with |v| = 1, we write v = Sx with
|x| = 1, and then
|v −
nwin−1∑
i=0
τi(1− Zi)x|2 = |
nwin−1∑
i=0
τiZix|2 (30)
≤ 2
nwin−1∑
i=0
|τiZix|2
≤ 2nwinλmin
≤ 2/L2.
The factor of 2 in the first inequality follows because (τiZix, τjZjx) = 0 for |i− j| > 1, but may be non-vanishing for
i = j ± 1. Similar factors of 2 occur in several other places.
Second, each space Xi is an approximate eigenspace of J . That is, for any vi ∈ Xi, we have
|(J − ω(i))vi| ≤ κ|vi|. (31)
9Third, for any vector y ∈ Xi, the norm of the projection of y onto VL is bounded by |y| times a function growing
slower than any power of L. It is here that we will pick the function F (L) and use the Lieb-Robinson bounds. Let
F˜(ω0, r, w, t) denote the Fourier transform of F(ω0, r, w, ω) with respect to the last variable ω. Then, for any x with
(1− Zi)x = x, we find that y = τix = F(ω(i), 0, κ, J)Sx is equal to
y =
∫
dtF˜(ω(i), 0, κ, t) exp(iJt)Sx. (32)
We use the Lieb-Robinson bounds for matrix J , by defining a position matrix which is equal to i in the i-th block.
Using the Lieb-Robinson bounds, for time t ≤ L/vLR, with vLR = e2, we find that the norm of the projection of
exp(iJt)Sx onto the space VL is bounded by exp(−L). At the same time, the integral
∫
|t|≥L/vLR dtF˜(ω(i), 0, κ, t) is
bounded by T (2L/vLRnwin) = T (2F (L)/e
2). Since T (x) decays faster than any negative power of x, we can choose
an F (x) which grows slower than any power of x such that T (2F (L)/e2) still decays faster than any negative power of
L. Thus, since |y| ≥ λmin|x| by construction, for this choice of F (x) the norm of the projection of any vector y ∈ Wi
onto VL is bounded by |y| times a function decaying faster than any negative power of L.
The reason for picking λmin > 0 is to help establish the third property above. Let us give an example of a situation
where we would encounter problems if we have taken λmin = 0. Consider a matrix of the form
0 1/4
1/4 0 1/4
1/4 0 1/4
1/4 0 1/4
...
1/4 0 1/4
1/4 1/2

(33)
Here, each block has size one. If it weren’t for the “1/2” in the last line, this matrix would have operator norm slightly
less than 1/2. However, because of the 1/2, this matrix has one eigenvalue greater than 1/2. For this particular choice
of matrix, this eigenvalue is close to 5/8. The corresponding eigenvector is localized near the last block, and is
exponentially small in the first block. If we project a vector in V1 into a narrow window centered on ω(i) = 5/8, the
result will project onto this eigenvector, and thus the resulting state will have large amplitude on VL. However, for
such a window, we would find that τi would be exponentially small, and so we would not include this vector in Xi.
The properties we have established for spaces Xi are closely related to the properties in lemma (2) that we are
trying to establish. Unfortunately, the spaces Xi need not be orthogonal, and in fact may be very far from orthogonal.
This can lead to problems like the following: suppose we have two vectors, v1 ∈ X1 and v2 ∈ X2. We know that the
projection of v1 onto VL is small compared to |v1|, and we know the same thing for v2; however, we don’t know that
the projection of v1 + v2 onto VL is small compared to |v1 + v2| because we don’t know how |v1 + v2| compares to
|v1| and |v2|. We have two different ways of dealing with this: in the next subsection, we present a construction for
block tridiagonal matrices that involves choosing a subspace of the space spanned by the Xi. In a later section on
tridiagonal matrices, we present a much simpler construction that involves combining several windows into one; the
reader may prefer to read that section first.
C. Construction of W
We now construct the spaceW. Let each space Xi have dimension Di. In each space Xi we can find an orthonormal
basis of vectors, vi,b, for b = 1, ..., Di. We define a block tridiagonal matrix ρ of inner products of vectors vi,b as
follows: the i-th block (for 0 ≤ i < nwin) has dimension Di, and on the diagonal the matrix is equal to the identity
matrix. Above the diagonal, the block in the i-th row and i + 1-st column is equal to the matrix of inner products
(vi,b, vi+1,c) for b = 1, ..., Di and c = 1, ..., Di+1. Note that for |i − j| > 1, the spaces Xi and Xj are orthogonal,
so that the matrix ρ is block tridiagonal. We define a new vector space R to be a space of dimension ∑nwin−1i=0 Di.
The matrix ρ is Hermitian and positive semidefinite. It is equal to ρ = A†A, for some matrix A which is also block
tridiagonal. The matrix A is a linear operator from R to B; it is simply a matrix whose columns, in a given block,
are different basis vectors for the space Xi corresponding to that block.
Remark: The matrix ρ is block tridiagonal. To motivate what follows, consider the following circular reasoning:
given that ρ is block tridiagonal, if we knew that theorem (2) were true, we could find a basis in which ρ was
approximately diagonal and in which a position operator, a block diagonal matrix equal to i/nwin in the i-th block,
was also approximately diagonal. Then we choose W to be the space spanned by vectors of the form Awi, where wi
are basis vectors in this basis for which the diagonal entry of ρ are not too close to zero (how close is something we
10
Y0
Y1
Y2
Y3
Y4
Y5
NR0 NR2 NR4NL4NL2
Y ′1 Y ′3 Y ′5
0 lb 2lb... ... ...
Block 
number: ...
P0 P1 P2 P3 P4 P5
FIG. 3: Sketch of which blocks are in which subspaces Yi for nsb = 6, as well as which blocks are in the range of the Pi.
would pick later). Then, we would know that the vectors Awi and Awj are not degenerate for i 6= j, and the operator
A would be an approximate isometry from the space spanned by the wi to W. Also, we would find that Awi was an
approximate eigenvector of J . We would know that any vector v ∈ V1 had small projection orthogonal to W, since v
could be written as Sx and, while x may have some projection onto vectors wi for which the diagonal entry of ρ is
very close to zero, the error in v we make by dropping those vectors from x is small. This would give the space W
the properties we are trying to construct. Unfortunately, of course, we are trying to prove theorem (2), so this line
of reasoning does not help. However, we do not need such a strong result in the present construction as will be seen
below. Importantly, if there is a vector w such that (w, ρw) is small, it leads to only a small error in our ability to
approximate vector in v ∈ V1 if the vector w is orthogonal to the space W. We will also make use of a related fact: if
there is a vector w = w1 + w2 such that (w1 + w2, ρ(w1 + w2)) is small, then this means that Aw1 is close to −Aw2.
Suppose Aw1 ∈ X1 and Aw2 ∈ X2. Then, we can take W to be the space spanned by X2,X3, ... and spanned by the
subspace of X1 orthogonal to Aw1, and this leads to only a small error in our ability to approximate vectors v ∈ V1
by vectors in W. This is the basic idea behind the construction that follows.
We define spaces Yi, for i = 0, ..., nsb− 1, as follows, where nsb is the smallest even integer greater than or equal to
nwin/lb with the “block length” lb being an integer equal to
lb = bn1/3winc. (34)
Here, “sb” stands for “super-block” as we combine several blocks into one superblock. We pick Yi to be the subspace
of R spanned by the vectors in blocks from the (i − 1)lb-th block to the (i + 1)lb − 1-th block. That is, it is the
subspace spanned by vectors in blocks (i− 1)lb, (i− 1)lb + 1, (i− 1)lb + 2, ..., (i+ 1)lb − 1. Therefore, Yi is orthogonal
to Yj for |i− j| > 1. The space spanned by the Xi for i = 0, ..., nwin− 1 is the same as the space spanned by the AYi
for i = 0, ..., nsb − 1; we will choose the space W to be a subspace of this space. Let Pi project onto the subspace of
R spanned by the blocks from the ilb-th block to the (i+ 1)lb − 1-th block. For notational convenience later (and to
avoid various off-by-one errors), we define P−1 = 0, and we define Xi for i < 0 to be the empty set.
In Fig. 3 we sketch the blocks used to define the spaces Yi for the case nsb = 6. The horizontal position in the
figure indicates increasing block number, as marked in the top row. Space Yi overlaps with space Yi±1, as seen. We
have also sketched the range of the operators Pi.
We will need to make use of the following lemma. Currently our proof of this lemma relies on Lin’s theorem, and
thus the proof is not independent of Lin’s theorem. However, we will only need the lemma below for some  < 1 (any
such  suffices—note that for  = 1 the result is trivial) and we hope that an independent proof can be given of the
lemma for some  < 1. Thus, currently our proof “bootstraps” Lin’s result, showing that once Lin’s result holds for
some nontrivial , then a polynomial dependence between  and δ follows; indeed, all we need is the following lemma
which is a corollary of Lin’s theorem so that this lemma is equivalent to Lin’s theorem.
Lemma 3. For every  > 0 there exists a δ > 0 such that the following holds for any matrices A and B with
‖A‖, ‖B‖ ≤ 1 and ‖[A,B]‖ ≤ δ. Let P− project onto the eigenspace of A with eigenvalues ≤ −1/2, let P+ project
onto the eigenspace of A with eigenvalues ≥ +1/2. Then, there exists a projector P such that the range of P− is a
subspace of the range of P , the range of P+ is a subspace of the range of 1− P , and ‖[P,B]‖ ≤ .
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Proof. By Lin’s theorem, for every θ > 0, there exists a δ > 0 such that for every such A and B there exist operators
A′ and B′ with ‖A′ −A‖ ≤ θ, ‖B′ −B‖ ≤ θ, and [A′, B′] = 0.
Let Q project onto the the eigenspace of A′ with eigenvalues in the interval [−1/4,+1/4]. Apply Jordan’s lemma
to the projector Q and the projector P−+P+ to construct an orthonormal basis of vectors qi for the range of Q such
that (qi, (P
− + P+)qj) = 0 for i 6= j. Since ‖A′ −A‖ ≤ θ, for every such vector qi we have that
(qi, (P
− + P+)qi) ≤ const.× θ. (35)
Define Q′ to project onto the space spanned by (1− (P− + P+))qi for all i. Note that
‖Q′ −Q‖ ≤ const.× θ. (36)
We have defined three orthogonal projectors, Q′, P−, P+. Note that ‖[Q′, B′]‖ ≤ const. × θ since [Q,B′] = 0 and
Eq. (36) bounds ‖Q′−Q‖. Similarly, ‖[Q′, A′]‖ ≤ const.×θ. These bounds imply that ‖[Q,A]‖, ‖[Q,B]‖ are bounded
bounded by const.× θ. Let R = 1−Q′. Then, [RAR,RBR] is bounded by a constant times θ plus a constant times
δ.
We claim that, for sufficiently small θ, the matrix A projected into the range of R has no eigenvectors with eigenvalue
smaller than 1/8 in absolute value. Since ‖A′ − A‖ is bounded, and ‖Q′ − Q‖ is bounded by Eq. (36), this claim
follows for sufficiently small θ since the matrix A′ projected into the the range of I − Q has no eigenvectors with
eigenvalue smaller than 1/4 in absolute value.
Now, we define the projector P to be the projector Q′ plus the projector onto the negative eigenvalues of RAR.
(Equally well, we could define P to just be the projector onto the negative eigenvalues of RAR.)
By construction, since Q′ is orthogonal to P− and P+, the range of P−+P+ is a subspace of the range of R. Thus,
every eigenvector of A with eigenvalue ≤ −1/2 is an eigenvector of RAR with eigenvalue ≤ −1/2, and so the range
of P− is a subspace of the range of P . Similarly, the range of P+ is a subspace of the range of 1− P .
Now, we have to bound ‖[P,B]‖ which requires choosing θ sufficiently small and hence requires choosing δ sufficiently
small. By choosing θ sufficiently small, we can take ‖B′ −B‖ ≤ /4, so it suffices to bound ‖[P,B′]‖ by /2 in order
to bound ‖[P,B]‖ by . However, since Q′ almost commutes with B′ (that is, the commutator is bounded in norm by
a constant times θ plus a constant times δ), we only have to bound the commutator [P,B] in the space which is the
range of R. That is, it suffices to bound ‖[P,RBR]‖. Let v be a vector which is in the range of R and P and let w be
a vector which is in the range of R and 1 − P . We have to bound (v,RBRw) for all such v, w. However, RAR and
RBR almost commute (again, the commmutator is bounded in norm by a constant times θ plus a constant times δ)
and v is in the eigenspace of RAR with eigenvalues at most −1/8 and w is in the eigenspace of RAR with eigenvalues
at least 1/8 so we have bounded (v,Bw) by a constant times θ plus a constant times δ. Thus, choosing θ sufficiently
small (a constant amount smaller than ), and picking δ as given by Lin’s theorem the claim follows.
We claim that
Lemma 4. There exist spaces Ni, for i = 0, ..., nsb − 1 with the properties that:
1: Ni is a subspace of Yi. In fact, Ni is a subspace of the space spanned by blocks with (i−3/4)lb ≤ j < (i+3/4)lb.
2: For any vector v ∈ N 0i , the quantity (v, ρv) is bounded by |v|2/l2b times a function F0(lb), which is growing slower
than any power of lb.
3: Let Ni project onto Ni. For any vector v which is in the space spanned by eigenvectors of ρ with eigenvalue less
than 1/l2b , the sum
∑
i |Niv|2 is greater than or equal to (1 − F1(lb))|v|2, where F1(lb) is a function decaying
faster than any negative power of lb.
4 : For any i, let v be any vector in the space spanned by blocks with (i− 3/4)lb ≤ j < (i− 1/4)lb. Consider the
vector Niv. The projection of this vector onto blocks (i + 1/4)lb ≤ j < (i + 3/4)lb is bounded in norm squared
by |v|2(1/4− χ), for some χ > 0.
Proof. Consider the matrix ρ projected into blocks with (i− 3/4)lb ≤ j < (i+ 3/4)lb. Call this matrix ρi. The space
Ni will be chosen to contain the eigenspace of ρi with eigenvalues less than or equal to λ0 where λ0 equals 1/l2b times
a function growing slower than any power of lb. It will also be chosen to be orthogonal to the eigenspace of ρi with
eigenvalues greater than or equal to λ1 where λ1 equals 1/l
2
b times a function F0(lb), which is growing slower than
any power of lb. As a result, 1,2 above are automatically satisfied for any such space Ni.
We will now show that 3 also follows for any such Ni. Then, we will show how to pick Ni such that 4 follows (here
we use lemma (3).
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To show 3, define a matrix M by
M =
(
0 A
A† 0
)
. (37)
Define a matrix O by
O =
∫
dt exp(iMt)F˜(0, G(lb)/lb, G(lb)/lb, t), (38)
where G(lb) is a function growing slower than any power of lb to be chosen later. Note that since F is even in t, O is
non-vanishing only in the upper left and lower right corners. We define O0 to be the top left corner of O. For each
i, define Ai to project onto the blocks with (i − 1/2)lb ≤ j < (i + 1/2)lb. Define A′i to project onto the blocks with
(i− 3/4)lb ≤ j < (i+ 3/4)lb.
Let v be a normalized vector in the eigenspace of ρ with eigenvalue less than 1/l2b . We can write v =
∑
i aivi, with
vi a normalized vector in the space projected onto by Ai and the ai are complex amplitudes such that
∑
i |ai|2 = 1.
Then, since O0v = v, we have
∑
i |(O0vi, v)|2 = |v|2 = 1. Note that the vector O0vi is in the eigenspace of ρ with
eigenvalue less than or equal to 2G(lb)/lb. Further, by using the Lieb-Robinson bounds, the quantity |A′iO0vi−O0vi|
can be made to go to zero faster than any power of lb. In fact, by using the Lieb-Robinson bounds one can ensure
that if we define Mi by
Mi =
(
0 A′iAA
′
i
A′iA
†Ai 0
)
, (39)
and define Oi0 to be the top-left corner of the matrix
∫
dt exp(iMit)F˜(0, G(lb)/lb, G(lb)/lb, t), then |Oi0vi −O0vi| can
be made to go to zero faster than any power of lb (note that the matrix O
i
0 is non-vanishing only in blocks with
(i−3/4)lb ≤ j < (i+3/4)lb; the smallness of this difference here is a statement that due to the Lieb-Robinson bounds,
changing the effects near the boundary of the block only weakly affects the dynamics). Note, however, that the vector
Oi0vi is in the eigenspace of ρi with eigenvalue ≤ 2G0(lb)/lb. Hence, by choosing λ0 = 2G(lb)/lb, one can ensure that
up to error which goes to zero faster than any power of lb, the vector O0vi is in the eigenspace of ρi with eigenvalues
less than or equal to λ0, and hence the vector O0vi is in Ni, up to error going to zero faster than any power of lb.
Hence, |Niv|2 is greater than or equal to |(O0vi, v)|2 minus a quantity going to zero faster than any power of lb (to
see this, note that |Niv|2 ≥ |(x, v)|2 for any vector x in Ni and then we use the fact that O0vi is in Ni up to error
going to zero faster than any power of lb). Thus, since
∑
i |(O0vi, v)|2 =
∑
i |(vi, O0v)|2 = |v|2 = 1, this verifies 3.
We finally show 4. We can show this by applying lemma (3), with B being a block identity matrix which is equal
to −1 on blocks (i − 3/4)lb ≤ j < (i − 1/4)lb, equal to +1 on blocks (i + 1/4)lb ≤ j < (i + 3/4)lb, and linearly
interpolating in between. We define A to be a function of ρi: we define a smooth function f(x) such that f = −1 for
x ≤ λ0, f = +1 for x ≥ λ1, and f smoothly interpolates. Then, we can bound the commutator [A,B] by a quantity
going to zero faster than any power of lb. Hence, appylying lemma (3), we can choose a projector P with the property
that ‖[P,B]‖ is bounded by a quantity strictly less than 1. Hence, we obtain 5.
Remark: The definition of M and O as block matrices in the above lemma is simply a trick to make the claims 2,3
in the lemma depend on l−2b rather than l
−1
b as we would have found without this trick of introducing block matrices.
In physics jargon, near the edge of the band (eigenvalues close to zero for ρ which is a positive semi-definite matrix),
we have dynamic critical exponent 2 rather than 1.
We have chosen the overlapping of the blocks in a particular way. A vector in Ni may have support on blocks
(i− 3/4)lb ≤ j < (i+ 3/4)lb. Thus, on blocks (i− 3/4)lb ≤ j < (i− 1/4)lb, it may overlap with a vector on Ni−1 and
on blocks (i+ 1/4)lb ≤ j < (i+ 3/4)lb, it may overlap with a vector on Ni+1.
We now describe the construction. The numeric constant η below is some sufficiently small, positive, real number;
the choice of this number will be discussed in lemma (5).
We iteratively construct a sequence of spaces N ′i for odd i which are subspaces of Ni as follows. For each i = 1, 3, ...,
consider the space Ni. Let Qi be the projector onto the span of Ni+1,Ni−1. Apply Jordan’s lemma[28] to Ni and to
Qi to construct a complete orthonormal basis ni,b for Ni such that (ni,b, Qini,c) = 0 for b 6= c. Let N ′i be the space
spanned by vectors ni,b such that |Qini,b|2 ≤ 1/2 + η. Define U⊥ to be the space spanned by the Ni for even i and
by the N ′i for odd i. Define U to be the subspace of R orthogonal to U⊥. We now define W = AU . Let P be the
projector onto W. We define U to be the projector onto U . Thus, for any vector w with Pw = w, we have w = Av,
for some v with Uv = v.
We claim one important property of this space U :
13
Lemma 5. Let η be a sufficiently small positive number. Let xi be any vector in Yi. Consider the vector Uxi. Project
this vector into space Yj. The norm of the resulting vector is bounded by
const.× exp(−|i− j|/const.)|xi|, (40)
for some positive numeric constants.
Proof. We consider instead the vector (1−U)xi and bound the norm of the projection of that vector. Since the space
U⊥ is the span of spaces Nj for j even and N ′j for j odd, the projection (1 − U)xi can be computed by minimizing
the quantity
|
∑
j
ajnj − xi|2 (41)
over all |nj | in Nj for j even and nj in N ′j for j odd, with |nj | = 1, and over all complex numbers aj . Then,
(1 − U)xi =
∑
j ajnj . For given xi, let the minimum be obtained for some definite choice of vectors nj . Then, we
consider the minimum over aj of (41). We can write Eq. (41) in a matrix form, by introducing a tridiagonal matrix
M , with diagonal entries equal to unity and entries Mi,i+1 = (ni, ni+1). Then, define a vector ~x which has its j-th
entry equal to (nj , xi). Define a vector ~a, with j-th entry equal to aj . Then, the minimum over aj is given by
~a = M−1~x. (42)
We will prove an exponential decay on entries of M−1. That is, we will define G = M−1 and prove that the matrix
element Gij decays exponentially in |i− j|. Then, since the only non-zero entries of ~x are the i−1,i, and i+ 1 entries,
this will prove the desired result (40).
For odd i, the vector ni is a sum of two vectors, one supported on blocks (i−1)lb ≤ j < ilb and the other supported
on blocks ilb ≤ j < (i+ 1)lb. Let ci denote the norm of the first vector, and di denote the norm of the second vector,
so that c2i + d
2
i = 1. For each odd i, let mi denote the vector ni projected orthogonal to space Ni−1 and Ni+1. Note
now that mi is not orthogonal to mi±2. We do not normalize the vector mi.
Suppose i is odd. To determine the decay of Gij , we can project i into the space spanned by the mi. This projection
is a vector
∑
i a
′
imi, and the a
′
i can be determined by the inverse G
′ of a Hermitian matrix M ′ which has matrix
elements M ′i,i = |mi|2 and M ′i+2,i = M ′i,i+2 = (mi,mi+2) for odd i and vanishes for even i. To prove the exponential
decay of G′, it suffices to show a lower bound x on the smallest eigenvalue of M ′.
By construction, |Mi,i+1|2 + |Mi,i−1|2 ≤ 1/2+η. So, M ′i,i ≥ 1/2−η. Note that |M ′i,i+2|2 ≤ |di|2|ci+2|2(1/4−χ). We
will now show a lower bound on the smallest eigenvalue of M ′; this will be based on the lower bound on the diagonal
elements and the upper bound on the off-diagonal elements.
Consider the matrix M ′′ = (1 + x)(1/2− η)−1M ′, for some small real number x. This matrix has diagonal entries
greater than or equal to 1 + x. It has matrix element |M ′′i,i+2|2 ≤ |di|2|ci+2|2(1 + x)(1/4 − χ)(1/2 − η)−2. For small
enough η and x, (1/4 − χ)(1/2 − η)−2 is bounded by 1, for some positive constant (the exact value of the constant
depends on χ). Let O be the following Hermitian matrix: Oi,i = 1 for odd i and Oi+2,i = Oi,i+2 = dici+2 All other
entries vanish. Note that O is positive semi-definite by construction. The matrix M ′′ has its off-diagonal elements
bounded by those of O and its diagonal elements are at least 1 +x so that the smallest eigenvalue of M ′′ is at least x.
Given a lower bound on the smallest eigenvalue of M ′′, the exponential decay follows.
D. Properties of W
In this section we establish certain properties for the space W. The main results are Eq. (44), controlling the
overlap between vectors in this space, and Eq. (45), showing that for any vector v in the space spanned by Xi with
v = Ax, the vector Pv ∈ W is close to v, where the maximum distance |Pv − v| between the vectors depends on |x|.
First Property— By construction, for any vector r ∈ U , with |r| = 1, we have
(r, ρr) ≥ const.× (1/l2b), (43)
for sufficiently large lb.
To show Eq. (43), we bound the inner product between r and w for w in the span of eigenvectors of ρ with eigenvalue
less than or equal to 1/l2b . Any such w can be written as a linear combination of vectors w
even in the span of Ni
for even i and wodd in the span of Ni for odd i. Note that weven is in Q⊥. By 4 in lemma (4), the inner product
(weven, wodd) is greater than or equal to minus a quantity going to zero faster than any power of lb. Thus, |(1−U)w|2
is greater than or equal to |weven|2 minus a quantity going to zero faster than any power of lb.
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Further, we write wodd = w1 + w3 where w1 =
∑
i=1,5,9,... ni and w3 =
∑
3,7,11,... ni, with ni ∈ Ni. Note that by
construction, each ni has projection at least (1/2 + η)|ni|2 onto the span of spaces Ni−1,Ni+1, so w1 has projection
at least (1/2 + η)|w1|2 onto the span of these spaces, and w3 has projection at least (1/2 + η)|w3|2 onto the span
of these spaces. Since (w1, w3) = 0, we have |(1 − U)(w1 + w3)|2 ≥ |(1 − U)w1|2 + |(1 − U)w3|2 − 2|(w1, Uw3)| ≥
|(1 − U)w1|2 − |(1 − U)w3|2 − 2|Uw1||Uw3|. Since 2|Uw1||Uw3| ≤ |Uw1|2 + |Uw3|2, |(1 − U)(w1 + w3)|2 ≥ |(1 −
U)w1|2 + |(1 − U)w3|2 − |Uw1|2 − |Uw3|2 ≥ 2η(|w1|2 + |w3|2) and so |(1 − U)w|2 ≥ 2η|w|2 minus a quantity going
to zero superpolynomially in lb. Therefore, having upper bounded |Uw|, we have upper bounded (r, w), so Eq. (43)
follows.
For any v ∈ W, we can find xi ∈ Xi for i = 0, ..., nwin − 1, such that v =
∑
i xi. Therefore, from Eq. (43), for any
v ∈ W, we can find xi, i = 0, ..., nwin − 1 with xi ∈ Xi and v =
∑
i xi with
|v|2 ≥ const.× (1/lb)2
nwin−1∑
i=0
|xi|2. (44)
Second Property— We also claim that for any vector v in the space spanned by the Xi, such that v = Ax that
|Pv − v| ≤ const.× (
√
F0(lb)/lb)|x|. (45)
To show Eq. (45), any vector x can be written as a linear combination of a vector in Q and a vector in x⊥ ∈ Q⊥.
Let x =
∑
i xi, with xi ∈ Yi and
∑
i |xi|2 = |x|2. The vector x⊥ = (1 − U)x. Let x⊥ =
∑
j ajnj , with nj in Nj
for j even and nj in N ′j for j odd as in lemma (5). We bound |Ax⊥|2 by const. × (F0(lb)/l2b)
∑
|j−k|≤1 |nj ||nk| ≤
const. × (F0(lb)/l2b)
∑
j |nj |2 ≤ const. × (F0(lb)/l2b)
∑
j |xj |2, where the last inequality uses the exponential decay on
matrix elements of G from lemma (5).
Any vector v =
∑nwin−1
i=0 xi with xi ∈ Xi can be written as v = Ax with |x|2 =
∑nwin−1
i=0 |xi|2. Therefore, Eq. (45)
implies that for any v =
∑nwin−1
i=0 xi, with xi ∈ Xi, we have
|Pv − v| ≤ const.× (
√
F0(lb)/lb)
√√√√nwin−1∑
i=0
|xi|2. (46)
E. Verification of Claims
We now verify the claims regarding the subspace W.
Proof of First Claim— To prove (1), note that for any vector v ∈ B we have
v =
nwin−1∑
i=0
F(ω(i), 0, 2nwin, J)v. (47)
For any v ∈ V1, with |v| = 1, we can write v = Sx with |x| = 1, and then, from Eq. (30)
|v −
nwin−1∑
i=0
τi(1− Zi)x|2 ≤ 2/L2. (48)
The vector τi(1− Zi)x is in Xi. So, by Eq. (46),
|(1− P )
nwin−1∑
i=0
τi(1− Zi)x| ≤ const.× (
√
F0(lb)/lb)
√√√√nwin−1∑
i=0
|τi(1− Zi)x|2 (49)
≤ const.× (
√
F0(lb)/lb)
√√√√nwin−1∑
i=0
|τix|2
≤ const.× (
√
F0(lb)/lb).
Combining Eqs. (48,49) with a triangle inequality verifies the first claim, given that F (L) is chosen to grow slower
than any power of L.
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Proof of Second Claim— To prove the second claim (2), consider any vector v ∈ W. We have v = ∑iAxi, with
xi ∈ Xi and U
∑
i xi =
∑
i xi, so v =
∑
iAUxi. So, |(1−P )Jv| = |
∑
i(1−P )JAUxi|. We have |
∑
i(1−P )JAUxi|2 =∑
i,j(JAUxi, (1 − P )JAUxj). Let Rk project onto the k-th block of the space R. Note that (1 − P )AUxi = 0, so
(1− P )ω(ilb)AUxi = 0, so
|
∑
i
(1− P )JAUxi|2 = |(1− P )
∑
i
(
J − ω(ilb)
)
AUxi)|2 (50)
≤ |
∑
i
(
J − ω(ilb)
)
AUxi|2
≤
∑
i,j
|(
(
J − ω(ilb)
)
AUxi,
(
J − ω(jlb)
)
AUxj)|.
Using the decay in lemma (5), the inner product above decays exponentially in |i− j|, so we can sum over i, j to find
(Jv, (1− P )Jv) ≤ const.× (lbκ)2
∑
i
|xi|2. (51)
By Eqs. (51,44), we have
|(1− P )Jv|2 ≤ const.× (lbκ)2
∑
i
|xi|2 (52)
≤ const.× (1/l2b)
(
lbκ)
)2
|v|2
= const.×
(
l2bκ
)2
|v|2,
verifying the second claim.
Proof of Third Claim— As we established before, using the Lieb-Robinson bound, for the given choice of F (x) the
norm of the projection of any vector y ∈ Xi onto VL is bounded by |y| times a function decaying faster than any
negative power of L. Let PVL project onto VL. Using Eq. (44), we find that the projection of any vector v ∈ W onto
VL is bounded by (writing v =
∑nwin−1
i=0 wi with wi ∈ Xi)
|PVLv|2 ≤ nwin
nwin−1∑
i=0
|PVLwi|2 (53)
≤ nwin maxi(|PVLwi|2/|wi|2)(1/lb)2|v|2.
Since (|PVLwj |2/|wj |2) is bounded by a function decaying faster than any negative power of L, this verifies the third
claim.
This completes the proof of Lemma (2). After giving the error bounds in the next section, we explain some of the
motivation behind the above construction, and comment on the easier case in which J is a tridiagonal matrix, rather
than a block tridiagonal matrix.
V. ERROR BOUNDS
We finally give the error bounds to obtains theorems (1,2). To obtain (2), we pick
ncut = ∆
−1/4, (54)
so that L = b(2/ncut)/∆)− 1c is of order 2/∆3/4. Then, from lemma (2) and Eq. (17), in the new basis the block-off-
diagonal terms in H are bounded in operator norm by a constant times ∆1/4 times a function growing slower than
any power of 1/∆. By Eq. (18), the difference between B and B′ is bounded in operator norm by a constant times
∆1/4. Therefore, theorem (2) follows. To obtain theorem (1), we pick
∆ = δ4/5 (55)
in lemma (1).
We omit the detailed analysis, but it is possible to choose E(x) to be a polylog as follows. We can pick T (x)
to decay like exp(−xη), for any η < 1[29, 30]. Then we can pick F (L) to equal log(L)θ, for θ > 1/η, so that
T (F (L)) ∼ exp(−(log(L))θ/η) decays faster than any power.
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VI. TRIDIAGONAL MATRICES
In this section, we present tighter bounds for the case in which H is a tridiagonal matrix, rather than a block
tridiagonal matrix.
Remark: The difficulty we face is that the Xi are not orthogonal to each other. If they were orthogonal, then many
of the estimates would be easier. Consider the case in which J is a block diagonal matrix, so that V1 is one dimensional.
Let ρ(E) be a smoothed density of states at energy E: ρ(E) = tr(S†F(E, 1/L, 1/L, J)†F(E, 1/L, 1/L, J)S). Suppose
ρ(E) is such that it has a peak in the crossing points of Fig. 2a (the points where one function F is decreasing and the
other is increasing and they cross). Then, with the overlapping windows as shown, we find that most of the smoothed
density of states lies in the overlap between the windows, rather than in the windows themselves. The overlap between
the vectors in different windows is large. In the case of a tridiagonal matrix, we can combine two of the windows as
shown in Fig. 2b to reduce the overlap of the normalized vectors; this general idea will motivate the construction in
this section.
We prove that
Lemma 6. Let J be an L-by-L Hermitian tridiagonal matrix, with ‖J‖ ≤ 1 acting on a space B. Let vj denote the
vector with a 1 in the j-th entry and zeroes elsewhere. Then, there exists a space W which is a subspace of B with the
following properties:
(1): The projection of v1 onto the orthogonal complement of W has norm bounded by 3 where 3 is equal to a
constant times 1/L.
(2): For any normalized vector w ∈W , the projection of Jw onto the orthogonal complement ofW has norm bounded
by 4, where 4 is equal to 1/L times a function growing slower than any power of L.
(3): The projection of vL onto W has norm bounded by 5, where 5 is a function decaying faster than any power of
L.
This lemma implies theorem (3): we construct A′, B′ as before, following steps (3) to construct the new basis, but
because of the tighter bounds in lemma (6) we can choose ncut = ∆
−1/2 when constructing the new basis. Now, in
step (4), we find that A′, B′ are diagonal matrices, rather than just block diagonal matrices.
For each i = 0, 1, ..., nwin − 1, define
ω(i) = −1 + iκ, (56)
as before. Define
ρi = tr
(
S†F(ω(i), 0, κ, J)†F(ω(i), 0, κ, J)S
)
(57)
=
∣∣∣F(ω(i), 0, κ, J)v1∣∣∣2.
Set
λmin = 1/(nwinL
2), (58)
as before with
nwin = L/F (L) (59)
as before. To prove Lemma (6), we use the following algorithm. There are nwin windows, labeled 0, ..., nwin − 1. We
label various windows as either “unmarked” or “marked”; windows which are marked get marked by an integer label.
1: Set i = 0. Initialize a real variable x to 0. Initialize an integer counter a to 1. Initialize all windows to unmarked.
2: Set x to 0. If ρi < λmin,
then
2a: Increment i by one.
2b: If i ≥ nwin, terminate. Otherwise, go to step 2.
endif
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3: Mark window i with label a.
4: Set x to x+ ρi. If x < 9ρi,
then
4a: Increment i by one.
4b: If i ≥ nwin, terminate. Otherwise, go to step 3.
endif
5: Increment a by one. Increment i by one. If i ≥ nwin, terminate. Otherwise, goto step 2.
After running this algorithm, there will be a sequences of marked windows all marked with the same integer label a.
There may be one or more unmarked windows separating the sequences of marked windows. In step 2, we scan along
to find an i with ρi ≥ λmin, and then in step 4 we mark a sequence of windows. We claim that the length of a sequence
of marked windows is at most 1 + dlog10/9(2/λmin)e. This bound on the length of a sequence of marked windows
holds because at the start of a sequence x is at least λmin, x grows exponentially along the sequence (otherwise in
step 4 we find that ρi+1 > (1/9)x for some i), and x can be at most 2 since
∑nwin−1
i=0 ρi ≤ 2.
Let the total number of sequences be nseq. Note that nseq ≤ nwin.
For each sequence of windows marked with a given integer a, from window i to j, construct the vector ya given by
ya =
j∑
k=i
F(ω(k), 0, κ, J)v1. (60)
= F((ω(i) + ω(j))/2, (ω(j)− ω(i))/2, κ, J)v1.
The inner product (ya, ya+1) is equal to (F(ω(j), 0, κ, J)v1, ya+1). By Cauchy-Schwarz, this is bounded by
|(F(ω(j), 0, κ, J)v1||ya+1|. To estimate |(F(ω(j), 0, κ, J)v1|, we use |(F(ω(j), 0, κ, J)v1|2 = ρj ≤
∑j
k=i ρk/9 ≤
|ya|2/9 =
∑j
k=i
∑j
k′=i(F(ω(k), 0, κ, J)v1,F(ω(k′), 0, κ, J)v1)/9, where the first inequality is by construction and the
second inequality follows from the fact that (F(ω(k), 0, κ, J)v1,F(ω(k′), 0, κ, J)v1) ≥ 0. Therefore, (ya, ya+1) ≤
(|ya|/
√
9)|ya+1| , so
(ya, ya+1) ≤ (1/3)|ya||ya+1|. (61)
We define W to be the space spanned by all such vectors ya, and we define P to project onto W. Consider any vector
v ∈ W, with
v =
nseq∑
a=1
va, (62)
with va parallel to ya. By Eq. (61)
|v|2 ≥ 1
3
nseq∑
a=1
|va|2. (63)
Remark: The function F((ω(i) + ω(j))/2, (ω(j)− ω(i))/2, κ, ω) is equal to unity for ω(i) ≤ ω ≤ ω(j).
We now prove the Lemma (6) as follows: to prove the first claim, note that by construction,
|Pv1 − v1|2 ≤ |
nseq∑
a=1
ya − v1|2 (64)
≤ 2nwinλmin
≤ 2/L2.
The second line of the above equation follows because the difference
∑
a ya − v1 is equal to−∑iunmarked F(ω(i), 0, κ, J)v1, where the sum ranges over i such that the corresponding window is unmarked.
To prove the second claim, consider the a-th sequence of marked windows, from window i to window j. Let
ωa = (ω
−(i) + ω+(j))/2. Then,
|(J − ωa)ya| ≤
(2 + dlog10/9(2/λmin)e
nwin
)
|ya| (65)
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which is bounded by 1/L times a function growing slower than any power of L. Therefore,
|(1− P )Jya| ≤
(2 + dlog10/9(2/λmin)e
nwin
)
|ya| (66)
Using the bound Eq. (63), for any vector v ∈ W,
|(1− P )Jv| ≤ 2
√
3
(2 + dlog10/9(2/λmin)e
nwin
)
|v|, (67)
which is bounded by 1/L times a function growing slower than any power of L, verifying the second claim.
The proof of the third claim is identical to the previous case.
VII. QUANTUM MEASUREMENT
A. Construction and Results
The constructions above can be applied to operators which arise in various physical quantum systems. For example,
consider a quantum spin for a large spin S. Then, the operators Sx/S and Sy/S have operator norm 1 and have a
commutator that is of order 1/S. Thus, we can find a basis in which both operators are almost diagonal. While it
is well known that one can use a POVM (positive operator-valued measure) to approximately measure Sx and Sy at
the same time, the existence of the given basis implies that one can approximately measure Sx and Sy simultaneously
with a single projective measurement. Interestingly, while the operator S2z is also almost diagonal in this basis (since
it equals S(S + 1) − S2x − S2y), it is not possible to find a basis in which Sx, Sy, and Sz are all almost diagonal (this
obstruction is similar to that in [6]). Therefore, to approximately measure Sx, Sy, and Sz simultaneously will require
a POVM, rather than a projective measurement.
For completeness, we now briefly show how to construct a POVM to approximately measure several almost commut-
ing operators simultaneously. Consider any number N of Hermitian matrices, labeled A1, ..., AN , with ‖[Ai, Aj ]‖ ≤ δ
for all i, j and with ‖Ai‖ ≤ 1 for all i. We now construct a POVM to approximately measure all N operators simul-
taneously. The physical idea is very simple: we first do a “soft” measurement of AN , then AN−1, and so on, until all
operators are measured.
Let nwin be some integer given by
nwin = dδ−1/2(N − 1)−1/2e (68)
(nwin will typically be much larger than unity). For i = 1, ..., N and n = 0, ..., nwin − 1, define
ω(i) = −1 + 2i/(nwin − 1) = −1 + iκ, (69)
where κ = 2/(nwin − 1) as before, and define
M(i, n) =
√
F(ω(n), 0, κ, Ai). (70)
The definition of F is given at the start of section IV; we will see later that in this section that we do not actually
need F to be infinitely differentiable as it is defined there, but we have only weaker requirements on F . Define
O(n1, n2, ..., nN ) =
(
M(1, n1)
†M(2, n2)†...M(N,nN )†
)(
M(N,nN )...M(2, n2)M(1, n1)
)
. (71)
Then,
nwin−1∑
n1,n2,...=0
O(n1, n2, ..., nN ) = 1 , (72)
and all of the operators O(n1, n2, ..., nN ) are positive semidefinite by construction. Therefore, the operators
O(n1, n2, ..., nN ) form a POVM. Note that M(i, ni) = M(i, ni)
†, but we continue to write daggers on the opera-
tors for clarity.
We claim that this POVM approximately measures all operators simultaneously. That is, we will show that for any
density matrix ρ, if the outcome of the measurement is n1, n2, ..., nN , then if we perform a subsequent measurement of
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any operator Ai, the outcome will be close to ω(ni) with high probability. We show this by computing the expectation
value (Ai − ω(ni))2 averaged over all measurement outcomes. For any density matrix ρ, for any i, the average over
all outcomes of (Ai − ω(ni))2 is equal to
nwin−1∑
n1,n2,...=0
tr
(
(Ai − ω(ni))2M(1, n1)M(2, n2)...ρ...M(2, n2)†M(1, n1)†
)
(73)
The main result in this section is that
nwin−1∑
n1,n2,...=0
tr
(
(Ai − ω(ni))2M(1, n1)M(2, n2)...ρ...M(2, n2)†M(1, n1)†
)
≤ const.× (N − 1)δ. (74)
We show this in the next subsection.
B. Bounds
Note that ‖∑niM(i, ni)‖ ≤ √2. To bound Eq. (73), we need three results, Eqs. (75,76,77) below. First,
nwin−1∑
ni=0
‖(Ai − ω(ni))M(i, ni)‖ ≤ const.× κ (75)
≤ const.× 1/nwin.
Second, we need
‖
nwin−1∑
nj=0
[M(j, nj), (Ai − ω(ni))]OM(j, nj)†‖ ≤ const.× (δ/κ)‖O‖ (76)
for any operator O.
Third, we need
‖
nwin−1∑
nj=0
[M(j, nj), (Ai − ω(ni))]O[M(j, nj)†, (Ai − ω(ni))]‖ ≤ const.× (δ/κ)2‖O‖ (77)
for any operator O.
Eq. (75) follows immediately from the support of F . To show Eq. (76), define
A0 = κ
∫
dt exp(iAjt)(Ai − ω(ni)) exp(−iAjt)f(κt), (78)
where the function f(t) is defined to have the Fourier transform as in Eq. (5). Then, ‖A0−(Ai−ω(ni))‖ ≤ const.×δ/κ
as in lemma (1). Also, if v1, v2 are eigenvectors of Aj with corresponding eigenvalues x1, x2 with |x1 − x2| ≥ κ, then
(v1, A
0v2) = 0, which implies that
‖
nwin−1∑
nj=0
[M(j, nj), A
0]OM(j, nj)
†‖ ≤ 2 maxnj (‖[M(j, nj), A0]OM(j, nj)†‖). (79)
Eq. (79) is the reason for introducing the operator A0. We can bound the commutator [M(j, nj), A
0] as follows. Note
that ‖[Aj , A0]‖ ≤ δ. Write
M(j, nj) =
∫
dt exp(iAjt)
˜√F(ω(nj), 0, κ, t), (80)
where
˜√F(., ., ., t) denotes the Fourier transform of the square-root of F . Then since ‖[exp(iAjt), A0]‖ ≤ const.×|t|δ,
we can use a triangle inequality to show that
‖[M(j, nj), A0]‖ ≤
∫
dt
˜√F(ω(nj), 0, κ, t)|t|δ. (81)
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Then, since
√F(., ., ., ω) is infinitely differentiable, the Fourier transform decays faster than any power of t and the
integral over t converges, so we have ‖[M(j, nj), A0]‖ ≤ const.×δ/κ. Using Eq. (79) gives Eq. (76). Eq. (77) is derived
similarly.
Using Eqs. (75,76,77), we can bound the sum in Eq. (73) by writing (Ai − ω(ni))2 = (Ai − ω(ni))(Ai − ω(ni)),
and commuting one of the terms (Ai − ω(ni)) to the right through M(j, nj) for j < i until it hits the M(i, ni) and
commuting the other term (Ai − ω(ni)) to the left through M(j, nj)† for j < i until it hits M(i, ni)†. Therefore,
nwin−1∑
n1,n2,...=0
tr((Ai − ω(ni))2M(1, n1)M(2, n2)...ρ...M(2, n2)†M(1, n1))† (82)
≤ const.×
(
(i− 1)2δ2n2win + (i− 1)δnwin/nwin + 1/n2win
)
≤ const.×
(
(N − 1)2δ2n2win + (N − 1)δ + 1/n2win
)
.
The first term on the right-hand side of Eq. (82) arises from two non-vanishing commutators (if the non-vanishing
commutators are with M(j, nj) and M(k, nk)
† for j 6= k then we use Eq. (76) twice, but if j = k we use Eq. (77)
once). The second term arises from one non-vanishing commutator and one use of Eq. (75), and the last term arises
from using Eq. (75) twice. Choosing
nwin = dδ−1/2(N − 1)−1/2e, (83)
we find that we measure all operators to within a mean-square error of order (N − 1)δ, as claimed.
Note that we did not actually require that F(., ., ., ω) be infinitely differentiable in this section. We only required
that the Fourier transform
˜√F(., ., ., t) decay sufficiently rapidly in t that the integral (81) converges. The other
properties of F we used are that ∑n F(ω(n), 0, κ, ω) = 1 for −1 ≤ ω ≤ 1 and that F(ω(n), 0, κ, ω) vanish for|ω − ω(n)| ≥ κ.
VIII. DISCUSSION
The main result is a polynomial relation between  and δ. We have in fact implemented the construction in
Lemma (6) for the uniform chain. In practical applications, we expect that, for many tridiagonal matrices, the lack
of orthogonality of the Xi will not cause a problem, and choosing W to be the space spanned by the Xi will lead to
satisfactory results, without having to follow the more complicated procedure above. If, for some particular J , the
lack of orthogonality of the Xi does cause a problem, an alternative procedure that might be more useful in practice
than the deterministic procedure above is to add small, randomly chosen matrices to each diagonal block of J . This
may smooth out the spectrum of J and then allow one to choose W to be the space spanned by the Xi.
We gave above applications to quantum measurement. Another application of this result is to construct Wannier
functions for any two dimensional quantum system for a spectral gap. In [31], it was pointed out that given a two
dimensional quantum system with a gap between bands, one could define an operator G which projected onto the
bands below the gap. Then, define the operator X and Y to measure X and Y position of particles, and define
GXG and GY G as projections of X and Y into the lowest band. Let ‖X‖, ‖Y ‖ = L, where L is the linear size of
the system. Since the operator G was constructed in [31] as a short-range operator, the commutator ‖[GXG,GY G]‖
is small compared to L2, and thus we can use the results here to construct a basis of Wannier functions which is
localized in both the x- and y-directions.
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