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Individuals to populations: Linking hierarchical levels of 
phenotypic assortment 
There has been a long-standing appreciation that behaviour can evolve and diverge 
across different populations and taxa (Lorenz 1958, Seghers 1973, Réale and Festa-Bianchet 
2003), though for such evolution to occur extant phenotypic variation is required to be to be 
present within a population. Only in the last two decades have behavioural ecologists begun 
to focus on understanding what maintains behavioural variation among individuals (and 
genotypes). While individual differences in mean behaviour are common (Bell et al. 2009), 
behavioural traits are also highly labile and able to respond in real time to the current 
environment. Individuals further differ in their responsiveness (i.e. plasticity) to the 
environment (Martin and Réale 2008, Biro et al. 2010, Dingemanse et al. 2012) and these 
differences in both mean behaviour and plasticity have heritable components (Nussey et al. 
2005, Dochtermann et al. 2014, Araya-Ajoy and Dingemanse 2016), allowing them to 
diverge between populations (Réale and Festa-Bianchet 2003, Dingemanse et al. 2009, 
Dingemanse et al. 2012). Thus, behaviour varies at multiple hierarchical levels of phenotypic 
assortment, which are not independent of one another.   
Of particular research interest has been the evolution of animal personality, defined as 
individual differences in behaviour which are maintained through time and across contexts 
(Sih et al. 2004) (Fig. 1a). However, individuals can also differ in their response to 
environmental stimuli or in their temporal trendline (behavioural plasticity; Fig. 1b), and in 
the amount of residual intraindividual variation (rIIV) around their mean (personality) and 
predicted response to the environment or time (plasticity) (Fig. 1c). These different sources 
of behavioural variance are all highly integrated. For instance, the existence of individual 
variation in plasticity implies personality differences are not maintained across an 
environmental gradient (Fig. 1b). The interconnected nature of these different forms of 
individual variation means studies which take an overly narrow focus yield results with very 
limited ability to generalise across scenarios or systems. Only through consideration of these 
different sources of behavioural variation (Fig. 1) in conjunction can we build robust 
experiments and generality in the study of behaviour.  
 




Figure 1: Depicted are the three forms of individual variation discussed in this thesis. In each 
plot, two hypothetical Individuals are shown, in red and blue respectively, which differ in 
behaviour. (a) Depicts individual differences in mean behaviour (personality) which are 
maintained across different contexts and through time. Individuals also can differ in their 
plastic responses to time or environmental context, meaning that personality differences can 
be time/context specific (b). Individuals can also differ in rIIV (sometimes referred to as 
predictability) of behaviour around their predicted personality and plasticity (c).  
 
A core motivation of this thesis is to quantify these different forms of behavioural 
variation (Fig. 1) using methodology which builds consensus across datasets. To date, many 
studies have examined individuals variation in mean behaviour, as evidenced by a number 
of meta-analyses (Bell et al. 2009, Holtmann et al. 2016, Royauté et al. 2018), with fewer 
focussing on plasticity and residual variance (Stamps 2016). I therefore aimed to explore 
variation occurring within individuals. I first assess how rIIV relates to individual mean 
behaviour (Ch. 1; Mitchell et al. 2016), then how rIIV relates to both individual differences in 
means and plasticity in response to two environmental variables (Ch. 2; Mitchell and Biro 
2017). Next, I look to unify the existing data on rIIV by applying the best practice analysis to 
previously published datasets (Ch. 3). Finally, in chapter four I explore the patterning of 
residual variances which leads to temporal dependency of individual means and, explore 
through simulation how this may affect the estimates of a core parameter of our analyses of 
behavioural traits; repeatability.   
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Among-individual variance in personality 
To understand how behavioural variation is maintained in a population, a number of 
conceptual studies have looked to elucidate the underlying proximate causes and 
constraints of behaviour. These constraints can give rise to suites of correlated behavioural 
traits (often termed ‘behavioural syndromes’) (Sih et al. 2004). For instance, behavioural 
phenotypes have been linked to life history strategies (Stamps 2007, Wolf et al. 2007, Biro 
and Stamps 2008, Réale et al. 2010), underlying physiology (Biro and Stamps 2010, Careau 
and Garland Jr 2012), and cognition (Griffin et al. 2015). Life-history theory has particularly 
gained traction in the personality literature, stimulating many studies on correlations 
between life-history and behavioural traits (Adriaenssens and Johnsson 2010, Careau et al. 
2010, Ariyomo and Watt 2012, Biro et al. 2014, Royauté et al. 2018). Life-history traits are 
generally hypothesised to covary with behaviour in accordance with a performance model, 
whereby individuals grow faster, reproduce younger and are more fecund; this was first 
observed in daphnia (Spitze 1991, Spitze et al. 1991), leading to a performance model of life 
history (Reznick et al. 2000). More recently, these ideas were extrapolated to include 
covariances between life history traits and behavioural traits. An individual’s propensity to 
take risks and their foraging activity were hypothesised to underlie the rate at which they 
acquire and utilise resources, allowing this suite of energetically costly life history traits to 
positively covary (Biro and Stamps 2008, Réale et al. 2010). These ideas have particularly 
appealed as they purport to further predict correlations between physiological traits such as 
metabolism (Careau et al. 2011, Biro et al. 2016) and endocrine traits (Koolhaas et al. 2010, 
Montiglio et al. 2012, Fürtbauer et al. 2015). However, a recent meta-analysis shows weak 
and inconsistent correlations between these traits at the individual level, with little 
generalisability across studies and taxa (Royauté et al. 2018).  
One potential reason for this lack of generality is a failure to consider how these 
covariances will be manifested at different levels of phenotypic assortment, particularly at 
the within-individual level. Individuals commonly vary in their responsiveness to the 
environment (discussed below), indicating that “personality” will be environmentally (or 
temporally) dependent (Fig. 1b; Brommer 2013, Biro and Stamps 2015) and, further, that 
these trait covariances will be environmentally dependent (Stearns et al. 1991). While 
previous studies have focussed on the causes of individual differences in behaviour, it is 
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equally important to understand what makes these differences consistent, as this will 
inform when trait covariances are more likely to be generalisable across different 
environments. By focussing at the within-individual level of phenotypic assortment, we can 
gain a greater understanding of what underlying physiology constrains behaviour and, in 
doing so, what will ultimately lead to individual variance in behaviour. For instance, if 
metabolic physiology underlies behavioural differences, we should expect ectotherms to be 
differentially responsive to temperature (a contextual gradient, Fig. 1b), and the magnitude 
of differences in personality to be greater at higher temperature (discussed in chapter 2; 




Behaviour is a particularly labile trait, able to adaptively respond to the environmental 
context in real time, known as contextual plasticity (Stamps 2015). Environments can show 
considerable heterogeneity on an ecological time-scale, brought on by predictable rhythms 
such as the circadian and circannual cycles, as well as less predictable changes, such as 
weather events and prey availability. Animals must therefore show flexibility in their 
phenotypes in order to interact with the dynamic environment. In addition to individuals 
differing in their mean values (i.e. repeatability), individuals can also differ in their 
responsiveness to the internal and external environment, which can be quantified with 
reaction norms (discussed below; Falconer 1981, Martin and Réale 2008, Zuur et al. 2009, 
Dingemanse et al. 2010). Such analyses have shown individuals to commonly differ in their 
responsiveness, for example in response to temperature gradients (Biro et al. 2010, Pruitt et 
al. 2011, Biro et al. 2013, Briffa et al. 2013) or predation risk (Briffa 2013, Fürtbauer et al. 
2015, Houslay et al. 2018). 
The benefits of responding to the current environment are intuitive, in that an individual 
can maximise its fitness under a range of environmental contexts. However, the cause of 
individual variation in plasticity is initially less obvious and may either reflect individual 
differences in trait optima under contrasting conditions, or reflect differential constraints in 
the ability to respond to environmental effects (DeWitt et al. 1998). For example, Biro et al. 
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(2018) recently argued that metabolic scope may set an upper and lower limit to the 
phenotypic range of activity rates (and more broadly behaviour). Resting metabolic rate 
yields a proxy for the lower requirements of energy consumption to sustain the animal. As 
such, this will yield the lower limit to which an animal must actively forage and acquire 
resources. The upper limit to activity is then set by the maximum metabolic rate. Together, 
these factors give the upper and lower bounds of behaviour, and therefore will constrain 
the scope of behaviour which an animal can sustain and constrain behavioural plasticity.  
When held under constant conditions, animals will also commonly change their mean 
behaviour through time, known as temporal plasticity. This change can often be brought 
about by seasonal or diurnal effects (Carter et al. 2012, Dingemanse et al. 2012), learning, 
habituation and acclimation (Martin and Réale 2008, Goold and Newberry 2017) or, through 
ontogenetic effects (Biro et al. 2014, Brommer and Class 2015). Such effects will typically 
predict a population mean change in behaviour (whilst individuals will differ in the 
magnitude of change). However, it is not uncommon in short term studies to observe 
temporal reaction norm variance with a stable population mean (Bridger et al. 2015). Such 
circumstances may indicate that animals are responding to their internal state, and that 
individual differences in means will not be maintained beyond the sampling period (Biro and 
Stamps 2015).  
While studies showing individual variation in behavioural plasticity are common, we do 
not know the extent to which these individual differences are maintained through time 
(Araya-Ajoy et al. 2015). Multiple environmental variables can interact, such that the 
phenotypic response of an individual to one environmental variable is contingent upon the 
state of a second environmental variable (Westneat et al. 2009). Similarly, the internal 
environment could be fluctuating through time, for example due to oestrus (Gerall et al. 
1973), pregnancy (Richards 1966, Bauwens and Thoen 1981, Kim et al. 2018), or the current 
availability of energy (Kotrschal and Taborsky 2010, Ariyomo and Watt 2015) and both may 
affect the expressed behavioural phenotype. As with two external variables interacting to 
affect the expressed behavioural response, the internal state of an individual may interact 
with external variables so that the same individual’s plasticity will not be expressed 
consistently through time. Despite this possibility, researchers typically quantify behavioural 
reaction norms just once, and often over short periods of time. Consequently, we do not 
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know the extent to which reaction norms are consistently expressed through time, and thus 
whether plasticity is attributable to the individual’s phenotype.  
Related to the question of whether behavioural plasticity is consistent through time, is 
whether some individuals are generally more responsive than others across a range of 
different environmental stimuli. In other words, do individuals which show greater plasticity 
across one set of contexts also exhibit greater plasticity across other contexts. Exploration of 
the covariance structures of contextual plasticities will aid in making predictions on the 
proximate constraints underlying these individual differences. Further, covariances between 
traits can be retained, despite individual variation in plasticity, where reaction norms 
positively covary (Stearns et al. 1991). Many different constraints could be placed on an 
animal’s ability to respond to the environment (DeWitt et al. 1998), and the types of these 
constraints would predict different covariances in individual reaction norms across different 
variables.  
Energetics could particularly play a large role in underlying the response to multiple 
stimuli, and in chapter two I test a potential covariance between plasticity induced by a 
temperature gradient and food deprivation (Mitchell and Biro 2017). With the ectothermic 
zebrafish (Danio rerio), I manipulated two variables where the effect will be mediated by 
energetics. Temperature has a direct effect on the metabolism and activity rates of 
ectotherms, while activity will also underlie the rate at which  energy is spent when 
undergoing food deprivation. Therefore, we predicted reaction norms of food deprivation 
(highest negative slope) and temperature (highest positive slope) to covary.   
 
Behavioural predictability: residual intraindividual variability 
Another form of behavioural variation, and the least well understood, is the residual 
variation which remains after individual differences and systematic contextual or temporal 
change is explained. Recently it has been observed that individuals often differ in the 
residual variation around their mean and reaction norm, termed residual intraindividual 
variability (rIIV) or behavioural predictability (Stamps et al. 2012, Highcock and Carter 2014). 
Such non-systematic behavioural variation is not limited to behaviour and has, for example, 
also been recorded in hormone physiology (Montiglio et al. 2015) and cattle milk yields 
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(Rönnegård et al. 2013). Put simply, even under highly controlled conditions, and after 
accounting for individual differences in behaviour over time and/or across contexts, some 
individuals are consistently more predictable than others (Biro and Adriaenssens 2013, 
Briffa et al. 2013, Bridger et al. 2015). This heterogeneous variation may prove to have 
significant methodological and biological implications in personality research. Models 
typically used in the field have the underlying assumption of homogeneous residual 
variance. Appreciation of this heteroscedasticity may prove important in building robust 
statistical models (Stamps et al. 2012, Cleasby et al. 2014), as ignoring this variation may 
alter the biological conclusions we make from such models (e.g. Beckmann et al. 2015, 
Martin et al. 2017). 
Predictability shows some level of consistency through time (Biro and Adriaenssens 
2013, Highcock and Carter 2014) and could have important implications for the fitness of 
individuals. Predictability has been implicated in biotic interactions, such as predator-prey 
interactions where the predator is assumed to be trying to guess what the prey will do in 
order to maximise the probability of capture (Domenici et al. 2008, Jones et al. 2011, Briffa 
2013, Beckmann et al. 2015), or in social or agonistic interactions with conspecifics (Wolf 
and Krause 2014). Residual-IIV could also result from plasticity through developmental 
instability, whereby plastic genotypes may be more likely to make errors in responding to 
the environment (Tonsor et al. 2013). Environments are typically highly dynamic with 
individuals responding to many simultaneously varying environmental stimuli (Rice 2002). 
These multiple stimuli may interact in complex ways to affect the expressed phenotype 
(Westneat et al. 2011). More environmentally responsive or plastic individuals could 
therefore have greater rIIV, due to “calculation error” in trying to estimate the optimal 
phenotype to express.  
To date, a number of different statistical techniques have been used to assess individual 
differences in rIIV (discussed in; Cleasby et al. 2014). Consequently, there is little 
comparability between the studies which have been conducted on individual differences in 
residual variance. In addition, few studies have sufficient sample sizes to quantify individual 
differences in rIIV in a rigorous way, meaning there is little consensus in the literature on the 
commonality of individual differences in rIIV or the biological factors leading to these 
differences. To begin to build consensus, in chapter three I synthesise the behavioural and 
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physiological datasets with sufficient replication to estimate individual difference in residual 
variance, using the best practice techniques (discussed below).  
 
Methodological considerations for analysing hierarchical data. 
The labile nature of behavioural datasets poses particular challenges to the study of 
behavioural ecology. Rigorous studies must therefore aim to account for potential 
environmental or temporal confounds in the data. These confounds can be manifested at 
different levels of phenotypic assortment, which can affect the conclusions drawn from the 
data (Niemelä and Dingemanse 2017, Zsebők et al. 2017). For instance, in field studies 
individual differences can be affected by environmental differences between the patches 
which individuals are observed (Niemelä and Dingemanse 2017). Through careful 
experimental design and setup of statistical models, such confounds can be accounted for. 
Therefore, to appropriately reflect the biology, statistical analyses must model the 
hierarchical nature of the data and the interconnectedness of these levels of phenotypic 
assortment (Falconer 1981, Bolker et al. 2009). 
 Researchers have relied on mixed effect models, which split the residual variances into 
two levels; that occurring among- and within-subjects (Falconer 1981, Bolker et al. 2009, 
Zuur et al. 2009). These models in turn can be specified to have among-subject variances in 
slopes (i.e. reaction norms; Falconer 1981, Dingemanse et al. 2010) and thus yield an 
estimation of the extent of individual differences in behavioural means and plasticity. 
However, these mixed effect models make a number of assumptions, including; 1) that 
individuals have a uniform residual variance, and 2) that samples taken from the same 
individual are temporally independent of one another. Due to the temporal dependence of 
behaviour and individuality of rIIV described above, these assumptions are likely to be 
routinely violated. These temporal confounds can be addressed through the use of well-
established techniques (Zuur et al. 2009, Box et al. 2016), however these are underutilised 
in behavioural ecology and related fields interested in individual variation (see chapter 
four).  
Methods to model individual differences in residual variance have only recently been 
introduced to the field of behavioural ecology (Westneat et al. 2013, Cleasby et al. 2014), 
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though they have a longer history in other fields of research, particularly agricultural 
sciences (Mulder et al. 2008, Rönnegård et al. 2010). The doubly-hierarchical generalised 
linear model (DHGLM) simultaneously fits two models; one describing the mean and the 
other describing the residual dispersion, while iterating between these two models. Each 
model can be specified to include random effects and thus yields a variance in individual 
residual variances (in log-linked standard deviations). These individual specific residual 
variances are then allowed to covary with random coefficients of the mean model, allowing 
us to ask whether individual differences in rIIV covary with individual mean values (see 
chapters 1-3) or with individual variation in plasticity (i.e. reaction norm slopes; see chapters 
two & three). 
The temporal consistency of behaviour can be addressed through multiple methods. 
Most commonly, this has been achieved through the use of temporal reaction norms (Biro 
and Stamps 2015), which set a number of assumptions (discussed in chapters one & four). 
Most notably, these analyses typically assume temporal trends to be linear, though reaction 
norms can be specified to a diverse array of functions (Morrissey and Liefting 2016). 
However, deciding and justifying the shape of this reaction norm will often be difficult, 
particularly in cases without an apparent cause of the variation (e.g. habituation). The setup 
of a burst sampling design can also effectively describe these temporal trends. In a burst 
sampling design, repeated measures of individual behaviour are taken in multiple discrete 
time periods, allowing for the estimation of a time specific mean (Araya-Ajoy and 
Dingemanse 2016). These means are estimated through the addition of an ID*Burst (i.e. 
individual* burst) term to the model, which then explicitly tests the consistency of individual 
mean values (see chapter one). Additionally, if observations were taken across an 
environmental gradient, we can obtain the consistency of behavioural reaction norms (see 
chapter two).  
Alternatively, one can model the rate at which behavioural samples become 
independent of one another. Ecologists have long used temporal autocorrelation to model 
the temporal dependence of observations taken closely together (Box et al. 2016). However, 
the potential for individual behaviour to be autocorrelated has been limited to field studies 
(Nakayama et al. 2016, Villegas‐Ríos et al. 2018), where environmental factors such as 
temperature are thought to be temporally autocorrelated, in turn leading to autocorrelation 
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of behaviour (Hassen et al. 2017). Further to these external factors, internal environmental 
effects may also be slowly changing (i.e. slowly changing states; Sih et al. 2015), leading to a 
gradual change in expressed behaviour. To date, no study of individual behavioural variation 
has considered temporal autocorrelation in lab conditions where external factors are largely 
controlled for. In chapter four, I explore temporal autocorrelation under lab conditions in 
two model species, the guppy (Poecilia reticulata) and the house mouse (Mus domesticus). I 
explore how temporal autocorrelation might affect estimations of among-individual 
variance in mean behaviour (repeatability) and temporal reaction norm variance.  
Together, this thesis aims to explore the information which can be gleaned from 
variation occurring within individuals, whether that be variance explained by reaction 
norms, or the remaining unexplained rIIV, both in the form of heterogenous residual 
variance and temporal patterning in the residuals. This variation requires explicit attention 
when sampling and designing studies to effectively parse out variation occurring at different 
levels of phenotypic assortment. Additionally, important biological effects may be hidden in 
this within-individual variation, such as ties to important slowly changing physiological state 
(Gerall et al. 1973, Kim et al. 2018) or protean behaviour (Domenici et al. 2008, Jones et al. 
2011, Briffa 2013), which will in turn inform on the ecology and evolution of behaviour.  
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Abstract 
There is a long standing interest in behavioural ecology exploring the causes and 
correlates of consistent individual differences in mean behavioural traits (‘personality’) and 
the response to the environment (‘plasticity’). Recently it has been observed that individuals 
also consistently differ in their residual intraindividual variability (rIIV). This variation will 
likely have broad biological and methodological implications to the study of trait variation in 
labile traits such as behaviour and physiology, though we currently need studies to quantify 
variation in rIIV using more standardised and powerful methodology. Focussing on activity 
rates in guppies (Poecilia reticulata), we provide a model example, from sampling design to 
data-analysis, in how to quantify rIIV in labile traits. Building on the doubly-hierarchical 
generalised linear model recently used to quantify individual differences in rIIV, we extend 
the model to evaluate the covariance between individual mean values and their rIIV. After 
accounting for time-related change in behaviour, our guppies substantially differed in rIIV, 
and it was the active individuals that tended to be more consistent (lower rIIV). We provide 
annotated data analysis code to implement these complex models, and discuss how to 
further generalise the model to evaluate covariances with other aspects of phenotypic 
variation.  




Ecologists and evolutionary biologists are often interested in studying the variation 
among individuals within a population and the consistency of these differences, particularly 
in the study of labile traits. To do so requires resampling individuals and assessing the 
relative proportion of overall variance that can be attributed to individual differences, most 
often quantified using ‘repeatability’ to estimate the consistency of scores through time 
(Bell et al. 2009, Wolak et al. 2012, White et al. 2013, Biro and Stamps 2015). Individuals 
often also vary in their response to their internal or external environment (‘plasticity’), and 
thus vary in temporal trends and/or responses to obvious contextual variation (e.g. Biro et 
al. 2010, Westneat et al. 2011, reviewed in Stamps 2015). However, even after accounting 
for both of these hierarchical levels of systematic variation, considerable residual variation 
remains in labile traits (hereafter termed 'residual intraindividual variability (rIIV)'; Stamps et 
al. 2012), which can conceal important biological processes (Westneat et al. 2014).   
Behaviour is a particularly labile trait, which varies at multiple phenotypic levels and is 
flexible in response to a changing environment. It has long been appreciated that individuals 
commonly differ in their mean level behaviour (often termed ‘personality’), and there is 
broad consensus that behaviour is in general repeatable (Bell et al. 2009). However, the 
repeatability of behaviour is low on average, in that the majority of behavioural variation 
occurs within individuals, rather than among individuals (Bell et al. 2009). The same can be 
said for physiological traits, such as metabolism, which are similarly labile (White et al. 
2013). Thus, the challenge is to better understand factors that affect this large but under-
studied component of labile trait variation. 
Recent studies indicate that this rIIV can also significantly differ between individuals 
(Stamps et al. 2012). These differences are frequently observed under highly controlled 
conditions, after accounting for systematic temporal and/or contextual plasticity among 
individuals (e.g. Stamps et al. 2012, Biro and Adriaenssens 2013, Bridger et al. 2015). 
Residual intraindividual variability is typically viewed as short-term unpredictable 
fluctuations in an individual’s trait scores in a given context (Stamps 2015). Although the few 
studies that exist are predominantly behavioural, there are recorded examples of individual 
differences in rIIV in hormone physiology (Montiglio et al. 2015) and cattle milk yields 
(Rönnegård et al. 2013). Interestingly, rIIV itself has been shown to be repeatable, in the 
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sense that rIIV has some within individual consistency across months under controlled lab 
conditions (Biro and Adriaenssens 2013) and across seasons in the field (Highcock and 
Carter 2014). Further, rIIV in non-behavioural traits and residual intragenotypic variability 
have heritable components (Rönnegård et al. 2013, Ayroles et al. 2015) which demonstrates 
rIIV could be viewed as a trait that could be selected upon. 
The study of individual differences in rIIV is clearly still in an exploratory stage, and we 
need more research to effectively quantify rIIV and to start building a consensus on the 
magnitude and correlates of rIIV. In turn, this will guide empirical and theoretical research 
into its proximate causes and ultimate functions. One reason this topic is rarely addressed, 
at least in part, is due to the large sample sizes required at both the within individual level 
(repeated measures per individual) and between individual levels (replicate individuals) to 
estimate effect sizes with precision (Cleasby et al. 2014). Another possible reason this topic 
is relatively unexplored is the complexity of the analyses needed to quantify these levels of 
variation in the best possible way (Westneat et al. 2013, Cleasby et al. 2014, Bridger et al. 
2015). Under simple model scenarios, a statistically powerful analysis requires in the region 
of at least N = 50 individuals with 10 repeated measures (Cleasby et al. 2014). To our 
knowledge, no existing study has yet met even these conservative estimates of minimum 
sample sizes needed, and so we argue that rigorous estimates of the magnitude of variation 
in rIIV are lacking, thereby impeding progress on this topic. Ideally, such data needs to also 
be measured in controlled conditions to negate the effect of unquantified contextual 
environmental variation that could affect some individuals more than others (Stamps et al. 
2012, Westneat et al. 2014). However, that is not to say we should not study rIIV in the field, 
but individual differences in rIIV will likely be hard to distinguish from responsiveness to 
unobserved sources of temporal or contextual variation (eg. Westneat et al. 2013, Highcock 
and Carter 2014, Beckmann et al. 2015). 
Individual differences in rIIV, if widespread and substantial, have significant implications 
for the design of experiments and the statistical analysis of those data. These issues have 
only just begun to be noted from a design (Stamps et al. 2012) and statistical perspective 
(Cleasby and Nakagawa 2011, Cleasby et al. 2014), and so the major aim of the present 
study is to provide a model example of experimental design, sampling effort and data 
analysis to best study rIIV. To further our understanding of rIIV, studies should analyse the 
 Intraindividual variability in activity rates  
24 
 
covariance of individual differences in rIIV with individual mean levels of that trait. Such 
correlations could help form predictions on how rIIV relates to better known axes of 
phenotypic variation, which may help to inform on the function or proximate causes of rIIV. 
There are some early indications that individual differences in rIIV can be related to 
individual mean trait values (Stamps et al. 2012, Jennings et al. 2013, Highcock and Carter 
2014), but these correlations can be estimated more rigorously and powerfully using 
methods described below, compared to the two-step approach these studies employed. 
More generally, the presence of individual variation in rIIV indicates a violation of model 
assumptions that can potentially affect our inferences from any data of a labile trait. Indeed, 
a recent study demonstrated how ignoring this level of behavioural variation altered the 
biological conclusions drawn from the data, severely reducing the power of the study 
(Beckmann et al. 2015). 
 Instead of viewing rIIV as being due to unexplained stimuli and continuing to try to 
better control experiments, it may be better to view this variation as a trait in itself, on 
which evolution acts. It is thought that rIIV in behaviour may represent different ways to 
facilitate learning, social interactions, or avoid predation. For example, hermit crabs on 
average exhibited higher latency to emerge from their shell and higher rIIV when exposed to 
predator cues (Briffa 2013), suggesting that high levels of rIIV could potentially reduce the 
predictability of prey behaviour to predators. In terms of learning, large declines in rIIV have 
been observed across adolescence in humans during a time of rapid learning and brain 
development (MacDonald et al. 2006). Similarly, average rIIV in activity rates decreased over 
the course of months in mosquitofish when held in isolation (Biro and Adriaenssens 2013). 
Consequently, we could predict exploratory and reactive individuals to show higher rIIV to 
facilitate learning.  
Here, we conducted a controlled laboratory study that quantified variation in activity 
rates at the among- and within- individual levels. We used N = 104 male guppies (Poecilia 
reticulata), and measured them approximately five times each per burst, across three 
distinct bursts of sampling, for a total of 15 repeated measures per individual. This level of 
sampling provides the most robust analysis and description of rIIV to date, yielding good 
precision in estimating among-individual variation in rIIV. In addition to providing a model 
example of burst sampling methods and experimental design required to rigorously study 
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rIIV, we extend recent statistical methods (Cleasby et al. 2014) to assess whether individual 
differences in rIIV are related to individual predicted mean values. Our sampling design also 
permits us to estimate the repeatability of individual mean values over time, in addition to 
the familiar estimation of repeatability of individual scores (traditional repeatability, or 
intraclass correlation). We also discuss how the statistical models we use can be further 
extended to assess how rIIV may covary with individual differences in plasticity, or how rIIV 
may covary with other aspects of phenotypic variation. We provide annotated code to assist 
those wishing to explore these questions on their own data.  
 
Methods 
Study species, housing, husbandry 
We randomly selected 111 male guppies (Poecilia reticulata) from lab stock. Guppies 
used were laboratory raised descendants of fish collected from an invasive population in 
northern Queensland 4 years prior to this study (see Guevara-Fiore 2012 for more 
information). Data from sick fish was discarded, though data from fish which jumped out of 
the tank were retained in the analyses, and dead fish were replaced. Our final sample size 
was 104 individuals. The experiment was run in two batches of roughly 50 fish, separated by 
one week (and accounted for in our model, see Eqn. 1). A batch of fish was processed over 
two days and then left to recover and acclimate overnight before the behavioural trials 
begun. Guppies were first anaesthetised with MS-222 (Sigma E10521, 0.2 g/L, buffered to 
pH = 7.6), gently dabbed with a Kimwipe to remove excess water, and weighed to the 
nearest 0.001g. Fish were then placed individually in a 3L tank with a 1cm layer of gravel and 
an air-stone. Two tank walls were covered in opaque white plastic, so fish had no visual 
contact with neighbouring fish. A 4cm square grid (5 wide, 3 high) was drawn on the back of 
the tank to aid observations of activity. Fish were fed once daily a drop from a pipette 
containing either finely crushed commercial flake food or twice weekly brine shrimp nauplii, 
and kept in a 12:12hr light:dark photoperiod, consistent with the stock tanks. At day 9-10 
post processing, 50% of the water was changed and positions of tanks were shuffled to 
control any position effect. 




To measure spontaneous activity, a single observer (DJM) counted the number of lines 
crossed over a 2 minute time period, from a distance of 1m from the tank. Fish were 
deemed to have crossed a line when the head and pectoral fin had crossed. After assaying 
25 fish, the temperature for each tank was measured to the nearest 0.1°C. Over the entire 
duration of the experiment, temperatures ranged from 23.8°C to 25.6°C in a temperature 
controlled laboratory. The range of temperatures an individual experienced across the 
experiment was minimal (median range = 0.65°C) and the range experienced within a week 
was lower still (median range = 0.2°C). Because subtle fluctuations in temperature can have 
a significant effect on behaviour of ectotherms (Biro et al. 2010) we statistically controlled 
for temperature at the population level (see Eqn. 1).  
Sampling design 
Following recent suggestions, we employed a ‘burst’ sampling design (Stamps et al. 
2012, Biro and Adriaenssens 2013). These bouts of intensive data collection were taken over 
2-3 days in each of three consecutive weeks (=3 bursts per individual). Each individual was 
assayed on average 5-times per burst (range = 4 to 6). This form of burst sampling allows for 
the consistency of the mean and rIIV to be analysed through time (Biro and Adriaenssens 
2013, Araya-Ajoy et al. 2015) and allows for more efficient modelling of time related change 
as it does not assume linear trends (details below). The first burst was run for two days after 
processing (Thursday-Friday), and bursts 2 and 3 were run for three days each (Wednesday-
Friday). Activity was measured once in the morning (between 9-12am) and once in the 
afternoon (between 1-4pm) on trial days. In total, we used data from 104 individuals with 
typically 3 bursts each and a total of 15-16 activity assays each (Nobs=1477). 
Statistical methods 
Despite the potential importance of individual differences in rIIV to the study of labile 
traits, the requisite statistical tools have only recently been introduced to the field of 
ecology (Westneat et al. 2013, Cleasby et al. 2014). Previous analyses of rIIV involved either 
a two-step approach of fitting a model and extracting the residuals for use in a second 
analysis (Stamps et al. 2012, Biro and Adriaenssens 2013, Briffa 2013) or through fitting 
individual specific residual variances, without assuming a distribution (Briffa et al. 2013, 
Montiglio et al. 2015). However, such methods allow for only limited power and 
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comparability between studies, whereas the doubly-hierarchical GLM (DHGLM) offers a 
more parsimonious analysis of rIIV (Cleasby et al. 2014). 
The DHGLM allows for the simultaneous analysis of a mean level model and a residual 
level model, the latter in log-linked standard deviations. Each is a linear model which can be 
specified to include both fixed and random effects, thus allowing one to ask whether 
individuals differ in their within-individual residual variances (rIIV). Such methods are 
explained in detail elsewhere (Cleasby et al. 2014), therefore the DHGLM will not be 
discussed at length here. However, further to the methods previously employed, we fit a 
random effect covariance matrix to analyse the correlation between individual variation in 
means and individual variation in rIIV. This covariance matrix can also be easily generalised, 
if desired, to evaluate whether each the intercept and rIIV covary with individual variation in 
plasticity (random slope effects; details are given below). 
The mean model (Eqn. 1) for the guppy data was fitted with the fixed effects of the 
batch (0 or 1), mass (continuous), time post processing in weeks (integer), time of day 
(morning or afternoon) and temperature (continuous). The mean model also included the 
random intercept effects of individual identity (IDj) and burst nested within ID (Eqn. 1). The 
random intercept of ID creates a predicted value for the intercept of each IDj (j =1:NID). The 
nested random intercept effect of burst was created as a new dummy variable representing 
the interaction between ID (NID = 104) and Week (categorical; n = 3), creating a new factor 
(‘ID*Burst’; NID*Burst = 294). A predicted ID*Burst deviation is then given from the predicted 
value of the random intercept of ID and the fixed effects for each ID*Burstk (k = 1:NID*Burst), 
which is normally distributed (Eqn. 4).  
The residual model (Eqn. 2) was fitted with the fixed effect of mass and time post 
processing to test for effects of experience on rIIV, and a random intercept effect of ID, 
giving a predicted standard deviation (i.e. rIIV) for each IDj (j = 1:NID, Eqn. 2). Finally, we 
allowed for a covariance (Eqn. 3) between predicted mean values of activity (𝐼𝐷µ𝑗, Eqn. 1) 
and predicted log-standard deviation (𝐼𝐷𝜎𝜀𝑗, Eqn. 2) among individuals. 
µ𝑗𝑘 ~ 𝛽0 + 𝛽1𝐵𝑎𝑡𝑐ℎ + 𝛽2𝑀𝑎𝑠𝑠 + 𝛽3𝑊𝑒𝑒𝑘 + 𝛽4𝑇𝑒𝑚𝑝 + 𝛽5𝐴𝑀𝑃𝑀 +  𝐼𝐷µ𝑗 + (𝐼𝐷 ∗
𝐵𝑢𝑟𝑠𝑡)𝑘          (1) 
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log𝑒(𝜎𝜀)𝑗 ~ 𝛾0 + 𝛾1𝑀𝑎𝑠𝑠 + 𝛾2𝑊𝑒𝑒𝑘 +  𝐼𝐷𝜎𝜀𝑗     (2) 




2 ]   (3) 
(𝐼𝐷 ∗ 𝐵𝑢𝑟𝑠𝑡)𝑘 ~ 𝑁(0, 𝜎𝐼𝐷∗𝐵𝑢𝑟𝑠𝑡
2 )      (4) 
Activity rates were log-transformed to achieve normality and then Z-transformed 
(standardised to mean = 0, standard deviation = 1) to aid model fitting and to facilitate 
comparison of variance parameters. The variances of random intercepts in the mean model 
can therefore be interpreted as proportions of the total variance of the dataset. Mass and 
temperature were also Z-transformed to centre predictors and aid model fitting, while week 
was centred on the second week of trials. The covariance between the random intercepts in 
the mean and residual models can be highly sensitive to different transformations and care 
must be taken when choosing a transformation (Yang et al. 2011). In the case of our data, 
these were counts, which predict a covariation between the mean and variance 
proportional to the log-scale, hence we chose to first log-transform the data. Though we fit 
the data to a normal distribution opposed to a Poisson for statistical convenience, all 
assumptions of normality and linearity at each the ID, ID*burst and residual levels were 
checked post hoc and all assumptions were satisfied. To further evaluate model 
performance, we also simulated data of known structure. 
Data was analysed in the Bayesian, Markov Chain Monte-Carlo software Stan (Stan 
Development Team 2015b), through the ‘RStan’ interface (Stan Development Team 2015a). 
All parameters were given uninformative priors (see Supplementary material). Importantly, 
the Hamiltonian Monte-Carlo sampler, employed by Stan, allows for an LKJ prior to the 
covariance of random effects (Lewandowski et al. 2009), opposed to the inverse-Wishart 
priors typically used by the common Gibbs samplers. The inverse-Wishart priors may yield 
biases in estimations where the magnitude of variance parameters differ greatly, due to the 
assumption of equal degrees of freedom across all dimensions in the covariance matrix 
(Gelman et al. 2004). We set the LKJ prior for the correlation to 2, equal to the number of 
dimensions in the matrix, which causes a small peak in the prior probability of independence 
of the random effects (COVint,rIIV = 0). Three chains were run in parallel to evaluate 
convergence, for a posterior of 50,000 iterations with a 10,000 iteration warmup. Plots of 
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fitted values vs residuals were checked for goodness of fit as well as checks for normality at 
each of the levels of the analysis (predicted values of ID and ID*Burst). Stan and R code for 
data specification, the model and goodness of fit diagnostics are provided in supplementary 
material; we also provide model code for the more commonly used JAGS program (Stan 
Development Team 2015b) to aid accessibility of such an analysis. 
Through the addition of the ID*Burst interaction into the residual model, it is possible 
assess the consistency of individual differences in rIIV through time, with methods 
analogous to those proposed to quantify the repeatability of the reaction norm intercept 
(Eqn. 5, Araya-Ajoy et al. 2015). However, in quantifying the consistency of rIIV it is 
important to have large numbers of repeated measures at the burst level. Due to the 
relatively low number of repeats per burst (nobs=4-6), there was limited power to test for an 
effect of ID*Burst in the residual model and inclusion was deemed to over-fit the model. We 
do however evaluate the consistency of mean values between individuals as the 
‘repeatability’ of intercepts (Rint; Eqn. 5). Variation in reaction norms indicate that mean 
differences may not be maintained through time, or across contexts (Brommer 2013, Biro 
and Stamps 2015). Using reaction norms, one can calculate the correlation between trait 
means across contexts or time (Brommer 2013), and similarly, Rint (i.e. the ‘intraclass 






2        (5) 
We also quantified the ‘short-term’ (conditional) repeatability (sensu Araya-Ajoy et al. 
2015) which accounts for individual differences in time related change. This repeatability 
thus quantifies the consistency of scores within the short timeframe of bursts (Eqn. 6, 
Araya-Ajoy et al. 2015). We also estimated the ‘long-term’ (unconditional) repeatability 
(Eqn. 7), which by contrast, estimates the repeatability of scores without accounting for 
time related change (Biro and Stamps 2015) and gives the overall consistency of scores 
expressed across all bursts, for the duration of the study. Finally, as a standardised metric of 
among-individual variation in rIIV, we transformed the variance parameter in the residual 
model to the coefficient of variation in predictability (CVP, Eqn. 8), as prescribed by Cleasby 
et al. (Cleasby et al. 2014). 

















     (7)  
𝐶𝑉𝑃 = √exp (𝜔𝐼𝐷𝜎𝜀
2 ) − 1       (8) 
To evaluate the importance of heterogeneous rIIV to the model fit, we ran a model with 
the random effect of ID removed from the residual model and calculated the change in fit 
using Watanabe-Akaike Information Criterion (WAIC) with the ‘loo’ package (Vehtari et al. 
2015).  
Results 
There was no overall effect of mass (β2 = -0.005, 95% CRI = [-0.12, 0.12]) or temperature 
(β4 = -0.05 [-0.12, 0.014]) on activity rates. Fish assayed in the first batch were more active 
than the second (β1 = -0.37 [-0.61, -0.13]). There was no directional effect of time across the 
three weeks (β3 = 0.029 [-0.051, 0.11]) and fish were more active in the afternoon trials than 
the morning (β5 = 0.068 [0.009, 0.13]). The intercept in the mean model (β0) was 0.14 [-
0.034, 0.31]. 
There was a substantial among-individual standard deviation in mean activity (random 
intercept: 𝜎𝐼𝐷µ = 0.51 [0.41, 0.62]) and individuals also differed in their mean activity rates 
across bursts (random intercept: σID*Burst = 0.46 [0.38, 0.55]), indicating that individuals 
differed in temporal patterns (Fig. 1d). After accounting for time related change, a moderate 
amount of residual (within-burst) variation remained on average (mean residual standard 
deviation: exp(γ0) = 0.61 [0.55, 0.67]). It was evident that individual mean values were 
moderately consistent over time (Rint = 0.55 [0.39, 0.69]). In other words, there was 
evidence for maintenance of individual differences in activity, a key aspect of personality, 
though there was a substantial degree of variation across bursts (Fig. 1d). The repeatability 
of scores while accounting for the effect of time-related change (conditional repeatability) 
was moderately high (Rshort-term = 0.56 [0.48, 0.64]). By contrast, consistency of scores within 
individuals without taking account for time related change was moderately low (Rlong-term = 
0.31 [0.21, 0.41]).   




Figure 1: Displayed are the raw data for three example individuals across three bursts of 
observations, a) shows the individual with the lowest rIIV, b) shows the individual with the 
median estimate of rIIV and c) shows the individual with the second highest rIIV. Panel d) 
shows the temporal trends of all guppies across the three bursts. Panel e) shows the 
correlation between the predicted mean intercepts and rIIV. Each point represents an 
individual, with the error bars representing one standard deviation of the credible 
distribution. 
 
Neither the fixed effects of mass (γ1= -0.067 [-0.16, 0.025]) nor time (γ2 = -0.046 [-0.1, 
0.011]) had an effect on the residual variation (rIIV). There was substantial among-individual 
variation in rIIV, and this was estimated with considerable precision given the small credible 
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distribution (𝜔𝐼𝐷𝜎  = 0.42 [0.35, 0.5], Fig. 1a-c), giving a CVP of 0.43 [0.36, 0.53]. Given the 
very large differences in rIIV between individuals, the effect of this term was highly 
important in the model (WAICFull = 3036, WAICReduced = 3304). Individuals with larger rIIV also 
tended to be more sedentary on average (rInt,rIIV = -0.34 [-0.56, -0.076], Fig. 1e).  
 
Discussion 
Here we demonstrated consistent individual differences in the activity rates of guppies, 
across multiple time periods, and at several hierarchical levels of variation. First and 
foremost, we observed that individuals showed pronounced differences in their rIIV. These 
differences were evident under highly controlled conditions and after accounting for both 
significant and substantial individual differences in mean values and accounting for change 
in activity over time. While the model fit does not enable us to calculate the repeatability of 
rIIV per se, the burst sampling experimental design does allow for the rejection of the null 
hypothesis of no consistency in rIIV, which corroborates previous work quantifying the 
repeatability of rIIV (Biro and Adriaenssens 2013, Highcock and Carter 2014). Had we 
collected even more data, we could have estimated consistency of rIIV in the same way as 
we estimated the consistency of individual mean values over time (see Eqn. 5). To do so 
would require adding an ID*Burst term to the residual model and adding a second 
covariance matrix at the burst level.  
We believe that our study demonstrates well how burst sampling offers a powerful 
approach to partition the variance among individuals, and within-individual variance 
explained by temporal trends, to appropriately control for these temporal patterns in 
behavioural data (Biro and Stamps 2015). This approach revealed that individual mean 
values were moderately maintained over time (Rint = 0.55), a key assumption of animal 
personality, though with considerable fluctuations in mean values through time (Fig. 1d). 
Further, examining the repeatability of activity scores revealed substantially higher within 
burst consistency than across bursts (0.56 vs 0.31), further indicating the extent to which 
individuals differed in temporal trends (Biro and Stamps 2015). This reduction in 
repeatability with time is consistent with results from meta-analyses of behavioural 
repeatability (Bell et al. 2009) and metabolic repeatability (White et al. 2013) which showed 
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longer time intervals over which repeated measures are taken reduce the repeatability of 
scores. Importantly, the multiple burst sampling design allows for modelling of time as a 
categorical variable and therefore does not assume individual temporal trends to be linear 
(Fig. 1d), in contrast to more familiar random regression methods. 
By quantifying the correlation between predicted mean level trait and rIIV among 
individuals, we can begin to evaluate whether rIIV relates to better known behavioural 
syndromes. There was a moderate negative correlation between mean activity rate and rIIV 
(Fig. 1e). As active individuals may be typically bolder, more aggressive and less responsive 
to environmental change (e.g. Benus et al. 1987, 1990, Carere et al. 2005), high rIIV could 
represent a more responsive phenotype and fit into the reactive syndrome, which predicts 
positive covariations between these traits and being fast explorers and more aggressive. 
Such a prediction would be consistent with a correlation between high rIIV and low boldness 
in hermit crabs (Stamps et al. 2012). Conversely, in a study on flight initiation distances, 
bolder agama lizards (Agama planiceps) were also more variable, potentially offsetting the 
risks associated with boldness by reducing predictability to the predator (Highcock and 
Carter 2014).  
While there are biological reasons to predict a mean-variance covariance among 
individuals, one could also argue any such covariance to be an artefact of the scaling of the 
data and another transformation would have yielded different results. This is because the 
log-transformation, as with other power function transformations (e.g. square-root) each 
predict different positive relationship between the mean and variance. Such scaling issues 
could be addressed using methods such as a Box-Cox transformation whereby the data is 
raised to a series of power functions in search of the most likely fit to a normal distribution 
(Box and Cox 1964, Yang et al. 2011, Cleasby et al. 2014). However, we argue that this is an 
unadvisable and arbitrary practice, which will further confuse the understanding of residual 
variation. These methods may not be reproducible in a replicated experiment, yielding 
different transformations and the model will not account for this uncertainty in scaling. 
Quantifying the covariance between the mean intercept and rIIV will also allow for more 
critical and formal appraisal of the scaling of the data. 
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Our inclusion of a covariance matrix linking random effects in the mean and residual 
sides of the model is an important extension to the DHGLMs previously described and 
utilised in behavioural ecology (Westneat et al. 2013, Cleasby et al. 2014, Bridger et al. 
2015). Not only does this extension allow for quantifying the among individuals correlation 
between the mean and rIIV in a more powerful and parsimonious way than the two-step 
process previously used (Biro and Adriaenssens 2013, Briffa 2013, Highcock and Carter 
2014), the covariance matrix can also be easily generalised to include reaction norms. 
Environments are often highly dynamic, with individuals responding to multiple 
environmental factors, which may interact in complex ways (Westneat et al. 2011). More 
environmentally responsive (i.e. more ‘plastic’) individuals could therefore have greater rIIV, 
due to greater organismal error in calculating the ideal trait value from moment to moment 
(DeWitt et al. 1998, Tonsor et al. 2013, Westneat et al. 2014). Individuals may also be 
differentially constrained in the range of behavioural or physiological scores they can 
express, and their ability to gain knowledge on the current environment, which may also 
affect the amount of organismal error (DeWitt et al. 1998). Limitations to an individual’s 
ability to express a range of scores could limit both contextual plasticity and rIIV, whilst 
limiting the reliability of information increase rIIV. Theoretical models of plasticity based on 
Bayesian updating processes predict rIIV and residual intragenotypic variability to inform the 
prior distribution for the phenotypic scope for developmental plasticity (Stamps and 
Krishnan 2014) and these covariance matrices will prove useful in empirically testing these 
predictions. An important caution though, where individuals differ in both the magnitude 
and direction of their reaction norms, the most plastic individuals will be those with the 
largest positive and negative slopes and the relationship between plasticity and reaction 
norms will not be a simple linear function (Stamps 2015). 
Such a covariance matrix can also be specified to evaluate how rIIV relates to other 
aspects of the phenotypic variation. The matrix explaining the multivariate distribution of an 
individual phenotypic variation can link models with different response variables 
(phenotypic traits) at the individual level to assess how rIIV fits into better known axes of 
phenotypic variation (e.g. whether rIIV in activity correlates with boldness) and whether 
individuals are consistently variable across traits (e.g. whether high rIIV in activity correlates 
with high rIIV in boldness). However, as dimensionality in the covariance matrix increases, 
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the positive definite assumption becomes more problematic in Bayesian models (Gelman et 
al. 2004) and the recommended priors here will increase the prior probability of 
independence, making the analysis more conservative. 
The social environment may be an important cue for individuals in the level of rIIV to 
express, and in this experiment, the effect of socially isolating individuals may have altered 
their mean behaviour and rIIV. This is because individual differences in rIIV can create 
differences in the predictability to predators or social partners. Where animals repeatedly 
interact, past experience informs later encounters (Milinski et al. 1990) and being 
predictable can aid in social interactions where individuals aim to cooperate or coordinate 
behaviours (Wolf and Krause 2014). Feedbacks between socially responsive and consistent 
individuals could maintain variation in both traits (Wolf et al. 2008, 2011, Laskowski and Bell 
2013). Conversely, in the short-term, social interactions may homogenise behavioural 
variation among individuals and stabilise activity patterns to facilitate social functioning 
(Wolf and Krause 2014). However, male guppies are much less social than females in this 
species (Croft et al. 2004), which may minimise this effect. 
From comparisons with the psychology literature, one would predict rIIV to differ 
between learning types and to decrease with increasing experience (Stamps and Krishnan 
2014). However, this did not appear to be the case in this experiment and rIIV did not 
change with time over the three weeks of observations. In another short-lived Poecilid 
(mosquitofish, Gambusia holbrooki), rIIV in activity rates decreased across the course of 
months, perhaps representing ontogenetic change or continued acclimation to being held in 
isolation (Biro and Adriaenssens 2013). Further, as experience builds and animals acclimate 
(or habituate) to a new environment, a similar decrease in rIIV could be expected on a 
shorter timeframe, and such an effect is perhaps evident in the initial highly erratic and 
unpredictable responses of damselfish acclimating to the lab environment (Biro 2012).  
While the biological implications of individual differences in rIIV are at this stage 
speculative, the methodological implications are well established. The mixed effect models 
typically used in the study of labile traits have the assumption of equal variances within-
individuals. A comparison of individual predicted values taken two standard deviations 
either side of the mean rIIV would yield a 28-fold difference in residual variances. This 
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degree of heterogeneity would demonstrate a clear violation of statistical assumptions if 
ignored in the model, and highlights the importance of considering rIIV in the study of 
behavioural traits. Such variation should be visualised in the plots of raw data (Fig. 1a-c) and 
plotting out residuals by individuals is an important diagnostic step in the analysis of labile 
traits. 
In conclusion, in this experiment we have provided a model example of experimental 
design and analysis to study rIIV, and a highly robust analysis of individual differences in rIIV. 
Male guppies were shown to differ greatly in their residual variation, the consistency of 
mean values over time, and consistency of scores over time that were (not surprisingly) 
dependent on whether or not we accounted for time related change. We build on 
previously discussed statistical approaches (Cleasby et al. 2014) to evaluate how rIIV 
correlates with the mean trait and discuss how to further extend the model to incorporate 
covariances between rIIV and plasticity (given by reaction norms) . These additions will open 
novel avenues of research and we suggest that future work should utilise these statistical 
methods and burst sampling strategies to test predictions of the causes and consequences 
of rIIV in behaviour.  
 
Authors’ contributions 
D.J.M. collected, analysed the data and wrote the first draft of the manuscript. B.G.F. 
advised on statistical methods and simulated data to assess model performance. P.A.B. and 
D.J.M. initiated the project ideas and all authors contributed to further developing the ideas. 
All authors contributed to writing the manuscript.  
Acknowledgements 
We thank Kerry Fanson for help in setting up the experiment and the John Endler lab 
group for use of space and equipment. We also appreciate the constructive reviews of David 
Westneat and an anonymous reviewer. P.A.B. was supported by an ARC Future Fellowship 
and the project was supported by an ARC Discovery Project to P.A.B. 
  




Araya-Ajoy, Y. G., K. J. Mathot, and N. J. Dingemanse. 2015. An approach to estimate short-
term, long-term, and reaction norm repeatability. Methods in Ecology and Evolution 
6:1462–1473. 
Ayroles, J. F., S. M. Buchanan, C. O’Leary, K. Skutt-Kakaria, J. K. Grenier, A. G. Clark, D. L. 
Hartl, and B. L. de Bivort. 2015. Behavioral idiosyncrasy reveals genetic control of 
phenotypic variability. Proceedings of the National Academy of Sciences 112:6706-
6711. 
Beckmann, C., P. A. Biro, and K. Martin. 2015. Hierarchical analysis of avian re-nesting 
behavior: mean, across-individual, and intra-individual responses. Behavioral Ecology 
and Sociobiology 69:1631-1638. 
Bell, A. M., S. J. Hankison, and K. L. Laskowski. 2009. The repeatability of behaviour: a meta-
analysis. Animal Behaviour 77:771 - 783. 
Benus, R., J. Koolhaas, and G. Van Oortmerssen. 1987. Individual differences in behavioural 
reaction to a changing environment in mice and rats. Behaviour 100:105-122. 
Benus, R. F., S. d. Daas, J. M. Koolhaas, and G. A. v. Oortmerssen. 1990. Routine formation 
and flexibility in social and non-social behaviour of aggressive and non-aggressive 
male mice. Behaviour 112:176-193. 
Biro, P. A. 2012. Do rapid assays predict repeatability in labile (behavioural) traits? Animal 
Behaviour 83:1295-1300. 
Biro, P. A., and B. Adriaenssens. 2013. Predictability as a personality trait: Consistent 
differences in intraindividual behavioural variation. The American Naturalist 
182:621-629. 
Biro, P. A., C. Beckmann, and J. A. Stamps. 2010. Small within-day increases in temperature 
affects boldness and alters personality in coral reef fish. Proceedings of the Royal 
Society B: Biological Sciences 277:71-77. 
Biro, P. A., and J. A. Stamps. 2015. Using repeatability to study physiological and behavioural 
traits: ignore time-related change at your peril. Animal Behaviour 105:223-230. 
Box, G. E. P., and D. R. Cox. 1964. An analysis of transformations. Journal of the Royal 
Statistical Society. Series B-Methodological 26:211-252. 
Bridger, D., S. J. Bonner, and M. Briffa. 2015. Individual quality and personality: bolder males 
are less fecund in the hermit crab Pagurus bernhardus. Proceedings of the Royal 
Society B: Biological Sciences 282:20142492. 
Briffa, M. 2013. Plastic proteans: reduced predictability in the face of predation risk in 
hermit crabs. Biology Letters 9:20130592. 
Briffa, M., D. Bridger, and P. A. Biro. 2013. How does temperature affect behaviour? 
Multilevel analysis of plasticity, personality and predictability in hermit crabs. Animal 
Behaviour 86:47-54. 
Brommer, J. E. 2013. Variation in plasticity of personality traits implies that the ranking of 
personality measures changes between environmental contexts: calculating the 
cross-environmental correlation. Behavioral Ecology and Sociobiology 67:1709-1718. 
Carere, C., P. Drent, L. Privitera, J. Koolhaas, and T. Groothuis. 2005. Personalities in great 
tits, Parus major: stability and consistency. Animal Behaviour 70:795 - 805. 
Cleasby, I. R., and S. Nakagawa. 2011. Neglected biological patterns in the residuals. 
Behavioral Ecology and Sociobiology 65:2361-2372. 
 Intraindividual variability in activity rates  
38 
 
Cleasby, I. R., S. Nakagawa, and H. Schielzeth. 2014. Quantifying the predictability of 
behaviour: statistical approaches for the study of between‐individual variation in the 
within‐individual variance. Methods in Ecology and Evolution 6:27-37. 
Croft, D. P., J. Krause, and R. James. 2004. Social networks in the guppy (Poecilia reticulata). 
Proceedings of the Royal Society B: Biological Sciences 271:S516-S519. 
DeWitt, T. J., A. Sih, and D. S. Wilson. 1998. Costs and limits of phenotypic plasticity. Trends 
in Ecology and Evolution 13:77-81. 
Gelman, A., J. B. Carlin, H. S. Stern, and D. B. Rubin. 2004. Bayesian data analysis. Chapman 
& Hall, Boca Raton, Florida, USA. 
Guevara-Fiore, P. 2012. Early social experience significantly affects sexual behaviour in male 
guppies. Animal Behaviour 84:191-195. 
Highcock, L., and A. J. Carter. 2014. Intraindividual variability of boldness is repeatable 
across contexts in a wild lizard. PLoS ONE 9:e95179. 
Jennings, D. J., T. J. Hayden, and M. P. Gammell. 2013. Personality and predictability in 
fallow deer fighting behaviour: The relationship with mating success. Animal 
Behaviour 86:1041-1047. 
Laskowski, K. L., and A. M. Bell. 2013. Competition avoidance drives individual differences in 
response to a changing food resource in sticklebacks. Ecology Letters 16:746-753. 
Lewandowski, D., D. Kurowicka, and H. Joe. 2009. Generating random correlation matrices 
based on vines and extended onion method. Journal of Multivariate Analysis 
100:1989-2001. 
MacDonald, S. W., L. Nyberg, and L. Bäckman. 2006. Intra-individual variability in behavior: 
links to brain structure, neurotransmission and neuronal activity. Trends in 
neurosciences 29:474-480. 
Milinski, M., D. Külling, and R. Kettler. 1990. Tit for tat: sticklebacks (Gasterosteus aculeatus) 
"trusting" a cooperating partner. Behavioral Ecology 1:7-11. 
Montiglio, P. O., D. Garant, F. Pelletier, and D. Réale. 2015. Intra-individual variability in fecal 
cortisol metabolites varies with lifetime exploration and reproductive life history in 
eastern chipmunks (Tamias striatus). Behavioral Ecology and Sociobiology 69:1-11. 
Rönnegård, L., M. Felleki, W. F. Fikse, H. A. Mulder, and E. Strandberg. 2013. Variance 
component and breeding value estimation for genetic heterogeneity of residual 
variance in Swedish Holstein dairy cattle. Journal of Dairy Science 96:2627-2636. 
Stamps, J. A. 2015. Individual differences in behavioural plasticities. Biological Reviews 
91:534-567. 
Stamps, J. A., M. Briffa, and P. A. Biro. 2012. Unpredictable animals: individual differences in 
intraindividual variability (IIV). Animal Behaviour 83:1325-1334. 
Stamps, J. A., and V. Krishnan. 2014. Combining information from ancestors and personal 
experiences to predict individual differences in developmental trajectories. The 
American Naturalist 184:647-657. 
Stan Development Team. 2015a. rstan: R Interface to Stan. 
Stan Development Team. 2015b. Stan: A C++ Library for Probability and Sampling, Version 
2.8.0. 
Tonsor, S. J., T. W. Elnaccash, and S. M. Scheiner. 2013. Developmental instability is 
genetically correlated with phenotypic plasticity, constraining heritability, and 
fitness. Evolution 67:2923-2935. 
Vehtari, A., A. Gelman, and J. Gabry. 2015. loo: Efficient leave-one-out cross-validation and 
WAIC for Bayesian models. R package. 
 Intraindividual variability in activity rates  
39 
 
Westneat, D. F., M. I. Hatch, D. P. Wetzel, and A. L. Ensminger. 2011. Individual variation in 
parental care reaction norms: integration of personality and plasticity. The American 
Naturalist 178:652-667. 
Westneat, D. F., M. Schofield, and J. Wright. 2013. Parental behavior exhibits among-
individual variance, plasticity, and heterogeneous residual variance. Behavioral 
Ecology 24:598-604. 
Westneat, D. F., J. Wright, and N. J. Dingemanse. 2014. The biology hidden inside residual 
within‐individual phenotypic variation. Biological Reviews 90:729-743. 
White, C. R., N. G. Schimpf, and P. Cassey. 2013. The repeatability of metabolic rate declines 
with time. Journal of Experimental Biology 216:1763-1765. 
Wolak, M. E., D. J. Fairbairn, and Y. R. Paulsen. 2012. Guidelines for estimating repeatability. 
Methods in Ecology and Evolution 3:129-137. 
Wolf, M., and J. Krause. 2014. Why personality differences matter for social functioning and 
social structure. Trends in Ecology and Evolution 29:306-309. 
Wolf, M., G. S. Van Doorn, and F. J. Weissing. 2008. Evolutionary emergence of responsive 
and unresponsive personalities. Proceedings of the National Academy of Sciences 
105:15825-15830. 
Wolf, M. W. G., S. V. Doorn, and F. J. Weissing. 2011. On the coevolution of social 
responsiveness and behavioural consistency. Proceedings of the Royal Society B: 
Biological Sciences 278:440-448. 
Yang, Y. E., O. F. Christensen, and D. Sorensen. 2011. Analysis of a genetically structured 








Is behavioural plasticity consistent across different 
environmental gradients and through time? 
Mitchell, David J. & Peter A. Biro 
 
Mitchell, D. J., and P. A. Biro. 2017. Is behavioural plasticity consistent across different 
environmental gradients and through time? Proceedings of the Royal Society B: Biological 
Sciences 284 (doi: 10.1098/rspb.2017.0893) 
 
Abstract 
Despite accumulating evidence for individual variation in behavioural plasticity, there is 
currently little understanding of the causes and consequences of this variation. An 
outstanding question is whether individual reaction norm (RN) slopes are consistent across 
different environmental variables – that is, whether an individual that is highly responsive to 
one environmental variable will be equally responsive to a second variable. Another 
important and related question is whether RNs are themselves consistently expressed 
through time or whether they are simply state dependent. Here, we quantified individual 
activity rates of zebrafish in response to independent manipulations of temperature and 
food availability that were repeated in discrete ‘bursts’ of sampling through time. 
Individuals that were thermally responsive were not also more responsive to food 
deprivation, but did exhibit greater unexplained variation. Individual RN slopes were 
consistent (repeatable) over time for both temperature (Rslope = 0.92) and food deprivation 
responses (Rslope = 0.4), as were mean activity rates in the standard environment (Rintercept = 
0.83). Despite the high potential lability of behaviour, we have demonstrated consistency of 
behavioural RN components and identified potential energetic constraints leading to high 
consistency of thermal RNs and low consistency of food deprivation RNs.    




Many studies have now explored the proximate and ultimate factors thought to be 
important to the maintenance of individual differences in behaviour (Wolf et al. 2007, 
Careau et al. 2008, Smith and Blumstein 2008, Réale et al. 2010, Pruitt et al. 2012). More 
recently, there is increasing focus on individual differences in behavioural plasticity (e.g. 
Martin and Réale 2008, Biro et al. 2010, Westneat et al. 2011, Dingemanse et al. 2012, 
reviewed in Stamps 2016). Individual variation in plasticity is readily quantified using a 
reaction norm (RN) approach, which gives the change in predicted phenotype of individuals 
as a function of the environment or time (Fuller et al. 2005, Martin and Réale 2008, 
Dingemanse et al. 2010). Plasticity may also be captured as residual intraindividual 
variability (rIIV), behavioural variation unexplained by our statistical models, which may 
represent responsiveness to unobserved endogenous or external stimuli (Stamps et al. 
2012, Biro and Adriaenssens 2013, Westneat et al. 2013, Westneat et al. 2014, Stamps 
2016). 
Despite the present interest in behavioural plasticity, there is still relatively little 
understanding of the causes and constraints which may produce individual differences in 
behavioural plasticity (but see Benus et al. 1987, Carere et al. 2005). An important and 
outstanding question is whether behavioural plasticity is domain general, whereby some 
individuals may generally show greater responsiveness in a given trait to different 
environmental variables (given by RN slopes) and/or show greater rIIV (Stamps 2016). One 
reason to expect among-individual correlations of RN slopes estimated in response to 
different environmental variables is due to common proximate factors underlying plasticity, 
such as individual differences metabolism (Biro et al. 2018). 
 Energetics has been a focus for theory development as it may provide a general 
proximate explanation for understanding individual differences in behaviour, because 
behaviour will affect the rate at which energy is spent and acquired (Van Dijk et al. 2002, 
Careau et al. 2008, Biro and Stamps 2010). Consequently, we may also predict energetics to 
underlie how individuals respond to changes in environmental conditions that affect either 
energy intake or expenditure rates. Thus, when food abundance is low we could expect 
activity rates to decrease to reduce energy consumption. Similarly, changes in temperature 
have strong and direct positive effects on ectotherm metabolism (Clarke and Johnston 1999, 
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Careau et al. 2014) and therefore a decrease in temperature from the preferred 
temperature range typically decreases activity rates as individuals generate less energy (Biro 
et al. 2010, Pruitt et al. 2011, Nakayama et al. 2016).   
In light of these observations of the effects of changing food and temperature on 
individual state, we predict energetics to act as a proximate cause for individual differences 
in RN slopes of food deprivation and temperature, and for the responsiveness of individuals 
to the two gradients to covary. These two environmental gradients are major factors 
affecting energy budgets of any animal, but especially ectotherms. Indeed, activity rates 
form a substantial portion of the energy budget of individuals (Boisclair and Tang 1993, Van 
Dijk et al. 2002, Wang et al. 2006) and consequently activity often decreases with time of 
food deprivation in fish (Van Dijk et al. 2002, Wang et al. 2006). Therefore, individuals with 
higher activity rates should expend energy more rapidly and thus exhibit a greater rate of 
decline in activity as time of food deprivation progresses. We already know that individuals 
commonly differ in their responsiveness to environmental temperature in both activity rates 
(Biro et al. 2010, Pruitt et al. 2011, Nakayama et al. 2016) and metabolic rate (Nespolo et al. 
2003, Careau et al. 2014). Further, individuals which are highly active and with higher 
metabolic rates tend to be more responsive to temperature (Careau et al. 2014, Nakayama 
et al. 2016). For these reasons, we therefore predicted an among-individual covariance 
between RN slopes of temperature and food deprivation gradients. 
Researchers have previously quantified among-individual covariance between RN slopes 
in response to different environmental gradients, but have found limited support for this 
idea. For instance, there was no correlation between RN slopes of parental provisioning in 
response to nestling age and partner visitation rate in house sparrows (Passer domesticus; 
Westneat et al. 2011), nor a correlation of RN slopes in response to ontogenetic and 
circadian effects on boldness and activity rates in yabbies (Cherax destructor; Biro et al. 
2014). However, domain generality of plasticity was secondary to the focus of those studies, 
and as such the different environmental gradients varied simultaneously. Consequently, 
effects can be lost or confounded as multiple environmental variables may interact to affect 
the expressed trait within individuals. Ideally, a strong test of whether plasticity is domain 
general would require independent manipulations of two or more environmental variables. 
Therefore, the question of whether behavioural plasticity is domain general remains an 
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open question, as it speaks to individual differences in flexibility which may be carried over 
across different contexts or traits from underlying proximate constraints. 
Related to the question of domain generality of behavioural plasticity is the question of 
whether the RNs are expressed consistently through time. Plasticity in response to one 
environmental variable can interact with plasticity in response to another environmental 
variable (Westneat et al. 2009, Westneat et al. 2011), or potentially with temporal or 
endogenous state variables (Araya-Ajoy et al. 2015, Araya-Ajoy and Dingemanse 2016). 
Therefore, individuals may express different RNs though time (Araya-Ajoy et al. 2015, Araya-
Ajoy and Dingemanse 2016). However, RNs are typically recorded just once per individual, 
meaning among-individual variation in RNs will commonly be inflated by, or an artefact of, 
temporary variation in state dependent variables (Araya-Ajoy et al. 2015, Araya-Ajoy and 
Dingemanse 2016). Consistency of individual differences in RN slopes over time is an 
underlying assumption for the evolution of individual differences in behavioural plasticity as 
it is a prerequisite for heritable variation (Araya-Ajoy et al. 2015, Stamps 2016), yet there 
has not been due consideration of the validity of this assumption and only recently has any 
evidence emerged for consistency in behavioural RNs (Araya-Ajoy and Dingemanse 2016). 
By contrast, the consistency and heritability of plasticity for traits that are less labile than 
behaviour have been better studied, most notably in laying date plasticity (e.g. Brommer et 
al. 2005, Nussey et al. 2005).  
In the present study, we explored among-individual variation in spontaneous activity 
RNs of zebrafish (Danio rerio) in response to temperature and food deprivation, whilst also 
quantifying individual differences in rIIV. We focus on activity because it is readily quantified 
and is an important trait that affects encounter rates with food, predators and potential 
mates.  We independently manipulated these environmental variables and replicated these 
manipulations 4-times each as discrete intervals (‘bursts’) of sampling over the course of 
four weeks. This permitted us to test two common predictions in behavioural ecology; that 
plasticity is domain general, and that plasticity is consistently expressed through time. 





We randomly selected 57 one year old female wild-type zebrafish (Danio rerio) from a 
stock bred population of unrelated individuals, originally derived from the aquarium trade, 
at Deakin University. Prior to the experiment, fish were kept in small groups on a 
recirculation system, in 3L tanks (25 x 15 x 12 cm). At the beginning of the experiment, fish 
were anaesthetised with MS-222 (Sigma E10521, 0.2g/L), gently dabbed dry with a Kimwipe 
and weighed to the nearest 0.001g; mass measurements were repeated at the end of all 
behavioural trials (see Fig. 1). Fish were then placed individually into a 1.5L tank (25 x 7.5 x 
12 cm), put on a recirculation system and left to acclimate for 10 days. The recirculation 
system was held at 28°C (range ±0.3 units), with a pH of 7.2 (range 6.9-7.3) and kept in a 
12:12 hour light:dark photoperiod, identical to the conditions they were previously raised 
and held in. One side of the tank was covered with opaque white plastic to prevent visual 
stimuli of other fish. Fish were fed twice daily a pinch (~0.01g) of NRD (0.5/0.8mm) fish feed.  
 
Figure 1: The time sequence of the experiment is given as a flow chart. Behavioural 
measures are given in the middle row and the mass measurements of fish were taken at the 
prior to and after the completion of the behavioural experiment.   
 




Assays of spontaneous activity rates were conducted using EthoVision XT 9.0 tracking 
software, which recorded the cumulative distance moved during a 30 min trial. Nine tanks 
each containing a focal individual were slowly removed from the recirculation system and 
carefully placed on a 9-arena filming stage located within the same 3m x 3m constant 
temperature room, thus minimising disturbance to the fish. When all fish were in place and 
the tracking software had a fix on individuals, the trial commenced. The arena within the 
stage was randomised between each trial (arena location was statistically controlled for, see 
Eqn. 1). The camera recorded the tanks from a side view, and given the narrow width of the 
tanks, fish swam predominantly in 2 dimensions. The stage was backlit with infra-red 
lighting to aid contrast and tracking of the focal fish. EthoVision was controlled and 
monitored remotely from an adjacent room so fish were not disturbed for the duration of a 
trial. 
We collected data on a 7 day schedule (Fig. 1), starting with two days of observations 
while manipulating temperature (days 1-2), followed by one day rest (day 3), then two days 
of observations while manipulating levels of food deprivation (days 4-5), then two days rest 
(days 6-7). We then repeated this 7 day sampling schedule for 4 consecutive weeks (4 
‘bursts’ of sampling). We aimed to collect data from 54 individuals, though there was a small 
amount of mortality and fish were replaced. In total, we recorded activity rates of 57 
individuals, with typically four bursts of observations per fish (NID*Burst = 217) and 8 
observations per burst (Nobs = 1726).  
Manipulation of environmental gradients 
Temperature: Activity was measured at 24°C and 28°C, for 2 assays at each temperature 
and with alternating treatment orders and trial orders of fish that were randomised each 
day. On the morning of the first day of observations (8am to 11:30am) activity assays were 
taken at 28°C. After the 6 rounds of trials (54 fish total), the temperature of the recirculation 
system and animal holding room was reduced to 24°C, which required about one hour. 
Trials were then repeated in the afternoon in the same order (1pm to 4:30pm). The 
temperature was then left overnight at 24°C and in the morning another assay was taken at 
24°C, before the temperature was raised for afternoon assays at 28°C. Fish to be assayed 
were fed half an hour before each trial to standardise hunger levels. Temperature of the 
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tanks was checked immediately prior to the trial, and was always within 0.3°C of the target 
temperature.  
Food deprivation: Activity was measured for four assays across 30hrs of food deprivation, at 
their normal 28°C holding temperature. Following the temperature manipulations (days 1-
2), fish were then rested for one day and the tanks were cleaned of any uneaten food (Fig. 
1). In the morning of the following day (day 4), each fish was fed half an hour before its 
morning trial (i.e. 0 hr of food deprivation). After the trial, any excess food was skimmed 
from the surface of the water. The next trials occurred that afternoon (5hrs of food 
deprivation), the following morning (24hrs of food deprivation) and the following afternoon 
(30hrs of food deprivation), before being fed at the conclusion of all trials. Therefore there 
were 4 assays across 30 hours of food deprivation. Trial orders were kept constant across 
the two days to maintain spacing along the food deprivation gradient.  
Statistical Analysis 
We aimed to evaluate the consistency in behavioural plasticity through time and across 
the two environmental variables. We were also interested in individual differences in rIIV 
and whether this was related to other aspects of plasticity. To address these questions we 
used a doubly-hierarchical generalised linear model which allows for iterations between two 
linear mixed-effect models; one explaining the mean, and the other explaining residual 
dispersion (Westneat et al. 2013, Cleasby et al. 2014). We further extended these models to 
include covariances between the random effects in each of the mean and residual model, to 
quantify any correlations between individual intercepts (means), slopes of the RNs and rIIV 
(Felleki et al. 2012, Mitchell et al. 2016). 
We fit a mean model (Eqn. 1) with the fixed effects of temperature (β1), food 
deprivation (β2) and mass (β3), with random intercepts, and random slopes for temperature 
and food deprivation at the individual level (ID, where ‘j’ = 1:NID) and the level of burst 
nested within individual (hereafter ID*burst, created as a unique identifier for the 
interaction between ID and week as a categorical variable, where ‘k’ = 1:NID*burst = 217). We 
also fit a random intercept of arena identity to control for position effects, giving a predicted 
value for each of the 9 arenas (‘l’) as a deviation from the fixed effects. The residual model 
(Eqn. 2) had the same fixed effects as the mean model (with ‘у’ representing fixed effect 
Consistency of behavioural plasticity 
47 
 
coefficients), and also a random intercept of ID, that modelled individual differences in rIIV. 
As there were only 8 observations per ID*burst, each with a random intercept and two 
random slopes, we did not attempt to fit a random intercept of ID*burst in the residual 
model. Thus, each observation (‘i’) has a predicted value given by the mean model and 
predicted deviance from the residual model. 
µ𝑖𝑗𝑘𝑙 = (𝛽0 +  𝐼𝐷0𝑗𝑖 + (𝐼𝐷 ∗ 𝐵𝑢𝑟𝑠𝑡)0𝑘𝑖
+  𝐴𝑟𝑒𝑛𝑎𝑙𝑖) + 𝑇𝑒𝑚𝑝1 (𝛽1 +  𝐼𝐷1𝑗𝑖
+ (𝐼𝐷 ∗
𝐵𝑢𝑟𝑠𝑡)1𝑘𝑖
) +  𝐹𝑜𝑜𝑑 𝐷𝑒𝑝𝑟𝑖𝑣𝑖  (𝛽2 +  𝐼𝐷2𝑗𝑖
+ (𝐼𝐷 ∗ 𝐵𝑢𝑟𝑠𝑡)2𝑘𝑖
) + 𝛽3𝑀𝑎𝑠𝑠𝑖     (1)  
loge(𝜎𝑖)𝑗 = 𝛾0 + 𝛾1𝑇𝑒𝑚𝑝𝑖 + 𝛾2𝐹𝑜𝑜𝑑 𝐷𝑒𝑝𝑟𝑖𝑣𝑖 + 𝛾3𝑀𝑎𝑠𝑠𝑖  +  𝐼𝐷3𝑗𝑖
   (2) 
The random effects representing among-individual variance in intercepts (𝜎𝐼𝐷0
2 ) and 
slopes for each the environmental variable of temperature (𝜎𝐼𝐷1
2 ) and food deprivation 
(𝜎𝐼𝐷2
2 ), as well as among-individual variance in rIIV (𝜔𝐼𝐷3
2 ) were fit with an unstructured 
variance-covariance matrix, which evaluates all possible covariances between the random 
effects (Eqn. 3). We also fit an unstructured covariance matrix at the ID*burst level (Eqn. 4). 
The model was specified to explicitly test the a priori aims and hypotheses, so we did not 
attempt to cull any terms from the model. Repeatability of the intercept and slopes of the 
RNs (RRN) can then be calculated by substituting in the relevant variance parameter of each 
ID and ID*burst into Eqn. 5 (Araya-Ajoy et al. 2015). 



















  (3) 













2          (5) 
Raw activity rates were Z-transformed (set to a mean of 0 and variance of 1) to aid 
model fitting. A log-transformation followed by Z-transform was attempted first, but this 
resulted in pronounced negative skewing of the residuals and was therefore discarded. 
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Temperature was right-centred on 28°C and set to vary between -1 and 0 (representing 24 
and 28°C respectively). Food deprivation was left-centred on the first trial post feeding and 
set to vary continuously between 0 and 1, where 1 equals 30hrs. This created a common 
intercept at 28°C and just fed represented a standard environment, from which deviations 
across the two gradients could be independently assessed; these conditions also 
represented the conditions which the fish were raised in and held during our experiment. 
The common scaling of the two environmental variables allows easy comparison of the 
magnitude of the slope variances and the gradient of the fixed effects. Mass was averaged 
across the two repeated measures, then also Z-transformed.  
The model was run in the Bayesian software Stan (Stan Development Team 2016b), 
through the RStan interface (Stan Development Team 2016a). All parameters were given 
uninformative priors (see supplementary material), and followed the methods described in 
(Mitchell et al. 2016) and details specific to this analysis and model code is given in the 
supplementary material. Normality of random effects and the residual variation were 
checked visually in plots of predicted random effect values and fitted vs. residual values. 




Spontaneous activity rates in female zebrafish were lower at 24°C than 28°C (β1 = 0.31 
[0.24, 0.39]), and decreased with time of food deprivation (β2 = -0.27 [-0.35, -0.19]; these 
two mean level effects are shown as the thick red trend line in Fig. 2a). Larger females were 
less active than smaller females (β3 = -0.3 [-0.49, -0.11]). The intercept in the mean model 
(β0) was 0.14 [-0.068, 0.35]. Importantly, the sign of the fixed effects of temperature and 
food deprivation give the directionality for the interpretation of the RNs. Given the mean 
level slopes, plasticity is said to be greatest in individuals with the largest positive RN of 
temperature and the largest negative RN of food deprivation, and therefore the two are 
predicted to negatively correlate if plasticity is domain general.  




Figure 2: Displayed are behavioural RNs of individuals centred on the fixed effect (red line) 
across each environmental variable (a), and the RNs of ID*Burst as residual deviation from 
the predicted value of ID, centred on 0 (b). The repeatability of RN components with 95%CRI 
is also given (c).  
 
After accounting for fixed and random effects on the mean model, the mean residual SD 
was small in the standard environment (exp(γ0) = 0.44 [0.38, 0.5]). The amount of rIIV was 
lower at 28°C (γ1 = -0.15 [-0.24, -0.053]), which represented the familiar environment, and 
decreased with increasing time deprived of food (γ2 = -0.18 [-0.31, -0.058]). Mass had no 
effect on rIIV (γ3 = -0.038 [-0.16, 0.085]). 
Variability of plasticity 
Activity rates varied substantially among individuals in the standard environment of 
28°C and just fed (ID: σ0 (SD) = 0.74 [0.61, 0.91]; Fig. 2a). Individuals also varied in their 
responses to each of the temperature (ID: σ1 = 0.16 [0.11, 0.23]) and food deprivation 
gradients (ID: σ2. = 0.16 [0.065, 0.26]; Fig. 2a). There was some among-burst (within-
individual) variation in mean activity rates in the standard environment (ID*Burst: σ0 = 0.33 
[0.28, 0.39]) and the response of individuals to food deprivation also varied among-bursts 
(ID*Burst: σ2. = 0.2 [0.093, 0.31], Fig. 2b, 3a,b). Conversely, there was little evidence for 
time-related change in the RNs of individuals responding to the temperature manipulation 
(ID*Burst: σ1 = 0.05 [0.004, 0.16], Fig. 2b, 3a,b). There was also pronounced among-
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individual variation in rIIV, indicating some individuals were highly predictable in a given 
situation and time, and others were not (ID: ω3 = 0.44 [0.36, 0.56], Fig. 3c).   
 
Figure 3: Plots of 6 sample individual (a-b) are shown with the black line representing the 
mean individual reaction norm and coloured lines being the reaction norms of individuals in 
a given burst. Plots of uncorrected residuals for every second individual ranked by predicted 
rIIV are given in (c). 
 
Correlations across forms of behavioural plasticity 
When individuals maintained relatively high activity rates in the standard environment 
in a given week, they tended to then reduce activity more strongly with increasing time of 
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food deprivation, evidenced by a negative correlation between the intercept and slope of 
food deprivation within individuals (ID*Burst: r0,2 = -0.56 [-0.79, -0.21]; Fig. 2b). A similar 
pattern also existed among individuals, where individuals with higher activity rates in the 
standard environment tended to reduce activity relatively more with increasing food 
deprivation (ID: r0,2 = -0.37 [-0.68, 0.026]; Fig. 2a). However, while the credible distribution 
overlapped 0 at the ID level, the result appeared congruent with the effect across bursts, 
indicating most likely a similar pattern is present at each level of analysis. The negative 
covariance of bursts shows the RNs to be converging through time post-feed (Fig. 2b), 
though the weaker effect at the ID level meant no meaningful decrease in among-individual 
variation occurred over the time-frame of food deprivation in this experiment. 
Consequently, variation in activity decreased with food deprivation each in residual 
variation and among-bursts. There was no correlation between predicted values in the 
standard environment and thermal RN slopes at either the among-individual (ID: r0,1 = 0.31 
[-0.047, 0.62] or within-individual levels (ID*Burst: r0,1 = 0.07 [-0.61, 0.68], Fig. 2a,b). 
There was no evidence for a correlation between RN slopes of temperature and food 
deprivation gradients, at either the among individual level (ID: r1,2. = -0.22 [-0.63, 0.25]) or 
the within individual level (ID*Burst: r1,2 = 0.07 [-0.61, 0.68]), counter to our prediction. 
However, the relatively low variation in RN slopes among individuals in response to the two 
gradients, and the high degree of variation in response to food deprivation within 
individuals (the ID*burst variance) yielded little precision in testing for this correlation 
among individuals. While the effect very weakly trended in the expected direction, the 
credible distribution clearly overlapped with each 0 and what would be a biologically 
important correlation. The lack of a correlation at the within-individual level was expected 
given there was almost no variation in temperature responses over time (i.e. individuals had 
highly consistent responses to temperature over time, see below). 
Individuals that were more responsive to a change in temperature also had higher rIIV 
(ID: r1,3= 0.54 [0.2, 0.8]), supporting the hypothesis of domain generality of plasticity. 
However, individuals with high rIIV were not more responsive to food deprivation (ID: r2,3 = -
0.26 [-0.61, 0.13]), but again there was low precision in the estimate of the correlation. 
There was a weak trend indicating that individuals with higher rIIV also tended to be more 
active on average (r0,3 = 0.29 [0.026, 0.51]). 
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Consistency of behavioural RN components 
Individual predicted mean values in the standard environment (intercept: 28°C, just fed) 
were highly consistent over the four weeks of observations (Rint = 0.83 [0.75, 0.9]; Fig. 2c), 
providing evidence for maintenance of individual differences in mean values through time, a 
key aspect of animal personality. Reaction norm slopes across the temperature and food 
deprivation gradients were also both shown to be consistent through time; individual 
variation in responses to temperature were highly repeatable through time (RTemp = 0.92 
[0.42, 1]), whereas individuals showed relatively low repeatability in their responses to food 
deprivation (RFood Dep. = 0.4 [0.059, 0.82]; Fig. 2c).   
Discussion 
Overall, we found limited evidence for domain generality in behavioural plasticity; while 
individuals that were more responsive to temperature displayed higher rIIV, they were not 
also more responsive to food deprivation. While the correlation between RNs of food 
deprivation and temperature very weakly trended in the predicted direction, there was little 
precision in the estimate of the correlation coefficient, and thus any firm inference on this 
question is inappropriate. Consistency in responsiveness across different environmental 
variables is often assumed, particularly when speculating on the causes and consequences 
of plasticity (DeWitt et al. 1998, Sih and Del Giudice 2012). However, there is currently an 
absence of empirical evidence for such correlations in labile behavioural traits (Stamps 
2016). While the degree of sampling in this study was extensive (Nobs = 1726), the 
magnitude of slope variances in this study was relatively low. We therefore had limited 
power to rigorously quantify the correlation between RN slopes.  
Conversely, the greater among-individual variation in rIIV relative to the slope variances 
yielded greater power in testing for a correlation between rIIV and the slope terms. 
Individuals that were more responsive to the temperature gradient also showed greater 
rIIV, although there was no such significant correlation between rIIV and food deprivation 
slopes. Such effects could represent common proximate causes, such as constraints to the 
range of behavioural scores an individual is capable of (DeWitt et al. 1998). Higher residual 
variability of phenotypes in more plastic individuals (or genotypes) is also hypothesised in 
developmental plasticity, with higher plasticity predicted to increase ‘organismal error’ 
(Tonsor et al. 2013), whereby seemingly random variance is created by uncertainty in 
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biological processes of evaluating the environment and the pathways leading to the plastic 
response (DeWitt et al. 1998, Westneat et al. 2014). Alternatively, rIIV may represent a 
response to an unobserved endogenous factor (Stamps et al. 2012, Stamps 2016). The 
manipulation of temperature in the external environment has a direct passive effect on the 
endogenous metabolic physiology of ectotherms (Clarke and Johnston 1999) and thus the 
correlation between rIIV and the slope of temperature could each represent high sensitivity 
to the endogenous state. 
Behaviour and the state of an individual can create feedback effects, suggested as a 
potential mechanism to create and maintain individual differences in behaviour (Sih et al. 
2015). In the context of our study, high activity rates are energetically costly (Boisclair and 
Tang 1993, Van Dijk et al. 2002, Wang et al. 2006) and more active individuals should more 
rapidly deplete their energy reserves, if not replenished. Indeed, activity rates decreased 
with increasing time of food deprivation, reflecting this decreasing energy budget and 
apparent limitation in the ability to maintain high activity rates. The magnitude of this 
decrease in activity rates was greatest when a given individual was more active than its 
average activity in that week (Fig. 3a,b). In addition, this pattern was also equivocally 
observed at the among-individual level, as predicted by energetic models of behaviour (Van 
Dijk et al. 2002, Careau et al. 2008, Biro and Stamps 2010, Killen et al. 2011) (Fig. 2a). This 
demonstrates energetic trade-offs between activity rates and resource acquisition as being 
important in maintaining among-individual differences, whilst constraining within-individual 
variation in behavioural traits. Food deprivation, while reducing variation among individuals 
and bursts, also reduced average levels of rIIV, making individuals more predictable in their 
behaviour at a given point in time. Reduced rIIV with increasing hunger may reflect a 
reduction in the upper limit of possible trait scores an individual could maintain for the 
duration of the 30 minute trial. Together, the results at these three levels of analysis appear 
congruent in demonstrating how the interaction between the internal state and the external 
environment can be mediated by behaviour, to inform later behavioural variation at 
multiple levels. 
We also demonstrated that behavioural RNs are themselves consistent through time, an 
outstanding assumption which currently has little empirical evidence (but see; Brommer et 
al. 2005, Nussey et al. 2005, Araya-Ajoy and Dingemanse 2016). In the case of the 
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temperature gradient, individual differences in responsiveness to temperature was almost 
perfectly consistent across 4 weeks of repeated testing (Rslope = 0.92; see Fig. 3). Conversely, 
individual responsiveness to food deprivation was not very consistent through time (Rslope= 
0.4). This appeared to be due to internal state, as activity declined with food deprivation 
was greater in weeks when individual activity was higher than average for that individual. In 
a typical “single burst” study design, the among-individual variation in slopes would be 
confounded by variation created by internal state-dependence and thus, temporary within-
individual variance would inflate among-individual variance. Quantifying the consistency of 
RN components is an important step in understanding how selection may act on behavioural 
plasticity and is a prerequisite for heritable variation (Dohm 2002).  
Our results also provide strict and robust evidence for ‘animal personality’. Personality 
is usually defined as individual differences in behaviour that are maintained through time 
and across contexts – that is, individual predicted mean values should be consistent over 
time within individuals. Indeed, individuals differed substantially in predicted mean values in 
the standard environment (σInt = 0.74), and these differences in mean activity were highly 
consistent through time (Rint = 0.84). By contrast, the majority of studies infer personality 
from the repeatability of observations (i.e. consistency of scores) within individuals and not 
the consistency of individual means (Mitchell et al. 2016). Individual differences in mean 
behaviour were also largely stable across the two environmental variables (Fig. 2a), further 
demonstrating robust and stable personality differences. 
The high level of rank order consistency across the temperature manipulation contrasts 
with other studies looking at thermal RNs of behaviour in ectotherms ((Biro et al. 2010, 
Pruitt et al. 2011, Briffa et al. 2013) but see (Nakayama et al. 2016)). The trial order of 
manipulations can interact with temperature effects (Briffa et al. 2013) and RNs across 
temperature gradients may be confounded by temporal change among and within 
individuals, inflating the estimated variation among individuals in thermal plasticity. In this 
study, we controlled for temporal effects by both changing the direction of the 
manipulation within bursts, and replicating the manipulation using the multiple burst 
sampling design. While it was not possible to control for temporal and trial order effects on 
the food deprivation gradient within bursts, the replicate bursts allow us to statistically 
control for individual differences in time related change. The results of the two 
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environmental variables together highlight the importance of considering temporal effects 
when studying behavioural plasticity.  
By creating a standard environment (intercept) at 28°C and just fed, we were able to 
independently explore deviations from this environment across the two gradients. We 
suggest that such methodology will again be useful in future lab experiments or in other 
studies where the gradients can be controlled to address the outstanding question of 
whether plasticity is domain general. It is important to note that while this design is 
effective in independently exploring plasticity in response to different environmental 
variables, this sampling design will generally create data which is better ‘anchored’ (more 
observations) at the intercept for each slope effect, with comparatively greater leverage of 
data along those gradients (i.e. Temp. ≠ 28°C, Food Depriv. ≠ 0hrs). That is to say, in this 
study the 2 observations of activity at 24°C and the observations nearer 30 hours of food 
deprivation within each ID*Burst will be more influential on the results and conclusions of 
the experiment. This increased leverage will limit the precision in the predicted slopes when 
compared to more evenly structured designs and this consideration should be factored in 
when planning future studies. 
In conclusion, we did not observe a covariance between the different RN slopes, though 
we did observe a covariance between responsiveness to a temperature gradient and rIIV. 
Whether individuals consistently differ in their responsiveness to a suite of environmental 
variables remains unanswered and a valuable direction for future work. Understanding and 
evaluating such correlations will aid in forming a broad understanding in the costs and 
benefits of phenotypic plasticity. We observed very high consistency of responsiveness to 
temperature, while the response to food deprivation was less consistent, perhaps due to an 
interaction between the internal and external environment affecting state, mediated by 
past behaviour. This is an important step in understanding behavioural plasticity, as 
repeatability is a prerequisite for heritable variation, and exploring the sources of within-
individual variation in plasticity will help inform on the proximate constraints and limitations 
to the heritability or evolvability of behavioural plasticity.  
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Understanding the unexplained: the magnitude, causes 
and correlates of individual differences in residual 
variance 
Mitchell, David J., Christa Beckmann, & Peter A. Biro 
 
Abstract 
Behavioural and physiological ecologists have long been interested in explaining the 
causes and consequences of trait variation, with a focus on individual differences in mean 
values. However, individuals are typically quite unpredictable (as shown by low 
repeatability), and studies have recently shown that individuals can also differ in residual 
variability. The significance of residual variation, or why individuals differ, is largely 
unexplained, but is important from evolutionary, methodological and statistical 
perspectives. Here, we reviewed the literature and located 26 datasets with sufficient 
repeated measures of behaviour or physiology to evaluate individual differences in residual 
variance. We then analysed these data sets using methods that permit direct comparisons 
of parameters across studies. Significant individual differences in residual variance were 
almost ubiquitous, being substantially larger for behavioural traits when compared to 
physiological traits. There was no consistent relationship between an individual’s mean and 
its residual variance, or between its contextual plasticity slope and its residual variance. We 
discuss potential biological and methodological implications of individual differences in 
residual variance in light of the available data, and suggest productive future research 
directions. 
  




Evolutionary ecologists have long been interested in the magnitude of trait variation 
among individuals, and the causes and maintenance of such variation. In contrast to 
morphological and life history variation, behavioural and physiological traits offer additional 
challenges due to their inherent lability. While individuals commonly differ in their mean 
level trait, as evidenced by significant repeatability (Bell et al. 2009, White et al. 2013, 
Schoenemann and Bonier 2018), these traits can change quickly in response to the current 
environmental context (known as 'contextual plasticity', e.g. Biro et al. 2010, Westneat et al. 
2011, Careau et al. 2014a, Fürtbauer et al. 2015) or temporally (e.g. Martin and Réale 2008, 
Carter et al. 2012, Biro et al. 2014). Even after accounting for these sources of systematic 
variation, considerable and heterogeneous variation often remains. This substantial residual 
intraindividual variability (rIIV) can differ between individuals, resulting in some individuals 
that are highly predictable about their mean, while others at the same time, situation and 
context are highly unpredictable (Stamps et al. 2012, Briffa et al. 2013, Westneat et al. 
2013).  
*** 
Box 1: Forms of behavioural and physiological variation 
Of particular resent research interest has been the evolution of individual variation in 
behaviour and physiology (Sih et al. 2004) (Fig. I-A). However, individuals are known to differ 
in their response to environmental stimuli or in their temporal trendlines (plasticity; Fig. I-B), 
and in the amount of residual intraindividual variation (rIIV) around their mean (personality) 
and predicted response to the environment or time (plasticity) (Fig. I-C). These different 
sources of behavioural variance are all highly integrated. For instance, the existence of 
individual variation in plasticity implies phenotypic differences between individuals are not 
fully maintained across an environmental gradient, which affects the among-subject 
(co)variances in phenotypes (Stearns et al. 1991)(Fig. I-B), and environmental and temporal 
effects can also affect the expressed residual variance (Biro and Adriaenssens 2013b, Briffa 
2013, Westneat et al. 2013, Westneat et al. 2017). The interconnected nature of these 
different forms of individual variation means studies which take an overly narrow focus yield 
results with very limited ability to generalise across scenarios or systems.  
 




Figure I: Depicted are the three forms of individual variation discussed in this thesis. In each 
plot, two hypothetical Individuals are shown, in red and blue respectively, which differ in 
behaviour. (a) Depicts individual differences in mean behaviour (personality) which are 
maintained across different contexts and through time. Individuals also can differ in their 
plastic responses to time or environmental context, meaning that personality differences can 
be time/context specific (b). Individuals can also differ in rIIV (sometimes referred to as 
predictability) of behaviour around their predicted personality and plasticity (c).  
*** End Box 1*** 
Individual variation in rIIV is a phenomenon long known in psychology (Ram et al. 2005, 
MacDonald et al. 2006), but has been largely ignored in ecology until recently (Stamps et al. 
2012). The relatively few studies which have emerged suggest that rIIV shows distinct 
among-individual variation (Stamps et al. 2012, Westneat et al. 2013, Bridger et al. 2015b, 
Montiglio et al. 2015, Mitchell et al. 2016, Mitchell and Biro 2017) that is expressed 
consistently through time (Biro and Adriaenssens 2013b, Highcock and Carter 2014), has 
epigenetic underpinnings in plants (Herrera 2017) and additive genetic components 
(Rönnegård et al. 2013, Martin et al. 2017). Together, these observations indicate rIIV 
should be viewed as part of a more complex trait structure, representing a distribution of 
scores an individual may express in a given context and point of time (Fleeson 2001). 
Perhaps for this reason, the interest in residual variance is growing across diverse disciplines 
of biology, including for example, animal ecology, plant ecology and agricultural fields 
(reviewed respectively in; Mulder et al. 2008, Westneat et al. 2014, Herrera 2017).  
Many ideas have been put forward to suggest why individuals may differ in their rIIV. 
For instance, researchers have speculated that having a low rIIV could make animals 
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predictable in biotic interactions, as being variable may reduce predictability to a predator 
and therefore reduce the risk of capture (Domenici et al. 2008, Jones et al. 2011, Briffa 
2013), whilst increased predictability may aid in cooperative and social interactions where 
animals aim to coordinate behaviours (Wolf and Krause 2014). Models of behaviour based 
on game theory, such as the ‘prisoner’s dilemma’ (Axelrod and Hamilton 1981) and ‘hawks 
and doves’ (Smith and Price 1973) are based on repeated interactions and have the 
underlying assumption of a degree of predictability through time (Milinski et al. 1990). The 
existence of unpredictable individuals would falsify this assumption and could therefore 
fundamentally change the dynamics of such games (Wolf et al. 2008). 
Residual variance could also be highly important to the study of behavioural plasticity. 
Papers have previously suggested that rIIV may be created by plastic responses to some 
unobserved environmental stimuli (Stamps et al. 2012, Westneat et al. 2014) and 
heterogeneity among individuals could therefore result from individual differences in the 
contextual response to those stimuli. Under such assumptions, one would predict greater 
individual variation in rIIV in studies where environmental factors are less controlled for 
(Westneat et al. 2011, Goold and Newberry 2017). Similarly, individuals could be responding 
to internal stimuli, such as circulating hormone levels or reproductive state (Kim et al. 2018), 
and individual differences in rIIV may represent differential endogenous plasticity (Stamps 
2016). Such endogenous effects would be expected to affect lab and field studies equally. 
Further, if individuals differ in plasticity across a suite of different environmental stimuli, we 
should predict individuals which are most contextually plastic to show the greatest rIIV 
(Stamps 2016, Mitchell and Biro 2017).  
Individual differences in residual variance, if widespread and substantial, will be 
important in the experimental design and statistical analyses of studies. The mixed effect 
models typically used to assess repeated measures from a sample of individuals assume 
residual variances to be homogeneous across all predictors in the model, both fixed and 
random effects (Cleasby and Nakagawa 2011, Stamps et al. 2012). Thus, ignoring individual 
differences in rIIV, regardless of the reason why they exist, violates important model 
assumptions and could lead to misleading results. Indeed, Beckmann et al. (2015) found a 
key fixed effect was only ‘significant’ when accounting for individual differences in residual 
variance. Similarly, Martin et al. (2017) observed that fixed effect coefficients could be 
 An empirical review of residual variance 
64 
 
highly sensitive to the exclusion of individual variation in rIIV. Others have speculated that 
heterogeneous residual variance may inflate estimates of among-individual variation in 
plasticity (i.e. ‘reaction norms’) (Brommer 2013). Individual differences in rIIV could also be 
important to account for when estimating common statistics such as repeatability (R), and 
affect how we interpret these common statistics (see discussion for more detail).  
Despite the potential biological and methodological importance of individual differences 
in rIIV, there is currently little consensus on the commonality of individuals variation in rIIV. 
One obvious reason is that studies rarely consider individual variation in rIIV, and few 
datasets have the requisite sampling regimes to robustly quantify this variance. However, 
even in the studies explicitly focussed on rIIV, it is difficult to assess and compare the typical 
magnitude of individual variation in rIIV. This is due to three different statistical techniques 
being used across studies. Initially, studies used a two-step approach, whereby a mean 
model was fit and the residuals were extracted for use in a second analysis (Stamps et al. 
2012, Biro and Adriaenssens 2013b). Results from this method are sensitive to small or 
uneven sample sizes, and only comparable when fit to standardised data (Cleasby et al. 
2015). A second option is to fit individual specific residual variances (Briffa et al. 2013, 
Highcock and Carter 2014, Montiglio et al. 2015), though this technique yields no effect size 
estimate on the variance in rIIV and is very parameter heavy, fitting one residual variance 
parameter per individual.  
Recently, a best-practice analysis has been introduced to ecologists (Westneat et al. 
2013, Cleasby et al. 2015), though it has a longer history of use in other fields (Smyth 1989, 
Mulder et al. 2008, Felleki et al. 2012, Rönnegård et al. 2013). The doubly-hierarchical 
generalised linear model (DHGLM) estimates the among-individual variance in rIIV, which 
can be converted to a coefficient of variation (CVP, Eq. 1). The DHGLM therefore offers a 
more parsimonious modelling technique, with greater power and comparability between 
studies (Cleasby et al. 2015). However, these results are not comparable with the older 
techniques and only through the reanalysis of such datasets can we build consensus, which 
we do here.  
𝐶𝑉𝑃 = √exp(𝜔𝜎
2) − 1    (1)  
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As a result of the issues outlined above, the literature on rIIV is currently highly disjunct, 
with patterns across datasets hard to distinguish. The topic is therefore currently in need of 
being brought into a more unified framework. To address these issues, we went about 
reviewing the literature. To more broadly address the commonality and magnitude of these 
effects, we also gathered well sampled datasets that did not consider individual differences 
in rIIV. We returned to the raw data of papers published on behavioural and physiological 
traits to quantify; 1) the magnitude of individual differences in rIIV, 2) whether rIIV 
commonly correlates with the individual’s trait mean, and 3) whether rIIV correlates with 
individual variation in plasticity (i.e. reaction norms). In light of these analyses, we discuss at 
length the biological factors which may lead to variation in rIIV.  
 
Available data on rIIV 
To establish general trends in the literature, we collated the raw data from all the 
existing studies that investigated individual variation in rIIV. Such datasets were collected 
haphazardly, through reading the published literature and identifying suitable datasets. To 
be included in our analysis, studies needed to have repeatedly sampled a behavioural or 
physiological trait, with at least an average of 5 repeated samples per individual, from a 
minimum of 20 individuals. Data must also have been Gaussian, or able to be transformed 
to normality. We therefore discarded datasets where the response variable was based on 
categories or ranks of behaviours (e.g. Chang et al. 2017). While discrete ordinal response 
variables can be analysed using threshold models (Goold and Newberry 2017, Martin et al. 
2017), running such analyses was beyond the scope of this study. Residual variance can be 
biased by artificial ceiling or floor effects (Stamps et al. 2012) and we therefore discarded 
datasets where a maximum could be recorded (e.g. a maximum latency to emerge) (Biro et 
al. 2013). Datasets were accessed through public repositories where possible (Biro and 
Adriaenssens 2013a, Fürtbauer et al. 2014, Bridger et al. 2015a, Carter 2015, Fürtbauer et al. 
2015, Norin and Gamperl 2017a, Biro et al. 2018a) and where they were not, the authors 
were contacted to obtain the data. In no case was the request for raw data refused (see 
Table 1 in Results for full list of datasets).  
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In total, we collated 26 datasets, totalling 36 estimates of CVP. These data represented a 
diverse range of taxa, with 6 fish (8 datasets), 4 mammal, 3 crustacean (6 datasets), 3 bird, 2 
reptiles, 1 arachnid, 1 gastropod and 1 amphibian species. Hermit crabs (Pargurus 
bernhardus) were the best represented species with 4 datasets. Of the 26 datasets, 7 
analyses had been previously run using a DHGLM and the required parameter estimates 
were extracted from these papers without reanalysis (Westneat et al. 2013, Bridger et al. 
2015b, Mitchell et al. 2016, Goold and Newberry 2017, Mitchell and Biro 2017, Westneat et 
al. 2017, Horváth et al. 2019).  
Models were all ran in the Bayesian software Stan (Stan Development Team 2016b), 
through the RStan interface (Stan Development Team 2016a), with methods, code, model 
equations and priors adapted from (Mitchell et al. 2016) and demonstrated in Box 2. We 
report the CVP, as a standard metric of among-individual variation in rIIV. We also report the 
correlation between the mean trait value and rIIV to test whether residual variance is linked 
to the mean level trait.  
*** 
Box 2: Example analysis: Activity rates in Gambusia holbrooki 
Data used in this example is taken from a paper focussing on the repeatability of rIIV in 
activity rates (Biro and Adriaenssens 2013b, Biro and Adriaenssens 2013a). Briefly, activity 
rates were repeatedly assayed in mosquitofish by taking scan sampled observations of 
whether a fish was moving, once every 120sec for one hour. Assays were repeated in a burst 
sampling design, whereby three periods of intensive, twice daily, sampling were 
interspersed with periods of rest. Three bursts were taken, with 9-12 observations, for each 
of the 30 fish. Ambient temperature fluctuations in the lab created a temperature range of 
24.4 to 26.3°C.  
The use of a burst sampling design and the presence of random slope of temperature 
makes this an ideal dataset to demonstrate the relationship of rIIV to plasticity and evaluate 
the consistency of rIIV through time. Additionally, this data was previously modelled using 
the riSD method (Stamps et al. 2012), with results showing RrIIV = 0.29, giving a point of 
comparison for the DHGLM model.  
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Here we refit the model using the DHGLM, whereby normally distributed data is fit with 
a model predicting the mean and a residual side model predicting the dispersion (Felleki et 
al. 2012, Cleasby et al. 2015). The mean model had the fixed effect predictor of 
temperature, time of day (AM or PM) and time over the 4months of assays. A random 
intercept and slope of temperature was also fit for individual identity (ID). Finally, a random 
intercept effect of the interaction between ID and burst was included (see Eq. i).  
µ𝑖𝑗𝑘 = 𝛽0 + (𝛽1 + 𝐼𝐷2𝑗) ∗ 𝑇𝑒𝑚𝑝𝑖 + 𝛽2 ∗ 𝐴𝑀𝑃𝑀𝑖 + 𝛽3𝑇𝑖𝑚𝑒𝑖 +  𝐼𝐷1𝑗 + (𝐼𝐷 ∗ 𝐵𝑢𝑟𝑠𝑡)1𝑘 (i) 
The residual dispersion is modelled in log-linked standard deviation and had the same 
predictor variables as the mean model, except with no random slope of temperature (Eq. ii). 
These random effects across the mean and residual side models are assumed to be 
multivariate-normal and should be checked visually by plotting the best estimates of the 
predicted values. These are all fitted to an unstructured covariance matrix for both the ID 
(Eq. iii) and ID*Burst levels (Eq. iv), which yields the variances and covariances of the 
random effects. The repeatability of individual differences in mean intercept and rIIV can be 
calculated due to the inclusion of the ‘ID*Burst’ random effect with methods analogous to 
those prescribed to assess the repeatability of reaction norm components (Araya-Ajoy et al. 
2015; ID*Burst is referred to as 'series'), using equation v.. 








)       (iii) 










2           (v) 
In concordance with the initial analysis, the DHGLM showed animals were more active 
in the afternoon (Est = 0.34 [0.28, 0.4]) and showed no change in activity across the four 
months of assays (Est. = 0.012 [-0.079, 0.12]). In contrast to the riSD model which estimates 
the mean and variance separately, the DHGLM showed activity was unaffected by 
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temperature (Est. = -0.036 [-0.13, 0.058]). Fish differed in their means at centred predictors 
(σ1 = 0.65 [0.46, 0.9]) and were differentially affected by temperature (σ2 = 0.21 [0.15, 
0.29]), which did not correlate (r1,2 = 0.061 [-0.3, 0.42]). Residual variance decreased 
through time (Est = -0.16 [-0.24, -0.081]), though was not affected by temperature (Est = -
0.013 [-0.079, 0.052]) or time of day (Est = 0.095 [-0.007, 0.2]).  
Finally, and most relevantly, individuals showed modest variation in rIIV (CVP = 0.21 
[0.063, 0.34]), which was unrelated to either the individuals mean activity rate (r1,3 = -0.41 [-
0.73, 0.1]), or the response to temperature (r2,3 = -0.11 [-0.52, 0.33]). The amount of rIIV an 
individual expressed also varied considerably through time (ID*Burst: CVP = 0.24 [0.14, 
0.36]). The best estimate of repeatability of rIIV was greater in the DHGLM analysis than the 
riSD method (RrIIV = 0.45 [0.039, 0.78]), and additionally the riSD method inflated the 
precision of the estimate. This is because the residual variance for each burst is sampled 
with large imprecision, which is pooled into the among-burst variance in the two-step ‘riSD’ 
measure. The DHGLM more appropriately quantifies the best estimate acknowledging this 
error, which ends up affecting the precision of the R estimate.   
*** End Box 2 *** 
The commonality and extent of individual variation in rIIV 
We consistently found individual variation in rIIV, with a median CVP estimate of 0.26, 
and in all but two dataset (24/26) the inclusion of the random intercept in the residual 
model improved the model fit. The exceptions were the metabolic data of Norin and 
Gamperl (2017b) and the food load of parent pied flycatchers returning to a nest box of 
Westneat et al. (2017) (Table 1). The existence of individual variation in rIIV was found over 
a number of different traits and taxa, and as such it would appear important to consider 
individual differences in rIIV more broadly when studying labile traits.  
However, the magnitude of the variation in rIIV was highly diverse across the 26 
datasets. Variation in rIIV was often quite subtle with CVP ≤ 0.25 in 18 of 36 estimates, which 
can be difficult to visually distinguish from the null of CVP = 0 (compare Fig. 1a,b). However, 
the variation in rIIV could also be substantial, with CVP estimates greater than 0.5 (6/36 
estimates; Fig. 1c,d). The metabolic rate data in gunners (Norin and Gamperl 2017b) 
accounted for three of the four CVP estimates that abutted 0. In this case, observations were 
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taken over the course of ten months, in contrast to other studies which focussed on 
variation over shorter temporal periods. Therefore, biological factors which change over 
greater periods of time were likely at play in this study, in comparison to the other studies.  
 
Figure 1: Shown are simulated data to illustrate what individual variation in rIIV looks like, 
under different effect sizes of CVP. 30 Individuals are simulated, each with 20 observations. 
Individuals are then ranked from smallest to largest variance, and simulated data-points are 
shown as a residual deviance from 0. 




Source, taxa, Lab/Field  Trait and transformation N CVP CORint,rIIV VE 
 
Activity 
Eisenmann et al. (2009)3 
House mice (Mus musculus) 
Lab 
Daily / 21 days 
Voluntary wheel-running 
loge(x) 
NID = 59 
Nobs = 1075 
0.26Control [0.15, 0.43] -0.057 [-0.5, 0.4] 0.081 [0.06, 0.11] 
0.31Recess. [0.19, 0.52] -0.22 [-0.63, 0.27] 0.062 [0.045, 0.085] 
0.46Up [0.3, 0.76] -0.29 [-0.64, 0.15] 0.1 [0.068, 0.17] 
Biro and Adriaenssens (2013) 
Mosquitofish (Gambusia holbrooki) 
Lab 
Twice daily* / 3-14 days 
Proportion of time moving 
logit(x) 
NID = 30 
NBurst = 86 
Nobs = 1034 
0.21 [0.063, 0.34] -0.41 [-0.73, 0.1] 0.25 [0.2, 0.31] 
Fürtbauer et al. (2015)  
Stickleback (Gasterosteus aculeatus) 
Lab 
Twice weekly / 5 weeks 
Distance moved 
loge(x) 
NID = 20 
Nobs = 186 
0.64 [0.42, 1.09] -0.43 [-0.78, 0.08] 0.4 [0.21, 0.76] 
Biro et al. (2016)  
Guppy (Poecilia reticulata) 
Lab 
Daily / 10 days 
Distance moved 
loge(x+1) 
NID = 27 
Nobs = 270 
0.33 [0.12, 0.56] -0.45 [-0.83, 0.12] 0.5 [0.36, 0.69] 
Mitchell et al. (2016) 
Guppy (P. reticulata) 
Lab 
Twice daily / 3days 
Distance moved 
loge(x+1) 
NID = 104 
NBurst = 294 
Nobs = 1477 
0.43 [0.36, 0.53] -0.34* [-0.57, -0.075] 0.37  
[0.31, 0.44] 
Mitchell and Biro (2017) 
Zebrafish (Danio rerio) 
Lab 
Twice daily / 5 days 
Distance moved 
Raw 
NID = 57 
NBurst = 217 
Nobs = 1726 
0.47 [0.37, 0.6] 0.29* [0.026, 0.51] 0.2 [0.15, 0.26] 
Urszán Tamás et al. (2018)5 




NID = 74 
Nobs = 444 
0.18Control [0.023, 
0.39] 
0.56Risk [0.37 0.84] 
-0.54 [-0.88, 0.14] 
-0.8* [-0.94, -0.51] 
0.52 [0.39, 0.67] 
0.23 [0.15, 0.35]  
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Daily / 3 days 
Herczeg et al. (2019) 
Guppy (P. reticulata) 
Lab 
Daily 
Proportion of time moving 
Raw 
NID = 92 
Nobs = 1840 
0.14small [0.073, 0.22] 
0.16large [0.079, 0.25] 
-0.24 [-0.61, 0.18] 
-0.062 [-0.48, 0.38] 
0.62 [0.54, 0.71] 
0.64 [0.47, 0.87] 
 
Boldness - Shyness 
Stamps et al. (2012) 
Ward’s damselfish (Pomacentrus 
wardi) 
Lab 
Twice daily / 7 days 
Emergence from shelter 
loge(x) 
NID = 22 
Nobs = 211 
0.25 [0.049, 0.48] 0.21 [-38, 0.69] 0.43 [0.31, 0.59] 
Stamps et al. (2012) 
Hermit Crabs (Pargurus bernhardus) 
Lab 
Bidaily / 20 days 
Emergence from shell 
loge(x) 
NID = 39 
Nobs = 390 
0.43 [0.29, 0.62] -0.41* [-0.69, -0.041] 0.3 [0.22, 0.41] 
Briffa (2013) 
Hermit Crabs (P. bernhardus) 
Lab 
Twice weekly / 4 weeks 
Emergence from shell 
loge(x) 
NID = 46 
Nobs = 368 
0.49 [0.35, 0.7] 0.55* [0.24, 0.76] 0.27 [0.19, 0.38] 
Briffa et al. (2013)3 
Hermit Crabs (P. bernhardus) 
Lab 
Daily / 16 days 
Emergence from shell 
loge(x) 
NID = 35 
Nobs = 560 
0.35HL [0.18, 0.63] -0.42 [-0.78, 0.098] 0.29 [0.19, 0.43] 
0.26LH [0.15, 0.43] -0.62 [-0.88, 0.16] 0.1 [0.074, 0.13] 
Bridger et al. (2015)1 
Hermit Crabs (P. bernhardus) 
Lab 
Daily / 8 days 
Emergence from shell 
log10(x) 
NID = 53 
Nobs = 424 
0.71 [0.53, 0.96] NA 0.13 [0.1, 0.17] 
Highcock and Carter (2014) 
Agama lizards (Agama planiceps) 
Field 
Opportunistically / 19-25 days 
Flight initiation distance 
loge(x) 
NID = 47 
NBurst = 84 
Nobs = 408 
0.46 [0.31, 0.64] -0. 74* [-0.89, -0.48] 0.18 [0.13, 0.25] 
Cornwell et al. (2018) Emergence from shell NID = 73 0.21 [0.16, 0.27] -0.28* [-0.52, -0.002] 0.14 [0.12, 0.15] 
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Marsh periwinkle (Littoraria irrorate) 
Lab 
Twice daily 
loge(x) Nobs = 1753 
Horváth et al. (2019) 
Pill bug (Armordillidium vulgare) 
Lab 
Twice daily 
Latency to restart activity 
loge(x) 
NID = 25 
Nobs = 1500  
0.55 [0.45, 0.68] NA 0.52 [0.37, 0.75] 
 
Miscellaneous behaviour 
Pruitt et al. (2011) 
Widow-spider (Latrodectus hesperus) 
Lab 
Daily / 3 days 
Habitat-choice 
Raw 
NID = 52 
Nobs = 1086 
0.34 [0.26, 0.45] -0.54* [-0.76, -0.23] 0.57 [0.46, 0.7] 
Jennings et al. (2013) 
Fallow deer (Dama dama) 
Field 
Daily / 7 days 
Fight escalation rate 
Raw 
NID = 46 
Nobs = 322 
0.2 [0.077, 0.32] 0.47 [-0.1, 0.83] 0.72 [0.57, 0.9] 
Westneat et al. (2013)1 
Red-winged blackbird (Agelaius 
phoeniceus) 
Field 
Opportunistically / 7 days 
Parental provisioning 
loge(x) 
NID = 27 
Nobs = 851 
0.23 [0.11, 0.38] NA 0.32 [0.24, 0.42] 
Westneat et al. (2017) 
Pied flycatcher (Ficedula hypoleuca) 
Field 
Opportunistically / 18d 
Interval between nest 
visits 
loge(x) 
NID = 54 
Nobs = 8740 
0.1 [0.07, 0.13] NA 0.14 [0.13, 0.17] 
Food load 
loge(x) 
NID = 54 
Nobs = 4963 
0.03 [0, 0.08] NA 0.41 [0.33, 0.51] 
Goold and Newberry (2017) 
Shelter dogs (Canis lupus familiaris) 
Lab 
NA / 1 month 
Sociability with an 
unfamiliar human 
Ranked scores  
NID = 3263 
Nobs = 19281 
0.64 [0.58, 0.7] 0 [-0.1, 0.1) NA4 
 
Physiological Traits 
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Adolph and Pickering (2008) 
Western fence lizard (Sceloporus 
occidentalis) 




NID = 21 
Nobs = 840 
0.13 [0.045, 0.23] 0.19 [-0.31, 0.63] 0.35 [0.3, 0.41] 
Careau et al. (2014) 
House sparrow (Passer domesticus) 
Lab 
2-3 weekly / 3 months 
Basal metabolic rate  
Raw 
NID = 63 
Nobs = 311 
0.32 [0.2, 0.47] 0.81* [0.44, 0.97] 0.41 [0.32, 0.52] 
Peak metabolic rate 
Raw 
NID = 60 
Nobs = 300 
0.13 [0.008, 0.3] 0.4 [-0.48, 0.88] 0.48 [0.39, 0.59] 
Fürtbauer et al. (2015) 
Stickleback (G. aculeatus) 
Lab 
Twice weekly / 5 weeks 
Waterborne cortisol 
loge(x) 
NID = 20 
Nobs = 186 
0.21 [0.031, 0.44] -0.31 [-0.8, 0.4] 0.84 [0.54, 1.26] 
Montiglio et al. (2012, 2015)    
Eastern chipmunk (Tamias striatus) 
Field 
Opportunistically / 3-4 weeks 
Faecal glucocorticoids 
loge(x) 
NID = 59 
Nobs = 466 
0.12 [0.01, 0.24] 
 
-0.34 [-0.81, 0.41] 0.8 [0.67, 0.94] 
Fürtbauer (2015) 
Shore crab (Carcinus maenas) 
Lab 




NID = 53 
Nobs = 296 
0.72 [0.51, 1.03] 0.31 [-0.017, 0.58] 0.056 [0.037, 0.086] 
Norin and Gamperl (2017) 
Cunner (Tautogolabrus adspersus) 
Lab 
bimonthly / 10 months 
Resting metabolic rate 
loge(x) 
NID = 68 
Nobs = 340 
0.057 [0.003, 0.19] 0.063 [-0.61, 0.69] 0.032 [0.026, 0.039] 
Standard metabolic rate 
loge(x) 
0.09 [0.004, 0.27] -0.013 [-0.69, 0.55] 0.042 [0.034, 0.052] 
Active metabolic rate 
loge(x) 
0.11 [0.006, 0.27] -0.29 [-0.76, 0.41] 0.021 [0.017, 0.025] 
Table 1: Displayed are the sample sizes of the papers at the multiple levels of analysis. The median effect size of the CVP, correlation 
between mean and IIV and the VE at centred predictors are also given with the 95% credible interval bound. All datasets were standardised and 
the VE estimations are therefore comparable between datasets. 1: Datasets were previously run in the DHGLM framework and were therefore 
not re-run, these datasets did not however calculate the correlation between mean and IIV. 2: Bursts represent discrete seasons. 3: Note that as 
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the Z-transformations are across selection line and treatment order effects, the mean-VE is therefore not directly comparable to other datasets. 
4: Data was modelled in the source text using ordinal probit model, and therefore this parameter is not comparable. HL is high temperature to 
low temperature, while LH is low to high, 5: Study included two developmental treatments of predation risk or a control, no risk.  
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Field studies will typically be under less controlled environments than lab studies, and 
thus unmeasured or unaccounted for stimuli may increase the mean rIIV. If some individuals 
are more responsive to these stimuli, or are sampled under more heterogeneous conditions, 
such factors could create individual differences in rIIV (Stamps et al. 2012, Westneat et al. 
2014). Conversely to this prediction, field studies appeared to have lower estimates of CVP 
than lab studies, though care in interpreting these data should be taken due to a low 
number of field studies in our analysis. Of the six estimates, five of the estimates of CVP 
were low (CVP ≤ 0.23), whilst the remaining estimate was moderate (CVP = 0.46). Two of the 
four datasets additionally showed a high mean rIIV. Rather than the predicted source of 
individual variation in rIIV resulting from less control of the environment, this environmental 
variation may lead to lower estimates of CVP. If there is a strong population effect of an 
environmental variable (large fixed slope), with little individual variation in plasticity, this 
would add uniformly to the rIIV. As the CVP is standardised by the mean rIIV, this would 
reduce the estimate of individual variation in rIIV, rather than add to it. Consequently, 
rather than individual variation in rIIV being an artefact of unaccounted for environmental 
variation, a lack of control for external stimuli may simply increase the mean rIIV and 
saturate out the effect on the variation in rIIV. 
Correlation of rIIV with the mean trait value 
While there are biological reasons to predict the individual mean of a trait to covary with 
the individuals’ rIIV (Highcock and Carter 2014, Westneat et al. 2014, Mitchell et al. 2016), 
one could also argue any such covariance is an artefact of the scaling of the data, and a 
different transformation would have yielded different results. However, the biological 
relevance of different scaling biological factors can lead to log-normally distributed data 
(Koch 1966), particularly when there are underlying allometries (Kerkhoff and Enquist 2009). 
While methods such as the Box-Cox transformation has been suggested to maximise the fit 
of the data to normality and reduce these scaling effects (Box and Cox 1964, Cleasby et al. 
2015), such transformations seem arbitrary and may obscure the biology further.  
There was little indication that individual predicted mean values were related to 
individual differences in rIIV, as there was little consistency across datasets (Table 1). Only 3 
datasets on activity found a significant correlation between the mean activity and rIIV, with 
two datasets finding more sedentary individuals to be more consistent (Mitchell et al. 2016, 
 An empirical review of residual variance 
76 
 
Urszán Tamás et al. 2018), and one datasets showing the inverse (Mitchell and Biro 2017). 
This correlation was not manifested in the results of selection on wheel running either, 
which may indicate a genetic correlation. lines re was no individual correlation between 
activity rates and rIIV across the three selection lines of mice (Eisenmann et al. 2009). Up-
selection for wheel-running had no effect on rIIV (γ3Up-Selected = 0.13 [-0.13, 0.4]), and 
likewise a group fixed for a homozygous recessive allele leading to reduced muscles in the 
hindlimbs, derived from an up-selected line had no effect on the residual error (γ2Recessive 
= -0.13 [-0.35, 0.08]), relative to the control line (exp(γ0) = 0.26 [0.22, 0.3]). 
In the case of ‘boldness’ related traits, there was an indication that across datasets that 
bolder individuals were more variable, with 3 such datasets showing such a significant effect 
(Highcock and Carter 2014, Cornwell et al. 2018, Urszán Tamás et al. 2018). One hermit crab 
shell emergence dataset (Briffa 2013) showed bolder individuals to have lower rIIV, though 
this was not consistent with the other shell emergence data in hermit crabs.  
There was a large positive correlation between the mean and rIIV in the basal metabolic 
rates of house sparrows (Careau et al. 2014b), and a negative correlation in the habitat 
choice of widow-spiders (Pruitt et al. 2011). Other datasets showed no significant 
correlations and, in most cases, the credible intervals were extremely wide, indicating there 
was little power to detect an effect. 
Plasticity and rIIV  
As rIIV may represent contextual change of an individual responding to either 
unmeasured external environmental cues or endogenous state (Westneat et al. 2014, 
Stamps 2016), one could predict rIIV to have similar costs and constraints as other forms of 
plasticity. For instance, an individual may be constrained in the range of scores which can be 
expressed and therefore this would limit behavioural plasticity and rIIV (DeWitt et al. 1998, 
Biro et al. 2018b). However, there is currently little empirical evidence for consistency in 
responsiveness of individuals responding to different environmental cues (Stamps 2016, 
Mitchell and Biro 2017). Recently, Saltz et al. (2017) showed that genotypes of Drosophila 
melanogaster most responsive to an aversive learning task also showed greater plasticity in 
pupation site selection, while (Cornwell et al. 2018) found aquatic snails which were more 
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responsive to tides were also more responsive to temperature. Conversely, Mitchell and 
Biro (2017) found no correlation in responsiveness to temperature and food deprivation.  
More theoretical attention has been given to plasticity occurring through early ontogeny 
or transgenerationally. Developmental plasticity has previously been discretised into 
informational and somatic categories (Nettle and Bateson 2015). Informational plasticity 
refers to a plastic response to environmental information, whereby an animal surveys the 
environment and responds based on acquired information (e.g. the threat of predation). 
Somatic plasticity refers to a direct effect of the environment on the animal’s physiology 
(e.g. the effect of temperature on biochemistry). Thus, it is important to consider the 
pathways from stimulus to response (Nijhout 2002, Moczek et al. 2011). Informational 
plasticity will typically involve longer pathways including perception and interpretation, and 
through this pathway errors such as accuracy of evaluating the environment and choosing 
the appropriate response may arise and sum together to create greater, and seemingly 
stochastic, variance.  
There are often limitations in the availability and/or reliability of information on the 
current environment (DeWitt et al. 1998), and this lack of environmental certainty could be 
a cause of rIIV. If individuals differ in their ability or propensity to accrue and compute 
information, for example due to exploration tendencies or sensory system variation, this in 
turn would lead to variation in rIIV. Given individual differences in contextual plasticity, we 
could predict a direct link between steep reaction norms (high plasticity) and high rIIV. A 
lack of environmental certainty means the individual is not necessarily responding to the 
current state of the environment, but rather to the animal’s current perception of the 
environment. More plastic individuals will therefore be more sensitive to such perception 
variance. There were examples of informational plasticity reaction norms in the analysed 
datasets. Hermit crabs that were more responsive to predation risk exhibited greater rIIV 
(rrisk,rIIV = 0.53 [0.051, 0.85]; Briffa 2013), and stray dogs which were most variable 
habituated fastest to a shelter (Goold and Newberry 2017). However, we did not observe a 
correlation between reaction norms and rIIV in the response to tidal change in a marine 
snail (rrIIV,tide = -0.28 [-0.54, 0.019]; Cornwell et al. 2018) cortisol responses (rRisk,rIIV = 0.21 [-
0.46, 0.75]) and activity (rrist,rIIV = -0.19 [-0.73, 0.44]) of sticklebacks responding to olfactory 
alarm cues (Fürtbauer et al. 2015).  
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Conversely, somatic plasticity will typically have a more direct effect from stimulus to 
phenotypic change, with accordingly less scope for additional variance to arise. Therefore, 
correlations between reaction norms and rIIV may be less likely. However, if some 
individuals are more responsive to the endogenous environment, this may lead to high rIIV. 
Somatic environmental cues will alter the endogenous environment of individuals and 
therefore lead to change in the measured phenotype. Thus, one may predict individuals 
most sensitive to their internal environment to express the greatest somatic plasticity, 
which may explain the correlation between RNs of temperature and rIIV in activity of 
zebrafish (Mitchell and Biro 2017) and a similar effect was found in the boldness of a marine 
snail (rrIIV,temp. = -0.57 [-0.78, -0.29]; Cornwell et al. 2018). In contrast, rIIV did not correlate 
with thermal RNs in hermit crabs responding temperature change in either direction (High-
Low: rTemp,rIIV = -0.066 [-0.52, 0.42], Low-High: rTemp,rIIV = -0.34 [-0.73, 0.17]; Briffa et al. 2013) 
or mosquitofish (Box 2). In the other examples of somatic plasticity, there was no clear 
relationship of rIIV with the response to food deprivation in either black widow spiders  
(rHunger,rIIV = -0.22 [-0.69, 0.39]; Pruitt et al. 2011) or zebrafish (Mitchell and Biro 2017).  
While the analysed papers represent some of the best sampled datasets in the fields of 
behavioural ecology and physiological ecology, the credible distributions to the correlations 
between reaction norm slopes and rIIV were wide in all cases. These results demonstrate 
the high level of replication required to test these hypotheses, especially when the among-
individual variation is low in the reaction norm slopes and/or rIIV. Truly powerful studies 
looking at these variance parameters will require yet greater sample sizes than those 
reported here (van de Pol 2012, Kain et al. 2015). However, of the four datasets to find a 
significant correlation between rIIV and reaction norms, all four found more responsive 
individuals to be more variable. 
Do the extrema matter more than the mean?  
Authors have previously speculated that the extreme values of behaviour could often be 
more consequential than the mean (Adolph and Pickering 2008, Pruitt et al. 2017). For 
example, in predator-prey interactions, it could be the occasional ‘mistake’ which ultimately 
dictates the survival and fitness of prey. To begin to address this possibility, researchers 
have measured behavioural hypervolumes, a multi-trait metric of the extrema of 
behavioural observations to predict fitness outcomes (Pruitt et al. 2017). Analyses based on 
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extrema are limited in that they are greatly influenced by the number of repeated measures 
and are more data intensive to quantify (Losos et al. 2002, Adolph and Pickering 2008). By 
quantifying the distribution (i.e. the mean and variance in Gaussian data) by individual, we 
can get to a more robust, probabilistic estimate of an individual expressing the extreme 
values. However, to our knowledge, these DHGLM analyses are currently limited to 
univariate analyses and generalisation to multivariate would necessarily assume the residual 
side covariance to be constant among individuals. The probability of expressing these 
extreme values is particular important when there is a nonlinear relationship between 
behaviour (‘B’) and the consequence (‘C’; i.e. the cost or benefit) of the behaviour. Take the 
example of flight initiation distance (FID) (the behaviour) and the probability of capture (the 
cost); in this example, we should assume the relationship between FID and the probability 
of capture to follow a logistic regression line (Fig. 2a), as whether an individual is captured 
or not is binomially distributed. It is also reasonable to predict FID to be normally, or log-
normally distributed. We would typically say that two individuals with the same mean FID 
have the same “boldness” (or propensity to take risks). However, if one individual has a 
greater variance, that individual will more frequently express a potentially costly phenotype 
(Fig. 2a). By multiplying the probability of an individual expressing a given behaviour (B) by 
the probability of the individual being captured given that behaviour (consequence given 
behaviour, C|B), we can calculate the overall cost across encounters (Eqn. 2). 
Pr(C) = PR(B) ∗ Pr(C|B)    (2)  
Conversely, if we assume the relationship between the behaviour and consequence to 
be linear, then the variance will cease to affect the overall cost-benefit and the mean will be 
the only consequential parameter (Fig. 2b). For instance, we may predict the amount of 
food consumed to be directly proportional to time spent foraging, or energy expenditure to 
be proportional to the metabolic rate. In these cases, regardless of the variance in 
behaviour (or physiological trait), two individuals with the same mean will incur the same 
average cost or benefit. Therefore, the relationship between the phenotype and its 
consequence can lead us to make predictions on when rIIV will be important and for which 
individuals. Of course, if instead of a cost the red line (of Fig. 2a) represents a benefit (e.g. 
the probability of successfully courting), the blue individual would then be of higher overall 
fitness.  
 An empirical review of residual variance 
80 
 
Additionally, this probabilistic view of behaviour will also yield prediction of the 
relationship of the mean behaviour to variance. If we were to take two individuals of a 
higher mean phenotype while maintaining the same difference in variances; the variances 
would have a negligible effect on the overall Pr(C). We should therefore expect individuals 
which are taking the greatest risks (on average) to show the least variance. Conversely to 
this prediction, bolder individuals (lower latency to emerge and flight initiation distance) 
appeared to be less predictable, or there was no significant trend (Table 1). The exception 
was that where a predator presence was simulated (Briffa 2013), which then showed shyer 
individuals to be more predictable. 
 
 
Duration between observations and the rate of change 
In the collated dataset, there did not appear to be a relationship between the duration 
of time between samples and the CVP, though one of the only two datasets to produce a 
null result was in the longest-term study. The time-frame between which observations are 
Figure 2: Depicted are two 
hypothetical scenarios showing how 
the variance may affect the fitness of 
an animal. When the relationship 
between the cost of the behaviour 
and the behaviour is nonlinear (a), 
two individuals with the same mean 
behaviour may differ in their overall 
fitness. In this case, the variable (blue) 
individual will have a greater risk than 
the consistent (green) individual. 
Conversely, when the relationship is 
linear (b), the overall result will be the 
same between the two individuals. 
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taken could have a large impact on the size of the CVP and interpretation of individual 
differences in rIIV. State-behaviour feedbacks can create slowly changing states, which may 
control the rate of change in an individual’s expressed phenotype (Sih et al. 2015). Where 
clusters of observations are taken together in short bursts of sampling, interspersed with 
periods of rest, we can see observe the temporal dependence of observations taken closely 
together in time (Biro and Adriaenssens 2013b, Mitchell et al. 2016, Mitchell and Biro 2017) 
and the field (Highcock and Carter 2014). More informatively, temporal autocorrelation has 
also been detected in the field, though such studies will struggle to distinguish slowly 
changing environmental effects from internal state (e.g. Nakayama et al. 2016, Villegas‐Ríos 
et al. 2018).  
Consideration of the rate of phenotypic change can then help form hypotheses on the 
underlying proximate causes and constraints of rIIV, as rIIV may represent differential 
plasticity to endogenous effects (Stamps 2016). Different factors of the endogenous state 
could create variability over different periods of time, for instance neural activity can change 
very quickly and cause variability over short time periods (Ribeiro et al. 2016), whilst energy 
availability may change over hours or days and thus create variability over a longer period of 
time (Mitchell and Biro 2017). The oestrus cycle creates variability over the course of three 
to four days in mice (Carmichael et al. 1981) and these oestrogen levels regulate wheel-
running activity (Gerall et al. 1973), creating rIIV from endogenous effects in both hormones 
and behaviour. Studying the individual level cycles may help us understand the proximate 
causes of rIIV, as differences in amplitude, frequency and sensitivity to these internal cycles 
may create individual differences in behavioural and physiological rIIV. More broadly, 
studying these temporal patterns may illuminate the most important contributing 
proximate causes to the maintenance of consistent individual variation in these labile traits. 
Variability over different temporal periods could also have large implications for the 
ultimate functions of rIIV. For instance, the hypothesis that variation in rIIV will create 
differential predictability to predators (Domenici et al. 2008, Jones et al. 2011, Briffa 2013) 
or conspecifics (Wolf and Krause 2014) has the underlying assumption of repeated 
interactions between two (or more) individuals, and require individual recognition. In the 
case of the increased variance in shell emergence times of hermit crabs under predation risk 
(Briffa 2013), repeated sequential attacks are likely within one predation event and low 
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predictability over the course of the single event could be beneficial. However, over the 
course of hours or days, the assumption of repeated interaction between the same predator 
individual and same prey individual, including the predator recognising the individual prey, 
is less likely to be met. Therefore, being unpredictable over days may be less beneficial. 
Predators may be more likely to make predictions based on the population level, leading to 
negative frequency dependent selection and increasing among-individual variation through 
apostatic selection (Clarke 1969). 
Conversely, social and cooperative interactions are often stable over longer periods of 
time (Croft et al. 2004, Oh and Badyaev 2010, Wilson et al. 2014) and past events can inform 
later interactions (Milinski et al. 1990). We may therefore predict rIIV to be more important 
over longer periods of time in social interactions (both cooperative and agonistic), relative 
to predator-prey interactions.  
Causes of individual variation in rIIV in physiology 
The existence of individual variation in rIIV has many potential consequences to the 
fitness of an animal. The evolution of homeostasis is a clear example of directional selection 
reducing rIIV (Cannon 1929), whereby feedback mechanisms have evolved to set an upper 
and lower bound of a trait, thus limiting variation. Such examples include the feedback 
between agonistic and antagonistic hormones, that rapidly return an animal to homeostatic 
bounds after a perturbation from that state (Romero et al. 2009). Similar behavioural and 
metabolic reactions exist in homeotherms to maintain core body temperature within a 
narrow temperature range (Bligh 1979), and such variation in internal stability can have 
clear and intuitive proximate constraints such as surface area to volume ratios, which 
insulate the body from large temperature swings (most apparent among taxa; Gordon 
2012).This variation in internal state will then create variation in other linked physiological 
or behavioural traits. Thus, we should predict greater rIIV in endotherms physiology and 
behaviour when held outside of their thermal neutral zone, even if the temperature is highly 
stable.  
While it is initially most intuitive to think of the effect physiology will have on 
behavioural variation, behaviour will also inform physiological variation. Continuing with the 
example of homeothermy, while a decrease in body temperature can cause a behavioural 
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response (e.g. shivering), activity will also increase the body temperature and cause other 
physiological responses. Behaviour may also affect the measurement error of physiological 
and performance traits. For example, the quantification of many such traits require an 
animal to reach a peak capability, such example datasets may include minimum (i.e. basal or 
resting) and maximum metabolic rate (Careau et al. 2014b, Norin and Gamperl 2017b) or 
burst sprint speed (Adolph and Pickering 2008). This will naturally be affected by the 
motivation of the animal to reach that peak. If the stimulus is inconsistent, individuals may 
differ in their responsiveness to that variation, creating individual differences in rIIV. 
Similarly, in measuring resting and basal metabolic rate or baseline endocrine levels, the 
ability of an individual to reach this minimum will also be affected by behaviour, such as an 
individual’s ability to acclimate to, and rest in a respirometry chamber (Biro et al. 2016, 
Jäger et al. 2017).  
Conclusion 
In conclusion, we have shown that individuals commonly differ in their rIIV and these 
differences can be strong. This individual variation was observed over many traits and in 
diverse taxa. However, this magnitude of variance in rIIV was diverse across the different 
taxa. These differences in rIIV can correlate with their mean trait and with their plastic 
responses of the environment, though further and more powerful studies should be 
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Abstract 
Quantifying individual variation in labile physiological or behavioral traits often involves 
repeated measures through time, so as to test for consistency of individual differences 
(often using repeatability, ‘R’) and/or individual differences in behavior trendlines over time. 
Another form of temporal change in behavior is temporal autocorrelation, which predicts 
observations taken closely together in time to be correlated, leading to non-random 
residuals about individual temporal trendlines. Temporal autocorrelation may result from 
slowly changing internal states (e.g. hormone or energy levels), leading to slowly changing 
behavior. While this within-individual correlation has been largely neglected, we show here 
that considering autocorrelation can reveal important biology and also has important 
methodological implications. First, we show substantial temporal autocorrelation (r > 0.4) is 
present in spontaneous activity rates of guppies (Poecilia reticulata) and house mice (Mus 
domesticus) in stable environmental conditions, even after accounting for temporal 
plasticity of individuals. Second, we show that ignoring autocorrelation biases estimates of R 
and temporal reaction norm variances upwards, in the empirical data and in simulations. 
This bias occurs due to the misestimation of individual-specific means and slopes. Given 
increasing use of technologies that generate behavioral and physiological data at high 
sampling rates, we can now study among- and within-individual changes in behavior in more 
detailed ways, including autocorrelation, which we discuss from biological and 
methodological perspectives.   




Evolutionary ecologists are fundamentally interested in understanding the maintenance 
of phenotypic variation, as it allows for changes in response to ecology through natural 
selection and developmental plasticity. As such, researchers studying labile physiological 
and behavioral traits often aim to first test whether the trait of interest consistently differs 
between individuals. To do so, repeated samples are taken from individuals in order to 
partition the variance due to among- vs. within-individual sources of variance, standardized 
to a proportion given by repeatability (R, also called the ‘intra-class correlation coefficient’) 
(Bell et al. 2009, Wolak et al. 2012). Thus, a high R estimate indicates consistent among-
individual variation in predicted mean values – often assumed to reflect some underlying 
intrinsic and stable factors, such as genetics or induced developmental effects (Falconer 
1981, Dohm 2002, Wilson 2018).  
This assumption can easily be violated by confounding variables which exaggerate the 
estimated R, sometimes termed ‘pseudo-repeatability’ (Dingemanse and Dochtermann 
2013, Zsebők et al. 2017). Such confounds can, for example, result from environmental 
differences between locations where individuals are observed (Niemelä and Dingemanse 
2017), or from environmental change through time (Zsebők et al. 2017). In order for our 
estimates of R to provide meaningful inferences on the extent of innate individual 
differences, we should therefore control for extrinsic factors affecting individual variation 
(Niemelä and Dingemanse 2017, Wilson 2018) and assess the temporal stability of labile 
traits (Biro and Stamps 2015). 
Temporal change in labile traits has typically involved modelling individual temporal 
trendlines as ‘reaction norms’ (Biro and Stamps 2015). This approach has particularly proven 
useful in considering the effect of habituation or acclimation (Martin and Réale 2008, Biro 
2012), ontogeny (Biro et al. 2014, Brommer and Class 2015), or seasonal and diurnal change 
(Carter et al. 2012), where assumed intrinsic differences lead to individual differences in 
temporal change (i.e. an IDxTime interaction). For instance, rates of development and 
senescence predict the rate at which a trait should change as a function of age (Brommer 
and Class 2015). 
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 Additional to these forms of systematic changes over time, behavior may also be 
temporally autocorrelated. In contrast to temporal reaction norms which predict individual 
means to change over time (black line Fig. 1a,b), and residuals to be random (grey line Fig. 
1b), (positive) autocorrelation predicts temporal clustering of residuals around individual 
trendlines (grey line Fig. 1a). Thus, autocorrelation refers to a form of inertia or lag, that 
results in slowly changing trait values about an individuals’ temporal trendline. So, while 
reaction norms model a predictable and directional change in behavior through time, 
autocorrelation models a non-predictable, slowly changing states of behavior. 
To date, autocorrelation has received little consideration in the behavioral literature 
(but see; Nakayama et al. 2016, Villegas‐Ríos et al. 2018). Indeed, in two thorough reviews 
dealing with residual variance and temporal change in labile traits, temporal autocorrelation 
was not mentioned (Westneat et al. 2014, Stamps 2016). Yet, this within-individual 
patterning of trait values (‘residuals’ in statistical terms) can reveal important biological 
processes, and has implications for study design and data analysis, as we will discuss in this 
paper.  
  
Figure 1: Depicted are hypothetical ‘random walks’ of repeated measures through time. Two 
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hypothetical individuals are shown differing in their temporal reaction norms (black lines). 
The trait scores are then shown in grey. Panel (a) showing individuals displaying obvious 
autocorrelation and (b) no autocorrelation (residual trait scores are random about 
trendlines).  
 
The biology underlying autocorrelation in behavior  
The expression of behavior is affected by the underlying internal state of individuals 
(Stamps 2016), such as their energetic state (Krause et al. 2017, Mitchell and Biro 2017) or 
circulating hormones (Gerall et al. 1973, Girard and Garland 2002), just to name two factors. 
These internal factors often have a degree of inertia, as they tend not to change instantly, 
and it is this lagging effect which constrains the rate of change in behavior and creates 
autocorrelation. For instance, thermal inertia prevents large swings in body temperature 
across time intervals of minutes or more (Bell 1980), which affects the energetic state and 
behavior of the animal. Similarly, hormones cannot be absorbed instantly, and after they are 
perturbed from their homeostatic state a lag period follows before they return to allostasis 
(Romero et al. 2009). These two examples (among a multitude of other potential 
physiological constraints such a circulating oxygen or CO2) would likely create temporal 
autocorrelation over relatively short periods (e.g. minutes). Other factors, however, could 
affect behavior over longer time intervals. For instance, muscle size and aerobic capacity 
develop in response to use (i.e. training effects) (Houle-Leroy et al. 2000, Girard and Garland 
2002) and could affect behavior over days to weeks. For reasons such as these, changes in 
environmental conditions can have a residual legacy on behavioral expression, for an 
extended period after the perturbation (Briffa et al. 2013). 
Similarly, slowly changing external environmental factors could also lead to 
autocorrelation in field studies. For instance, temperature or prey abundance change slowly 
across hours to weeks or more, which will lead to temporal patterns in the residuals (if the 
variable is omitted from the analysis) (Nakayama et al. 2016, Allegue et al. 2017). Therefore, 
if assays of an animal’s behavior are taken with a relatively short interval between them, 
both the internal physiological state and the external environmental conditions are likely to 
 Temporal autocorrelation in the lab 
94 
 
be similar. This will therefore add a confound which will lead to similar behavioral scores of 
the two observations. 
Some theoretical models of behavioral change explicitly predict change in behavior to 
be an updating process (Stamps and Krishnan 2014, Sih et al. 2015, Stamps and Krishnan 
2017). Recent models of developmental plasticity are based on a Bayesian updating 
approach, whereby an animal begins development with a prior ‘belief’ of the state of the 
environment. This ‘belief’ is then sequentially updated by experience, so that the ‘belief’ 
after event one becomes the prior to event two (Stamps and Frankenhuis 2016). This 
updating process predicts no specific shape to the change in ‘belief’ (or behavior) through 
time, but rather a correlated random walk. 
A similar form of behavioral updating has been discussed in the context of ‘state-
behavior feedback’ effects (reviewed by Sih et al. 2015). Here, a behavior is expected to 
change the internal state of an animal, which is then said to feedback to affect the 
expression of the behavior (Nathan et al. 2008, Sih et al. 2015). For instance, having low 
energy reserves should increase the foraging activity rate until the reserves are replenished, 
at which point foraging rates would decline. Thus, current behavior is a function of past 
behavior, mediated by internal state. Similar to the example of Bayesian updating through 
development, we should not predict change in behavior to follow a particular shape, but 
rather to be predicted by recent past behavior. 
Autocorrelation is largely ignored by behaviorists 
While rarely considered in the physiological and behavioral literatures, temporal 
autocorrelation is a phenomenon commonly accounted for in movement ecology (e.g. 
Wittemyer et al. 2008, Dray et al. 2010) and when using dataloggers which collect data at 
high temporal resolution and over prolonged periods of time (e.g. do Amaral et al. 2002). 
Not surprisingly, short intervals between observations are common in the study of 
individual variation, creating a situation where problems associated with undetected and/or 
unaccounted for pseudoreplication seem likely. For example, over 20% of avian studies 
reporting behavioral and physiological trait repeatability had intervals between 
observations shorter than 5 days (Holtmann et al. 2016). As more labs adopt the use of 
tracking software, among other automated technologies (e.g. Nakayama et al. 2016, 
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Bierbach et al. 2017, Mitchell and Biro 2017, Houslay et al. 2018, Villegas‐Ríos et al. 2018), 
the potential (and need) to assess autocorrelation will become more common. Hence, it is 
particularly timely to highlight this phenomenon for an audience we feel has yet to fully 
appreciate it. 
Problems associated with undetected autocorrelation 
When observations are temporally pseudoreplicated and not accounted for in the 
analysis, R estimates will be inflated. This is because individuals are likely to have been 
assayed under similar internal states or external conditions. For this reason, no one would 
perform repeated observations at intervals of 1 min and then report a significant R value as 
being biologically meaningful individual variation; rather, most would separate observations 
by hours or days, if not more. Indeed, the literature seems to support the prediction of R 
decreasing with time, as meta-analyses of the repeatability of behavioral, metabolic and 
hormone traits observed that studies with observations taken over longer periods of time 
typically found lower R values (Bell et al. 2009, White et al. 2013, Holtmann et al. 2016, 
Fanson and Biro 2018). Conversely, other studies found no effect of time was observed on 
the R of circulating hormones (Holtmann et al. 2016, Schoenemann and Bonier 2018). 
Another potential and related problem of undetected autocorrelation is the possibility 
for systematic changes over time at the individual mean level to be confounded with non 
systematic autocorrelation at the within individual level.  It is important to use temporal 
reaction norms in conjunction with modelling autocorrelation, as solely fitting temporal 
reaction norms would lead to misattributing residual variance to an among-individual 
source. While temporal reaction norms describe systematic mean change in labile traits 
through time (Biro and Stamps 2015) and can take on a diverse range of shapes (Morrissey 
and Liefting 2016), their use alone in describing autocorrelated data will prove insufficient 
and at times misleading. This is because autocorrelation is simply defined by the correlation 
of adjacent time points, with no predictable change in means (Fig. 1a).  
*** 
In this paper, we explore the topic of autocorrelation in labile traits using empirical data 
sets and through simulations. We first show that substantial temporal autocorrelation is 
present in behavioral data even under controlled lab conditions, and after accounting for 
 Temporal autocorrelation in the lab 
96 
 
individual variation in temporal reaction norms, suggesting that unknown internal state 
variables may lead to these slow changes in behavior. Ignoring this autocorrelation when 
modelling these datasets resulted in upwardly biased estimates of R and slope variation, 
which affects our biological inferences drawn from the data. Next, we use these empirical 
estimates of autocorrelation to inform simulations of data which confirms how temporal 
autocorrelation biases estimates of R and slope variances upwards. In light of the empirical 
data and simulations, we conclude by discussing how autocorrelation may lead to biases in 
the analysis of temporal plasticity, biases in correlations between traits, and suggest 
sampling and analytical tools to account for these effects.  We conclude with a discussion 
about what autocorrelation can tell us about the biology, including likely proximate 
constraints to behavior and how it contributes to the recent debate and surge of interest in 




Male guppies were randomly sampled from three stock populations, residing in large 
1,600L ponds at Deakin University, Geelong, Australia. Male fish were sampled in 3 batches 
of 40 fish from each population at a time (N = 120). Fish were housed individually in 1.25L 
tanks (25cm x 6cm 15cm) placed on a recirculation system and left to acclimate for 7 days. 
Fish were kept under stable conditions (Temp. = 24.7 ±0.2°C, pH = 7.9-8.1, kH = 100-
120ppm, salinity = 1.1-1.35ppt) and a 12:12hr light:dark photoperiod (7am-7pm day), 
consistent with the stock pond conditions. Each morning they received enough hydrated 
commercial flake food to allow some sink to the bottom uneaten and in the afternoon 
received 0.5mL of concentrated brine shrimp nauplii. 
Activity rates were measured using EthoVision XT10 tracking software. To standardize 
hunger levels, fish received their flake food ration approximately 25 minutes before a trial. 
Fish in their home tanks were then picked up and placed on a twelve-arena stage, backlit 
with infrared light. A camera recorded the fish from a side view at a distance of 2.6m. As the 
tanks were narrow (see above), swimming movements were restricted to being 
predominately in two dimensions. Once all fish were in place, the next group of fish were 
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fed in readiness for their trial, the door to the animal holding room was closed and 
EthoVision was set to track from an adjacent room where trials could be monitored. Trials 
ran for 22 minutes with the first 2 minutes of the trial discarded to negate residual effects of 
handling and the experimenter’s activity in the room. Activity was measured as the 
cumulative distance moved in the 20-minute period of tracking. The temperature of a tank 
was checked before and after each trial and was always at 24.7±0.2°C. At the conclusion of 
the trial, tanks were returned to the recirculation system. 
Trials took place between 9am and 1pm and were repeated daily for 14 days (Nobs = 
1626). Due to a power outage, trials were not run on day 9 for the second batch of fish. To 
account for any potential effects of differences in handling due to the missed trial, fish were 
moved to the stage, then returned to the rack after 10mins, without collecting data on the 
afternoon of that day. One fish died during the experiment and was discarded from the 
analysis (NID = 119). 
House Mice 
We used existing data collected as part of a long-term experiment where voluntary 
wheel running was artificially selected on (Eisenmann et al. 2009). House mice were 6-8wks 
old and placed in an enclosure under a temperature of 22°C, a 12:12hr light:dark 
photoperiod and provided food and water ad libitum. Mice were provided with a running-
wheel which tracked the number of rotations made each day. Data are derived from a 
control line and an up-selected line, and from each line 10 males and 10 females were 
sampled, though one individual died (NID = 39). The number of wheel rotations were tracked 
daily for 21 days, though no observations were made on day 5 of week 1 (Nobs = 779). More 
information of this experiment can be found in Eisenmann et al. (2009) and the raw data is 
available on Dryad (Biro et al. 2018). 
Statistical Methods 
The two datasets were analyzed using linear mixed effect models. The guppy data was 
fit with a random intercept of ID, with both fixed and random slopes of day and time of day. 
The mice data was fit with the fixed effects of selection line, sex and day, with a random 
intercept and slope of time for individuals. Wheel revolutions were log-transformed, and 
distance moved was square root transformed to achieve normality. In the mice data, day 
was also square root transformed to aid linearity.  Response variables and temporal 
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predictor variables were z-transformed (set to a mean of 0 and SD of 1) to aid interpretation 
of variance parameters in both datasets. 
In addition to the random effects, models for both datasets were fit with a temporal 
autocorrelation parameter, another class of random effects on the residual side, which 
accounts for temporal dependence of observations. Ignoring autocorrelation would 
otherwise yield a degree of pseudoreplication and an overestimation of the effective sample 
size. Data was fit with a first-order auto-regression structure (AR1), which calculates the 
correlation of residuals taken 1 unit of time apart, in this case 1 day. Simply put, the first-
order autocorrelation yields the correlation coefficient between the residual observation of 
a day and the residual of the day which preceded it. Thus, it assumes observations to be 
taking a random walk through the residual distribution (Fig. 1) (Zuur et al. 2009). 
The AR1 structure is only informed by observations taken 1 unit of time apart, but 
makes implicit predictions on the correlation between observations taken at a greater 
interval and the temporal spacing at which two observations become effectively 
independent (i.e. the correlation has vanished). Autocorrelations can also be set to evaluate 
observations taken two days (AR2) or more apart, which is additive to the AR1 prediction 
(Zuur et al. 2009, Box et al. 2016). However, we only consider AR1 in this paper for simplicity 
and due to the relatively short duration of our two datasets (14 and 21 days respectively).  
Models were fit using the R package ‘nlme’ (Pinheiro et al. 2017) and tests of 
significance of the fixed effects were calculated using F-tests derived from models fit with 
maximum likelihood. Tests of significance of the random effects, including the 
autoregressive terms, were conducted with likelihood ratio tests from models fit with 
restricted maximum likelihood.  
Simulation 
We studied the effect of autocorrelation on R through simulating data of a known, 
simplified structure. A simple random intercept model was simulated in R software (R Core 
Team 2017), with no mean effect of time on the individual or population level trajectory. 
Simulations each yielded a true R = 0.4, consistent with that observed in most behavioral 
and metabolic studies (Bell et al. 2009, White et al. 2013) and autocorrelations of 0.2, 0.4 
and 0.6 were used, in line with estimates from our case studies (see below), and those 
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derived from a field study (Villegas‐Ríos et al. 2018). Simulations using different values of R 
can be found in the supplementary materials (S1), which show patterns consistent to the R = 
0.4 simulation. We chose to simulate data, rather than explore the effect of autocorrelation 
in the empirical data so as to have data of a known structure.  
Each of the three resultant simulated datasets (with AR(1) = 0.2, 0.4 and 0.6) had 51 
observations taken 1 unit of time apart from 50 subjects. In order to assess the effect of 
autocorrelation on biasing our estimates of R when not accounted for, the simulated data 
was fit with random intercept models, ignoring the effect of autocorrelation. We aimed to 
study the effect of two factors of sampling on the estimated repeatability; 1) the period of 
time between successive observations, and 2) the total length of the experiment. To do so, 
we culled the data to follow different sampling designs, by first considering only every 
second or every fifth observation, thus creating data sets with 26 and 11 observations, 
respectively. The expected correlation of observations taken at a lag of ‘x’ steps apart can be 
calculated using the AR1 correlation coefficient to the power of the ‘x’ (i.e. rx). Thus, from 
the simulated correlations of 0.2, 0.4 and 0.6, observations would cease to be correlated 
and become independent samples (r ≤ 0.01) at lags of 3, 5 and 9 steps respectively. Thus, 
the culling to samples taken every fifth step aims to show the diminished effect of 
autocorrelation after an appropriate lag period.  For each of these culling frequencies, we 
sequentially culled observations until we considered just the first two observations.  
We also aimed to explore the effect of autocorrelation on the estimate of random slope 
variances (i.e. the extent to which individual temporal trendlines differed in slope). To do so, 
we simulated a random slope variance of 0.05, with no covariance with the intercept; the 
predictor variable, time-steps, was mean-centered. Intercept variance was set to 0.6 and 
residual variance was set to 0.4. This was done for the three AR correlation values 
considered (0.2, 0.4 and 0.6). Time was centered so that the 51 observations varied from -25 
to 25 and the models were the culled to 5 observations (-2 to 2). Observations were added 
two at a time to retain the centering of the data considered (i.e. increased to -3 to 3, then -4 
to 4 etc.) until all 51 observations were considered (-25 to 25). To help models consistently 
converge across the 100 iterations, we simulated 200 individuals to increase power.  
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Models were fit for each culled dataset and each iteration, from which we extracted the 
R or slope variance estimate. Importantly, our study aims to explore the effect of 
autocorrelation on biasing parameter estimates, rather than their effect on the precision. 
For this reason, we simulated well sampled data with high numbers of individuals, which we 
then iterated 1000 times to get to the mean bias. Thus, our study does not consider the 
precision or power of these sampling regimes, which should also be considered when 
designing a sampling regime (see; Wolak et al. 2012, Dingemanse and Dochtermann 2013, 




Fish became more active across days (Est. 0.11, SE = 0.029, F1,1505 = 14.2, P = 0.0002), 
indicating fish were still acclimating after capture or habituating to handling. There was a 
small increase in behavior towards noon (Est. 0.025, SE = 0.011, F1,1505 = 5.7, P = 0.017). The 
mean-level intercept at mean centered time was 0.006 (SE = 0.077). Individuals showed 
strong differences in activity (𝜎𝑖𝑛𝑡
2  = 0.67, 𝜒2
2 = 98.5, P < 0.0001) and differed in their 
temporal trajectories over the 14 days (𝜎𝑠𝑙𝑜𝑝𝑒
2  = 0.061, 𝜒2
2 = 34.9, P < 0.0001), which did not 
covary with the intercept (COV = 0.016, r = 0.083, 𝜒1
2 = 0.047, P = 0.49). Individuals did not 
differ in their response to time of day (𝜎𝑠𝑙𝑜𝑝𝑒
2  = 0.002, 𝜒3
2 = 4.23, P = 0.12), and this 
parameter was thus discarded from the model. The residual variance was 0.26, indicating 
much of the variance in behavior was explained by a combination of the fixed and random 
effects. 
Importantly, after accounting for the effects described above, there was pronounced 
temporal autocorrelation (r = 0.46, 𝜒1
2 = 177.1, P < 0.0001, Fig. 2a), indicating that any given 
individual exhibited similar residual activity rates on concurrent days, relative to the 
individual’s temporal reaction norm. When the effect of autocorrelation was ignored in the 
model, the variance in temporal slopes across days increased by 34% to 0.082 (from 0.061). 
The intercept variance increased 6% to 0.71 (from 0.67), while the residual variance 
decreased 22% to 0.20 (from 0.26) 




The up-selected line ran more on the wheel than the control line (Est. = 0.89, SE = 0.23, 
F1,36 = 16.2, P = 0.0003) and females were more active than males (Est. = -0.66, SE = 0.23, 
F1,36 = 9.5, P = 0.004). Activity rates increased over the duration of the 21 days (Est. = 0.14, 
SE = 0.037, F1,739 = 14.2, P = 0.0002). The intercept at centred time was -0.11 (SE = 0.2). 
Individuals varied in their activity rates at centred time (𝜎𝑖𝑛𝑡
2  = 0.52, 𝜒2
2 = 82.2, P < 0.0001) 
and varied in their temporal trajectories (𝜎𝑠𝑙𝑜𝑝𝑒
2  = 0.044, 𝜒2
2 = 35.4, P < 0.0001). There was 
no significant correlation between the slope and intercept (COV = -0.034, r = -0.22, 𝜒1
2 = 
1.37, P = 0.24). This left an overall residual variance of 0.12. Most notably, and similar to the 
guppy data, there was a strong effect of temporal autocorrelation (r = 0.45, 𝜒1
2 = 111.9, P < 
0.0001, Fig. 2b). When the effect of autocorrelation was ignored in the model, the variance 
in temporal slopes across days increased by 23% to 0.055 (from 0.044). The intercept 
variance increased only slightly to 0.53 (from 0.52), while the residual variance decreased 
18% to 0.099 (from 0.12). 
 
Figure 2: Displayed are residuals of five example individuals from each dataset, with a) 
showing the residuals of randomly chosen individuals from the guppy data (AR(1): r = 0.44) 
and b) residuals from the mice data (AR(1): r = 0.45). 
 
Random intercept simulation  
The simulations reveal the extent to which autocorrelation can bias estimates of R. The 
lack of temporal independence between observations leads to a situation where variance 
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occurring within individuals (residual variance) is misattributed to occurring among 
individuals, so that among individual variance is overestimated and residual variance is 
underestimated, thereby increasing R (Fig 3). The sum variance (i.e. ‘σID
2 + 𝜎𝜀
2’) remaining 
constant. The bias decreases when considering longer time series (i.e. longer total length of 
the experiment), though the effect of autocorrelation was persistent when AR1 was high 
(Fig. 3). Increasing the lag between observations was more effective at reducing the bias: at 
a lag of 5 units of time there was no remaining bias created when AR1 was 0.2 or 0.4 (Fig. 
3c), as was expected given the correlations approached 0 at this lag (i.e. r5 ≈ 0). These 
patterns are highly consistent across a range of R values (Fig. S1).  
 
Figure 3: Displayed is the effect of undetected temporal autocorrelation on estimates of 
repeatability (R) under different sampling regimes. The dashed line shows the true R value of 
0.4, and the upward ticks on the x-axis depict when a sample was considered. Panel a) 
depicts R estimates derived from sampling every step, up to 51 steps, panel b) shows a 
sampling frequency of every second step, up to 26 observations and panel c) shows a 
sampling frequency of every fifth step up to 11 observations. Effects of using different 
underlying simulated R values yielded very similar results that are shown in the supplement. 
Random slope simulation  
The presence of autocorrelation elevated the estimated variance in the slopes when not 
accounted for in the statistical model (Fig. 4a). This was due to the pseudoreplicated 
observations at the extreme ends of the time considered, leading to greater leverage. The 
change in the slope variance was additive, with the bias created being uniform regardless of 
the slope variance (see supplementary material). More pronounced was the effect on the 
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residual variance, with high AR leading to a large underestimation of the residual variance, 
that persisted for a long duration (Fig. 4a).  
 
Figure 4: Displayed is the effect of undetected temporal autocorrelation on estimates of 
random slope variance (a) and residual variance (b). The dashed line shows the true 




Here we present results showing substantial autocorrelation exists among samples of 
activity rates taken on successive days, for two disparate model species held under 
controlled lab conditions, and after accounting for individual variation in temporal change. 
In each of the two datasets, observations of activity rates spaced one day apart were 
correlated (approximately 0.4). Further, we show that autocorrelation leads to 
exaggerations of individual differences, both in mean and temporal reaction norms, if not 
accounted for, due to misestimating individual predicted mean values, in both the empirical 
data sets and via simulations. The biases in estimates of variance parameters may in turn 
affect other parameters of biological significance, such as estimates of trait correlations and 
reaction norm variances, which we discuss below. 
Temporal autocorrelation is rarely considered in the study of individual variation in 
labile traits. The few studies which have quantified this source of variation in behavior have 
been field studies (Nakayama et al. 2016, Villegas‐Ríos et al. 2018), where it was unclear to 
what degree autocorrelation results from intrinsic vs. extrinsic factors. In contrast, we show 
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substantial temporal autocorrelation in behavioral trait variation under lab conditions, 
where external environmental factors were largely stable. Therefore, temporal 
autocorrelation likely has a substantial intrinsic component, and may yield novel insights 
into the proximate constraints of behavioral and physiological variation.  
Biological insights from autocorrelation 
The presence of temporal autocorrelation could reveal important biological processes 
affecting behavior, and gradual changes in behavior through time, due to effects mediated 
by the internal environment such as hormones or energy availability, such as state-behavior 
feedbacks (see introduction). In this study, fish were fed a set period before observations, 
while mice were fed ad libitum, so energy available is unlikely to play as important a role. 
Perhaps a more likely cause for autocorrelation in these datasets is a training effect, which 
would be predicted to lead to a positive state-behavior feedback loop. We might predict 
mice which are most active to most quickly invest in relevant muscles and metabolic 
pathways (Houle-Leroy et al. 2000, Girard and Garland 2002), and most quickly increase 
their familiarity with the previously novel running-wheel. However, a positive feedback loop 
would also predict a positive intercept-slope covariance among individuals, which we did 
not observe in either case. This does not rule out the possibility of an effect of fatigue, 
which may lead to autocorrelation and a negative feedback loop predicting no intercept-
slope covariance.   
Estimated autocorrelation could also result from (unspecified) nonlinear temporal 
trends in some, or all, individuals. Intrinsic factors, such as oestrus, are known to cycle 
through time and affects activity rates in female mice (Gerall et al. 1973) which would 
create a cycling effect over a three to four day period, though no effect was evident in post 
hoc diagnostic comparisons of male vs. female mice in this study. Female guppies undergo a 
gestation cycle, which could create a cycling effect of behavior over the course of a 28-day 
period. However, rather than the random walk assumed by autoregressive structures (see 
statistical methods and Fig. 1), these effects would yield firm predictions of the period and 
shape of the cycle in the trait of interest (Fanson et al. 2014), and may be better specified as 
nonlinear reaction norms. The nonlinearity of the mean trajectory should be checked 
visually by plotting of individual scores through time, though plots revealed no clear 
patterns in these data. 
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Autocorrelation could also yield important insights to the understanding of behavioral 
predictability, which aims to understand potential causes of residual intraindividual 
variability (Stamps et al. 2012, Westneat et al. 2014). This variance is speculated to be 
important in biotic interactions whereby individuals may benefit from being unpredictable 
in agonistic interactions (Domenici et al. 2008, Jones et al. 2011, Briffa 2013) or predictable 
to social partners (Wolf and Krause 2014), thus yielding a fitness consequence.  
To study predictability, analyses typically focus on quantifying individual specific residual 
variances (Stamps et al. 2012, Biro and Adriaenssens 2013, Briffa 2013), with high variance 
individuals said to be of low predictability. However, the existence of temporal 
autocorrelation implies that individuals are more predictable over short periods of time 
(Wittemyer et al. 2008) as recent behavior is likely a better predictor of future behavior than 
the overall variance. Thus, it is critical to acknowledge over what period behavioral 
predictability is important. For instance, a predator is unlikely to encounter and recognize 
an individual prey after a long duration and thus predictability is likely not important over 
this period of time for predator-prey interactions. Conversely, repeated individual predator-
prey interactions are more likely over short time periods, when autocorrelation is likely to 
lead to increased predictability. As such, future work on behavioral predictability should 
consider the effect of environmental factors and biotic interaction on temporal 
autocorrelation. These heterogenous autocorrelation structures across treatments or 
environments can be modelled to yield valuable biological information (Wittemyer et al. 
2008, Boyce et al. 2010). 
How autocorrelation may bias analyses 
 Our simulations demonstrate how temporal autocorrelation can inflate R and 
random slope variances. This occurs to the greatest extent when observations are taken at 
short temporal lags and the total duration of the experiment is short (Fig. 3), and these 
results appear consistent with the empirical data which showed modest effects across the 
14d and 21d observation periods. The upward bias in R is due to a misestimation of 
individual predicted means, leading to residual variance being erroneously attributed to 
occur among individuals. The effect of this is that the extent to which individuals differ, and 
their consistency through time are overestimated. This may mean that the extent to which 
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individuals differ in their behavior, as estimated by R, and the inferences to heritability and 
selectability of behavioral traits may be overstated.  
In turn, the misestimation of individual-specific mean values due to autocorrelated 
(pseudoreplicated) observations will lead to problems when relating those predicted mean 
values to other factors of interest. Large bodies of theory predict among-individual trait 
covariances due to underlying proximate constraints, for instance along life-history 
gradients (Réale et al. 2010) or cognition (Griffin et al. 2015). If ignored, autocorrelation may 
also affect the analysis of such covariances, as the estimates of the among-individual 
correlation will be confounded by the within-individual correlation, in ways analogous to 
studies which lack repeated measures (Brommer 2013). The effect will be dependent on the 
lability of the second trait. When the correlation is between a labile, autocorrelated trait 
and a non-labile trait (e.g. morphology), the inflated misestimations of individual means will 
be a result of random noise, which would bias the correlation coefficient towards 0.  
Conversely, analyses often aim to estimate the among-individual correlations in 
behaviors (i.e. behavioral syndromes) or correlations with other labile traits such as 
metabolic or endocrine traits (Careau et al. 2014, Nakayama et al. 2016, Royauté et al. 
2018). Such analyses typically aim to decipher the among-individual correlation (due to 
intrinsic differences) from the within-individual correlations (Dingemanse and Dochtermann 
2013, Careau et al. 2014). If observations are clustered together in time, among-individual 
variance is confounded by within-individual variance (as above), the covariance between 
traits will then depend on the within-individual correlation; so that individual correlation will 
be estimated to be similar to the residual correlation. 
Temporal autocorrelation may also lead to biases in analyses of individual plasticity. 
Researchers are often interested in individual differences in temporal plasticity, to 
understand how individuals differ in their learning, habituation or acclimation rates (Martin 
and Réale 2008, Biro 2012), ontogenetic trajectories (Biro et al. 2014, Brommer and Class 
2015), or seasonality (Carter et al. 2012). However, if data is temporally autocorrelated, one 
could be led to the spurious or exaggerated conclusion that individuals differ in these 
temporal trajectories due to a lack of independence of observations in close temporal 
proximity. Indeed, this effect was evident in both empirical datasets and a simulation. 
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Autocorrelation upwardly biased the slope variance in the simulation, which was additive 
and independent of the true slope variance. This effect will have occurred due to the 
statistical ‘leverage’ of pseudoreplicated observations at each end of the time series for any 
given individual. 
While we kept the analysis of the simulation simple to focus on first-order 
autocorrelation, as evident in the two case studies, field studies have shown temporal 
autocorrelation can persist for protracted periods of time. In an analysis of the activity rates 
of Eurasian perch (Perca fluviatilis), autocorrelation terms up to the sixth order (6-day lag) 
were shown to be significant and positive (Nakayama et al. 2016). Higher order auto-
regression (AR) terms act additively to the lower order AR predictions. Thus, where higher 
order autocorrelation exists, the bias affecting R estimates (Fig. 3) would operate over 
prolonged time periods. For instance, using the best estimates of AR to the seventh order 
reported by Nakayama et al. (2016) would predict observations taken 14 days apart to 
remain correlated at r > 0.2. Thus, under a fortnightly sampling regime, we would predict 
bias to be created in accordance with Fig. 3a & 4 (green line).  
In addition to biasing estimates, autocorrelation will also affect required sampling rates 
of traits. The inclusion of an AR structure suggests that the effective number of repeated 
measures will be reduced, due to the lack of independence between observations (i.e. 
pseudoreplication). Thus, the denominator degrees of freedom of tests of fixed effects will 
be overestimated if ignored. Therefore, even greater sampling rates will be required when 
autocorrelation is present to meet the levels prescribed by analyses of the power and 
precision when estimating individual variation using mixed effect models (e.g. Wolak et al. 
2012, Dingemanse and Dochtermann 2013) 
Modelling options for time-series 
Here we focused on the simple case of an AR1 process in our models, and have briefly 
discussed higher order autocorrelation (e.g. AR2). However more complex autocorrelation 
structures are sometimes required to accurately model the residuals through time (Zuur et 
al. 2009, Box et al. 2016). The fitting of more complex models should be preceded by a 
comprehensive exploration of the data’s autocorrelation structure by a combination of 
calculating and visualizing the autocorrelation and partial autocorrelation functions (see the 
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’acf’ function in the ‘stats’  package of ‘R’; R Core Team 2017) which will inform modelling 
choices. Similarly, modelling individual or treatment specific autocorrelation coefficients 
should also be motivated by a priori biological predictions where possible. 
To confidently fit an AR model to the residuals, both the mean (ideally equal to zero) 
and the variance of the residuals should remain constant for the duration of the experiment 
(Box et al. 2016). If these assumptions are violated, a gradual change in the mean over time 
can be modelled by incorporating a moving average term in the model equation, which then 
becomes an autoregressive moving average model. It should also be noted that if cyclic 
trends are detected (e.g. due to a biological cycle, Boyce et al. 2010, Fanson et al. 2014) the 
residuals may be modelled by fitting a harmonic regression (Boyce et al. 2010).  
The case of an irregularly sampled dataset adds another layer of complexity as the 
different parameters of the autoregressive model have to be estimated by fitting a 
stochastic differential equation to the data (Brockwell 2001, see also corCAR1 in 'nlme' 
Pinheiro et al. 2017), and therefore autocorrelation should be considered when designing 
the sampling regime. Further, we warn that focusing on fitting a complex time-series model 
to the residuals may also become a red herring, as the assumptions underlying these 
parameters may not always be biologically realistic and may lead to convergence issues 
(Bates et al. 2015). Therefore, prior to fitting an autoregressive model, it is often advisable 
to check for explanatory variables (e.g. different shapes of reaction norms Fanson et al. 
2014, Morrissey and Liefting 2016) which may have been omitted from the model (Zuur et 
al. 2009).   
 
Recommendations for sampling autocorrelated traits 
It is of course difficult to make firm recommendations for how to deal with potential 
autocorrelation in sampling designs and the best practice will naturally depend on the 
system, questions of interest, and constraints of the project. Generally, the best practice will 
be to acquire enough data to quantify and statistically account for autocorrelation. 
However, due to expense, time constraints and potential animal ethics concerns of 
collecting sufficient and frequent enough repeated samples, this often will not be possible. 
Under such constraints, the most apparent and effective means to deal with autocorrelation 
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is to take samples at infrequent time intervals. By observing animals at 5 lag-steps (in our 
case studies 5-days), the simulations confirmed that autocorrelation of the magnitude found 
in the two case studies would not create a meaningful bias in our estimates. However, we 
caution that the extent of autocorrelation may extend over greater periods of time where 
higher order AR terms are present (e.g. Nakayama et al. 2016). 
Another way to sample labile traits to assess temporal stability is through a multiple 
burst sampling design, where intensive intervals of repeated observation are interspersed 
with periods of rest (Stamps et al. 2012, Biro and Adriaenssens 2013). This also allows us to 
appraise the temporal dependence of observations taken in close proximity (Araya-Ajoy et 
al. 2015, Araya-Ajoy and Dingemanse 2016, Mitchell et al. 2016, Mitchell and Biro 2017) to 
assess potential temporal dependence of observations. In contrast to autocorrelation, 
multiple burst analyses fit an intercept of a burst of observations taken in close proximity, 
nested within individual (Araya-Ajoy et al. 2015, Mitchell et al. 2016). Together, this yields 
an estimate of the long-term repeatability, analogous to the unbiased R estimate here, and 
a short-term repeatability estimate, similar to an R estimate with a degree of unaccounted 
for autocorrelation.  
There are several ways by which we can address the issues caused by autocorrelation 
on our estimates of reaction norms. First, when manipulating an environmental variable, it 
is important not to confound the manipulation with time. Even when an experiment is run 
over a short period of time and under stable environmental conditions, autocorrelation 
through endogenous effects may act to inflate the slope variance (discussed above). To 
address this, where possible the manipulation should be reversed so that individuals 
experience the environmental conditions in different orders (Briffa 2013, Mitchell and Biro 
2017). However, this will not always be possible. For instance, the effect of food deprivation 
is a temporal gradient, where observations must be sequentially taken. In such cases as 
these, the reaction norms can be replicated using a burst sampling approach to better 
estimate among-individual variation in slopes (Mitchell and Biro 2017). Finally, when the 
temporal gradient is non-reversible (e.g. ontogenetic or habituation) and therefore non-
reproducible on the same individual, autocorrelation will need to be explicitly addressed in 
the model to assess potential effects. 




Here we have shown that activity rates in two commonly used lab species can be 
substantially temporally autocorrelated. This autocorrelation was present despite 
observations being taken under highly controlled situations and after accounting for 
individual differences in temporal trajectories. Thus, autocorrelation appears to reflect an 
intrinsic state of individuals and may prove insightful in elucidating proximate constraints to 
behavioral, among other labile traits. Further, the existence of autocorrelation in studies of 
individual variation in behavior is rarely considered, though can significantly affect how we 
analyze and interpret our data.  
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Behavioural traits are complex, with their expression made up of selection history and 
genetics (Benus et al. 1990, Réale and Festa-Bianchet 2003, Dochtermann et al. 2014), 
parental and developmental effects (Dingemanse et al. 2009, Wisenden et al. 2011, Stamps 
2016, Taborsky 2017), plasticity in response to the current environment (Biro et al. 2010, 
Westneat et al. 2011, Houslay et al. 2018) and temporal plasticity which occurs over 
ontogeny (Biro et al. 2014, Brommer and Class 2015), seasons (Carter et al. 2012) or as 
animals habituate (Martin and Réale 2008). These sources of variance all occur at different 
levels of phenotypic assortment, and consequently, behavioural data is inherently 
hierarchical. Further, these different sources of behavioural variance are not simply 
additive. Rather, they interact so that (for example) genotypes differ in their plasticity (Via 
and Lande 1985, Nussey et al. 2005, Brommer and Class 2015, Araya-Ajoy and Dingemanse 
2016) and in turn natural selection may lead to divergence between populations (Via and 
Lande 1985).  
Further to the variation occurring at these different levels, behaviour is particularly 
labile with considerable variation going unexplained. For instance, the typical repeatability 
of behaviour is just 0.37 (Bell et al. 2009), indicating that the majority (63%) of variance 
occurring within a population goes unexplained. While some of this variation may be due to 
unaccounted for environmental effects, large residual variance can remain even when these 
effects are considered (Martin and Réale 2008, Biro et al. 2010, Westneat et al. 2011). 
However, this residual intraindividual variability (rIIV) is not merely random noise, but rather 
hides some important biological insights (Stamps et al. 2012, Westneat et al. 2014, Stamps 
2016). Individuals can differ in the amount of rIIV they express (Stamps et al. 2012, Biro and 
Adriaenssens 2013, Briffa 2013, Westneat et al. 2013, Highcock and Carter 2014) and these 
differences may have important proximate constraints and ultimate functions (see Ch.3 
discussion) and have a heritable component in non-behavioural (Rönnegård et al. 2013) and 
behavioural traits (Martin et al. 2017).  
In this thesis I take a broad focus on all levels of variation, and particularly on this 
residual variance which is usually neglected. However, the requisite statistics had only been 
recently introduced to behavioural ecology, with only three papers having discussed or used 




the best practice techniques (Westneat et al. 2013, Cleasby et al. 2014, Bridger et al. 2015). 
Further, these analyses were limited to univariate models which assumed individual means, 
reaction norm slopes and rIIV to be uncorrelated.  
For the first two chapters (Mitchell et al. 2016, Mitchell and Biro 2017), I used these 
recently introduced methods and extended them to Incorporate correlations between rIIV, 
personality traits and contextual plasticity reaction norms. I showed that in activity rates of 
guppies (Poecilia reticulata) and zebrafish (Danio rerio) individual variation in rIIV was 
substantial and of a similar magnitude (CVP = 0.43 and 0.47 respectively), though their 
relationship to the mean level was inversed, so that active guppies were less variable, 
whereas active zebrafish were more variable. I further showed that individual zebrafish that 
were more plastic in response to an environmental gradient (temperature) were more 
variable, commonly predicted as a cost of increased plasticity (DeWitt et al. 1998, Tonsor et 
al. 2013).  
Due to the relatively few studies which have had the necessary sampling regimes to 
quantify individual variation in rIIV, there had previously been little consensus about 
whether these differences were common across traits. Further, the papers which had 
assessed individual variation in rIIV had largely used techniques which allowed for only 
limited and informal comparisons between their results. The newer techniques prescribed 
by Cleasby et al. (2014) offer a standardised effect size estimate which could be compared 
between studies. Using these techniques, in chapter three I revisited 20 datasets on 
behavioural and physiological traits to assess whether individual variation in rIIV is a 
common phenomenon. Across 15 species and a diverse range of traits (both behavioural 
and physiological), I show that individual variation in rIIV is almost ubiquitous. Only one 
dataset did not show clear individual variation in rIIV (three different metrics of metabolic 
rate in cunner, Tautogolabrus adspersus; Norin and Gamperl 2017). However, there was 
little evidence for generality in the direction of the among-individual correlation between 
rIIV and the mean trait, and there was a correlation between rIIV and behavioural plasticity 
in just two of five potential datasets; indicating that rIIV typically does not fall into a larger 
behavioural syndrome.  




Through this thesis I also aimed to assess the temporal stability of behaviour. To date, 
researchers have typically used behavioural reaction norms to model temporal change, 
which predict an individual’s mean behaviour to change as a function of time. However, this 
reaction norm approach attributes this change to occur among individuals (i.e. to represent 
an individual by time interaction), and assumes a linear, or otherwise definable function, to 
explain the change through time. Alternatively, animals could be responding to other 
internal stimuli which may create slow change through time (Sih et al. 2015). In the first two 
chapters I utilised a burst sampling design, whereby periods of intensive data collection are 
interspersed with periods of rest. In doing so, one can assess the temporal dependence of 
variance in behaviour around the predicted mean behaviour (Araya-Ajoy et al. 2015). In 
both datasets, I observed that the repeatability of behaviour was higher over short time-
intervals; indicating that if individuals were to be assayed only over a short period of time, 
these temporal differences in behaviour would be attributed to be individual differences in 
behaviour. Further, through this burst sampling approach I showed that contextual 
responses to temperature and food deprivation were repeatable through time, though in 
the case of food deprivation, this repeatability was only moderate (R = 0.4). 
Given this apparent temporary dependence of behavioural variation within individuals, I 
then aimed to assess the rate of change in residual variance. In chapter four I looked to 
explore the temporal autocorrelation of behaviour. This was done in conjunction with 
assessing behavioural reaction norms, to more explicitly assess the temporal effect on the 
residual variation, opposed to potential individual differences in temporal trajectories. I 
collected data in which activity rates of guppies were collected daily, and supplemented this 
with a published dataset on voluntary wheel running of mice (Mus domesticus). I examined 
the autocorrelation of observations taken one day apart, as residuals from their behavioural 
reaction norm. Similarly to the burst sampling design adopted in chapters one and two, and 
used elsewhere (Biro and Adriaenssens 2013, Highcock and Carter 2014, Araya-Ajoy and 
Dingemanse 2016), this autocorrelation demonstrates that individuals’ internal states are 
likely to be slowly changing across days, and therefore observations are more similar when 
taken closely together in time. Through simulations, I further demonstrated how this effect 
biases estimates of repeatability and variation in plasticity, under sampling designs 
commonly used in behavioural ecology.  




Together, this thesis lays the ground work to take a better focus on the hierarchical 
nature of behavioural variation. I particularly focussed on links between variation occurring 
among individuals and the variation occurring within individual, both in the forms of 
contextual and temporal variation (i.e. explained variance) and residual (unexplained) 
variance.  
While I focussed extensively on rIIV, parallel literatures show substantial genotypic 
differences in residual variance, occurring among siblings (intragenotypic variability; Mulder 
et al. 2008, Stamps et al. 2013, Mulder et al. 2016) and similar phenomenon are evident in 
plants (Herrera 2017). I show throughout the thesis how lower levels of phenotypic 
assortment (within-individual variation) can affect our biological understanding of a 
population. I therefore encourage better sampling designs and statistical techniques across 
any repeatably expressed trait. 
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Ch. 2 appendix 
Model Code 
data{ 
    int<lower=1> N; 
    int<lower=1> N_id; 
    int<lower=1> N_BU; 
    real y[N]; 
    real MASS[N]; 
    real HUNG[N]; 
    real TEMP[N]; 
    int ARENA[N]; 
    int id[N]; 
    int BU[N]; 
    } 
    parameters{ 
    vector[4] re_id[N_id]; 
    vector[3] re_b[N_BU]; 
    vector[9] re_ar; 
    vector[4] b; 
    vector[4] g; 
    vector<lower=0,upper=10>[4] sd_id; 
    vector<lower=0,upper=10>[3] sd_b; 
    real<lower=0,upper=10> sd_ar; 
    corr_matrix[4] id_cor; 
    corr_matrix[3] b_cor; 
    } 
    model{ 
    vector[N] sdy; 
    vector[N] muy; 
     
    id_cor ~ lkj_corr(4); 
    b_cor  ~ lkj_corr(3); 
    //sd_id ~ uniform(0, 10); // prior implied in ‘parameters’ block 
    //sd_b ~ uniform(0, 10); 
     
    b ~ normal(0,100); 
    g ~ normal(0,100); 
     
    //setup random effect term 
    re_id ~ multi_normal( rep_vector(0,4) , quad_form_diag(id_cor,sd_id)); 
    re_b  ~ multi_normal( rep_vector(0,3) , quad_form_diag(b_cor ,sd_b )); 
    re_ar ~ normal(0, sd_ar); 
     
    for ( i in 1:N ) { 
    muy[i] <- (b[1] + re_id[id[i],1] + re_b[BU[i],1] + re_ar[ARENA[i]]) +  
    (b[2] + re_id[id[i],2] + re_b[BU[i],2]) * TEMP[i] + 
    (b[3] + re_id[id[i],3] + re_b[BU[i],3]) * HUNG[i] + 
     b[4] * MASS[i]; 
     
    sdy[i] <- exp(g[1] + g[2]*TEMP[i] + g[3]*HUNG[i] + g[4]*MASS[i] +  
                  re_id[id[i],4]);  
    } 
 
    y ~ normal( muy , sdy ); 








     Credibility Quantiles 
Param Predictor Predictor 2 MeanEst. Est. SD 2.50% 50% 97.50% 
 
Mean Model Fixed Effects 
β0 int   0.139 0.107 -0.070 0.139 0.349 
β1 Temp.   0.312 0.038 0.239 0.311 0.388 
β2 Food Dep.   -0.271 0.040 -0.351 -0.270 -0.193 
β3 Mass   -0.303 0.097 -0.494 -0.304 -0.111 
 
Residual Model Fixed Effects 
γ0 int   -0.815 0.067 -0.947 -0.815 -0.684 
γ1 Temp.   -0.149 0.049 -0.244 -0.149 -0.053 
γ2 Food Dep.   -0.183 0.064 -0.309 -0.182 -0.058 
γ3 Mass   -0.038 0.063 -0.163 -0.038 0.085 
 
Among-individual Standard Deviations 
σ0 int   0.746 0.076 0.614 0.740 0.910 
σ1 Temp.   0.163 0.033 0.105 0.162 0.233 
σ2 Food Dep.   0.163 0.049 0.065 0.163 0.260 
ω3 SD int   0.448 0.050 0.361 0.444 0.557 
 
Individual Correlations 
r0,1 int Temp. 0.300 0.170 -0.047 0.305 0.616 
r0,2 int Food Dep. -0.356 0.181 -0.680 -0.365 0.026 
r0,3 int SD int 0.285 0.125 0.026 0.291 0.513 
r1,2 Temp. Food Dep. -0.212 0.227 -0.632 -0.219 0.247 
r1,3 Temp. SD int 0.529 0.155 0.196 0.541 0.796 
r2,3 Food Dep. SD int -0.254 0.188 -0.612 -0.257 0.125 
 
Among-(ID*Burst) Standard Deviations 
σ0 int   0.334 0.029 0.280 0.333 0.394 
σ1 Temp.   0.058 0.043 0.004 0.049 0.161 
σ2 Food Dep.   0.203 0.054 0.093 0.203 0.307 
 
(ID*Burst) Correlations 
r0,1 int Temp. 0.058 0.322 -0.589 0.069 0.656 
r0,2 int Food Dep. -0.541 0.149 -0.793 -0.555 -0.213 
r1,2 Temp. Food Dep. 0.061 0.338 -0.607 0.070 0.681 
 
Arena intercept Standard Deviation 






Ch. 3 Appendix: 
Model outputs 
Activity rates      
        




ls   
Wheel-running activity mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  -0.756 0.212 -1.177 -0.756 -0.334 
b[2] Sex  -0.442 0.144 -0.732 -0.439 -0.167 
b[3] Line 3  1.320 0.226 0.872 1.320 1.767 
b[4] Line 8  0.963 0.285 0.397 0.964 1.522 
b[5] Time  0.128 0.044 0.043 0.128 0.217 
b[6] Line 3 x Time -0.058 0.052 -0.162 -0.057 0.044 
b[7] Line 8 x Time -0.008 0.078 -0.157 -0.011 0.152 
g[1] Intercept  -1.259 0.072 -1.403 -1.259 -1.118 
g[2] Sex  0.119 0.101 -0.078 0.119 0.319 
g[3] Line 3  -0.132 0.109 -0.346 -0.133 0.083 
g[4] Line 8  0.133 0.134 -0.128 0.132 0.400 
g[5] Time  -0.076 0.027 -0.129 -0.076 -0.023 
Control selection line        
sd_id[1,1] Intercept  0.926 0.173 0.656 0.903 1.327 
sd_id[1,2] Time  0.179 0.037 0.119 0.175 0.265 
sd_id[1,3] rIIV  0.262 0.068 0.146 0.255 0.414 
id_cor[1,1,2] Intercept Time 0.004 0.211 -0.400 0.003 0.416 
id_cor[1,1,3] Intercept rIIV -0.055 0.235 -0.502 -0.057 0.402 
id_cor[1,2,3] Time rIIV 0.524 0.209 0.054 0.551 0.856 
Homozygous recessive selection line (Line 3)      
sd_id[2,1] Intercept  0.346 0.065 0.245 0.337 0.498 
sd_id[2,2] Time  0.105 0.026 0.063 0.103 0.163 
sd_id[2,3] rIIV  0.310 0.077 0.185 0.301 0.485 
id_cor[2,1,2] Intercept Time -0.068 0.225 -0.495 -0.071 0.374 
id_cor[2,1,3] Intercept rIIV -0.209 0.233 -0.630 -0.220 0.270 
id_cor[2,2,3] Time rIIV -0.131 0.248 -0.591 -0.138 0.363 
Up selected line (Line 8)        
sd_id[3,1] Intercept  0.815 0.149 0.584 0.796 1.159 
sd_id[3,2] Time  0.245 0.084 0.104 0.241 0.426 
sd_id[3,3] rIIV  0.450 0.097 0.295 0.438 0.672 
id_cor[3,1,2] Intercept Time -0.306 0.209 -0.672 -0.322 0.136 
id_cor[3,1,3] Intercept rIIV -0.275 0.205 -0.640 -0.287 0.154 
id_cor[3,2,3] Time rIIV 0.382 0.211 -0.072 0.399 0.741 
        





Activity     mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  -0.007 0.135 -0.274 -0.007 0.259 
b[2] Temp.  -0.036 0.047 -0.129 -0.036 0.058 
b[3] AM/PM  0.342 0.029 0.285 0.342 0.399 
b[4] Day  0.010 0.059 -0.110 0.012 0.119 
g[1] Intercept  -0.695 0.055 -0.802 -0.695 -0.588 
g[2] Temp.  -0.013 0.034 -0.079 -0.013 0.052 
g[3] AM/PM  0.095 0.052 -0.007 0.095 0.197 
g[4] Day  -0.163 0.040 -0.239 -0.164 -0.081 
sd_id[1] Intercept  0.655 0.110 0.465 0.647 0.898 
sd_id[2] Temp.  0.211 0.036 0.150 0.207 0.292 
sd_id[3] rIIV  0.207 0.064 0.063 0.210 0.329 
sd_b[1] Intercept  0.468 0.061 0.363 0.463 0.603 
sd_b[2] rIIV  0.238 0.052 0.144 0.236 0.346 
id_cor[1,2] Intercept Temp. 0.060 0.186 -0.305 0.062 0.415 
id_cor[1,3] Intercept rIIV -0.387 0.214 -0.734 -0.410 0.099 
id_cor[2,3] Temp. rIIV -0.105 0.218 -0.517 -0.109 0.330 
b_cor[1,2] Intercept Temp. -0.769 0.134 -0.973 -0.787 -0.457 
R rIIV   0.438 0.192 0.039 0.450 0.780 
        




ls   
Activity     mean sd 2.50% 50% 
97.50
% 
b[1] intercept  0.215 0.128 -0.049 0.219 0.454 
b[2] Risk  -0.418 0.142 -0.721 -0.408 -0.163 
b[3] Time  -0.113 0.042 -0.193 -0.114 -0.027 
g[1] intercept  -0.461 0.168 -0.792 -0.461 -0.135 
g[2] Risk  0.117 0.138 -0.153 0.117 0.387 
sd_id[1] intercept  0.426 0.106 0.250 0.416 0.664 
sd_id[2] Risk  0.289 0.170 0.020 0.272 0.663 
sd_id[3] rIIV  0.600 0.124 0.400 0.585 0.884 
id_cor[1,2] intercept Risk 0.190 0.305 -0.434 0.206 0.734 
id_cor[1,3] intercept rIIV -0.469 0.222 -0.829 -0.494 0.023 
id_cor[2,3] Risk rIIV -0.182 0.306 -0.731 -0.194 0.439 
        
Biro et al. (2016) Ecol. Evol.      
Activity     mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  0.158 0.100 -0.041 0.158 0.352 
b[2] Mass  -0.237 0.098 -0.432 -0.237 -0.043 
b[3] Time  0.212 0.066 0.084 0.211 0.344 
g[1] Intercept  -0.344 0.084 -0.516 -0.342 -0.183 





g[3] Time  -0.205 0.056 -0.318 -0.205 -0.095 
sd_id[1] Intercept  0.439 0.083 0.300 0.431 0.625 
sd_id[2] Time  0.219 0.077 0.059 0.219 0.375 
sd_id[3] rIIV  0.322 0.100 0.124 0.320 0.525 
id_cor[1,2] Intercept Time -0.009 0.252 -0.491 -0.013 0.482 
id_cor[1,3] Intercept rIIV -0.411 0.222 -0.781 -0.433 0.078 
id_cor[2,3] Time rIIV 0.117 0.271 -0.431 0.126 0.619 
        
Urszán Tamás et al. (2018) J. Anim. Ecol.     
Activity     mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  0.022 0.057 -0.092 0.022 0.132 
b[2] Ontogenetic Trt 0.244 0.130 -0.014 0.245 0.499 
b[3] Acute Trt  -0.852 0.086 -1.023 -0.852 -0.684 
b[4] Onto*Acute Trt 0.896 0.173 0.556 0.897 1.235 
b[5] Trial order 0.181 0.100 -0.013 0.180 0.379 
b[6] Trial number 0.048 0.032 -0.014 0.048 0.111 
b[7] Mass  0.043 0.054 -0.062 0.043 0.152 
g[1] Intercept  -0.533 0.064 -0.660 -0.533 -0.410 
g[2] Ontogenetic Trt -0.404 0.129 -0.657 -0.405 -0.151 
g[3] Acute Trt  0.613 0.093 0.431 0.613 0.795 
g[4] Onto*Acute Trt -0.506 0.186 -0.871 -0.505 -0.144 
Control ontogenetic treatment       
sd_id[1,1] Intercept  0.300 0.080 0.150 0.297 0.465 
sd_id[1,2] Acute Trt  0.258 0.170 0.011 0.239 0.622 
sd_id[1,3] rIIV  0.187 0.089 0.023 0.183 0.375 
id_cor[1,1,2] Intercept Acute 0.257 0.347 -0.500 0.300 0.805 
id_cor[1,1,3] Intercept rIIV -0.500 0.266 -0.881 -0.546 0.145 
id_cor[1,2,3] Acute Trt rIIV -0.063 0.348 -0.690 -0.075 0.626 
Predation risk ontogenetic treatment       
sd_id[2,1] Intercept  0.422 0.072 0.296 0.417 0.579 
sd_id[2,2] Acute Trt  0.450 0.123 0.222 0.445 0.707 
sd_id[2,3] rIIV  0.529 0.094 0.360 0.523 0.731 
id_cor[2,1,2] Intercept Acute 0.095 0.245 -0.407 0.104 0.542 
id_cor[2,1,3] Intercept rIIV -0.778 0.114 -0.942 -0.797 -0.506 
id_cor[2,2,3] Acute Trt rIIV -0.173 0.230 -0.593 -0.182 0.300 
        
Herczeg et al. (2019) J. Evol. Biol.     
Activity     mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  -0.195 0.088 -0.368 -0.195 -0.023 
b[2] Sex  0.259 0.172 -0.079 0.258 0.594 
b[3] Line  -0.359 0.120 -0.597 -0.359 -0.124 
b[4] Sex*Line  0.079 0.241 -0.395 0.078 0.553 
b[5] Time  0.115 0.042 0.033 0.115 0.197 





b[7] Sex*Time 0.000 0.056 -0.110 0.000 0.110 
g[1] Intercept  -0.241 0.037 -0.313 -0.241 -0.168 
g[2] Line  0.018 0.048 -0.076 0.018 0.112 
g[3] Sex  -0.077 0.047 -0.170 -0.077 0.014 
g[4] Time  0.005 0.027 -0.048 0.005 0.057 
g[5] Line*Time 0.010 0.038 -0.065 0.010 0.083 
Brain Size down selection        
sd_id[1,1] Intercept  0.639 0.075 0.509 0.633 0.802 
sd_id[1,2] Time  0.193 0.040 0.118 0.191 0.276 
sd_id[1,3] rIIV  0.161 0.043 0.078 0.160 0.248 
id_cor[1,1,2] Intercept Time 0.059 0.185 -0.303 0.061 0.415 
id_cor[1,1,3] Intercept rIIV -0.231 0.203 -0.607 -0.238 0.184 
id_cor[1,2,3] Time rIIV 0.285 0.233 -0.200 0.297 0.704 
Brain Size up selection        
sd_id[2,1] Intercept  0.491 0.062 0.384 0.486 0.627 
sd_id[2,2] Time  0.229 0.042 0.151 0.227 0.317 
sd_id[2,3] rIIV  0.144 0.037 0.073 0.143 0.219 
id_cor[2,1,2] Intercept Time -0.007 0.182 -0.359 -0.006 0.347 
id_cor[2,1,3] Intercept rIIV -0.060 0.221 -0.482 -0.062 0.376 
id_cor[2,2,3] Time rIIV -0.166 0.248 -0.628 -0.172 0.335 
        
Boldness        
        
Stamps et al. (2012) Anim. Behav.     
Emergence from shelter mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  0.020 0.157 -0.287 0.019 0.334 
b[2] Trial  -0.292 0.076 -0.439 -0.293 -0.139 
b[3] Temp  -0.095 0.051 -0.196 -0.095 0.007 
g Intercept  -0.421 0.083 -0.592 -0.418 -0.265 
sd_id[1] Intercept  0.687 0.125 0.485 0.672 0.976 
sd_id[2] Temp  0.261 0.073 0.131 0.256 0.420 
sd_id[3] rIIV  0.246 0.101 0.049 0.243 0.455 
id_cor[1,2] Intercept Temp 0.431 0.223 -0.049 0.450 0.808 
id_cor[1,3] Intercept rIIV 0.195 0.278 -0.380 0.208 0.690 
id_cor[2,3] Temp rIIV 0.176 0.303 -0.434 0.188 0.726 
        
Emergence from shell mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  0.004 0.131 -0.257 0.005 0.258 
b[2] Mass  -0.023 0.123 -0.263 -0.024 0.220 
b[3] Trial  0.102 0.049 0.004 0.103 0.196 
g Intercept  -0.604 0.080 -0.762 -0.604 -0.447 
sd_id[1] Intercept  0.786 0.103 0.614 0.776 1.014 
sd_id[2] Trial  0.226 0.054 0.125 0.223 0.338 





id_cor[1,2] Intercept Trial 0.101 0.207 -0.312 0.105 0.493 
id_cor[1,3] Intercept rIIV -0.399 0.164 -0.687 -0.410 -0.048 
id_cor[2,3] Trial rIIV -0.209 0.218 -0.607 -0.217 0.235 
        
Briffa (2013) Biol. Lett.      
Emergence from shell mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  -0.017 0.116 -0.241 -0.017 0.216 
b[2] Trial  -0.008 0.022 -0.051 -0.008 0.035 
b[3] Risk  0.100 0.080 -0.051 0.098 0.263 
b[4] Mass  0.027 0.102 -0.175 0.027 0.227 
b[5] Trial x Risk -0.069 0.046 -0.161 -0.069 0.019 
b[6] Risk x Mass -0.087 0.066 -0.217 -0.086 0.040 
g[1] Intercept  -0.653 0.084 -0.820 -0.652 -0.488 
g[2] Trial  -0.037 0.045 -0.125 -0.038 0.051 
g[3] Risk  0.202 0.096 0.014 0.203 0.392 
sd_id[1] Intercept  0.742 0.090 0.586 0.735 0.938 
sd_id[2] Risk  0.284 0.081 0.131 0.281 0.450 
sd_id[3] rIIV  0.472 0.072 0.344 0.467 0.629 
id_cor[1,2] Intercept Risk 0.470 0.215 -0.010 0.493 0.818 
id_cor[1,3] Intercept rIIV 0.536 0.134 0.243 0.547 0.765 
id_cor[2,3] Risk rIIV 0.511 0.206 0.051 0.533 0.846 
        
Briffa et al. (2013) Anim. Behav.     
Emergence from shell mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  -0.027 0.122 -0.267 -0.027 0.214 
b[2] Mass  0.010 0.113 -0.219 0.012 0.226 
b[3] Trial  -0.005 0.030 -0.065 -0.005 0.053 
b[4] Treatment Order 0.726 0.253 0.225 0.727 1.224 
b[5] Temp  0.054 0.076 -0.097 0.055 0.205 
b[6] TrtOrder x Temp -0.734 0.144 -1.018 -0.734 -0.448 
g[1] Intercept  -0.891 0.064 -1.019 -0.890 -0.764 
g[2] 
Trt 
Order  -0.525 0.129 -0.779 -0.525 -0.266 
g[3] Temp  0.226 0.034 0.158 0.226 0.294 
g[4] TrtOrder x Temp -0.070 0.068 -0.205 -0.071 0.064 
High to Low temperature change         
sd_id[1,1] Intercept  0.719 0.156 0.479 0.697 1.083 
sd_id[1,2] Temp  0.513 0.120 0.330 0.495 0.798 
sd_id[1,3] rIIV  0.350 0.100 0.183 0.339 0.579 
id_cor[1,1,2] Intercept Temp 0.006 0.229 -0.435 0.006 0.450 
id_cor[1,1,3] Intercept rIIV -0.396 0.228 -0.777 -0.416 0.098 
id_cor[1,2,3] Temp rIIV -0.062 0.244 -0.521 -0.067 0.418 
Low to High temperature change         
sd_id[2,1] Intercept  0.673 0.124 0.481 0.656 0.964 





sd_id[2,3] rIIV  0.261 0.068 0.145 0.254 0.413 
id_cor[2,1,2] Intercept Temp 0.105 0.232 -0.361 0.112 0.534 
id_cor[2,1,3] Intercept rIIV -0.597 0.189 -0.884 -0.624 -0.158 
id_cor[2,2,3] Temp rIIV -0.327 0.234 -0.733 -0.343 0.168 
        
Highcock & Carter (2014) PLoS One     
Flight Initiation Distance mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  0.091 0.123 -0.151 0.092 0.332 
b[2] Season  -0.132 0.077 -0.281 -0.133 0.020 
b[3] Trial  0.007 0.039 -0.068 0.007 0.084 
g[1] Intercept  -0.861 0.083 -1.024 -0.862 -0.698 
g[2] Season  0.199 0.095 0.011 0.200 0.386 
sd_id[1] Intercept  0.811 0.092 0.652 0.805 1.009 
sd_id[2] Trial  0.048 0.033 0.002 0.044 0.124 
sd_id[3] rIIV  0.437 0.070 0.310 0.434 0.583 
sd_b[1] Intercept  0.100 0.057 0.006 0.098 0.216 
sd_b[2] Trial  0.136 0.083 0.007 0.130 0.310 
id_cor[1,2] Intercept Trial -0.144 0.330 -0.724 -0.160 0.532 
id_cor[1,3] Intercept rIIV -0.723 0.108 -0.895 -0.737 -0.476 
id_cor[2,3] Trial rIIV 0.009 0.331 -0.621 0.007 0.641 
b_cor[1,2] Intercept Trial -0.181 0.433 -0.877 -0.227 0.714 
R rIIV   0.883 0.119 0.575 0.920 1.000 
        
Cornwell et al. (2018) J. Anim. Ecol.     
Latency to emerge from shell mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  0.006 0.074 -0.138 0.006 0.154 
b[2] Tide  -0.722 0.047 -0.816 -0.722 -0.629 
b[3] Temp  -0.409 0.017 -0.443 -0.409 -0.376 
b[4] Sex  -0.120 0.139 -0.394 -0.120 0.150 
b[5] Mass  0.215 0.068 0.084 0.215 0.348 
b[6] Trial  -1.032 0.168 -1.361 -1.032 -0.705 
b[7] Time  1.033 0.164 0.713 1.032 1.355 
g[1] Intercept  -0.994 0.031 -1.056 -0.994 -0.933 
g[2] Tide  -0.535 0.040 -0.615 -0.535 -0.457 
g[3] Temp  0.261 0.024 0.213 0.261 0.308 
g[4] Sex  0.023 0.057 -0.089 0.023 0.135 
sd_id[1] Intercept  0.612 0.054 0.518 0.609 0.728 
sd_id[2] Tide  0.367 0.038 0.299 0.364 0.448 
sd_id[3] Temp  0.109 0.012 0.086 0.108 0.134 
sd_id[4] rIIV  0.206 0.028 0.155 0.205 0.264 
id_cor[1,2] Intercept Tide -0.006 0.123 -0.248 -0.006 0.233 
id_cor[1,3] Intercept Temp 0.343 0.115 0.107 0.347 0.553 
id_cor[1,4] Intercept rIIV -0.272 0.132 -0.516 -0.278 -0.002 





id_cor[2,4] Tide rIIV -0.275 0.145 -0.543 -0.280 0.019 
id_cor[3,4] Temp rIIV -0.563 0.127 -0.784 -0.573 -0.290 
        
Miscellaneous 
behaviour        
        
Pruitt et al. (2011) Behav. Ecol. Sociobiol.     
Habitat choice   mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  0.007 0.056 -0.101 0.006 0.120 
b[2] Hunger  0.187 0.063 0.061 0.188 0.309 
b[3] Treatment -0.235 0.091 -0.414 -0.235 -0.057 
b[4] Time  0.006 0.019 -0.032 0.006 0.043 
b[5] Hunger*Treamtent 0.849 0.110 0.635 0.849 1.065 
g[1] Intercept  -0.280 0.052 -0.384 -0.280 -0.177 
g[2] Hunger  0.642 0.051 0.540 0.642 0.741 
g[3] Treatment -0.073 0.049 -0.170 -0.073 0.023 
g[4] Time  -0.044 0.025 -0.092 -0.044 0.004 
g[5] Hunger*Treamtent 0.581 0.098 0.389 0.582 0.774 
sd_id[1] Intercept  0.338 0.045 0.258 0.335 0.432 
sd_id[2] Hunger  0.164 0.086 0.013 0.163 0.339 
sd_id[3] Treatment 0.498 0.070 0.372 0.494 0.647 
sd_id[4] rIIV  0.332 0.043 0.256 0.330 0.425 
id_cor[1,2] Intercept Hunger -0.253 0.272 -0.729 -0.270 0.325 
id_cor[1,3] Intercept 
Treatme
nt -0.531 0.136 -0.763 -0.543 -0.237 
id_cor[1,4] Intercept rIIV 0.752 0.105 0.510 0.767 0.916 
id_cor[2,3] Hunger Hunger 0.387 0.272 -0.252 0.424 0.806 
id_cor[2,4] Hunger rIIV -0.202 0.282 -0.693 -0.221 0.394 
id_cor[3,4] 
Treatme
nt rIIV -0.172 0.170 -0.492 -0.177 0.172 
        
Jennings et al. (2013) Anim. Behav.     
Fight escalation rate mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  -0.011 0.073 -0.152 -0.012 0.136 
b[2] Time  0.109 0.071 -0.033 0.110 0.248 
g[1] Intercept  -0.166 0.057 -0.280 -0.166 -0.055 
g[2] Time  -0.042 0.054 -0.148 -0.042 0.063 
sd_id[1] Intercept  0.356 0.076 0.210 0.355 0.509 
sd_id[2] Time  0.340 0.075 0.200 0.338 0.493 
sd_id[3] rIIV  0.195 0.060 0.077 0.194 0.316 
id_cor[1,2] Intercept Time -0.323 0.221 -0.718 -0.334 0.142 
id_cor[1,3] Intercept rIIV 0.438 0.245 -0.101 0.464 0.835 
id_cor[2,3] Time rIIV -0.368 0.262 -0.808 -0.390 0.190 





Physiology        
        
Sprint Speed   mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  0.000 0.134 -0.265 -0.001 0.264 
b[2] Temp  0.487 0.064 0.360 0.487 0.615 
b[3] Snout-Vent Length 0.241 0.125 -0.006 0.241 0.491 
g[1] Intercept  -0.529 0.039 -0.608 -0.529 -0.452 
g[2] Temp  0.152 0.026 0.102 0.152 0.202 
sd_id[1] Intercept  0.593 0.109 0.422 0.579 0.847 
sd_id[2] Temp  0.272 0.054 0.186 0.266 0.397 
sd_id[3] rIIV  0.130 0.045 0.045 0.128 0.226 
id_cor[1,2] Intercept Temp 0.198 0.203 -0.220 0.207 0.565 
id_cor[1,3] Intercept rIIV 0.183 0.243 -0.313 0.192 0.628 
id_cor[2,3] Temp rIIV 0.314 0.239 -0.189 0.329 0.732 
        
Careau et al. (2014) J. Exp. Biol.     
Basal Metabolic Rate mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  -0.005 0.069 -0.137 -0.006 0.135 
b[2] Mass  0.464 0.062 0.341 0.464 0.584 
b[3] Sex  -0.219 0.137 -0.489 -0.220 0.051 
b[4] Testost. implant -0.451 0.136 -0.718 -0.450 -0.183 
b[5] Immune implant 0.065 0.137 -0.203 0.064 0.334 
b[6] Testo x Immune 0.733 0.272 0.196 0.733 1.265 
b[7] Time  0.021 0.035 -0.048 0.021 0.088 
g[1] Intercept  -0.445 0.062 -0.568 -0.444 -0.323 
g[2] Mass  0.073 0.063 -0.052 0.073 0.196 
g[3] Sex  -0.101 0.124 -0.344 -0.100 0.142 
g[4] Testo. Implant -0.179 0.123 -0.419 -0.180 0.065 
g[5] Immune implant 0.010 0.125 -0.237 0.011 0.254 
g[6] Testo x Immune 0.413 0.251 -0.075 0.412 0.910 
sd_id[1] Intercept  0.436 0.061 0.326 0.433 0.567 
sd_id[2] rIIV  0.312 0.063 0.195 0.310 0.444 
id_cor[1,2] Intercept rIIV 0.783 0.140 0.442 0.811 0.971 
        
Furtbauer et al. (2015) Funct. Ecol.     
Waterborne Cortisol      
b[1] intercept  -0.340 0.132 -0.607 -0.337 -0.087 
b[2] Risk  0.753 0.174 0.414 0.750 1.102 
b[3] Time  0.085 0.060 -0.033 0.085 0.204 
g[1] intercept  -0.091 0.108 -0.308 -0.090 0.116 
g[2] Risk  -0.309 0.133 -0.566 -0.310 -0.048 
sd_id[1] intercept  0.336 0.154 0.045 0.333 0.657 
sd_id[2] Risk  0.497 0.173 0.160 0.491 0.862 





id_cor[1,2] intercept Risk -0.131 0.320 -0.679 -0.156 0.540 
id_cor[1,3] intercept rIIV -0.280 0.311 -0.795 -0.310 0.398 
id_cor[2,3] Risk rIIV 0.193 0.317 -0.462 0.211 0.746 
        
Montiglio et al. (2015) Behav. Ecol. Sociobiol.    
Faecal glucorticoid   mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  -0.018 0.054 -0.125 -0.017 0.086 
b[2] Sex  -0.156 0.110 -0.373 -0.156 0.062 
b[3] Age  0.115 0.053 0.011 0.115 0.221 
b[4] Time  -0.346 0.053 -0.450 -0.346 -0.242 
b[5] Sex x Time -0.103 0.110 -0.320 -0.102 0.113 
b[6] Age x Time 0.079 0.051 -0.022 0.079 0.178 
g[1] Intercept  -0.112 0.043 -0.198 -0.112 -0.030 
g[2] Sex  -0.021 0.083 -0.184 -0.021 0.141 
g[3] Time  -0.076 0.036 -0.146 -0.076 -0.004 
sd_id[1] Intercept  0.181 0.072 0.028 0.183 0.317 
sd_id[2] Time  0.128 0.077 0.007 0.123 0.288 
sd_id[3] rIIV  0.118 0.061 0.009 0.118 0.239 
id_cor[1,2] Intercept Time -0.104 0.334 -0.697 -0.120 0.574 
id_cor[1,3] Intercept rIIV -0.300 0.321 -0.810 -0.339 0.420 
id_cor[2,3] Time rIIV 0.071 0.339 -0.595 0.081 0.693 
        
Furtbauer (2015) R. Soc. Open Sci.     
Haemolymph density mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  -0.058 0.136 -0.331 -0.057 0.207 
b[2] Time  -0.018 0.051 -0.120 -0.017 0.080 
g[1] Intercept  -1.441 0.108 -1.654 -1.441 -1.229 
g[2] Time  -0.074 0.080 -0.231 -0.074 0.083 
sd_id[1] Intercept  0.966 0.103 0.787 0.958 1.194 
sd_id[2] Time  0.317 0.043 0.243 0.314 0.413 
sd_id[3] rIIV  0.648 0.096 0.477 0.643 0.853 
id_cor[1,2] Intercept Time -0.018 0.162 -0.328 -0.018 0.300 
id_cor[1,3] Intercept rIIV 0.302 0.153 -0.017 0.309 0.578 
id_cor[2,3] Time rIIV -0.207 0.182 -0.539 -0.214 0.168 
        
Norin et al. (2017) Funct. Ecol.      
Resting metabolic rate mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  -0.001 0.027 -0.053 -0.001 0.052 
b[2] Time  -0.017 0.027 -0.071 -0.017 0.036 
b[3] Mass  0.934 0.032 0.870 0.935 0.995 
g[1] Intercept  -1.727 0.053 -1.829 -1.729 -1.622 
g[2] Time  0.047 0.086 -0.121 0.047 0.216 
g[3] Mass  0.065 0.065 -0.062 0.065 0.193 





sd_id[2] Time  0.086 0.015 0.056 0.086 0.117 
sd_id[3] rIIV  0.067 0.051 0.003 0.056 0.189 
id_cor[1,2] Intercept Time 0.202 0.173 -0.151 0.206 0.529 
id_cor[1,3] Intercept rIIV 0.057 0.341 -0.605 0.063 0.687 
id_cor[2,3] Time rIIV 0.084 0.346 -0.604 0.097 0.707 
CV_iiv     0.067 0.051 0.003 0.057 0.191 
        
Standard metabolic rate mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  0.000 0.015 -0.031 0.000 0.030 
b[2] Time  -0.105 0.020 -0.145 -0.105 -0.065 
b[3] Mass  1.028 0.020 0.988 1.028 1.066 
g[1] Intercept  -1.587 0.054 -1.694 -1.587 -1.482 
g[2] Time  0.057 0.068 -0.079 0.058 0.189 
g[3] Mass  -0.042 0.061 -0.158 -0.043 0.081 
sd_id[1] Intercept  0.082 0.020 0.041 0.083 0.119 
sd_id[2] Time  0.055 0.022 0.007 0.057 0.095 
sd_id[3] rIIV  0.101 0.070 0.004 0.090 0.262 
id_cor[1,2] Intercept Time -0.093 0.286 -0.634 -0.097 0.476 
id_cor[1,3] Intercept rIIV -0.111 0.325 -0.689 -0.129 0.551 
id_cor[2,3] Time rIIV 0.169 0.344 -0.545 0.193 0.755 
CV_iiv     0.101 0.071 0.004 0.090 0.266 
        
Active metabolic rate mean sd 2.50% 50% 
97.50
% 
b[1] Intercept  -0.005 0.016 -0.037 -0.005 0.027 
b[2] Time  -0.019 0.014 -0.046 -0.019 0.008 
b[3] Mass  0.988 0.019 0.949 0.989 1.025 
g[1] Intercept  -1.939 0.050 -2.039 -1.939 -1.842 
g[2] Time  -0.280 0.066 -0.413 -0.279 -0.152 
g[3] Mass  0.065 0.064 -0.061 0.064 0.193 
sd_id[1] Intercept  0.112 0.015 0.086 0.111 0.143 
sd_id[2] Time  0.015 0.010 0.001 0.014 0.036 
sd_id[3] rIIV  0.115 0.070 0.006 0.109 0.262 
id_cor[1,2] Intercept Time 0.251 0.324 -0.464 0.285 0.783 
id_cor[1,3] Intercept rIIV -0.259 0.299 -0.756 -0.289 0.408 
id_cor[2,3] Time rIIV -0.048 0.345 -0.685 -0.054 0.625 







Ch. 4 Appendix: 
Simulation of bias in R caused by autocorrelation 
David J. Mitchell 
 
Here I present the annotated code for 1 iteration of the simulation, followed by the plot 
code. 
First we setup the sampling rate of our simulation and parameterise the model. We 
simulated data with a grand variance of 1. The use of arima.sim to simulate 
autocorrelation inflates the simulated variance. This was accordingly adjusted to transform 
back to our desired residual variance. 
nID <- 50 
nrep <- 51 
 
# State values of desired parameters 
AR_low <- 0.2 
AR_med <- 0.4 
AR_high <- 0.6 
 
Ve1 <- 0.6 * (1/sqrt(1 / (1 - AR_low^2)))^2 
Ve2 <- 0.6 * (1/sqrt(1 / (1 - AR_med^2)))^2 
Ve3 <- 0.6 * (1/sqrt(1 / (1 - AR_high^2)))^2 
Vid <- 0.4  
 
rep2 <- 1:nrep 
rep3 <- 1:nrep 
rep2 <- rep2[rep2 %% 2 == 1] 
rep3 <- rep3[rep3 %% 5 == 1] 
Following parameterisation, we are ready to format our data frame. I have used the 
set.seed command to make the simulation reproducible. 
A mean value is simulated for each of nID (i.e. 50) individual and this is transferred into a 
dataframe with nrep (i.e. 51) repeated measures per individual. We simulated data with 51 
repeated measures simply for aesthetic reasons, as 50 repeats would otherwise create a 
dead space at the end of the plots of R estimates in the sampling rate of every fifth day. 
set.seed(15)  # make sure sampling each time is independent 
ID    <- rnorm(nID, 0, sqrt(Vid)) # Generate BLUPs to simulate from 
ds    <- data.frame( id = sort(rep(c(1:nID),nrep)), ID = sort(rep(ID,nrep)
), 
                     rep = (rep(c(1:nrep),nID))) 
ds <- ds[order(ds$id),] 
This is followed by simulating the response variable for each individual 'i'. Each individual is 
simulated as a time series, with an AR1 correlation coefficient and the calculated residual 
standard deviation. 
for(i in 1:nID){ 
ds$y1[ds$id == i] <- ds$ID[ds$id == i] +  






ds$y2[ds$id == i] <- ds$ID[ds$id == i] +  
  arima.sim(model=list(ar=AR_med),n=nrep, sd = sqrt(Ve2), n.start = 200) 
 
ds$y3[ds$id == i] <- ds$ID[ds$id == i] +  
  arima.sim(model=list(ar=AR_high),n=nrep, sd = sqrt(Ve3), n.start = 200) 
} 
From each dataset differing in the degree of autocorrelation, we then wished to exptract 
the estimated repeatability at varying durations of the experiment, i.e. while considering 
different quantities of data. We did so by subsetting the data to consider only the first two 
observations and sequentially added observations until all 51 were used. Each subset was fit 
with a random intercept model using the nlme package. 
library(nlme) 
 
R <- list(r2a = rep(0,nrep), r4a = rep(0,nrep), r6a = rep(0,nrep), 
          r4b = rep(0,nrep), r4b = rep(0,nrep), r6b = rep(0,nrep), 
          r2c = rep(0,nrep), r4c = rep(0,nrep), r6c = rep(0,nrep)) 
for(k in 2:nrep){  
   
mod <-lme(y1 ~ 1, random = ~1|id,  
         data = subset(ds, rep <= k)) 
mod2<-lme(y2 ~ 1, random = ~1|id,  
         data = subset(ds, rep <= k)) 
mod3<-lme(y3 ~ 1, random = ~1|id,  
         data = subset(ds, rep <= k)) 
 
R$r2a[k] <- as.numeric(VarCorr(mod)[1]) / 
              (as.numeric(VarCorr(mod)[1]) +as.numeric(VarCorr(mod)[2])) 
R$r4a[k] <- as.numeric(VarCorr(mod2)[1]) / 
              (as.numeric(VarCorr(mod2)[1])+as.numeric(VarCorr(mod2)[2])) 
R$r6a[k] <- as.numeric(VarCorr(mod3)[1]) / 
              (as.numeric(VarCorr(mod3)[1])+as.numeric(VarCorr(mod3)[2])) 
} 
For a single dataset, we therefore obtained a series of R estimates. 






Additionally, we wanted to examine the effect of different sampling frequencies. We 
therefore additionally subsetted the data to only consider every second (odd) observation 
and every fifth observations starting at 1 (i.e. 1, 6, 11 etc.). Following this culling process, 
the data was again culled back to the first two observations before sequentially adding them 
back to assess the effect of experiment duration. 
ds2 <- subset(ds, (rep) %% 2 == 1) 
ds3 <- subset(ds, (rep) %% 5 == 1) 
 
for(k in rep2){  
   
  mod <-lme(y1 ~ 1, random = ~1|id,  
           data = subset(ds2, rep <= k)) 
  mod2<-lme(y2 ~ 1, random = ~1|id,  
            data = subset(ds2, rep <= k)) 
  mod3<-lme(y3 ~ 1, random = ~1|id,  
            data = subset(ds2, rep <= k)) 
   
R$r2b[k] <- as.numeric(VarCorr(mod)[1]) / 
              (as.numeric(VarCorr(mod)[1]) +as.numeric(VarCorr(mod)[2])) 
R$r4b[k] <- as.numeric(VarCorr(mod2)[1])/ 
              (as.numeric(VarCorr(mod2)[1])+as.numeric(VarCorr(mod2)[2])) 
R$r6b[k] <- as.numeric(VarCorr(mod3)[1])/ 
              (as.numeric(VarCorr(mod3)[1])+as.numeric(VarCorr(mod3)[2])) 
} 
 
for(k in rep3){  
   
  mod <-lme(y1 ~ 1, random = ~1|id,  





  mod2<-lme(y2 ~ 1, random = ~1|id,  
            data = subset(ds3, rep <= k)) 
  mod3<-lme(y3 ~ 1, random = ~1|id,  
            data = subset(ds3, rep <= k)) 
   
  # and spit out the R values into a matrix 
R$r2c[k] <- as.numeric(VarCorr(mod)[1]) / 
              (as.numeric(VarCorr(mod)[1]) + as.numeric(VarCorr(mod)[2])) 
R$r4c[k] <- as.numeric(VarCorr(mod2)[1])/ 
              (as.numeric(VarCorr(mod2)[1])+as.numeric(VarCorr(mod2)[2])) 
R$r6c[k] <- as.numeric(VarCorr(mod3)[1])/ 
              (as.numeric(VarCorr(mod3)[1])+as.numeric(VarCorr(mod3)[2])) 
} 
This therefore yielded 26 R estimates for the second daily and 11 estimate for the five daily 
culling frequencied, spread across the 51 time-steps. 
plot(R$r6c[rep3], ylab = 'Repeatability', xlab = 'Experiment duration') 
 
These simulations were then looped, to give 1000 simulated datasets and sets of R 
estimates. By iterating 1000 times each, we optained mean estimates of R at each degree of 
autocorrelation, and under each combination of the culling protocols. Through evaluating 
the mean we looked to assess the bias which results from autocorrelation. Importantly, 
these assume that autocorrelation is ignored in the model, as is nearly ubiquitous in the 
fields of animal personality and physiology field, with the exceptions of when data is 
obtained at very high frequencies. We additionally simulated R values of 0.2 and 0.6 to 
assess the consistency of the bias across different values of R. The effect of autocorrelation 
is highly consistent across values of R, as the autocorrelation leads to a proportion of the 





Once the above simulation had been run 1000 times for each of repeatability, we plotted 
the data as was done in the main text. The plot code for the top left panel (R = 6, sampling 
every step) is shown here and the rest is muted due to being highly verbose. 
plot(R6$RepAR6_a  ~ R6$x, xlab = '', type = 'l', ylim = c(0.59,0.85), xlim 
= c(0,50), 
     col = "red", ylab = '', axes = F, lwd = 2) 
lines(R6$RepAR4_a ~ R6$x, type = 'l', col = 'blue', lwd = 2) 
lines(R6$RepAR2_a ~ R6$x, type = 'l', col = 'dark green', lwd = 2) 
lines(x = c(0, nrep), y = c(0.6,0.6), col='black', lty=2, lwd = 2) 
 
axis(1, at = c(0,10,20,30,40,50), labels = F) 
axis(1, at = 1:nrep, labels = F, tck = 0.015) 
axis(2, at = c(0.6,  0.7 ,.8, .9)) 
axis(2, at = c(.65, .75, 0.85), labels = F, tck = -0.01) 
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