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Abstract
We establish the convergences (with respect to the simulation time t ; the number of
particles N ; the timestep γ) of the Fleming-Viot algorithm toward the quasi-stationary
distribution of a diffusion on the d-dimensional torus, killed at a smooth rate. In these
conditions, quantitative bounds are obtained that, for each parameter (t→∞, N →∞
or γ → 0) are independent from the two others.
1 Introduction
1.1 The problem
Start from the diffusion on the d-dimensional periodic flat torus Td
dZt = b(Zt)dt+ dBt (1)
with b ∈ C1(Td), where (Bt)t>0 is a d-dimensional Brownian motion. Add a killing
rate λ ∈ C(Td) and, given a standard exponential random variable E independent from
(Zt)t>0, define the death time
T = inf
{
t > 0, E 6
∫ t
0
λ(Zs)ds
}
. (2)
Then a probability measure ν on Td is said to be a quasi-stationary distribution (QSD)
associated to the SDE (1) and the rate λ if
Law(Z0) = ν ⇒ ∀t > 0, Law(Zt | T > t) = ν .
In our case, there exists a unique QSD ν∗ (see e.g. [2, Theorem 2.1]) and, whatever the
initial distribution η0 of Z0,
Law(Zt | T > t) −→
t→∞ ν∗ .
The Fleming-Viot algorithm is designed to approximate ν∗. The present work is ded-
icated to the proof of convergence of this algorithm. This problem has already been
addressed by many authors in various contexts (see e.g. [3, 4] and references within). A
first novelty of the present work is that we take into account the time-discretization of the
continuous-time diffusion. That way, we establish error bounds between the theoretical
target QSD and the empirical measure indeed obtained with an actual implementation
of the algorithm. There are three sources of errors: first, the continuous-time SDE (1)
has to be discretized with some time step γ > 0. Second, as will be detailed below,
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a non-linearity in the theoretical algorithm has to be approximated by a system of N
particles. This leads to the definition of an ergodic Markov chain whose invariant mea-
sure is close, in some sense, to the QSD. But then this Markov chain is only run for a
finite simulation time t = mγ, m ∈ N. A third error term then comes from the fact that
stationarity is not fully achieved. We will obtained quantitative error bounds in γ, N
and t.
Note that we restrict the study to a compact state space. Moreover, we only consider
soft killing at some continuous rate, and no hard killing which would correspond to the
case where T is the escape time from some sub-domain (see e.g. [1, 5]). Finally, as will
be seen below, as far as the long-time behaviour of the process is concerned we will work
in a perturbative regime, namely we will assume that the variations of λ are small with
respect to the mixing time of the diffusion (1). Although already interesting by itself,
this restricted framework can be thought as a toy model motivated in particular by the
case that arises in the parallel replica algorithm [8]. In that case, T is the escape time for
(1) from a bounded metastable domain, so that the lifespan of the process is expected to
be larger than its mixing time (and to depend little from the initial condition, given it is
far enough from the boundary). Hence, the compact and perturbative assumptions are
consistent with this objective. The restriction to smooth killing rate, however, is made
to avoid additional difficulties in the hard case where, even in the metastable case, the
probability to leave the domain is high (and exhibits high variations) when the process
is close to its boundary. A motivation of our study is that we hope our method can be
extended to the metastable hard case by combining it with some Lyapunov arguments.
This study is postponed to future work.
Notations and conventions
We respectively denote P(F ) and B(F ) the set of probability measures and of Borel sets
of a Polish space F . Functions on Td are sometimes identified to [0, 1]d-periodic functions,
and similar non-ambiguous identifications are performed, for instance if x ∈ Td and G is
a d-dimensional standard gaussian random variable, x+G has to be understood in Td,
etc. A Markov kernel Q on F is indiscriminately understood as, first, a function from F
to P(F ), in which case we denote Q : x 7→ Q(x, ·) (where Q(x, ·) denotes the probability
A ∈ B(F ) 7→ Q(x,A) ∈ [0, 1]); second, a Markov operator on bounded measurable
functions on F , in which case we denote Q : f 7→ Qf (where Qf(x) = ∫ f(w)Q(x,dw));
third, by duality, a function on P(F ), in which case we denote Q : µ 7→ µQ (so that
µ(Qf) = (µQ)f). In particular, Q(x, ·) = δxQ for x ∈ F . If µ ∈ P(F ) and k ∈
N∗, we denote µ⊗k ∈ P(F k) the law of a k-uplet of independent random variables
with law µ. Similarly, if Q is a Markov kernel on F , we denote Q⊗k the kernel on
F k such that Q⊗k(x, ·) = Q(x1, ·) ⊗ · · · ⊗ Q(xk, ·) for all x = (x1, . . . , xk) ∈ F k. We
denote E(1) the exponential law with parameter 1, U(I) the uniform law on a set I and
N (m,Σ) the Gaussian law with mean m and variance matrix Σ. We use bold letters
for random variables in TdN and decompose them in d-dimensional coordinates, like
X = (X1, . . . ,XN ) with Xi ∈ Td, or X1 = (X1,1, . . . ,XN,1).
1.2 The algorithm and main result
Starting from the diffusion (1) killed at time T given by (2), we introduce two successive
approximations. The first is time discretization. For a given time step γ > 0 and a
sequence (Gk)k∈N of independent random variables with law N (0, Id), we consider the
Markov chain on Td given by Z˜0 = Z0 and
∀k ∈ N , Z˜k+1 = Z˜k + γb(Z˜k) +√γGk (3)
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and, given E ∼ E(1) independent from (Gk)k∈N and Z0,
T˜ = inf
{
t = nγ, n ∈ N∗, E 6 γ
n∑
k=1
λ(Z˜k)
}
.
From classical results for Euler schemes of diffusions, it is quite clear that, for any
A ∈ B(Td) and all t > 0,
P
(
Z˜⌊t/γ⌋ ∈ A, T˜ < t
)
−→
γ→0
P (Zt ∈ A, T < t) ,
(see Corollary 15 for a proof) from which, for all t > 0,
Law
(
Z˜⌊t/γ⌋ | T˜ < t
)
−→
γ→0
Law (Zt | T < t) .
Note that, from the memoryless property of the exponential law, given a sequence
(Uk)k∈N of independent variables uniformly distributed over [0, 1] and independent from
(Gk)k∈N and Z0, then ((Z˜n)n∈N, T˜ ) has the same joint distribution as ((Z˜n)n∈N, Tˆ ) with
Tˆ = inf
{
t = nγ, n ∈ N∗, Un 6 p(Z˜n)
}
where p(z) = 1 − exp(−γλ(z)) is the probability that, arriving at state z, the chain is
killed.
A naive Monte Carlo sampler for the QSD would be to simulate N independent copies
of the chain (3) killed with probability z 7→ p(z) and to consider after a large number of
iterations the distribution of the copies that have survived. However, after a long time,
most copies (possibly all) would have died and the estimator would be very bad. We
now introduce the Fleming-Viot algorithm that tackles this issue by resurrecting dead
particles.
Denote K : Td → P(Td) the Markov kernel associated with the transition (3), i.e.
Kf(x) = (2pi)−d/2
∫
Rd
f (x+ γb(x) +
√
γy) e−
1
2
|y|2dy .
For µ ∈ P(Td), let Qµ be the Markov kernel such that, for all x ∈ Td, Qµ(x, ·) is the law of
the random variable X defined as follows. Let (Xk, Uk)k∈N be a sequence of independent
random variables such that, for all k ∈ N, Xk and Uk are independent, Uk ∼ U([0, 1])
and X0 ∼ K(x, ·) while, for k > 1, Xk ∼ µK. Let H = inf{k ∈ N, Uk > p(Xk)}, and
set X = XH . Since λ is bounded, p is uniformly bounded away from 1 and thus H is
almost surely finite, so that Qµ is well-defined.
In other words, a random variable X ∼ Qµ(x, ·) may be constructed through the
following algorithm (in which new means: independent from all the variables previously
drawned).
1. Draw X0 ∼ N (x+ γb(x), γId) and a new U0 ∼ U([0, 1]).
2. If U0 > p(X0), set X = X0 in T
d (in that case, we say the particle has moved from
x to X0 without dying).
3. If U0 < p(X0) then set i = 1 and, while X is not defined, do:
(a) Draw a new X ′i distributed according to µ, a new Xi ∼ N (X ′i + γb(X ′i), γId)
and a new Ui ∼ U([0, 1]).
(b) If Ui > p(Xi), set X = Xi in T
d (in that case, we say the particle has died,
resurrected at X ′i, moved to Xi and survived).
(c) If Ui < p(Xi), set i ← i + 1 (in that case, we say the particle has died,
resurrected at X ′i, moved to Xi and died again) and go back to step (a).
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From this, we define a chain (Yk)k∈N as follows. Set Y0 = Z0 and suppose that Yk
has been defined for some k ∈ N. Let ηk = Law(Yk), and draw a new Yk+1 ∼ Qηk(Yk, ·).
This somewhat intricate definition is motivated by the following results (whose proof is
postponed to Section 2):
Proposition 1. For all n ∈ N
ηn = Law
(
Z˜n | T˜ > nγ
)
.
In particular, as n→∞, the law ηn of Yn converges toward the QSD of Z˜. Unfortu-
nately, it is impossible to sample (Yk)k∈N in practice since this would require to sample
according to ηk for any k ∈ N. This is a classical problem for non-linear McKean-Vlasov
diffusions. Thus, motivated by the Law of Large Numbers, we are lead to a second
approximation, which is to use mean-field interacting particles. For a fixed N ∈ N∗ and
for x = (xi)i∈J1,NK ∈ TdN , we denote
pi(x) :=
1
N
N∑
i=1
δxi ∈ P(Td)
the associated empirical distribution. Then we define the Markov operator R on TdN as
R (x, ·) = Qpi(x)(x1, ·)⊗ · · · ⊗Qpi(x)(xN , ·) .
In other words, a random variable Y ∼ Q(x, ·) is such that the Yi’s are independent with
Yi ∼ Qpi(x)(xi, ·). In order to specify the parameters involved, we will sometimes write
RN,γ for R.
Let us informally describe the transitions of a Markov chain (Xk)k∈N associated to R,
which we call a Fleming-Viot system of N interacting particles: the ith particle follows
the transition given by (3) independently from the other particles until it dies. If it dies
at a step k ∈ N∗, then it is resurrected on another particle XJ,k−1 with J uniformly
distributed over J1, NK (in particular and contrary to some other works, J = i is not
excluded) and immediatly performs a step of (3); if it dies again after this unique step,
it is resurrected again and performs a new step, and so on until it is not killed after a
resurrection and an Euler scheme step. Then this is the new value Xi,k from which the
particle follows again the transitions (3) until its next death, etc.
Note that there is no problem of simultaneous death since at step k the particles are
resurrected on positions at step k − 1, which are well-defined even if all particles die at
once at step k.
It is easily seen that R admits a unique invariant measure toward which the law of
the associated Markov chain converges exponentially fast (in the total variation sense
for instance), but a naive argument yields a convergence rate that heavily depends on
N (and possibly γ). Similarly, classical studies can be conducted for the limits N →∞
and γ → 0 but again with estimates that are typically exponentially bad with respect to
the total simulation time (see in particular Propositions 7 and 10). In the following we
will focus on a somewhat perturbative regime under which we will establish estimates
for each of these limits that are uniform with respect to the other parameters. Even for
the continuous process (γ = 0), such uniform results are new (see Corollaries 13 and 16).
Recall that the W1 Wasserstein distance between µ, ν ∈ P(Td) is defined by
W1 (µ, ν) = inf {E (|X − Y |) : X ∼ µ, Y ∼ ν} .
Our main result give a quantitative bound on the error made in practice by approximating
ν∗ by the empirical distribution of a Fleming-Viot particle system:
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Theorem 2. There exists c0, γ0 > 0 that depends only on the drift b and the dimension
d such that, if λ is Lipschitz with a constant Lλ such that
Lλe
γ‖λ‖∞ < c0 , (4)
then there exists C, κ > 0 such that for all N ∈ N, γ ∈ (0, γ0], t > 0 and µ0 ∈ P(TdN ),
if (Xk)k∈N is a Markov chain with initial distribution µ0 and transition kernel RN,γ,
E
[W1 (pi(X⌊t/γ⌋), ν∗)] 6 C (√γ + α(N) + e−κt) ,
where
α(N) =


N−1/2 if d = 1 ,
N−1/2 ln(1 +N) if d = 2 ,
N−1/d if d > 2 .
The speeds of the different convergences (exponential in the simulation time, with
the square-root of the timestep and with α of the number of particles) are optimal since
they are optimal for non-interacting diffusions (i.e. the case λ = 0), see in particular [6]
for the large N asymptotic.
Other intermediary results will be established in the rest of the paper that are inter-
esting by themselves: long-time convergence at fixed N, γ in Proposition 5, propagation
of chaos (i.e. N →∞) and continuous-time limit at a fixed time (even without the condi-
tion (4)) respectively in Propositions 7 and 10. From that, results for the continuous-time
process (γ = 0), the equilibria (t = ∞) or the non-linear process (N = ∞), or when
two parameters among three are sent to their limits, are then simple corollaries, see
Section 2.5.
Note that exp(−γλ(x)) is the probability that the chain is not killed when it arrives
at state x. The time step γ should be chosen in such a way that this probability is
relatively large, say at least one half. In that case, exp(γ‖λ‖∞) is typically close to 1.
In other words, (4) is mostly a condition about Lλ being small enough.
This perturbation condition is different from the one considered in [11], where ‖λ‖∞
rather than Lλ is supposed to be small (while our main arguments are a direct adaptation
of the coupling arguments of [11]). This difference comes from the fact that, in the
present study, we work with the W1 distance rather than the total variation one (which
is a Wasserstein distance but associated to the discrete metric d(x, y) = 1x 6=y). Indeed,
in our coupling arguments, we need to control |λ(x) − λ(y)| the difference between the
death rates of two processes at different locations, which is bounded here by Lλ|x−y| and
in [11] by 2‖λ‖∞1x 6=y. In fact our argument for the long-time convergence may easily
be adapted to the total variation distance framework, following [11]. Nevertheless this
would be more troublesome in the study of the limit N →∞. Then, one needs to couple
ηk (that admits a density with respect to the Lebesgue measure) with pi(Xk) (which is a
sum of Dirac masses), so that the total variation distance is not adapted. This may be
solved by considering W1 → total variation regularization results for (Euler schemes of)
diffusions, that can be established by coupling arguments again. Nevertheless, in order
to focus on the other difficulties of the problem and for the sake of clarity, we decided to
stick to the W1 distance in all the different results of this work.
2 Proofs
Let us first establish the preliminary result stated in the introduction:
Proof of Proposition 1. For n ∈ N, denote
ηn = Law(Yn) , νn = Law
(
Z˜n | T˜ > nγ
)
.
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Since ν0 = η0, suppose by induction that νn = ηn for some n ∈ N. Keeping the notations
introduced of the definition of the kernel Qµ, consider the events Bk = {Uk > p(Xk)}.
Then, for all bounded measurable f ,
Qµf(x) = E (f(X))
= E
(
f(X)
∑
k∈N
1Bk∩(
⋂k−1
j=0 B
c
j )
)
= E
(
f(X0)1U0>p(X0)
)
+
∑
k>1
E
(
f(Xk)1Uk>p(Xk)
) k−1∏
j=0
P
(
Bcj
)
= K [f(1− p)] (x) +
∑
k>1
µK [f(1− p)] (µKp)k−1Kp(x) .
In particular, integrating with respect to µ, we obtain
µQµf = µK [f(1− p)]
∑
k∈N
(µKp)k =
µK [f(1− p)]
µK [1− p] .
Applied with µ = ηn, this reads
ηn+1f = E (f(Yn+1)) = E (E (f(Yn+1) | Yn)) = ηnQηnf =
ηnK [f(1− p)]
ηnK [1− p] .
On the other hand,
E
(
f(Z˜n+1)1T˜>(n+1)γ
)
= E
(
f
(
Z˜n+1
)
1T˜>nγ1Un>p(Z˜n+1)
)
= E
(
f
(
Z˜n+1
)(
1− p
(
Z˜n+1
))
1T˜>nγ
)
= P
(
T˜ > nγ
)
νnK [f(1− p)] ,
frow which
νn+1f =
E
(
f(Z˜n+1)1T˜>(n+1)γ
)
P
(
T˜ > (n+ 1)γ
) = P
(
T˜ > nγ
)
νnK [f(1− p)]
P
(
T˜ > nγ
)
νnK [1− p]
=
νnK [f(1− p)]
νnK [1− p] ,
which concludes.
2.1 The basic coupling
The long-time estimates needed to prove convergence toward equilibrium and uniform in
time estimates in N and γ are based on the fact that, as long as particles don’t die, they
follow the chain (3) which, like its continuous-time counterpart (1), have some mixing
properties. In order to quantify the latters, we start by stating [10, Corollary 2.2] in a
suitable way in our context. For ρ a distance on some Polish space F , denote Wρ the
corresponding Wasserstein distance on P(F ), defined by
Wρ (µ, ν) = inf {E (ρ(X,Y )) : X ∼ µ, Y ∼ ν} . (5)
If X ∼ µ and Y ∼ ν, we call (X,Y ) a coupling of µ and ν. If (X,Y ) is a coupling for
which the infimum in (5) is attained, we say that it is an optimal coupling. From [12,
Corollary 5.22], such an optimal coupling always exists.
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Proposition 3. There exists c1, a, γ0 > 0 (that all depend only on the drift b of (1) and
on the dimension d) such that, denoting ρ(x, y) = (1− exp(−a|x− y|))/a for x, y ∈ Td,
then ρ is a metric on Td with
∀γ ∈ (0, γ0] , ∀µ, ν ∈ P(Td) , Wρ (µK, νK) 6 (1− c1γ)Wρ(µ, ν) .
Proof. This is [10, Corollary 2.2], except that the latter is stated in Rd with some con-
traction assumption outside some compact ball. The proof is straightforwardly adapted
to the case of a diffusion with smooth drift on the torus. In particular, considering the
notations of [10], in this proof we can take R (hence r1 and r2) larger than the diam-
eter of the torus, in which case the function f defined in [10, Equation (1.1)] is simply
f(r) = (1− exp(−ar))/a, which concludes.
In the rest of the paper, ρ is the metric and c1, a, γ0 are the constants given by
Proposition 3. Remark that ρ is equivalent to the Euclidian metric, with
β|x− y| 6 ρ(x, y) 6 |x− y| for β = 2(1 − e−a
√
d/2)/(a
√
d) ,
where we used that the diameter of Td is
√
d/2 and that r 7→ (1 − exp(−ar))/a is a
concave function with derivative 1 at zero. In particular, W1 and Wρ are equivalent.
Now, in the Fleming-Viot algorithm, the contraction property of the chain (3) may be
counterbalanced by the death/resurrection mechanism through which particles interact.
Indeed, considering two systems of N interacting particles, for i ∈ J1, NK the previous
result means that we can couple the ith particles of both systems to get closer one to the
other (on average), as long as they don’t die. But then, one of the two particle can die
and resurrect far from the other, or even if they die simultaneously they may resurrect
far apart one from the other. That being said, first, the closer they get, the easier it is to
couple them in order to die simultaneously, and second, when they die simultaneously,
keeping the particles close one to the other amount to do a suitable coupling of the laws
from which the particles are resurrected. This is quantified in the following proposition.
In all the rest of the paper, we suppose that λ is Lλ-Lipschitz (but not necessarily
that (4) holds).
Proposition 4. Let µ1, µ2, ν1, ν2 ∈ P(Td) and let (X0, Y0) (resp. (X1, Y1)) be a coupling
of ν1K and ν2K (resp. µ1K and µ2K). Then
Wρ (ν1Qµ1 , ν2Qµ2) 6 h
(
E (ρ(X0, Y0)) +
q0
1− q1E (ρ(X1, Y1))
)
where
h = 1−min p+ (aβ)−1γLλ
and, considering U ∼ U([0, 1]) independent from (W0, Z0) and (W1, Z1),
qi = P (U < p(Xi) ∧ p(Yi)) , i = 0, 1.
Proof. Let (Xk, Yk, Uk)k∈N be a sequence of independent triplet of random variables such
that, for all k ∈ N, Uk ∼ U([0, 1]) is independent from (Xk, Yk), which are such as defined
in the proposition for k = 0 and 1 and, for j > 1, have the same distribution as (X1, Y1).
Set H1 = inf{n ∈ N, Un < p(Xn)} and H2 = inf{n ∈ N, Un < p(Yn)}. Then, by
considering the law of (Xk, Uk)k∈N alone, it is clear that XH1 ∼ ν1Qµ1 and, similarly,
YH2 ∼ ν2Qµ2 , so that
Wρ (ν1Qµ1 , ν2Qµ2) 6 E (ρ (XH1 , YH2)) .
7
Different cases are distinguished depending on the value of H1 and H2. In the simplest
case, none of the particles dies:
E (ρ (XH1 , YH2)1H1=H2=0) = E
(
ρ (X0, Y0)1U0>p(X0)∨p(Y0)
)
6 E (ρ (X0, Y0)1U0>min p)
6 (1−min p)E (ρ (X0, Y0)) ,
where we used the independence between U0 and (X0, Y0). In the second case, only one
particle dies: using that ‖ρ‖∞ 6 1/a,
E (ρ (XH1 , YH2)1H1∧H2=0<H1∨H2) 6 a
−1
P (U0 ∈ [p(X0) ∧ p(Y0), p(X0) ∨ p(Y0)])
= a−1E (|p(X0)− p(Y0)|)
6 a−1γLλE (|X0 − Y0|)
6 (aβ)−1γLλE (ρ(X0, Y0)) .
In the third case, both particles die k > 1 times:
E (ρ (XH1 , YH2)1H1=H2=k) = E

ρ (Xk, Yk)1Uk>p(Xk)∨p(Yk)
k−1∏
j=0
1Uj<p(Xj)∧p(Yj)


6 q0q
k−1
1 E (ρ (Xk, Yk)1Uk>min p)
6 q0q
k−1
1 (1−min p)E (ρ (X1, Y1)) .
Finally, combining the computations of the last two cases, the fourth one reads, for k > 1,
E (ρ (XH1 , YH2)1H1∧H2=k<H1∨H2) 6 a
−1q0qk−11 P (Uk ∈ [p(Xk) ∧ p(Yk), p(Xk) ∨ p(Yk)])
6 (aβ)−1q0qk−11 γLλE (ρ (X1, Y1)) .
Summing these four cases concludes.
2.2 Long-time convergence
For N ∈ N∗ denote ρN the metric on TdN given by
ρN (x, y) =
N∑
i=1
ρ(xi, yi) .
Proposition 5. There exists c2 > 0 (that depends only on the drift b of (1) and on the
dimension d) such that for all γ ∈ (0, γ0] N ∈ N, and all µ, ν ∈ P(TdN ),
WρN (µRN,γ , νRN,γ) 6 (1− γκ)WρN (µ, ν) .
with
κ = c1 − c2Lλeγ‖λ‖∞ . (6)
This means that, with respect to the metric ρN , RN,γ has a Wasserstein curvature of
γκ in the sense of [7].
Proof. It is in fact sufficient to prove this for µ = δx and ν = δy for any x, y ∈ TdN .
Indeed, assuming the result proven for Dirac masses, in the general case, considering
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(X0,Y0) an optimal coupling of µ and ν and (X1,Y1) an optimal coupling of R(X0, ·)
and R(Y0, ·), then X1 ∼ µR and Y1 ∼ νR, so that
WρN (µR, νR) 6 E (ρN (X1,Y1))
= E (E (ρN (X1,Y1) | (X0,Y0)))
= E (E (WρN (δX0R, δY0R) | (X0,Y0)))
6 (1− γκ)E (ρN (X0,Y0))
= (1− γκ)WρN (µ, ν) .
Hence, in the following, we fix x, y ∈ TdN . Let (Xi, Yi)i∈J1,NK be independent pairs
of random variables in Td where, for all i ∈ J1, NK, (Xi, Yi) is an optimal coupling of
Qpi(x)(xi, ·) and Qpi(y)(yi, ·). Then (X,Y) is a coupling of R(x, ·) and R(y, ·), so that
WρN (δxR, δyR) 6 E (ρN (X,Y)) =
N∑
i=1
E (ρ (Xi, Yi))
=
N∑
i=1
Wρ
(
Qpi(x)(xi, ·), Qpi(y)(yi, ·)
)
.
We want to apply Proposition 4 with µ1 = pi(x), ν1 = δxi , µ2 = pi(y) and ν2 = δyi . To
do so, for all i ∈ J1, NK, we consider (X˜i, Y˜i) an optimal coupling of K(xi, ·) and K(yi, ·).
From Proposition 3,
E
(
ρ
(
X˜i, Y˜i
))
6 (1− c1γ) ρ(xi, yi) . (7)
Moreover, if J ∼ U(J1, NK) is independent from the (X˜i, Y˜i)’s, we remark that (X˜J , Y˜J)
is a coupling of pi(x)K and pi(y)K. Proposition 4 applied with these couplings reads, for
all i ∈ J1, NK,
Wρ
(
Qpi(x)(xi, ·), Qpi(y)(yi, ·)
)
6 h
(
E
(
ρ(X˜i, Y˜i)
)
+
qi
1− q∗E
(
ρ(X˜J , Y˜J)
))
(8)
where, if U ∼ U([0, 1]) is independent from the previous variables,
qi := P
(
U < p(X˜i) ∧ p(Y˜i)
)
and, conditionning on the value of J ,
q∗ := P
(
U < p(X˜J) ∧ p(Y˜J)
)
=
1
N
N∑
i=1
qi .
Summing (8) over i ∈ J1, NK and applying (7) yields
WρN (δxR, δyR) 6 h
(
(1− c1γ)
N∑
i=1
ρ(xi, yi) +
Nq∗
1− q∗E
(
ρ(X˜J , Y˜J)
))
.
Applying Proposition 3 again,
E
(
ρ(X˜J , Y˜J )
)
=
1
N
N∑
i=1
E
(
ρ(X˜i, Y˜i)
)
6
1
N
(1− c1γ)
N∑
i=1
ρ(xi, yi) ,
and the previous inequality becomes
WρN (δxR, δyR) 6
h (1− c1γ)
1− q∗ ρN (x, y) .
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Bounding 1− q∗ > 1−max p > exp(−γ‖λ‖∞) and max p−min p 6
√
d/2γLλ yields
h (1− c1γ)
1− q∗ 6 (1− c1γ)
1−max p+max p−min p+ (aβ)−1γLλ
1−max p
6 1− c1γ + γLλeγ‖λ‖∞
(
(aβ)−1 +
√
d
)
,
which concludes.
As a direct consequence, assuming that (4) holds with c0 = c1/c2, then Proposition 5
gives the contraction
WρN (µRm, νRm) 6 e−κmγWρN (µ, ν) ,
with κ > 0 that does not depends on N nor on γ. Since P(TdN ) is complete for W1
(hence with WρN ) the Banach fixed-point theorem implies then that R admits a unique
invariant measure toward which it converges at rate γκ.
In the rest of the paper, κ is given by (6) (but is not necessarily assumed positive).
2.3 Propagation of chaos
Recall that ηk is the law at time k of the non-homogeneous Markov chain (Yk)k∈N on Td
introduced in Section 1.2 with transition kernels Qηk and initial condition η0, and that
R = RN,γ is the transition kernel of the Markov chain (Xk)k∈N on TdN .
Lemma 6. There exist C1 > 0 such that for all N ∈ N , γ ∈ (0, γ0], η ∈ P(Td) and
µ ∈ P(TdN ),
WρN
(
µR, µQ⊗Nη
)
6 γNC1
∫
TdN
Wρ (pi(x), η) µ(dx) .
Proof. Similarly to the proof of Proposition 5, we start with the case µ = δx for some
x ∈ TdN . Let (Xi, Yi)i∈J1,NK be N independent pairs of random variable such that for
all i ∈ J1, NK, (Xi, Yi) is an optimal coupling of Qpi(x)(xi, ·) and Qη(xi, ·). Then (X,Y)
is a coupling of RN (x, ·) and Q⊗Nη (x, ·), so that
WρN
(
δxRN , δxQ
⊗N
η
)
6 E (ρN (X,Y ))
=
N∑
i=1
E (ρ(Xi, Yi)) =
N∑
i=1
Wρ
(
δxiQpi(x), δxiQη
)
.
From Proposition 4 (bounding q0 6 max p 6 γ‖λ‖∞ and 1 − q1 > 1 − max p >
exp(−γ0‖λ‖∞))
Wρ
(
δxiQpi(x), δxiQη
)
6 γ‖λ‖∞
(
1 + (aβ)−1γ0Lλ
)
eγ0‖λ‖∞Wρ (pi(x), η)
:= γC1Wρ (pi(x), η) .
Now in the general case where µ is not a Dirac mass, considering Z0 ∼ µ, and (Z1, Z2)
an optimal coupling of R(Z0, ·) and Q⊗Nη (Z0, ·) and conditioning with respect to Z0,
WρN
(
µRN , µQ
⊗N
η
)
6 E (ρN (Z1, ZN )) 6 γNC1E (Wρ (pi(Z0), η)) .
Proposition 7. There exist C2, C3 > 0 such that for all N ∈ N, γ ∈ (0, γ0], m ∈ N and
η0 ∈ P(Td), first,
WρN
(
η⊗N0 R
m, η⊗Nm
)
6 C2Nα(N)γ
m∑
s=1
(1− γκ)s−1 , (9)
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and second, if (Xk)k∈N is a Markov chain with initial distribution η⊗N0 and transition
kernel R, then
E (Wρ (pi(Xm), ηm)) 6 C3α(N)
(
1 + γ
m∑
s=1
(1− γκ)s−1
)
. (10)
Remark that when κ > 0, γ
∑m
s=1(1−γκ)s−1 6 1/κ so that (9) and (10) yield uniform
in time estimates. On the contrary, when k < 0, the estimates are exponentially bad in
t = mγ.
Proof. We start with the proof of (9), for m > 1 (the case m = 0 being trivial). From
the triangular inequality, Proposition 5 and Lemma 6,
rm := WρN
(
η⊗N0 R
m, η⊗Nm
)
6 WρN
(
η⊗N0 R
m, η⊗Nm−1R
)
+WρN
(
η⊗Nm−1R, η
⊗N
m−1Q
⊗N
ηm−1
)
6 (1− κγ)rm−1 + γNC1
∫
TdN
Wρ (pi(x), ηm−1) η⊗Nm−1(dx) .
Since Wρ 6 W1, estimating the last term is a classical question, that is to bound the
expected Wasserstein distance between the empirical measure of a sample of N inde-
pendent and identically distributed random variables and their common law. From [6,
Theorem 1] (and since on the torus the moments of probability measures are uniformly
bounded), there exists some C ′ > 0 independent from η0, m, N and γ such that∫
TdN
W1 (pi(x), ηm−1) η⊗Nm−1(dx) 6 C ′α(N) .
Since r0 = 0, a direct induction concludes the proof of (9).
To prove (10), let (X,Y) be an optimal coupling of η⊗N0 R
m and η⊗Nm . Considering
J ∼ U(J1, NK) independent from (X,Y) then, conditionally to (X,Y), (XJ , YJ) is a
coupling of pi(X) and pi(Y), so that
Wρ (pi(X), pi(Y)) 6 E (ρ(XJ , YJ) | (X,Y)) = 1
N
ρN (X,Y) .
Taking the expectation in
Wρ (pi(X), ηk) 6 Wρ (pi(X), pi(Y)) +Wρ (pi(Y), ηk) ,
we conclude with (9) and [6, Theorem 1] again.
Corollary 8. With the notations of Proposition 7, for all k ∈ J1, NK,
Wρk
(
Law(X1,m, . . . ,Xk,m), η⊗km
)
6 C2kα(N)γ
m∑
s=1
(1− γκ)s−1 .
Proof. Let (X,Y) be an optimal coupling of η⊗N0 R
m and η⊗Nm , and let σ be uniformly
distributed over the set of permutations of N elements, independent from (X,Y). Since
the laws of X and Y are exchangeable, Xσ = (Xσ(1), . . . ,Xσ(N)) has the same law as
X, in particular (Xσ(1), . . . ,Xσ(k)) has the same law as (X1, . . . ,Xk). The same goes for
Yσ, and
E
(
k∑
i=1
ρ(Xσ(i), Yσ(i))
)
= kE
(
ρ(Xσ(1), Yσ(1))
)
=
k
N
E (ρN (X,Y))
=
k
N
WρN
(
η⊗N0 R
m, η⊗Nm
)
,
and Proposition 7 concludes.
Corollary 8 means that, for any fixed k ∈ N∗, as N goes to infinity, the k-marginals
of the system of particles converge toward the law of k independent non-linear chains,
which is the so-called propagation of chaos phenomenon.
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2.4 Discrete to continuous time
We start by defining (Y t)t>0 and (Xt)t>0 the continuous-time analoguous of the chains
(Yk)k∈N on Td and (Xk)k∈N on TdN defined in Section 1.2. We start with the non-linear
process. For t > 0, let
ηt = Law(Zt | T > t)
where Z solves (1) with initial distribution η0 and T is given by (2). We define (Y t)t>0
as follows. Set Y 0 = Z0 ∼ η0, T0 = 0 and suppose that Tn and (Y t)t∈[0,Tn] have been
defined for some n ∈ N. Let (Bt)t>0 be a new Brownian motion on Td and E ∼ E(1),
independent one from the other. Let Y˜ be the solution of
dY˜t = b(Y˜t)dt+ dBt
for t > Tn with Y˜Tn = Y Tn and let
Tn+1 = inf
{
t > Tn, E 6
∫ t
Tn
λ(Y˜s)ds
}
.
For t ∈ (Tn, Tn+1), set Y t = Y˜t. Finally, draw a new Y Tn+1 according to ηTn+1 . By
induction Tn and (Yt)t∈[0,Tn] are then defined for all n ∈ N. Since λ is bounded, Tn
almost surely goes to infinity when n → ∞ so that (Y t)t>0 is defined for all t > 0.
Similarly to Proposition 1, it can be established that Law(Y t) = ηt for all t > 0.
Now, as in Section 1.2, from the non-linear process (Y t)t>0, the interacting particles
(Xt)t>0 are obtained by replacing ηt by the empirical distribution of the system when
particles die and are resurrected.
More precisely, let (Ei,k, Bi,k, Ji,k)i∈J1,NK,k∈N be a family of independent triplet of
independent random variables where, for all i ∈ J1, NK and k ∈ N, Ei,k ∼ E(1), Ji,k ∼
U(J1, NK) (except if k = 0, in which case Ji,k = i almost surely) and Bi,k = (Bi,k,t)t>0
is a d-dimensional Brownian motion. From these variables, we simultaneously define by
induction the process and its death times (Ti,k)i∈J1,NK,k∈N as follows. First, set X0 = x
and Ti,0 = 0 for all i ∈ J1, NK. For all i ∈ J1, NK, set Xˆi,0,0 = xi and for k > 1, set
Xˆi,k,Ti,k = lim
t
<→Ti,k
XJi,k,t . (11)
For all k ∈ N, for t > Ti,k, let Xˆi,k solve
dXˆi,k,t = b
(
Xˆi,k,t
)
dt+ dBi,k,t ,
set
Ti,k+1 = Ti,k + inf
{
t > 0, Ei,k 6
∫ t
0
λ
(
Xˆi,k,s
)
ds
}
and for all t ∈ [Ti,k, Ti,k+1), set Xi,t = Xˆi,k,t.
Then Xt = (X1,t, . . . ,XN,t) is well-defined for all t > 0. Indeed, it is well defined for
all t < S1 := min{Ti,1, i ∈ J1, NK} the first death time of some particle, and is equal
on this interval to (Xˆ1,0,t, . . . , XˆN,0,t), which is continuous on [0, S1]. Hence, the limits
involved in (11) are well defined for k = 1 and all i ∈ J1, NK such that Ti,1 = S1. Then
the algorithm above similarly defines the process up to the second time some particles
die, etc.
Remark that most of the times (11) simply reads Xˆi,k,Ti,k = XJi,k,Ti,k (at its k
th death
time, the ith particle is resurrected at the current position of the J thi,k particle). Indeed,
the only case when this is not true is when the J thi,k particle dies at time Ti,k. Since the
probability that two or more particles die simultaneously is zero, this almost surely only
occurs if Ji,k = i, i.e. if the particle is resurrected at its own position.
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Denote (Pt)t>0 the Markov semi-group associated with (Xt)t>0, i.e. for all t > 0, Pt
is the Markov kernel given by
Ptf(x) = E (f(Xt) | X0 = x) .
We sometimes write Pt = PN,t to specify the number of particles.
Lemma 9. There exist C4 > 0 such that for all N ∈ N, γ ∈ (0, γ0] and µ ∈ P(TdN ),
WρN (µRN,γ , µPN,γ) 6 NC4γ3/2 .
Proof. As in the proof of Lemma 6, it is sufficient to treat the case µ = δx with a fixed x ∈
T
dN . Let (Xt)t>0 be defined as above from random variables (Ei,k, Bi,k, Ji,k)i∈J1,NK,k∈N.
In particular, Xγ ∼ δxPγ .
To define X1 ∼ δxR, for all i ∈ J1, NK and k ∈ N, consider (X˜i,k,t)t>0 the solution to
X˜i,k,0 = xJi,k and
dX˜i,k,t = b
(
X˜i,k,0
)
dt+ dBi,k,t .
Denoting
Hi = inf
{
k ∈ N, Ei,k > γλ
(
X˜i,k,γ
)}
,
set X1 := (X˜1,H1,γ , . . . , X˜N,HN ,γ).
Then (X1,Xγ) is a coupling of R(x, ·) and Pγ(x, ·), so that
WρN (R(x, ·), Pγ(x, ·)) 6 E
(
ρN (X1,Xγ)
)
=
N∑
i=1
E
(
ρ(Xi,1,X i,γ)
)
.
We now distinguish four cases, considering the events
Bi,1 = {Hi = 0 and Ti,1 > γ}
Bi,2 = {Hi = 1 and Ti,1 6 γ < Ti,2 ∧ TJi,0,1}
Bi,3 = {Hi = 1 and Ti,1 > γ} ∪ {Hi = 0 and Ti,1 6 γ}
Bi,4 = {Hi > 2} ∪ {Ti,2 6 γ} ∪ {Ti,1 ∨ TJi,0,1 6 γ} ,
that is, respectively: none of the two ith particles dies; both the ith particles die exactly
once; one particle dies but not the other; at least two deaths are involved for one of the
two particle. For all i ∈ J1, NK, Ω = ∪4j=1Bi,j, so that
E
(
ρ(Xi,1,X i,γ)
)
6 E
(
ρ(Xi,1,X i,γ)
(
1Bi,1 + 1Bi,2 + 1Bi,3 + 1Bi,4
))
.
Conclusion follows by gathering the four cases.
Case 1. It reduces to the classical case of diffusions, since
E
(|Xi,1 −X i,γ |1Bi,1) = E(|X˜i,0,γ − Xˆi,0,γ |1Bi,1) 6 E(|X˜i,0,γ − Xˆi,0,γ |) .
Then
|X˜i,0,t − Xˆi,0,t| =
∣∣∣∣
∫ t
0
(
b(xi)− b
(
Xˆi,0,s
))∣∣∣∣ds
6 ‖∇b‖∞
∫ t
0
(
|X˜i,0,s − Xˆi,0,s|+ |xi − X˜i,0,s|
)
ds
By the Gronwall Lemma, for all t > 0, almost surely,
sup
s∈[0,t]
|X˜i,0,t − Xˆi,0,t| 6 ‖∇b‖∞et‖∇b‖∞
∫ t
0
|xi − X˜i,0,s|ds . (12)
13
Since X˜i,0,s is a Gaussian variable with mean xi + sb(xi) and variance s,
E
(
|xi − X˜i,0,s|
)
6 sb(xi) + E
(
|xi + sb(xi)− X˜i,0,s|
)
6 ‖b‖∞s+
√
s . (13)
As a consequence, for γ 6 γ0,
E
(
|X˜i,0,γ − Xˆi,0,γ |
)
6 ‖∇b‖∞eγ0‖∇b‖∞
∫ γ
0
E
(
|xi − X˜i,0,s|
)
ds 6 cγ3/2 . (14)
Case 2. We bound
E
(|Xi,1 −Xi,γ |1Bi,2) 6 E((|X˜i,1,γ − xJi,0 |+ |Xˆi,1,γ − xJi,0 |)1Bi,2) .
Similarly to (13),
E
(
|X˜i,1,γ − xJi,0 |1Bi,2
)
6 E
(
|X˜i,1,γ − xJi,0 |1Ei,06γ‖λ‖∞
)
6 cγ3/2 ,
where we used the independence of Ei,0 from Ji,1 and (X˜i,1,t)t>0. Denote (X
′
i)t>0 the
solution of
dX ′i,t = b
(
X ′i,t
)
dt+
{
dBJi,0,0,t for t < Ti,0
dBi,1,t for t > Ti,0 .
with X ′i,0 = xJi,0 . Under the event Bi,2, Xˆi,1,γ = X
′
i,γ . Moreover, Ji,0, BJi,0,0 and Bi,1 are
independent from Ti,0 and thus, by the strong Markov property, (X
′
i,t)t>0 is independent
from Ti,0 and conditionally to Ji,0 it has the same distribution as XˆJi,0,0,t (namely it is
a diffusion solving (1) with initial condition xJi,0). Hence,
E
(
|Xˆi,1,γ − xJi,0 |1Bi,2
)
6 E
(
|X ′i,γ − yJi,0 |1Ei,06γ‖λ‖∞
)
6 c′γ3/2 .
Case 3. We bound
E
(
ρ(Xi,1,X i,γ)1Bi,3
)
6
1
a
P (Bi,3)
6
1
a
P
(∫ γ
0
λ(Xˆi,0,s)ds ∧
(
γλ(X˜i,0,γ)
)
6 Ei,0 6
∫ γ
0
λ(Xˆi,0,s)ds ∨
(
γλ(X˜i,0,γ)
))
=
1
a
E
(∣∣∣∣exp
(
−
∫ γ
0
λ(Xˆi,0,s)ds
)
− exp
(
−γλ(X˜i,0,γ)
)∣∣∣∣
)
6
1
a
E
(∣∣∣∣
∫ γ
0
λ(Xˆi,0,s)ds− γλ(X˜i,0,γ)
∣∣∣∣
)
.
Now, ∣∣∣∣
∫ γ
0
λ(Xˆi,0,s)ds− γλ(X˜i,0,γ)
∣∣∣∣ 6 Lλ
(∫ γ
0
|Xˆi,0,s − xi|ds+ γ|xi − X˜i,0,γ |
)
.
Using (12) together with (13) yields
E
(
ρ
(
Xi,1,X i,γ
)
1Bi,3
)
6 c3γ
3/2 .
Case 4. We bound
E
(
ρ
(
Xi,1,X i,γ
)
1Bi,4
)
6
1
a
P (Bi,4)
6 P (Ei,0 ∨ Ei,1 6 γ‖λ‖∞) + P
(
Ei,0 ∨ EJi,0,0 6 γ‖λ‖∞
)
6 2
(
1− e−γ‖λ‖∞
)2
6 2γ2‖λ‖2∞ .
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Proposition 10. There exist C5 > 0 such that for all N ∈ N , γ ∈ (0, γ0] and η0 ∈
P(Td),
WρN
(
µRmN,γ , µPN,mγ
)
6
√
γNC5γ
m∑
s=1
(1− γκ)s−1 .
As for Proposition 7, when κ > 0, γ
∑m
s=1(1−γκ)s−1 6 1/κ so that (9) and (10) yield
uniform in time estimates. On the contrary, when k < 0, the estimates are exponentially
bad in t = mγ.
Proof. The proof is similar to Proposition 7. Denoting µm = µR
m and νm = µPmγ ,
from the triangular inequality, Proposition 5 and Lemma 9,
rm := WρN (µm, νm) 6 WρN (µm, νm−1R) +WρN (νm−1R, νm−1Pγ)
6 (1− γκ)rm−1 +NC4γ3/2 ,
and an induction concludes.
2.5 Conclusion
In this section we use the notations of the previous ones, in particular κ is given by (6)
and the constants C2, C3 and C5 are those of Propositions 7 and 10. We can now gather
all these previous results.
We start with the following simple preliminary result.
Lemma 11. For all N ∈ N and µ, ν ∈ P(Td),
WρN
(
µ⊗N , ν⊗N
)
= NWρ (µ, ν) .
Proof. By considering N independent couplings (Xi, Yi)i∈J1,NK,
WρN
(
µ⊗N , ν⊗N
)
6 E (ρN (X,Y)) =
N∑
i=1
E (ρ(Xi, Yi)) = NWρ (µ, ν) .
Conversely, if (X,Y) is an optimal coupling of µ⊗N and ν⊗N , then
Wρ (µ, ν) 6 E (ρ(X1, Y1)) = 1
N
E (ρN (X,Y)) =
1
N
Wρ
(
µ⊗N , ν⊗N
)
.
Remark that the second part of the proof also applies for µ, ν ∈ P(TdN ) that are
exchangeable (i.e. invariant by any permutation of the d-dimensional coordinates), in
which case, denoting, µ(1) and ν(1) their d-dimensional marginals, we get that
Wρ
(
µ(1), ν(1)
)
6
1
N
WρN (µ, ν) .
Letting either γ vanish or N go to infinity in Proposition 5, we obtain long-time con-
vergence for, respectively, the non-homogeneous self-interacting Markov chain (Yk)k∈N
introduced in Section 1.2 and the continuous-time Markov chain (Xt)t>0 defined in Sec-
tion 2.4.
Corollary 12. Let (ηn)n∈N be such as defined in Section 1.2, and (η˜n)n∈N be similarly
defined but with a different initial distribution η˜0 ∈ P(Td). For all m ∈ N and all
γ ∈ (0, γ0],
Wρ (ηm, η˜m) 6 (1− γκ)mWρ(η0, η˜0) .
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Corollary 13. For all N ∈ N∗, t > 0 and µ, ν ∈ P(TdN ),
WρN (µPN,t, νPN,t) 6 e−κtWρN (µ, ν) .
Proofs of Corollaries 12 and 13. By the triangular inequality,
Wρ
(
η⊗Nm , η˜
⊗N
m
)
6 Wρ
(
η⊗Nm , η
⊗N
0 R
m
)
+Wρ
(
η⊗N0 R
m, η˜⊗N0 R
m
)
+Wρ
(
η˜⊗N0 R
m, η˜⊗Nm
)
6 (1− γκ)mWρ(η⊗N0 , η˜⊗N0 ) + 2C2Nα(N)γ
m∑
s=1
(1− γκ)s−1 .
where we applied Propositions 5 and 7. Using Lemma 11, dividing by N and letting N
go to infinity concludes the proof of Corollary 12.
Similarly, Corollary 13 is a direct consequence of Propositions 5 and 10, letting m go
to infinity at a fixed t and N in
WρN (µPN,t, νPN,t) 6 WρN
(
µPN,t, µR
m
N,t/m
)
+WρN
(
µRmN,t/m, νR
m
N,t/m
)
+WρN
(
νRmN,t/m, νPN,t
)
.
We now turn to the continuous-time limit of the non-linear chain (Yk)k∈N.
Lemma 14. There exists C6 > 0 such that for all η0 ∈ P(Td) and all γ ∈ (0, γ0], if
(ηn)n∈N is such as defined in Section 1.2, and (ηt)t>0 is such as defined in Section 2.4
(with η0 = η0), then
W1
(
η1, ηγ
)
6 C6γ
3/2 .
Proof. We could follow the proof of Lemma 9, but, using the notations of the introduc-
tion, we will rather use the fact that
η1 = Law
(
Z˜1 | T˜ > γ
)
, ηγ = Law (Zγ | T > γ) ,
where the gaussian variable G0 in (3) is equal to Bγ/
√
γ where (Bt)t>0 is the Brownian
motion involved in (1), and T and T˜ are defined with the same E ∼ E(1). Recall the
estimate (14) for the error from an Euler scheme to its initial diffusion. Then we bound
E
(
|Z˜1 − Zγ | | T > γ, T˜ > γ
)
6
(
P
(
T > γ, T˜ > γ
))−1
E
(
|Z˜1 − Zγ |
)
6
(
1− e−γ0‖λ‖∞
)−1
cγ3/2 ,
which concludes.
Corollary 15. Keeping the notations of Lemma 14, for all γ ∈ (0, γ0], m ∈ N and
η0 ∈ P(TdN ),
Wρ
(
ηm, ηmγ
)
6
√
γC6γ
m∑
s=1
(1− γκ)s−1 .
Proof. Denoting rm =Wρ
(
ηm, ηmγ
)
, we bound
rm 6 Wρ
(
ηm, ηm−1Qηm−1
)
+Wρ
(
ηm−1Qηm−1 , ηmγ
)
6 (1− γκ) rm−1 + C6γ3/2 ,
where we used Lemma 14 and Corollary 12. An induction concludes.
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We can now prove propagation of chaos results for the continuous-time process:
Corollary 16. For all N ∈ N, k ∈ J1, NK and all t > 0, if (Xt)t>0 is a Markov process
with initial distribution η⊗N0 associated to the semigroup (PN,t)t>0 then, first,
Wρk
(
Law(X1,t, . . . ,Xk,t), η⊗kt
)
6 C2kα(N)
∫ t
0
e−κsds ,
and second,
E
(Wρ (pi(Xt), ηt)) 6 C3α(N)
(
1 +
∫ t
0
e−κsds
)
.
Proof. As shown in the proof of Proposition 7, if (X,Y) is an optimal coupling of µ and
ν,
E (Wρ (pi(X), pi(Y))) 6 1
N
WρN (µ, ν) .
Thus, considering a time step γ = t/m, m ∈ N, we decompose
Wρ
(
pi(Xt), ηt
)
6 Wρ
(
pi(Xt), pi(Xm)
)
+Wρ (pi(Xm), ηm) +Wρ (ηm, ηt) ,
take the expectation, apply Propositions 7 and 10 and Corollary 15 and let m go to
infinity. This proves the second point, and the proof of the first one is similar, with
Corollary 8.
Up to now, we have sent either N or γ to their limit. When κ > 0, if we let t = mγ
go to infinity at fixed N and γ, we recover results on the equilibria of the processes.
Indeed, note that Corollary (12) together with the Banach fixed-point theorem imply
that n 7→ ηn admits a limit which is independent from η0. Together with Proposition 1,
this is the unique QSD of the Markov chain (3). Denote it νγ . Similarly, Proposition 5
implies that RN,γ admits a unique invariant measure. Denote it µ∞,N,γ , and µ
(k)
∞,N,γ its
first kd-dimensional marginal for k ∈ J1, NK (i.e. the law of (X1, . . . ,Xk) if X ∼ µ∞,N,γ).
Third, Corollary 13 implies that (PN,t)t>0 admits a unique invariant measure µ∞,N .
Corollary 17. If κ > 0, then for all N ∈ N and γ ∈ (0, γ0]
WρN
(
µ∞,N,γ, µ∞,N
)
6
√
γNκ−1C5 ,
Corollary 18. If κ > 0, then for all N ∈ N, k ∈ J1, NK and γ ∈ (0, γ0], first,
Wρk
(
µ
(k)
∞,N,γ, ν
⊗k
γ
)
6 κ−1C2kα(N) ,
and second,
Eµ∞,N,γ (Wρ (pi(X), νγ)) 6 κ−1C3α(N) .
Proofs of Corollaries 17 and 18. Considering any η0 ∈ P(Td) and m ∈ N,
WρN
(
µ∞,N,γ, µ∞,N
)
6 WρN
(
µ∞,N,γ, η⊗N0 R
m
)
+WρN
(
η⊗N0 R
m, η⊗N0 Pγm
)
+WρN
(
η⊗N0 Pγm, µ∞,N
)
Apply Proposition 5 with µ = µ∞,N,γ and ν = η⊗N0 , Corollary 13 with the same ν and
with µ = µ∞,N , and Proposition 10. Letting m go to infinity concludes the proof of
Corollary 17. The proof of Corollary 18 is similar (based on Proposition 7 and Corol-
lary 8, like Corollary 16).
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Next, we can send two parameters to their limit. Sending N to infinity and γ to
zero, we get the long time convergence of the non-linear process (Y t)t>0 introduced in
Section 2.4 (or, equivalently, of the process Z solving (1) conditionned not to be dead):
Corollary 19. Let (ηt)t>0 be such as defined in Section 1.2, and (ηˆt)t>0 be similarly
defined but with a different initial distribution ηˆ0 ∈ P(Td). For all t > 0,
Wρ (ηt, ηˆt) 6 e−κtWρ(η0, ηˆ0) .
Proof. Thanks to Corollary 15, let γ = t/m vanish in Corollary 12.
In particular, if ηˆ0 is the QSD ν∗ , by definition, ηˆt = ν∗ for all t > 0, so that
Corollary 19 yields the uniqueness of the QSD and the exponential convergence of
Law(Zt | T > t) toward ν∗ (which is a result in the spirit of [2]).
Now, at a fixed γ > 0, letting t and N go to infinity, we obtain an error bound
between the QSD ν∗ of the continus process (1) and the QSD νγ of the discrete scheme.
Corollary 20. If κ > 0, then for all γ ∈ (0, γ0]
Wρ (νγ , ν∗) 6 √γκ−1C6 ,
Proof. Thanks to Corollaries 12 and 19 (applied with one of the initial condition being
the equilibrium), let m go to infinity in Corollary 15.
Finally, letting γ vanish and t go to infinity at a fixed N ∈ N, we obtain a propagation
of chaos result at stationarity (as established in [9] in the case of a finite state space) for
the continuous time system of interacting particle (Xt)t>0 introduced in Section 2.4.
Corollary 21. If κ > 0 and if X is a random variable with law µ∞,N , then for all N ∈ N
and k ∈ J1, NK,
WρN
(
Law(X1, . . . ,Xk), ν⊗k∗
)
6 κ−1C2kα(N) ,
and second,
E
(Wρ (pi(X), ν∗)) 6 C3α(N) (1 + κ−1) .
Proof. The proof is similar to Corollary 16, letting t go to infinity in Corollary 16 thanks
to Corollaries 13 and 19.
Finally, we detail the proof of our main result.
Proof of Theorem 2. Let c0 = c1/c2 so that, under the condition (4), κ > 0. For η0 ∈
P(Td), let (X,Y) be an optimal coupling of µ0R⌊t/γ⌋ and η⊗N0 R⌊t/γ⌋. As in the proof of
Proposition 7,
E (Wρ (pi(X), pi(Y))) 6 1
N
WρN
(
µR⌊t/γ⌋, η⊗N0 R
⌊t/γ⌋
)
6 ae−κ(t−γ0) ,
where we used Proposition 5 and the fact that ρN (x, y) 6 Na for all x, y ∈ TdN . Then,
by the triangular inequality,
Wρ (pi(Y), ν∗) 6 Wρ
(
pi(Y), η⌊t/γ⌋
)
+Wρ
(
η⌊t/γ⌋, νγ
)
+Wρ (νγ , ν∗) .
Taking the expectation, applying Proposition 7 and Corollaries 12 (applied with η˜0 = νγ)
and 20, the boundedness of ρ and the equivalence of Wρ and W1 concludes.
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