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Abstract
We study dispersion relations of hydrodynamic waves of hot N=4 SYM plasma
at strong coupling with a finite U(1) R-charge chemical potential via holography.
We first provide complete equations of motion of linearized fluctuations out of a
charged AdS black-hole background according to their helicity, and observe that
helicity ±1 transverse shear modes receive a new parity-odd contribution from the
5D Chern-Simons term, which is dual to 4D U(1)3 anomaly. We present a systematic
solution of the helicity ±1 wave equations in long wave-length expansion, and obtain
the corresponding dispersion relations. The results depend on the sign of helicity,
which may be called chiral shear waves.
1bsahoo@ictp.it
2hyee@ictp.it
1 Introduction and summary of results
According to AdS/CFT dictionary, 4-dimensional triangle anomaly of a global symmetry
maps to a 5-dimensional Chern-Simons term of the corresponding gauge symmetry [1]. As
the Chern-Simons term enters the equation of motion for the gauge field, one is allowed to
study dynamical aspects of triangle anomaly at strong coupling via holography. A partic-
ularly interesting situation is finite temperature plasma with non-zero chemical potential,
which might be relevant in RHIC experiments. There has been a number of important
studies on this aspect, such as chiral magnetic effects [2, 3, 4, 5, 6, 7], hydrodynamic
constitutive relations with triangle anomaly [8, 9], etc to name a few examples.
In this work, we intend to study dynamical effects of triangle anomaly to long wave-
length hydrodynamic waves, focusing on their dispersion relations, via holography. Our
aim is to analyze relevant linearized hydrodynamic modes in the background of charged
AdS black-brane in the presence of 5D Chern-Simons coupling, which is holographic dual
to 4D chiral anomaly. Not to be too arbitrary, we choose to study U(1) R-charged plasma
of N=4 super Yang-Mills in field theory side, and for that we have a consistent 5D gauged
supergravity truncation to the Einstein gravity plus U(1) Maxwell theory with a Chern-
Simons term. The action reads as
(16πG5)L = R + 12− 1
4
FMNF
MN − κ
4
√−g5 ǫ
MNPQRAMFNPFQR , (1.1)
where κ = 1
3
√
3
for N=4 SYM, and we leave it arbitrary in our analysis. An exact charged
black-brane solution of Reisner-Nordstrom type for this theory is known, and has been
used in holographic contexts for other purposes previously [10, 11, 12, 13, 14]. Note that
N=4 super Yang-Mills in the presence of finite U(1) R-charge density is a chiral theory,
due to its U(1)3 anomaly.
We first present complete equations of motion for linearized fluctuations out of the
charged black-hole background, and classify them according to their helicity with respect
to the SO(2) rotation symmetry transverse to the propagating direction. We adopt the
Eddington-Finkelstein coordinate where simple regularity at the horizon is enough to
implement the physical incoming boundary condition [6, 15]. We observe that the Chern-
Simons term affects only the transverse shear modes of helicity ±1, that we will mainly
concern about subsequently. We develop a useful technique to solve the wave equations,
and provide a systematic solution of the wave equations in long wave-length expansion,
which in principle allows one to proceed up to arbitrary higher order. A concise formula
1
for dispersion relations is obtained along the way, and we compute a few relevant lowest
order terms explicitly, including the first non-trivial effect from anomaly. Our result is
ω ≈ −i r
3
H
4m
k2 ± i κQ
3
8m2r3H
k3 + O
(
k4
)
: helicity ± 1 , (1.2)
where O(k3) term (in fact any term with odd powers in k ) is the new effect from chiral
anomaly. The dispersion relations are chiral, that is, the results depend on the sign of
the helicity, which can easily be expected from the chiral nature of N=4 SYM at finite
R-charge density. It will be interesting to obtain similar chiral dispersion relations from
perturbative field theory calculations at weak coupling. We leave analysis of other helicity
modes, especially helicity 0 sound channel, to the future.
In fact, dispersion relations are in close relation to the constitutive relations in ref.[8],
and one should in principle be able to relate them. In this respect, our computation may
also be considered as providing one consistency check for the framework, as the method
in ref.[8] and ours are different from each other; ref.[8] adopted non-linear fluid/gravity
technique [15, 16], while ours is based on linearized quasi-normal analysis [17, 18, 19].
They are two complementary techniques, although one needs to go one step further from
the constitutive relations of the former to get dispersion relations from the latter.
We should also mention that while we are wrapping up our paper, there appeared a
paper ref.[20] that studies essentially same subject to ours. However, we find that our
dispersion relations differ from theirs, especially the term of O(k3), which we think should
be present due to parity-breaking effects of the Chern-Simons coupling, but seems missing
in ref.[20].
2 Complete linearized fluctuations of the charged AdS
black-brane
The equations of motion of the 5-dimensional theory (1.1) consist of Einstein equation
EMN ≡ RMN +
(
4 +
1
12
F 2
)
gMN − 1
2
FPMF
P
N = 0 , (2.3)
and the Maxwell equation of the U(1) gauge field,
MM ≡ ∇NFMN + 3κ
4
√−g5 ǫ
MNPQRFNPFQR = 0 . (2.4)
2
In our convention of cosmological constant in which asymptotic AdS space has unit radius,
the 5-dimensional Newton constant is explicitly given by
G5 =
π
2N2c
, (2.5)
in relating to the dual N=4 super Yang-Mills theory. The equations of motion allow
an exact charged black-brane solution, which should holographically describe a finite
temperature plasma of N=4 SYM with non-zero U(1) R-charge chemical potential,
ds2 = −r2V (r)dt2 + 2dtdr + r2
3∑
i=1
(
dxi
)2
, V (r) = 1− m
r4
+
Q2
3r6
,
A =
(
−Q
r2
+
Q
r2H
)
dt , (2.6)
where the horizon r = rH is located at the largest root of V (r) = 0
1. By studying
small fluctuations of long wave-length in the above background, one can study linearized
hydrodynamic waves of N=4 SYM at strong coupling in the presence of finite U(1) R-
charge density. See refs.[12, 13] for non-linear approaches via the technique of fluid/gravity
correspondence.
Note that the above black-brane solution is written in Eddington-Finkelstein coordi-
nate. As explained in ref.[6], physical incoming boundary condition at the horizon can
easily be achieved in this coordinate by requiring only regularity at the horizon, which
makes solving the wave equations a lot simpler than the usual Poincare-type coordinate.
Simply put, this is because the regular wave functions in Eddington-Finkelstein coordinate
contain the necessary incoming-wave phase factor automatically. We refer to the section
3 in ref.[6] for details.
Writing linearized fluctuations from the above background (g(0), A(0)) as
gMN = g
(0)
MN + δgMN , AM = A
(0)
M + δAM , (2.7)
the first order variations of the equations of motion EMN = 0 and MM = 0 provide
complete equations of motion for the fluctuations (δg, δA). Using diffeomorphisms and
gauge transformations, one is allowed to work in the gauge where
δgrr =
3∑
i=1
(δgii) = δAr = 0 , δgri = 0 , i = 1, 2, 3 . (2.8)
1Note that our normalization convention of the gauge field and the definition of Q differ from those
in previous literatures such as refs.[12, 13], but it is easy to translate between them.
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Since we are working directly with equations of motion, there is no issue of further con-
straints for the gauge choice. Also, it is important to remember that while we keep only
first order variations inmagnitude of fluctuations, we will keep arbitrary number of deriva-
tives and do not invoke any derivative expansion. This is in contrast to the non-linear
fluid/gravity approaches where one truncates higher order derivatives at each step, while
being non-linear in magnitudes. Both approaches seem to have their own pros and cons
depending on the situation one is interested in.
From the variations of the Einstein equation, we have
δEtt = −1
2
r2V
(
∂2r δgtt
)
− 3rV
2
(∂rδgtt)− 1
2r2
(
∂2i δgtt
)
+
3
2r
(∂tδgtt)
+ r2V
(
∂t∂rδgtr − 1
2
∂r
(
r2V
)
∂rδgtr
)
+ 3rV (∂tδgtr)− 8r2V δgtr
+
1
2r2
(
2∂t∂iδgti − ∂r
(
r2V
)
∂iδgti
)
− 4QV
3r
(∂rδAt) = 0 , (2.9)
δEtr = 1
2
(
∂2r δgtt
)
+
3
2r
(∂rδgtt)− (∂t∂rδgtr) + 1
2
∂r
(
r2V
)
(∂rδgtr)
− 1
2r2
(
∂2i δgtr
)
+ 8δgtr +
1
2r2
(∂i∂rδgti) +
4Q
3r3
(∂rδAt) = 0 , (2.10)
δErr = 3
r
(∂rδgtr) = 0 , (2.11)
3∑
i=1
δEii = 3r (∂rδgtt) + 6δgtt + 3r3V (∂rδgtr) + 24r2δgtr −
(
∂2i δgtr
)
+ (∂r∂iδgti) +
4
r
(∂iδgti) +
1
r2
(∂k∂iδgki)− 2Q
r
(∂rδAt) = 0 , (2.12)
δEti = −1
2
(∂t∂iδgtr) +
1
2r
∂r
(
r3V
)
(∂iδgtr) +
r2V
2
(∂i∂rδgtr)
+
1
2
(∂r∂iδgtt) +
1
2r
(∂iδgtt)− 1
2
(∂t∂rδgti)− r
2V
2
(
∂2r δgti
)
− rV
2
(∂rδgti)
+ 2V δgti +
1
r
(∂tδgti) +
1
2r2
(
∂i∂jδgtj − ∂2j δgti + ∂t∂jδgij
)
− Q
r3
(
∂tδAi − ∂iδAt + r2V (∂rδAi)
)
= 0 , (2.13)
δEri = −1
2
(∂r∂iδgtr) +
3
2r
(∂iδgtr) +
1
2
(
∂2r δgti
)
+
1
2r
(∂rδgti)− 2
r2
δgti
+
1
2r2
(
∂r∂jδgij − 2
r
∂jδgij
)
+
Q
r3
(∂rδAi) = 0 , (2.14)
and
δEij − 1
3
δij
(
3∑
k=1
δEkk
)
= −
(
∂i∂j − 1
3
δij∂
2
k
)
δgtr +
1
2
∂r
(
∂iδgtj + ∂jδgti − 2
3
δij (∂kδgtk)
)
4
+
1
2r2
(
∂i∂kδgkj + ∂j∂kδgki − 2
3
δij (∂l∂kδglk)− ∂2kδgij
)
+
1
2r
(
∂iδgtj + ∂jδgti − 2
3
δij (∂kδgtk)
)
− (∂r∂tδgij)
+
1
2r
(∂tδgij)− 1
2r
∂r
(
r5V ∂r
(
1
r2
δgij
))
= 0 . (2.15)
From the Maxwell equation, one derives
δMt = 2Q
r3
(
(∂tδgtr) + r
2V (∂rδgtr) +
1
r2
(∂iδgti)
)
− r2V
(
∂2r δAt
)
− (∂t∂rδAt)− 3rV (∂rδAt)− 1
r2
(
∂2i δAt
)
+
1
r2
(∂t∂iδAi) = 0 , (2.16)
δMr =
(
∂2r δAt
)
+
1
r2
(∂i∂rδAi) +
3
r
(∂rδAt)− 2Q
r3
(∂rδgtr) = 0 , (2.17)
and lastly,
δMi = −2 (∂t∂rδAi)− r2V
(
∂2r δAi
)
− 1
r
∂r
(
r3V
)
(∂rδAi)− 1
r
(∂tδAi)
+
1
r2
∂j (∂iδAj − ∂jδAi) + (∂r∂iδAt) + 1
r
(∂iδAt) +
2Q
r3
(
−∂rδgti + 2
r
δgti
)
+
6κQ
r4
ǫijk (∂jδAk − ∂kδAj) = 0 , (2.18)
where the Chern-Simons coupling enters through the last term of the equation. These are
the complete equations of motion for linearized fluctuations from the background, which
should be useful in further analyses.
In studying waves with definite frequency ω and wave vector ~k, it is useful to organize
the above equations of motion according to their helicity under the transverse SO(2)
rotation which is a left-over symmetry once a wave vector is chosen. Without loss of
generality, one may choose ~k = keˆ3 resulting in a common phase factor
e−iωt+ikx
3
. (2.19)
Equivalently, one simply replaces ∂t with −iω and ∂i with +ikδi3. The equations are then
classified into three categories; helicity 0, ±1 and ±2.
The helicity ±2 modes are the simplest ones. They are
G±2 ≡ 1
r2
(δg11 − δg22 ± 2iδg12) , (2.20)
and satisfy the equations from (δE11 − δE22 ± 2iδE12) = 0, which takes a form of
− 1
2r
(
r5V (r)G′±2
)′
+ iωr2G′±2 +
(
3iωr
2
+
k2
2
)
G±2 = 0 , (2.21)
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where prime denotes derivative with respect to r. It is easy to derive shear viscosity by
analyzing this equation, but it is not of our purpose here. On the contrary, the most
complicated channels are the helicity 0 ones. The modes involved are
δgtt , δgtr , δgt3 , δg33 = − (δg11 + δg22) , δAt , and δA3 , (2.22)
which should satisfy the following ten linearized equations
δEtt = δEtr = δErr = δEt3 = δEr3 = δE33 =
3∑
i=1
(δEii) = δMt = δMr = δM3 = 0 . (2.23)
Although it is straightforward to write these equations explicitly from our previous equa-
tions of motion, let us omit showing them explicitly as it is not of our particular interest
in this paper. One easily finds that Chern-Simons term does not play any role in helicity
0 and ±2 modes. Related to that fact, the helicity ±2 equation (2.21) is independent of
the sign of helicity.
Our present interest lies on the helicity ±1 modes of
G±1 ≡ 1
r2
(δgt1 ± iδgt2) , H±1 ≡ 1
r2
(δg13 ± iδg23) , A±1 ≡ (δA1 ± iδA2) ,
(2.24)
whose equations of motion are provided by
(δEt1 ± iδEt2) = (δEr1 ± iδEr2) = (δE13 ± iδE23) = (δM1 ± iδM2) = 0 . (2.25)
For subsequent uses, we write them down explicitly,
• (δEt1 ± iδEt2) :
− V (r)
2r
(
r5G′±1
)′
+
iωr2
2
G′±1 +
k2
2
G±1 +
kω
2
H±1− Q
r3
(
−iωA±1 + r2V (r)A′±1
)
= 0 ,
(2.26)
• (δEr1 ± iδEr2) :
1
2r3
(
r5G′±1
)′
+
ik
2
H ′±1 +
Q
r3
A′±1 = 0 , (2.27)
• (δE13 ± iδE23) :
− 1
2r
(
r5V (r)H ′±1
)′
+ iωr2H ′±1 +
3iωr
2
H±1 +
ikr2
2
G′±1 +
3ikr
2
G±1 = 0 , (2.28)
• (δM1 ± iδM2) :
− 1
r
(
r3V (r)A′±1
)′
+ 2iωA′±1 +
(
iω
r
+
k2
r2
∓ 12κQk
r4
)
A±1 − 2Q
r
G′±1 = 0 , (2.29)
6
where one notices that the Chern-Simons coupling enters in the last equation with opposite
signs for opposite helicities. As the Chern-Simons term mixes A1 and A2 in the above
way, one is in fact forced to work in the present helicity basis.
Our task is to solve the above wave equations imposing suitable boundary conditions
both at the horizon and the UV boundary r → ∞. The physically sensible boundary
condition at the horizon is the in-coming one, for which regularity at the horizon is
sufficient in Eddington-Finkelstein coordinate as discussed before. At the UV boundary,
we impose normalizability on the solutions to identify dynamical quasi-normal modes of
the plasma [18]. This means practically that the solutions should vanish sufficiently fast
near r →∞, whose precise meaning will be discussed along the way. Requiring the above
two boundary conditions is a restrictive one, and gives us an algebraic relation between ω
and k, which is called dispersion relation. In other words, unless ω and k satisfy a suitable
dispersion relation, the mode can not be accepted as a physical dynamical mode present
in the plasma.
3 Systematic solution of helicity ±1 shear modes
In the present section, we provide a systematic solution of (2.26)-(2.29) in long wave-
length expansion, based on the expectation that there exist hydrodynamic modes in the
spectrum with the property ω → 0 as k → 0. The philosophy is essentially same to the
previous literatures, and differs from them only in the complexity of the present equations
and a few technical details. Our novel result will be the solution given solely in terms of
elementary integrals, which can in principle allows one to proceed up to arbitrary higher
order in ω and k without much difficulty. There are in general other massive modes in
the present linearized quasi-normal analysis (meaning ω 6= 0 as k → 0), which we don’t
intend to study at the moment.
One first finds that (2.28) is in fact redundant given the first two equations (2.26)
and (2.27). This is expected as we have four equations for three unknowns. It is not
straightforward to check this claim, but the way we show this is the following. For a
while, let us consider only helicity +1 modes omitting the subscript +1 for simplicity, as
the results for helicity −1 can easily be recovered by simple flipping of κ → −κ. From
(2.26), one can solve for H algebraically in terms of G and A, which facilitates solving
7
the system significantly,
H =
2
kω
(
V (r)
2r
(
r5G′
)′ − iωr2
2
G′ − k
2
2
G+
Q
r3
(
−iωA+ r2V (r)A′
))
. (3.30)
Inserting this into (2.27), one gets certain third order differential equation for G and A.
Let’s call this equation Eq.A. On the other hand, (2.27) itself can be used to express H ′
in terms of G and A. Then, consider (2.28) replacing H ′ in the first two terms with the
relation one gets from (2.27), and H in the third term with (3.30), to get another third
order equation for G and A, which we call Eq.B. One can check that
(ωr2) · (Eq.A) + k · (Eq.B) ≡ 0 , (3.31)
which implies that (2.28) is automatic once (2.26) and (2.27) are satisfied.
Therefore, one is left with only two differential equations to solve for (G,A) by using
(3.30) for replacing H in (2.27), and the last equation (2.29). After simple manipulations,
they read as(
V (r)
r
(
r5G′
)′)′
+ 2Q
(
V (r)
r
A′
)′
= 2iωr2G′′ +
(
7iωr + k2
)
G′ − 6iωQ
r4
A+
4iωQ
r3
A′ ,
(
r3V (r)A′
)′
+ 2QG′ = 2iωrA′ +
(
iω +
k2
r
− 12κQk
r3
)
A , (3.32)
where we write them in such a way that terms with ω and k are collected to the right-hand
side. Because G appears only as G′, the above system is in fact second order differential
equations for (G′, A). Once (G,A) is found from the above, H is finally given by (3.30).
As we are interested in hydrodynamic modes, one invokes a series expansion in ω and
k to solve them order by order iteratively,
G(r) =
∑
(m,n)≥(0,0)
G(m,n)(r)kmωn , A(r) =
∑
(m,n)≥(0,0)
A(m,n)(r)kmωn . (3.33)
Inserting the expansion in (3.32), the (m,n)-th order equations read as(
V (r)
r
(
r5G(m,n)
′
)′)′
+ 2Q
(
V (r)
r
A(m,n)
′
)′
= S(m,n) ,
(
r3V (r)A(m,n)
′
)′
+ 2QG(m,n)
′
= T (m,n) , (3.34)
where the ”sources” on the right, S(m,n) and T (m,n), arise solely from the lower order
solutions than (m,n). Explicitly they are
S(m,n) = 2ir2G(m,n−1)
′′
+ 7irG(m,n−1)
′
+G(m−2,n)
′ − 6iQ
r4
A(m,n−1) +
4iQ
r3
A(m,n−1)
′
,
T (m,n) = 2irA(m,n−1)
′
+ iA(m,n−1) +
1
r
A(m−2,n) − 12κQ
r3
A(m−1,n) , (3.35)
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and by definition G(m,n) = A(m,n) = 0 when m < 0 or n < 0. We will be able to solve
(3.34) in an integral form, so that one can solve the system order by order by performing
only elementary integrations, up to arbitrary order one desires.
One first integrates the first equation in (3.34) to get
(
r5G(m,n)
′
)′
+ 2QA(m,n)
′
=
r
V (r)
∫ r
rH
dr′ S(m,n)(r′) , (3.36)
where we have fixed an integration constant to have a regular solution at the horizon
r = rH where V (r) = 0. The result is then used to replace A
(m,n)′ in favor of G(m,n) by
A(m,n)
′
= − 1
2Q
(
r5G(m,n)
′
)′
+
r
2QV (r)
∫ r
rH
dr′ S(m,n)(r′) , (3.37)
and inserting this to the second equation of (3.34), one arrives at a second order differential
equation of G(m,n)
′
,(
r3V (r)
(
r5G(m,n)
′
)′)′ − 4Q2G(m,n)′ = (r4 ∫ r
rH
dr′ S(m,n)(r′)
)′
− 2QT (m,n) . (3.38)
Surprisingly, this equation is in fact integrable, that is, the left-hand side can be trans-
formed to a factorized form A
(
B
(
C ·G(m,n)′
)′)′
with
A−1 = r5V ′(r) , B = r13V (r) (V ′(r))2 , C−1 = V ′(r) , (3.39)
that facilitates subsequent integrations to solve for G(m,n)
′
. The method of finding such
factorization was previously discussed in ref.[13]; one first assumes factorization in terms
of yet unknown functions (A,B,C) and finds that C−1 is one homogeneous solution of the
differential equation. One can in fact easily generate at least one homogeneous solution
via a simple coordinate transformation of the background solution, which in this case is
t→ t+ ǫx1 , x1 → x1 + ǫ
r
, (3.40)
giving G′homo = V
′(r) and A′homo = −2Qr3 . Once C−1 is obtained, there is no further
difficulty in determining (A,B) by simple comparisons and integrations.
Defining
U (m,n) ≡ r5V ′(r)
[(
r4
∫ r
rH
dr′ S(m,n)(r′)
)′
− 2QT (m,n)
]
(3.41)
in terms of S(m,n) and T (m,n), and integrating the above factorized form twice, one finally
arrives at the useful integral form of the solution for G(m,n)
′
,
G(m,n)
′
= V ′(r)
∫ r
rH
dr′
1
(r′)13V (r′) (V ′(r′))2
∫ r′
rH
dr′′ U (m,n)(r′′) + C1V
′(r) , (3.42)
9
where one integration constant has already been fixed for regularity at the horizon, while
there remains another integration constant C1 free corresponding precisely to our previous
homogeneous solution. A(m,n)
′
is then given by (3.37). We won’t need to present G(m,n)
and A(m,n) as they are obtained from G(m,n)
′
and A(m,n)
′
unambiguously with boundary
conditions specified before. Notice that since S(0,0) = T (0,0) = 0, the zero-th order solution
G(0,0)
′
and A(0,0)
′
is simply given by our homogeneous solution, which means that C1 can
in fact be absorbed into a redefinition of the zero-th order solution. This will be assumed
for all higher order solutions we present.
Although this completes the full iterative procedure for solving G(m,n)
′
and A(m,n)
′
, it
is also useful to have a similar kind of integral form of A(m,n)
′
as for G(m,n)
′
. Starting
instead from the second equation of (3.34), one can replace G(m,n)
′
in terms of A(m,n)
′
by
G(m,n)
′
= − 1
2Q
(
r3V (r)A(m,n)
′
)′
+
1
2Q
T (m,n) , (3.43)
which is inserted into (3.36) to get a second order differential equation for A(m,n)
′
,
(
r5
(
r3V (r)A(m,n)
′
)′)′ − 4Q2A(m,n)′ = (r5T (m,n))′ − 2Qr
V (r)
∫ r
rH
dr′ S(m,n)(r′) . (3.44)
As expected, this is again integrable and the left-hand side can be rewritten as A˜
(
B˜
(
C˜ · A(m,n)′
)′)′
with
A˜−1 = V (r) , B˜ = r5 (V (r))2 , C˜ = r3 . (3.45)
Integrating twice, one gets to another useful integral form for A(m,n)
′
,
A(m,n)
′
=
1
r3
∫ r
rH
dr′
1
(r′)5 (V (r′))2
∫ r′
rH
dr′′ V (m,n)(r′′) +
C2
r3
, (3.46)
with a definition of
V (m,n) ≡ V (r)
[(
r5T (m,n)
)′ − 2Qr
V (r)
∫ r
rH
dr′ S(m,n)(r′)
]
. (3.47)
Note that once we choose to have C1 = 0, one has in general C2 6= 0 which may be
computed by comparing a couple of terms in the actual solution, but the specific value of
C2 will not be of our interest in subsequent sections.
To illustrate usefulness of our technique, we present a few lowest order solutions ob-
tained by elementary integrations,
G(0,0)
′
= V ′(r) =
4m
r5
− 2Q
2
r7
, A(0,0)
′
= −2Q
r3
,
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G(1,0)
′
=
6κQ3
(2mr2H −Q2)
(
1
r5
− r
2
H
r7
)
, A(1,0)
′
= − 6κQ
2r2H
(2mr2H −Q2)
1
r3
,
G(0,1)
′
=
−iV ′(r)
r3H
∫ r
rH
dr′
r′
V (r′)
(
1− r
3
H
(r′)3
)
, A(0,1)
′
=
−iQ
r3Hr
3

∫ r
rH
dr′

1−
r3
H
(r′)3
V (r′)


′
+
3rH
V ′(rH)

 .
4 Chiral dispersion relations
From the solution in the previous section, one should be able to extract the dispersion
relation that ω and k have to satisfy to fulfill boundary conditions. In-coming boundary
condition as a regularity at the horizon has already been implemented along the procedure
in the previous section. What remains is the UV normalizability near r →∞, so we have
to inspect asymptotic behaviors of (G,H,A) as r → ∞. We first prove the following
observation,
Proposition : G(m,n)
′
and A(m,n)
′
are at most O (r−3) as r →∞. Moreover,
G(m,n)
′ →
[
1
2
∫ ∞
rH
dr′ S(m,n)(r′)
]
1
r3
+O
(
r−5
)
. (4.48)
Proof : We prove it by induction. It is true for the zero-th order solution G(0,0)
′
= V ′(r)
and A(0,0)
′
= −2Q
r3
with S(0,0) = T (0,0) = 0. Assuming it for (m′, n′) < (m,n), it is easy to
see from the definitions that S(m,n) and T (m,n) are at most O (r−2), so that the integral∫ ∞
rH
dr′ S(m,n)(r′) , (4.49)
is finite. Then from the definition of U (m,n) and V ′(r)→ 4m
r5
, one gets
U (m,n) → 16m
[∫ ∞
rH
dr′ S(m,n)(r′)
]
r3 +O
(
r2
)
, (4.50)
and from the integral form of G(m,n)
′
, (3.42), it is straightforward to derive
G(m,n)
′ →
[
1
2
∫ ∞
rH
dr′ S(m,n)(r′)
]
1
r3
+O
(
r−5
)
. (4.51)
Next, from the definition one easily finds V (m,n) → O (r2), and from this one derives that
the integral ∫ ∞
rH
dr′
1
(r′)5 (V (r′))2
∫ r′
rH
dr′′ V (m,n)(r′′) (4.52)
is finite. This, in conjunction with the integral form of A(m,n)
′
(3.46), gives one
A(m,n)
′ →
[∫ ∞
rH
dr′
1
(r′)5 (V (r′))2
∫ r′
rH
dr′′ V (m,n)(r′′) + C2
]
1
r3
+O
(
r−5
)
, (4.53)
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which completes the proof.
Remembering that G ∼ δg
r2
, the above means that δg from G is O(1), which superfi-
cially looks ok with UV normalizability because the CFT metric perturbation is given by
δgCFT ∼ δg
r2
which vanishes near r →∞ as O (r−2). As we will see shortly this is in fact
a disguise, but the easiest way to find a problem with the UV normalizability is to look
at H simply given by (3.30) once (G,A) is found. From our proposition above, one easily
observes that
H(m,n) → 1
kω
[∫ ∞
rH
dr′ S(m,n)(r′)
]
+O
(
r−2
)
, (4.54)
and because H also corresponds to the CFT metric perturbation of
(
δgCFT13 + iδg
CFT
23
)
,
the above O(1) leading term is indeed non-normalizable. The necessary and sufficient
condition one has to impose for UV normalizability is then the algebraic relation
∑
(m,n)≥(0,0)
[∫ ∞
rH
dr′ S(m,n)(r′)
]
kmωn = 0 , (4.55)
between ω and k, and this is our concise result for the dispersion relation. We stress
again that the procedure of computing the iterative solutions and the dispersion relation
is completely in terms of integrations, which seems efficient to us.
Considering carefully the asymptotic behaviors of (G,H), one can actually see a signal
of non-normalizability already in the O (r−3) term in G(m,n)′ . This is based on the general
structure of near boundary solutions of Einstein equation with a negative cosmological
constant, which has been studied before in the context of holographic renormalization
[21]. According to it, a near boundary solution of δg
r2
has the structure
δg
r2
∼ δgCFT + δg
(2)
r2
+
δg(4)
r4
+
δh(4)logr
r4
+ · · · , (4.56)
where δgCFT is a non-normalizable CFT metric perturbation, and δg(2) and δh(4) are
completely determined by δgCFT through the Einstein equation of motion. The sub-
leading part δg(4) contains CFT energy-momentum tensor which is not fixed by equations
of motion. Details are not essential here, but the important fact for us is that δg(2) and
δh(4) vanish when the CFT metric is flat, which should be the case in the absence of
non-normalizable CFT metric perturbation. Therefore, O (r−3) term in G(m,n)′ , which
corresponds to δg(2), signals that there must be some non-normalizable perturbation to
the CFT metric. In retrospect, this happens in H(m,n). Because the problematic terms
are proportional to the same factor in common,[∫ ∞
rH
dr′ S(m,n)(r′)
]
, (4.57)
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things seem to fit with each other.
From a few explicit lowest order solutions in the previous section, it is straightforward
to compute the relevant S(m,n)’s as
S(0,0) = S(1,0) = 0 , S(0,1) = −12im
r4
, S(2,0) = V ′(r)
S(1,1) = − 18iκQ
3
(2mr2H −Q2)
1
r4
, S(3,0) =
6κQ3
(2mr2H −Q2)
(
1
r5
− r
2
H
r7
)
, (4.58)
from which one finally arrives at
0 =
∑
(m,n)≥(0,0)
[∫ ∞
rH
dr′ S(m,n)(r′)
]
kmωn (4.59)
= −4im
r3H
ω + k2 ∓ 6iκQ
3
r3H(2mr
2
H −Q2)
ωk ± κQ
3
2r4H(2mr
2
H −Q2)
k3 +O
(
ω2, ωk2, k4
)
,
where we recovered the sign dependence of helicity ±1. This is sufficient to solve for ω
up to O (k3) as
ω ≈ −i r
3
H
4m
k2 ± i κQ
3
8m2r3H
k3 + O
(
k4
)
, (4.60)
where we have used V (rH) = 0 in the middle of calculations. As the result depends on the
sign of helicity, it features a chiral dispersion relation. From the known thermodynamic
quantities for this background
ǫ =
3m
16πG5
, p =
m
16πG5
, η =
r3H
16πG5
=
s
4π
, (4.61)
the first term confirms the usual leading order piece from the shear viscosity [19],
ω ∼ −i η
(ǫ + p)
k2 + · · · , (4.62)
while the next order term is the first new effect from anomaly.
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