Abstract. Scientific and engineering computing rely heavily on linear algebra for large-scale data analysis, modeling and simulation, machine learning, and other applied problems. Sparse linear system solution often dominates the execution time of such applications, prompting the ongoing development of highly optimized iterative algorithms and high-performance parallel implementations. In the Lighthouse project, we enable application developers with varied backgrounds to readily discover and effectively apply the best available numerical software for their problems, aiming to maximize both developer productivity and application performance. Lighthouse is a search-based expert system built on a software taxonomy that combines expert knowledge, machine learningbased classification of existing numerical software collections, and automated code generation and optimization. In this paper we present the integration of PETSc and Trilinos iterative solvers for sparse linear systems into the Lighthouse framework. In addition to functional information in the taxonomy, we have created a comprehensive machine learning-based workflow for the automated classification of sparse solvers, which can be generalized to other types of rapidly evolving numerical methods. We present a comparative analysis of the solver classification results for a varied set of input problems and machine learning methods, achieving up to 93% accuracy in identifying the best-performing linear solution methods in PETSc and Trilinos.
1. Introduction. Scientists and engineers in a wide variety of disciplines rely extensively on linear algebra algorithms; see, e.g., [19, 46, 63] . The current highperformance implementations of numerical linear algebra software are based on decades of applied mathematics and computer science research. Hence, application developers who cannot rely on simple implementations because of the size or complexity of the problems they are solving must use optimized libraries developed by others. However, selecting a suitable library and using it effectively to solve a given problem can require a significant background in numerical analysis, high-performance computing (HPC), software engineering, and domain science. Indeed, discovering the best approach to a linear algebra problem typically involves reading documentation (when available) or researching publications outside of the developer's area of expertise as well as experimenting across software options. While continuous advances in numerical analysis and HPC libraries allow scientists and engineers to solve larger and more complex problems than ever before, the likelihood that a user will identify the most relevant and best-performing solution method is steadily decreasing.
Lighthouse presently supports LAPACK functionality for linear systems, eigenvalue problems, SVD, and Sylvester matrix equations. We are in the process of adding LAPACK orthogonal factorizations and linear least squares problems. This paper describes the extension of Lighthouse to the sparse linear algebra domain (not supported by LAPACK), which presents a substantially more difficult target. As discussed in [28] , in iterative sparse linear system solving, there are a large (and growing) number of preconditioners and solution methods. The convergence behavior of a given method on a given system cannot be predicted without prohibitively expensive computation (e.g., computing the eigenvectors of the preconditioned system), making this approach impractical. And while previous efforts described in more detail in section 3 have used various approaches to classify numerical solution methods, none so far has produced an extensible framework that can be used in production applications that rely on continuously evolving numerical software packages.
Using sparse linear algebra libraries.
The first problem of interest is the solution of sparse linear systems with routines from the PETSc package [7, 8, 9] . In structure, PETSc resembles LAPACK as a collection of parallel routines for direct solvers, Krylov iterative methods, and preconditioners that can be used in application codes written in C, C++, Fortran, and Python. While PETSc also addresses other aspects of the scalable solution of systems of PDEs, our current focus is on iterative methods and preconditioners.
The process of getting started with PETSc is reasonably well supported. There are multiple ways of downloading PETSc: using a Git repository, installing a Debian package, or following a direct Web download link. Once PETSc has been successfully installed, it is easy to find the commands to configure and build it in the appropriate PETSc tutorial or other online PETSc documentation. Needed packages are automatically downloaded, configured, built, and installed with PETSc. A number of PETSc examples instruct the user on writing PETSc programs and setting command line options.
Selecting the appropriate PETSc routines, however, presents a substantially more difficult problem compared to choosing a LAPACK routine. A sparse solver is typically paired with a preconditioner. To the uninformed user, the set of parallel Krylov methods and preconditioners contained in PETSc and summarized in Table 1 suggest that there are more than 300 possible pairings. Which iterative solvers and preconditioners from this collection are the best choices for a given linear system depends on properties of its coefficient matrix and may also depend on the physics of the problem. Determining how to choose requires a search of the extensive numerical linear algebra literature and may also require reading in the domain science. The performance of a chosen solver-preconditioner pair, in turn, strongly depends on structural and spectral features of the linear system, and the PETSc implementation of each method has several configuration parameters that can affect the accuracy and performance of the computed solution. Neither specific system features nor parameter details are typically addressed in the literature. As a result, achieving best performance is generally a matter of experimenting with a variety of options.
All libraries for the solution of sparse matrix algebra problems inherit the same difficulties in selecting the best routines, and some introduce new complications of their own. As we proceed with PETSc, we are also working on extending Lighthouse to include Trilinos. Trilinos is an open source framework designed for creating scientific applications.
Like PETSc, Trilinos consists of parallel routines for direct solvers, Krylov it- erative methods, and preconditioners. Trilinos also contains functionality for other aspects of scientific computing, such as load balancing and meshing. Each of these computational areas is handled by individual packages within Trilinos. Each package is a self-contained module created by an independent group and designed to solve a specific problem commonly found in scientific computing. These packages interface with each other when appropriate using common matrix and vector objects provided by packages such as Epetra or Tpetra. Almost all of Trilinos's packages are written in C++ and are designed to be used in other C++ codes. However, there is support for using Trilinos with C, Python, and Fortran codes via included wrappers.
Due to the large number of packages and numerous options for tweaking individual parameters, choosing an efficient set of options in Trilinos can prove difficult. As of the most recent release (12.0.1), Trilinos consists of roughly 60 unique packages, the relevant subset of which is shown in Tables 2 and 3 . This broad range of options allows a user to solve a problem effectively but also creates a complex search space for selecting an appropriate combination of these packages. A simple linear algebra problem solved using Trilinos can require as many as five packages, while a complicated problem may take many more. Each package has its own unique collection of C++ classes and functions, with very little if there is any similarity between packages.
When first starting to use Trilinos, a new user is directed to the Trilinos Handson Tutorial [62] . which features examples and lessons designed to help someone new to the library. Unfortunately, the tutorial covers only a small subset of available packages with varying thoroughness. Being able to use a package requires looking at the documentation for the necessary classes and methods defined within it. The documentation consists of a handful of examples for certain packages and Doxygen documents for every package's source code. In some cases it is necessary to examine the source code itself when the documentation is lacking. Each package's documentation is maintained by the developers of that specific package. Therefore large variation can be seen in the quality of documentation and examples across various packages. Rarely does a new or even average user need to use all of the available packages, since some can be viewed as being mutually exclusive. For example, Epetra and Tpetra are the two core packages of Trilinos for creating linear algebra objects like matrices, vectors, and graphs. Because both Epetra and Tpetra provide very similar objects, most packages are designed to work with only one or the other, but rarely both. For example, the Trilinos packages Ifpack and Ifpack2 perform matrix preconditioning, but the former provides support only for Epetra while the latter supports only Tpetra. There are a small number of packages that do support both: Amesos2, a direct solver for sparse linear systems, is one such package providing functionality for matrices and vectors defined in either Tpetra or Epetra [61] .
There is not currently a prebuilt or easy install version of Trilinos available, so it must be built from source. All packages are included when downloading Trilinos but are built and installed only if the user specifies in the CMake file that they should be. While Lighthouse does not address the challenges in building complex software packages, it can help determine which Trilinos packages are actually needed based on a high-level description of the user's problem and hence simplify the installation process.
2.2. The Lighthouse framework. We have implemented a prototype of the Lighthouse framework [49] for assisting scientists, engineers, and students with the implementation of the matrix algebra computations that dominate many high-performance applications. Lighthouse is the first framework that combines a matrix algebra software taxonomy with code generation and tuning capabilities. In addition, its user-friendly interfaces can accommodate users with different backgrounds via different search interfaces and code generation options. For example, after the search is performed, Lighthouse generates a complete program template in C or Fortran that correctly uses the search result. The template can be downloaded, compiled, and run immediately, provided the user has installed the corresponding library on their computer. This template can be used as a starting point for an application or as a component to be extended and integrated into an existing application. The Lighthouse interface is a working product for the LAPACK and SLEPc packages. It is a work in progress for linear solvers from PETSc and Trilinos. Next, we give an overview of the design and implementation of the Lighthouse prototype.
2.2.1. Lighthouse for LAPACK. Lighthouse was inspired by the LAPACK Search Engine [45] and two classroom usability studies of later search prototypes. As one of the most widely used serial dense direct solver packages, LAPACK was the logical first choice for inclusion in the Lighthouse taxonomy. As noted earlier, Lighthouse has broad functionality across LAPACK. In this section, we discuss the interface for the solution of systems of linear equations. This part of Lighthouse contains over 800 LAPACK subroutines.
The taxonomic information for LAPACK is stored in a MySQL database in which the subroutines are first categorized by the kinds of tasks they perform. The Lighthouse system then sorts and identifies 11 different matrix types based on five different storage properties. It then categorizes the precision level (single or double) and parameter type (real or complex) of the subroutines.
The database-driven user interface of Lighthouse is implemented as a Django [24] application. Django provides a dynamic database access application programming interface (API) using the Python programming language and supports an automatic administrative interface that makes future data maintenance simple and convenient. Through pairing with Haystack [39], a modular search application for Django that offers powerful database queries and multiple search indices, Lighthouse enables LAPACK subroutine search via three methods: guided search, advanced search, and keyword search. In the guided search interface, users are prompted to answer increasingly detailed questions describing the problems they wish to solve. Portions of the interface are automatically generated based on earlier responses using Django dynamic forms and the Django session framework. After answering the last question, a user sees exactly one subroutine that matches all of the answers. Populated with numerous help buttons, Lighthouse also serves as an educational tool. Information about the library, the routines, and the definition of a word or a phrase can be accessed easily by clicking on the help buttons.
The guided search dialogue for solving a dense linear system with LAPACK is depicted in Figure 1 . Unlike the guided search, the advanced search is designed for users who are familiar with LAPACK. The advanced search interface provides users with a form containing checkboxes where users can make multiple selections, enabling the simultaneous search for multiple subroutines in different types of routine categories.
The keyword search interface supports keyword-based search of the taxonomy information. In order to enhance the effectiveness and efficiency of the keyword search, Lighthouse provides automatic completion and spelling correction with words col- lected from linear algebra textbook indices. In addition, Lighthouse uses a list of linear algebra keywords and phrases for Django-Haystack filtering in order to reduce search time.
Drag-and-drop functionality allows users to select a routine retrieved by Lighthouse by dragging it to the Selected Routines work area for generating a code template. Lighthouse currently offers two code template languages: Fortran90 and C. The template helps users to explicitly declare the arguments and correctly construct routine calls. The template program is split into several subprograms, making it easier for users to modify the code. Moreover, Lighthouse code templates contain some decision logic to enable tailoring of the solution to specific problem characteristics. For example, code templates for equilibration can also determine whether a provided matrix is worth scaling. If it is, a method of matrix scaling (row, column, or row-and-column) is automatically selected and executed.
In addition to the search component, Lighthouse provides a client interface to the Build to Order (BTO) BLAS compiler [12, 44] for generating custom autotuned C matrix algebra computations based on high-level MATLAB-like input. Lighthouse connects to a server running BTO, which generates optimized C implementations of these operations.
The design and implementation of Lighthouse for LAPACK taxonomy are described in more detail in [56] .
Lighthouse for SLEPc.
SLEPc is a toolkit for solving large sparse eigenvalue problems and is built on top of PETSc. The interface of Lighthouse for SLEPc relies on the same technology just described for Lighthouse for LAPACK, and its use is similar. A user of the SLEPc guided search again answers a series of questions about the problem. The user also must enter some specific information that cannot be encoded with simple questions: the matrix order, the desired number of eigenvalues, and the residual tolerance. Because SLEPc provides parallel solutions, the user must also enter the number of processors to be used.
The main difference between Lighthouse for LAPACK and Lighthouse for SLEPc is in the decision process. Most of the eigensolvers available in SLEPc are compatible with most types of problems. However, not all solvers are equal in terms of efficiency. To find the most efficient eigensolvers, we use an ML approach. We performed experiments on compatible SLEPc solvers with varying problem domains recording such statistics as time to solution, residual, and number of iterations. In this way, we collected more than 10,000 experimental data points using real matrices obtained from Matrix Market [55] and the University of Florida Sparse Matrix Collection [21] to serve as a training set for a decision tree [37] for classifying algorithms. With the information from the classification, Lighthouse delivers not a unique result but rather a set of eigensolvers all predicted to have performance within 10% of the topperforming eigensolver. The user can then select a solver from this set and generate a code template for it.
Lighthouse for system solution.
We have in place a preliminary version of Lighthouse for PETSc. As is true for the other packages, the guided search user interface for PETSc is an interactive system that enables users to generate and download PETSc programs for solving sparse linear systems. The style of this interface is different, however. To begin, the user has the option to upload a coefficient matrix.
1 If the user chooses to do so, Lighthouse computes a variety of matrix features and uses those values in an ML classification algorithm to predict a good-performing solver for a system using that matrix. This algorithm is rudimentary and does not yet rely on the detailed analysis presented in this paper. If the user does not upload a matrix, Lighthouse offers a choice of downloading either a PETSc program for computing matrix properties or else a general PETSc program for solving a linear system. In the latter case, the program is generic without a Krylov method or preconditioner specified, so it is a reasonable alternative only for an experienced PETSc user. We will continue work on Lighthouse for PETSc and Trilinos using the work that we describe in sections 4 and 5 of this paper.
3. Related work. We discuss briefly some of the most relevant prior work in numerical software taxonomies and performance-based algorithm classification.
Other taxonomy efforts.
A number of taxonomies exist to aid developers in translation of matrix algebra algorithms to numerical software. Perhaps the oldest one is the Netlib Mathematical Software Repository [52] , started in 1985, which contains freely available software, documents, and databases pertaining to numerical computing, including matrix algebra. Contents are provided as lists of packages or routines, with or without some explanatory words. In newer work, the Linear Algebra Software Survey [25] lists more than 100 items categorized as support routines, dense direct solvers, sparse direct solvers, preconditioners, sparse iterative solvers, and sparse eigenvalue solvers together with a checklist specifying problem types for each entry. NIST's Guide to Available Mathematical Software (GAMS) [54] includes even more basic matrix algebra software along with software for a variety of other numerical applications. While the Linear Algebra Software Survey is a linear list, GAMS allows search by problem solved, package name, module name, or text in module abstract. The now discontinued HotGAMS [53] Java-based client allowed an interactive search of the GAMS repository. Both the Survey and GAMS index into Netlib for software downloads. Another example is the LAPACK Search Engine [45] , which provides a simple way to search the list of LAPACK routines from Netlib.
Existing numerical software taxonomy approaches are general and allow relatively stand-alone algorithms to be found, downloaded, and compiled or used perhaps through a domain-specific Web interface. Operations for which no library implementation exists or more complex software packages, however, cannot be accommodated by this function-level indexing and query capability. For example, the functionality of large toolkits, such as Trilinos and PETSc, is difficult or impossible to represent and maintain in most taxonomies, which at present simply point the user to the toolkits's home pages and do not offer support for selecting solution methods based on both functional and performance requirements.
3.2. Performance-based algorithm classification. Several previous efforts relate to what we describe in this paper, although none exactly matches in function. The goal of Self-Adapting Numerical Algorithms (SANS) [26] , for example, is to build a common framework for different tools for the optimization of software. In particular, SANS is an umbrella for ATLAS [65] and generic code optimization (GCO) [34] , which was part of the DOE SciDAC PERI project [50] . Both projects use empirical search to create portable high-performance codes. ATLAS is directed at matrix algebra, while GCO produces implementations for adaptive multiresolution methods in multiwavelet bases. ATLAS has been used to create tuned versions of the Basic Linear Algebra Subprograms (BLAS) [1] and some LAPACK routines, and we expect that it will have a place in the Lighthouse taxonomy in the future. Our goal is to allow the integration of such existing performance tools into Lighthouse, not replicate their functionality. Another related taxonomy example not from linear algebra is the decision tree for optimization software at Arizona State University [51] . It refers to Netlib entries if available or points directly to the home page of the software package.
This work builds on results of researchers (including one of the authors) who have previously used ML to identify "good" solvers in the context of parallel nonlinear PDE solution [15, 16, 57] . In the area of sparse linear system solution, several ML approaches are used to classify a limited set of methods [13, 14, 29, 41, 67] . Barrett et al. [10] introduce the idea of algorithmic bombardment, which composes multialgorithm approaches by executing several Krylov methods simultaneously. Bhowmick et al. [16] introduce composite linear solvers, in which several different Krylov methods execute in sequence. Kotthoff, Gent, and Miguel [47] evaluate the performance of several ML algorithms on five datasets of hard algorithm selection problems from the literature. Weerawarana et al. [64] present a knowledge-based system called PYTHIA for selecting methods from Parallel ELLPACK [43] , a package of routines for solving elliptic PDEs. PYTHIA matches the features of a given problem with those of PDEs in a known collection and then uses performance information about solvers to match one based on user-supplied error and time bounds. While similar in style to Lighthouse, PYTHIA requires substantially more human participation than does Lighthouse. Eijkhout and Fuentes [28] present a comprehensive approach to the classification and selection of preconditioned sparse iterative solvers, including the development of the Anamod feature extraction library, which we are using in our work. At a high level, our approach is similar to that of [28] , and in fact we plan to incorporate some of the hierarchical classification ideas in our future work. Unlike most previous research efforts, we aim to completely automate the classification and recommendation process and ensure that the framework is general enough to enable the integration of many different types of numerical software methods and HPC packages.
The success of these previous explorations into performance-based multisolver methods motivates the work presented in this paper, which is not limited to a particular problem domain and considers a broader range of matrices, solvers, and ML methods.
4. Approach. The most straightforward approach to building a taxonomy of mathematical software is the one that we have followed in constructing Lighthouse for LAPACK. The first step is to enumerate methodically all provided algorithms, as well as their inputs and outputs. For each problem, we then construct a decision tree, where each node corresponds to making a decision related to the problem being solved, e.g., what form of linear system do you want to solve? or is the coefficient matrix symmetric? The leaves of the decision tree are single algorithms. The root of the tree is the fundamental problem statement of the problem to be solved. The best algorithm is identified by traversing the tree from root to a single leaf by answering the question posed at each node along the way. The design and implementation of the Lighthouse for LAPACK taxonomy are described in more detail in [56] .
In the case of serial or parallel sparse linear solvers, a taxonomy of the LAPACK sort that contains only functional descriptions of methods is not sufficient. The performance of a given method is strongly dependent on the problem features. The most appropriate solutions also depend on the specific input, the scale of the problem, and the available computing resources. The best choice of method depends on its application as well. If a student in a linear algebra class is working on homework involving small matrices, a simple and easy-to-use sequential method will satisfy the particular need. On the other hand, a climate scientist seeking an efficient parallel nsolver for a very large system should ideally be guided to an HPC implementation such as those available in PETSc. In this section, we describe our efforts to incorporate performance awareness into the taxonomies for PETSc and Trilinos.
To classify solvers based on their performance for inputs with given characteristics (features), we employed several supervised ML techniques. Supervised learning involves designing a classification function based on a set of already classified data [38] . The training set is used to build the classifier, and the testing set is used to verify the accuracy of the classifier. This process is repeated k times (k-fold cross validation), each time with a different subset as the testing set. The results are combined to produce the final classifier that is applied to testing sets. A binary classifier determines in which of two groups to classify an unknown entry. A tertiary classifier determines in which of the three groups to classify an unknown entry. In this case, each entry is a combination of a linear solver and preconditioner method with certain configuration parameters. The prediction accuracy of a binary classifier is measured by the sensitivity and specificity. If the labels are "good" and "bad" or "good", "fair", and "bad", the sensitivity is the probability that the classifier will predict a "good" entry as "good" and the specificity is the probability that a "bad" entry will be predicted as "bad". Our primary software for this work was Weka [35] , which is a collection of ML algorithms for data mining tasks. The sensitivity and specificity information is produced by Weka in the form of a confusion matrix [31] .
To enable performance-aware algorithm discovery for sparse linear solvers in the proposed taxonomy, we developed a multistep approach, which we describe in the remainder of this section.
4.1.
Creating the training dataset. For PETSc, we used a total of 154 solver and preconditioner configurations to solve a set of sparse linear systems derived from 1,015 input matrices in the University of Florida Sparse Matrix Collection [4, 21] with all right-hand-side elements set to one. We shuffled the resulting large set of data points and then selected the first 10,000 points to use for further testing. For those systems, we captured the time taken to solve the system, the number of iterations, and solver and preconditioning options like number of blocks and overlap. For Trilinos, we considered a total of 67 parallel solver and preconditioner configurations, solving a set of 1,429 matrices from the same collection.
4.2.
Training data preparation. The next step was to convert the data in the training set into a form that is usable by Weka. In particular, the input to the learning process was Weka's attribute-relation file format (ARFF) ASCII text file, which describes a list of instances that share some attributes. Each data point includes a list of feature values, the solver identifier, and a label. The solver identifier is unique to each pairing of specific Krylov method and preconditioner configurations. We refer to each such combination as a method S i , i ∈ {1, N }, for N possible solvers. Given M input matrices, an exhaustive training dataset consists of M ×N data points. Because this number can be prohibitively large, we constructed the training set by computing a smaller number of randomly selected points, P i,j , j ∈ {1, M }. For binary labeling, we labeled each point P i,j as "good" or "bad" or for tertiary labeling as "good", "fair", or "bad"based on the performance of the solver S i on matrix M j based on a threshold parameter b in the range {0, 1} specifying how close S i 's performance is to the known best-performing method. For tertiary labeling a threshold parameter r in the range {b, 1} was considered in addition to the parameter b for labeling solvers as "fair". For example, for binary labeling, when b = 25, solvers whose performance for a given problem is within 25% of the best were labeled "good", while all other solvers were labeled as "bad".
Feature computation.
For both PETSc and Trilinos, we used Anamod [27] to extract 68 features of the coefficient matrices. In particular, we computed linear system attributes in several categories, including simple (norm-like quantities), variance (heuristics estimating how different matrix elements are), normality (estimates of the departure from normality), structure (nonzero structure properties), and spectrum (eigenvalue and singular value estimates produced using SLEPc). To provide an easy way to compute features for Trilinos applications without requiring users to install PETSc and Anamod, we also computed a smaller, 38-feature set with Trilinos, which mostly overlaps with some of the Anamod features but does not require PETSc.
4.4. Feature set reduction. The cost of computing features varies widely from milliseconds to minutes or hours depending on the time out parameter settings for interrupting nonconvergent feature computations (e.g., iterative eigenvalue algorithms). Hence, in order to reduce the overall cost of the process, we performed analysis to remove features that do not contribute significantly to the accuracy of the classification.
First, we reduced the number of features by using Weka's RemoveUseless filter. This filter removes the data points corresponding to features whose values either remain constant or else vary too much (over 99% variance). Using this simple filter reduced our number of features from 68 to 54 and typically improved the accuracy of subsequent classifications. We completed the selection with Weka by combining five attribute evaluators with two search methods. The evaluator determines a method to assign a worth to each subset of features. The search method determines what style of search is performed. These evaluators rank the features, allowing us to discard those that do not contribute much to the classification. The evaluators we used are Gain Ratio, ChiSquared, CfsSubset, Information Gain, and Principle Component Analysis [35] . The search methods we chose were GreedyStepwise and Ranker [36] . Tables 7, 9 , and 10 show reduced feature sets for PETSc and Trilinos solvers, which are those determined to be the best by all or a majority of the aforementioned evaluators for maximizing the classifier's true positive rate or sensitivity ("good" as "good" predictions).
The best features are expected to vary if new feature sets are evaluated and reranked. Computing the smallest eigenvalue with either Trilinos or SLEPc can take on the order of 10 −2 seconds for relatively small matrices (< 1, 000, 000 nonzeros), while a bandwidth computation requires on the order of 10 −5 seconds. Our experiments show that the expensive features do not contribute significantly to the performance of the classification, and hence they can be safely removed. Removing expensive features ensures minimal runtime overhead of selecting a good linear solver configuration.
4.5. Solver classification. The next step was the classification of the data. We used Weka [35] to compare the performance of several classification algorithms. Weka allows us to choose different classifiers. In this paper, we examine Bayes Net [17] , k-nearest neighbor [5] , Alternate Decision Trees (ADT) [33] , multiclass extension of Alternating Decision Trees (LADT) [42] , Random Forests [58] , J48 [59] , Voting Feature Interval (VFI) [22] , and Support Vector Machines (SVM) [20] . We also tested bagging [18] , which is a technique used to improve accuracy of models by generating multiple versions of a predictor and then using them to get an aggregated predictor. We used Decision Stump [32] and LADT bagging techniques for our experiments. Figure 2 shows the Weka knowledge flow components we defined and used to generate the results described in section 5. 4.6. Performance evaluation of the classification. We measured the prediction accuracy by using the confusion matrix produced by Weka, which enabled us to compute the sensitivity (percent of accurate "good as good" predictions) and specificity (percent of accurate "bad as bad" predictions) of each classifier. In this stage, we compared the performance of the ML methods in terms of their sensitivity and the cost of building these classifiers. We used 10-fold cross validation on each dataset. Tables 8 and 12 are the confusion matrices for PETSc and Trilinos for a 66%-34% train-test data split. Tables 6 and 11 Predicting what the best solver is for any given sparse linear system is impossible by using a purely analytical approach, i.e., without any empirical performance analysis [30] . Hence, we adopted the empirical approach described here. The accuracy of the classifier is determined by measuring true positives (T P ) and false negatives (F N ). We focus on the true positive rate (T P R) because the goal is to identify solution methods that are likely to perform well. Hence, the accuracy measures presented in section 5 are computed using the usual true positive rate formula: TPR = TP /P = TP /(TP + FN ), where P is the actual number of positive instances, i.e., solvers labeled as "good".
Experimental results.
We performed the steps described in section 4 to construct classifiers that label a solver and preconditioner combination S i as either "good", "fair", or "bad" based on the features of the input linear system. The performance data for Trilinos was collected using Ifpack2 for preconditioning, Belos for iterative solvers, and Tpetra for the common data structures. We collected performance data for different S i chosen from PETSc and Trilinos on two architectures; the results are described in sections 5.1 and 5.2, respectively. We also performed a preliminary combined analysis using solver timings from both toolkits together, but because we do not yet have complete results for both toolkits on the same architectures and for the same set of matrices, we do not discuss it here. More comprehensive training data collection is planned as future work as the software infrastructure we are developing automates more of the process. All training data and Weka workflows used in this paper are available at the Lighthouse web site [49] . Table 5 summarizes the solver configurations that were most likely to perform well among all the configurations we tested and lists the most-frequently used solverpreconditioner combination for our experiments (described in more detail in the remainder of this section). For the PETSc solvers, the current analysis considers only sequential runs, while the Trilinos results reflect small-scale (12 MPI tasks) parallel runs.
While each solver has its own unique parameters, each library does contain some default parameters that are similar between solvers. More information can be found in the documentation of Trilinos's Belos package [11] and PETSc's Krylov subspace component [48] . Default solver parameters are shown in Table 4 .
PETSc solver analysis.
We collected solver performance information with PETSc version 3.5.3 on two supercomputers: a Blue Gene/Q at Argonne National Laboratory and the Aciss cluster at the University of Oregon consisting of nodes containing two hex-core 2.66GHz Intel Westmere (X5650) processors and 72 GB of RAM. Because the University of Florida matrices are not very large, each experiment used a single node. We performed binary and tertiary labeling for the PETSc solvers, and the results indicate that tertiary labeling outperformed binary labeling. There- fore we present the tertiary labeling results in this section. Some of the solvers had substantially more data points than others because of the simple random selection method we used. In order to balance the amount of data for different solvers in the complete dataset, some of the data points (i.e., the solvers for which fewer than 10 timing results are available) are removed. This operation leaves us with a total of 16,861 data points on the Blue Gene/Q and 5,437 data points on the Xeon cluster. These datasets are split into training and test subsets in the two types of validation described next. For 10-fold cross-validation of the classification on the Blue Gene/Q, using all 68 features computed by Anamod, the VFI [22] classifier, a very fast classification method based on voting feature intervals (the same algorithm that performed best for the Trilinos solver classification described in section 5.2) had the best true positive rate (T P R) of 88.4% (Table 6 ). The best T P R of 82.9% was delivered by Random Forest when we redid the classification with the eight features in Reduced Feature Set 1 (RS1) shown in the second column of Table 7 . The best accuracy for Reduced Feature Set 2 (RS2) was 82.2 % and was achieved by Random Forest, as shown in the third column of Table 7 . We created RS2 by removing size-dependent features to evaluate the sensitivity of the classification accuracy to problem size. We observe that removing size-based features has minimal impact on the accuracy of the best classification. On the Aciss cluster, we achieved T P R of 84.3% (RS1) and 83.7% (RS2) with Random Forest. At the time of writing, we have comprehensive data for a relatively small number of solvers on this architecture and hence the success of a relatively simple classification method. We expect that as our training dataset grows, we may find a different best classification algorithm for Aciss.
For the 66%-34% train-test data split of the Blue Gene/Q dataset, when using all 68 features computed by Anamod, VFI performed the best with an accuracy of 86.5% (Table 8) . With reduced feature sets RS1 and RS2, accuracies of 77.9% and 78.1% were achieved, respectively, by Random Forest. For the Aciss dataset, the 66%-34% train-test data split resulted in over 82% accuracy for the reduced feature sets. The full feature set T P R accuracy was at 78.3% (using J48). These results suggest that future classifiers can be created without having to include data points for a wide range of matrix sizes. Table 7 Reduced feature set for PETSc.
Feature name
Reduced Reduced Set 1 (RS1) Set 2 (RS2) Average distance of nonzero diagonal to main diagonal X X Total number of nonzeros X 1-norm, maximum column sum of absolute element sizes X X Column variability: max j log 10
Minimum number of nonzeros per row X X Row variability: max i log 10
Number of diagonals that have any nonzero element X Estimated condition number X X Figure 3(left side) is a radar chart that shows the performance of the six ML methods we tested for the full and reduced feature sets (invoked with default Weka parameters). The radar chart contains 10 radial axes, with values ranging between 0% and 100% from the center to the perimeter in increments of 10%. An accuracy of 100% indicates a classifier that predicts the good classifiers correctly each time. An accuracy of 0% indicates a classifier that fails to predict good classifiers in each case. We tested more methods than are included in the figure, but none performed better than the best method shown in the figure. The threshold used for labeling the dataset in this case was b = 40% and r = 60%, which means that methods within the top 40% of the best solver time were labeled as "good" and labeled as "fair" for all the cases with times greater than the "good" criterion but within 60% of the minimum. This value of b was chosen as the best among several sampled values between 1 and 45 for the BG/Q dataset. The total number of actual "good" class instances was 1,365. For the Aciss dataset, we were able to choose b = 40%, for which the actual number of "good" class instances was 1,135. The classification was performed on an Intel Core Fig. 3 . ML algorithm comparison for PETSc linear solvers using full and reduced Anamodbased feature sets for training and prediction: "good as good" prediction accuracy (left) and the time (in seconds) for constructing the classifier with each method (right) using all features (T All ) and two different reduced feature sets (T RS1 and T RS2 ) shown in Table 7 .
i5 MacBook Pro.
We analyzed the impact of our PETSc solver selection strategy on the execution time on Aciss by comparing the execution time of automatically selected good solvers (using the approach described in section 4) with that of the default PETSc solver configuration. We used a speedup value s computed as default solver time divided by recommended solver time (higher is better).
When solvers classified as good were actually good (true positives), which occurs in 82% of the testing dataset, the maximum improvement was s = 10, 331, the average improvement was s = 467, median s = 1.39, and minimum improvement was s = 0.71 (which is a slowdown). Similarly, in the 18% of cases where we mispredicted a solver as good or fair, the maximum improvement was s = 5, 824, average s = 257, median s = 1, and minimum (slowdown) s = 0.63. As these results show, while in some cases the recommended solver can be slower than the default, on average we deliver significant (orders of magnitude) improvement in execution time. Figure 4 shows the speedup s of all test dataset solvers classified as good by using the approach described in section 4. A speedup of 1 means that there was no speedup or slowdown, values less than 1 indicate a slowdown, and values over 1 indicate speedup. Another way to represent the loss or gain of performance is by looking at the area under the curve with relationship to the base case (line at y = 1). The area corresponding to speedup is 99.96% of the total area and is 2,397 times larger than the area corresponding to slowdown, which is 0.04% of the total area.
Trilinos solver analysis.
The first set of Trilinos experiments was performed on more than 14,000 data points on 66 Belos solvers/preconditioner combinations using the Janus supercomputer at the University of Colorado. Each Janus node contains two hex-core 2.8GHz Intel Westmere processors (X5660) and 24 GB of RAM. We used Weka to build the classifiers on an Intel Core i5 MacBook Pro following the steps outlined in section 4.
First, we used the Anamod-based features to perform the classification on the same matrices as the PETSc solver classification. With 10-fold cross-validation, the best "good as good" (T P R) solver accuracy with all 68 features was 71.8% and was produced by J48 [59] . With Reduced Feature Set 1 (RS1) the best T P R was 75% Table 9 Reduced feature sets for Trilinos using Anamod-based matrix properties. with Random Forest (100 trees), as shown in the second column of Table 9 . With Reduced Feature Set 2 (RS2) shown in the third column of Table 9 , the best accuracy of 73.1% resulted from Random Forest (100 trees). The performance of other ML methods is shown as a radar chart in the left part of Figure 5 .
With a 66%-34% train-test data split, the best accuracy of 72.2% was achieved by J48 for the full feature set. Accuracies of 73.5% and 70% were achieved with reduced sets RS1 and RS2 with Random Forest (100 trees), respectively. We labeled solutions as "good" if they were within b = 35% of the best known solution time, which was chosen as the best among values of b between 1 and 45.
Next, we performed the same steps, but this time with Trilinos-computed features because applications using Trilinos need to compute matrix features at runtime and hence most conveniently use available Trilinos functionality. Starting with the full 38-feature set, for 10-fold cross-validation, we identified the features in Table 10 2 using the same set of Weka attribute selection methods listed in section 4.4. We did not implement the equivalent of all 68 Anamod features; hence, the reduced features for Trilinos are somewhat different. The total number of data points used for training and 10-fold cross validation (Table 11) was 39,388, of which 2,986 were "good" solvers for b = 15, which is a more stringent labeling of "good" solvers than the best one for PETSc solvers. Again, we selected b based on sampling values between 1 and 45. . ML algorithm comparison for Trilinos linear solvers using full and reduced Anamodbased feature sets for training and prediction: "good as good" prediction accuracy (left) and the time (in seconds) for constructing the classifier with each method (right) using all features (T All ) and two different reduced feature sets (T RS1 and T RS2 ) shown in Table 9 .
Table 10
Reduced feature set for Trilinos using Trilinos-computed matrix properties.
Feature name
Reduced Feature Set 1 Reduced Feature Set 2 (RS1) (RS2) Dummy rows X X Trace X X Column diagonal dominance X X Row diagonal dominance X X Diagonal nonzeros X Diagonal mean X X Total DNE % X X As shown in Figure 6 , the best T P R of 93% was delivered by VFI [22] . With the reduced feature sets shown in the last two columns of Table 10 , VFI delivered the best T P R of 92% and 92.5%, respectively. We did not consider LibSVM because it is prohibitively slow on this larger dataset (over 300 seconds to build the model).
With a 66%-34% train-test data-split, again VFI performed the best with an accuracy of 93.0% for full-feature set. For both of the reduced sets, an accuracy of 90.3% was achieved by VFI (Table 12 ). Because of the significantly larger dataset used in this case, the time required for building the classifiers using different ML techniques was also longer than for those shown in Figure 5 . 6 . ML algorithm comparison for Trilinos linear solvers using full and reduced Trilinosbased feature sets for training and prediction: "good as good" prediction accuracy (left) and the time (in seconds) for constructing the classifier with each method (right) using all features (T All ) and two different reduced feature sets (T RS1 and T RS2 ) shown in Table 10 . LAPACK, PETSc, and SLEPc. We have successfully integrated performance-based decision support for selecting sparse linear solvers and eigensolvers for portions of PETSc, Trilinos, and SLEPc. Results to date indicate that the ML-based classification can produce up to 93% accurate predictions of well-performing sparse linear system solution methods. As we continue to expand the set of input problems and solution methods, we expect this accuracy to improve further. We will continue to expand the Lighthouse taxonomy with more HPC software routines and libraries. The greater coverage will allow us to fill out the training dataset in order to improve prediction accuracy. We will also extend and fully automate the prototype infrastructure for generating performance models of selected algorithms through ML-based methods. For example, determining the best threshold b for labeling solvers as "good" is currently a manual task, which can be automated fairly easily. While Weka allows quick algorithmic exploration of relatively small datasets, we plan to switch to a more scalable and efficient ML infrastructure, such as scikitlearn [60] . Additional tuning of ML algorithm parameters will also be investigated. Our long-term plan is to integrate the classification-based solver selection capabilities into PETSc and Trilinos, both for initial solver configuration and also to enable some runtime adaptivity. In addition, a new Lighthouse Web page will be created to provide an up-to-date summary of the type of results described in this paper as they are automatically updated with new classification results.
Because both PETSc and Trilinos are designed for parallel computation, we will work on adding another dimension, scalability, when recommending results to a user. While some options may be preferred for single-threaded or small workstation sized problems, other solver-preconditioner combinations may prove to be better for the same problem if using multiple cluster nodes. In further support of parallel computing, we will consider custom hierarchical ML approaches to provide scalable support for all possible solvers and levels of parallelism. Lighthouse will thus provide support to an ever broader class of scientific users.
