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We present a two-band Bose-Hubbard model which is shown to be minimal in the necessary
coupling terms at resonant tunneling conditions. The dynamics of the many-body problem is studied
by sweeping the system across an avoided level crossing. The linear sweep generalizes Landau-Zener
transitions from single-particle to many-body realizations. The temporal evolution of single- and
two-body observables along the sweeps is investigated in order to characterize the non-equilibrium
dynamics in our complex quantum system.
INTRODUCTION
Describing stationary ground states and transport dy-
namics in real solid-states is notoriously difficult because
of the too many degrees of freedom involved. It is the
merit of simplified models, which nevertheless take into
account the relevant physical mechanisms, to allow ana-
lytical and numerical predictions for such complex quan-
tum systems. A celebrated model is the Hubbard model
first introduced for fermions, whose main approximations
are that is it discrete describing a lattice system and that
interactions are typically short ranged [1].
The realization of lattice models with ultracold atoms
has given new impetus to the theoretical study of many-
body models, be it for fermions or bosons. Neglecting
the spin degree of freedom, the simplest Hubbard model
in one spatial dimension is integrable for fermions, while
its counterpart for bosons is shown to be non-integrable
[2]. This originates in the fact that too many combi-
nations exist of distributing bosons on a lattice. The
Bose-Hubbard model we are referring to now and in the
following is given by the many-body Hamiltonian [3]
HˆBHM =
∑
l
[
−J
2
(
aˆ†l+1aˆl + h.c.
)
+
W
2
aˆ†2l aˆ
2
l
]
. (1)
Here aˆl and aˆ
†
l are the bosonic annihilation and cre-
ation operators in the lattice mode l, W denotes the
interaction strength and J the tunneling coupling be-
tween the wells. This model is only integrable for either
W = 0 (non-interacting case) or J = 0 (no dynamics)
as one may easily verify. If both energy scales J and
WNfill, where Nfill is the average filling, are comparable,
the Bose-Hubbard model is a paradigm for a quantum
chaotic system [2]. The Hamiltonian above well describes
an ultracold atomic gas in sufficiently deep lattices where
the ground band is very flat and decoupled from higher
lying energy bands of the periodic lattice [3].
Many extensions of the basic model of Eq. (1) have
been recently studied [3–5]. To be more specific, mod-
els with more than the usual single-band approximation
were investigated in references [6–9], additional gravita-
tional forces in [10, 11], or non-local interactions in [12–
16]. Our goal is here to present a model including two
coupled energy bands. Such a system is implemented in
ongoing experiments, for instance at Innsbruck [17–19],
Harvard [20, 21] and Munich [12, 22], and finds appli-
cation in other realizations of Wannier-Stark lattice sys-
tems with ultracold bosons [23, 24]. Because of the non-
local interband couplings, our minimal two-band model
has similar quantum chaotic properties as its simplest
version (1), see also refs. [25, 26]. We will show now
how these properties can be used to steer many-body
Landau-Zener dynamics [27] and to investigate the quan-
tum (thermo)dynamics of the isolated many-body quan-
tum system.
MINIMAL TWO BAND MODEL
Our two band model, significantly extending the
Hamiltonian of Eq. (1), for locally interacting bosons
is given by the following Hamiltonian
Hˆ2B =
∑
l,β
[
−Jβ
2
(
βˆ†l+1βˆl + h.c.
)
+
Wβ
2
βˆ†2l βˆ
2
l + 2piF lnˆ
(β)
l
]
+ 2piF
∑
l,µ
[
Cµaˆ
†
l+µbˆl + h.c.
]
+
Wx
2
∑
l
[
bˆ†2l aˆ
2
l + h.c.
]
+ 2Wx
∑
l
nˆ
(a)
l nˆ
(b)
l +
∆
2
∑
l
(nˆ
(b)
l − nˆ(a)l ) . (2)
This model preserves the total number N of bosons on L
lattice sites. Then the full dimension of the state space
(Fock space) is given by
D =
(N + 2L− 1)!
N !(2L− 1)! . (3)
The operators βˆl and βˆ
†
l represent the annihilation and
creation operators. nˆ
(β)
l = βˆ
†
l βˆl is the number operator,
with band index β ∈ {a, b} for the lower and the upper
band, respectively. The parameter space is defined by
the parameters (Jβ ,Wβ ,Wx, Cµ,∆). Most of the terms
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2FIG. 1. Sketch of the system we model by the Hamiltonian
(2). The hopping terms represent Ja (solid blue arrow) and
Jb (dashed blue arrow). Intraband and interband interactions
correspond to the terms with Wa,b,Wx, respectively. The field
induced dipole couplings are shown by the red arrows for Cµ,
with µ = −2,−1, 0. All the latter turn out to be relevant at
the corresponding resonant tunneling conditions as the next
two figures report.
are sketched schematically in Fig. 1. Jβ is the kinetic en-
ergy scale, characterizing the nearest neighbor hopping
matrix elements. The W ’s represent the on-site, intra-
and inter-band interaction strengths. 2µ+ 1 dipole cou-
pling coefficients Cµ are induced by the constant gravity
or Stark field F , with µ ∈ Z. The Stark force itself is
given by the third term in the first line of Eq. (2). The
average energy band gap is given by ∆. Two-body in-
teractions between the local onsite single-particle energy
band levels lead to the interband exchange term in the
second line of Eq. (2).
In contrast to previous versions of the above model
[11, 29], we explicitly include here more cross-band cou-
plings with |µ| ≤ 2, for which µ = {−2,−1, 0, 1, 2}. At
least for resonant tunneling restricted to the next two
neighboring sites, more terms are not necessary since the
corresponding coupling coefficients go fast to zero with
increasing |µ| [25]. Yet, as we shall see non-onsite cross
terms are very relevant to describe, for instance, resonant
tunneling between the two energy bands induced by the
Stark field. Resonant tunneling finds important applica-
tions in solid-state devices [30] and is studied experimen-
tally with ultracold atoms in the mean-field [23, 24] and
many-particle regime [17–19]. In our sketch of Fig. 1,
resonant tunneling is almost realized between the upper
level of the middle well and the lower level of the right-
most site. The resonance conditions are given for specific
values of the Stark force, which is well controllable ex-
perimentally [17–19, 23, 24]. From Fig. 1 it should be
clear that the addition of the coupling terms C±1 and
C±2 is crucial for investigating, in particular, first and
second-order resonant tunneling, i.e. resonant tunneling
to the nearest or next nearest neighbor well, respectively.
The non-integrability of Hamiltonian (2) makes nec-
essary a numerical treatment based on exact diagonal-
ization or explicit integration schemes. For the for-
mer, we actually transform the static Stark terms into
periodically time-dependent phase factors for the hop-
ping parameters and diagonalize the corresponding time-
independent Floquet matrix. The temporal evolution for
non-periodic time-dependence is done with a highly op-
timized Runge-Kutta scheme taking into account only
the non-zero elements for matrix-vector multiplications.
More details on numerical procedures are discussed else-
where [28]. Here we focus on the physical consequences
of the strong coupling in dynamical simulations. In this
regime, the actual finite size of the system expressed in
number of atoms N and lattice sites L is not really cru-
cial since the total size D of the accessible Hilbert space
is anyway large for N,L ≥ 4 [25, 26, 28]. Hence we can
restrict to rather small L = 4 and L = 5 with filling
of order one for numerically expensive time-dependent
computations.
The importance of including the interband non-local
couplings C±1,±2 close to resonant tunneling conditions
is highlighted in Figs. 2 and 3.
First, we study the temporal evolution of the upper-
band population for an initial state with filling one and all
atoms in the ground band. The upper-band occupation
number is given by the expectation value
M(t) =
∑
l
〈φ(t)|n(b)l |φ(t)〉 , (4)
with |φ(t)〉 an arbitrary Fock state. Figure 2 (a) shows
this number for N = 4 = L versus time for no inter-
actions Wa,b,x = 0. While for the case with only C0
nonzero almost perfect interband oscillations occurs, the
addition of the terms with |µ| > 0 complicates the dy-
namics. Hence, the results are different even for the
non-interacting problem. Here the simplified theory of
ref. [29] predicts an oscillation period which is indepen-
dent of the system size, here in particular of N and L at
constant N/L = 1. Taking into account the terms Cµ,
with µ = ±1,±2, the oscillations show additional peri-
ods and the specific result depends on the system size
L instead (not shown). The situation is even more dra-
matic if we look at an interacting case in Fig. 2 (b),
for which the revivals, seen if only C0 is considered (dot-
ted line), are degraded once we include the C±1,±2 cou-
pling terms (see solid line for the full model for instance).
This means that the periodic revivals seen for the non-
interacting case and just C0 couplings disappear not only
because of stronger interactions, but also due to the ad-
ditional couplings C±1,±2. This implies that – even in
the non-interacting case – the two-band system cannot
be mapped any more onto a simple quantum spin Ising
model, as done e.g. in [20, 31].
Secondly, we investigate the temporal evolution of an
eigenstate of the two band system which has again the
form |ψ0〉 ≈ |11111; 00000〉 at a specific value of the force
F = F0. Then we sweep the force linearly in time F (t) =
F˙ t + F0 and follow the dynamics of the corresponding
many-body state |ψ(t)〉. The goal of our optimization
procedure is to realize a final state close to |00000; 11111〉,
which would correspond to transferring a Mott-like state
3FIG. 2. The temporal evolution of the initial state |ψ0〉 =
|1111; 0000〉 (N = 4 = L) in time units of the Bloch pe-
riod TB = 1/F . Shown are the upper band populations
M(t) for (a) Wa,b,x = 0 and (b) weak interactions Wa =
2.1× 10−3,Wb = 2.6× 10−3,Wx = 2.3× 10−3. The different
curves are computed including only C0 = −0.09 (black dotted
lines), C0 and |C±1| = 0.039 (red dashed lines), and finally
the full model dynamics with all coupling elements C0,±1,±2
with |C±2| = 2.1×10−3 (green solid lines). The almost perfect
oscillations in (a) and the revival in (b) around t/TB = 750
are heavily affected by the additional coupling terms. In par-
ticular, the phase of the interband oscillations depends on the
specific model and the revival in (b) disappears in the back-
ground when including C±1,±2. The remaining parameters
are F = 0.19,∆ = 1.16, Ja = 0.08, Jb = −0.12.
from the ground band to the second band. The following
protocol turned out to be feasible, see panel (a) in Fig.
3:
• (i) the initial and the intermediate state are chosen
around but slightly outside the resonant tunneling
region of width δF in the spectrum (see panel (a) in
Fig. 3); more precisely, the initial state on the left
at F0 and the intermediate state at Fint on the right
at of this region. The final state is obtained at the
same force value where we started from Ff = F0.
• (ii) we diabatically evolve, i.e. with large sweeping
rate F˙  δF 〈s〉, the initial condition from left to
right. Here δF is the width of the resonant tun-
neling region and 〈s〉 the mean level spacing. This
procedure ensures that the intermediate state |ψint〉
is of a similar form in the Fock basis as the initial
one, yet its energy is increased.
• (iii) Now we invert the evolution, i.e, the state
|ψint〉 is evolved backwards decreasing the force
again. We compute the success probability, i.e.,
the probability of obtaining as a final state |ψf〉 =
|00000; 11111〉 as a function of the slope F˙ .
FIG. 3. Dynamical numerical experiment to prove the im-
portance of field inter band cross terms Cµ with µ 6= 0. (a)
Typical many-body energy spectrum across resonant tunnel-
ing characterized by a single-particle avoided crossing (filled
by dense lying many-body levels). We try to transfer an initial
state |ψ0〉 via a fast (diabetic) evolution to an intermediate
state |ψint〉 via a sweep with the rates shown on the x axis
in (b) into the final state |ψf〉. The arrows indicate the start
of the protocol at F0 ≈ 0.385 over the intermediate value
Fint ≈ 0.465 back to Ff = F0.(b) The success probability of
transferring a large population from a Mott-like lower band
state into a corresponding upper band state as a function of
the slope of the force sweep (in units of δF 〈s〉 as defined in
the main text). In the case of Cµ = 0 for µ 6= 0 the success
is high (red/upper solid line). The inclusion of more rele-
vant couplings C±1 (green/lower solid line) and both C±1,±2
(black dashed line) destroys this possibility. While the details
depend on the specific model used for the computation, we ob-
serve that the crucial additional term is C±1 for the first-order
resonance studied here for L = 5 = N . Our realistic parame-
ters are [25]: ∆ = 0.32, Ja = 0.041, Jb = −0.046, Wa = 0.027,
Wb = 0.029, Wx = 0.028, C0 = −0.096, |C±1| = 0.046,
|C±2| = 0.007.
In panel (b) of Fig. 3 we show the success probability
(solid red line). The latter shows a clear stable maximum
over a sufficiently broad range of slopes (plateau region),
while for too large slopes Rabi-like oscillations occur.
The plateau region is obtained for sweeping rates values
which are close to but smaller than the product of the
effective width δF of the many avoided crossing and 〈s〉.
Hence, if only the coefficient C0 is included the protocol
above would produce reliably the target state. Including
higher order couplings, our protocol becomes unstable
and useless for a production of this particular state with
high fidelity. For nearest-neighbor resonant tunneling,
the main contribution with respect to the naive model
(red/upper solid line) arises from C±1, while the next or-
der C±2 will become important for longer-range resonant
tunneling along the lattice (not shown here, but studied
in the mean-field regime experimentally in [23, 24]).
The two examples shown in Figs. 2 and 3 show that
we cannot neglect non-local band exchange terms Cµ,
with µ = ±1,±2, in particular at resonant tunneling
conditions [23, 24]. On the one hand, it denies the pos-
sibility to prepare interesting higher-band states, if not
4very sophisticated protocols for optimizing the transport
across the interband avoided crossing region are found.
On the other hand, only the inclusion of next-nearest
neighbor cross couplings leads to a complex mixing of
the states corresponding to the instantaneous spectra for
fixed forces F , respectively. This chaotic level mixing
and its consequences will now be characterized further in
the next section.
QUANTUM THERMODYNAMICS
Since our model conserves the particle number N , the
sum of the lower and upper band population obviously
is
∑
l
(
n
(a)
l + n
(b)
l
)
= N . In the limit of vanishing in-
teractions Wβ ,Wx → 0, the spectrum of (2) can be split
into sets of states with the same upper-band occupation
number [26, 28], see Eq. (4). These sets of states, we call
them M manifolds in the following, are very useful also
for the characterization of the complex spectra of inter-
acting systems. As shown in detail in ref. [26], close to
resonant interband tunneling, these manifolds lose their
property of being good quantum numbers due to strong
interactions. This indicates that the spectra are strongly
mixed due to the interactions and the avoided crossing,
which squeezes the levels close together (see Fig. 3 (a)).
Other useful quantities for the characterization of
strong level mixing are
θβ=a,b =
〈
1
2
∑
l
βˆ†2l βˆ
2
l
〉
φ
(5)
and
θx = 2
〈∑
l
n
(a)
l n
(b)
l
〉
φ
. (6)
They represent the onsite intraband particle interactions
and the onsite interband interactions, respectively. Ob-
viously, both quantities are zero in the interaction-free
case.
We want to study now better the non-equilibrium dy-
namics in the presence of interactions comparable to the
hopping strength. As in the previous section, we drive an
initial state across the resonant tunneling regime, where
many non-adiabatic transitions take place. For this, we
use a linear sweeping function, which is indeed inspired
by Landau-Zener transition models for our system [32]:
F (t) = F˙ t + F0, t > 0. The rate F˙ is chosen in such a
way to be similar to the product of the mean level spac-
ing 〈s〉 and the total width δF in the parameter F of the
strongly coupled region in the spectrum. This guarantees
an optimal sweeping rate for strong level coupling in the
dynamics, avoiding too diabatic (direct crossing of the
region without level spreading) or too adiabatic (follow-
ing essentially one level only) evolutions. The scan starts
slightly before the avoided crossing at resonant tunneling
and stops slightly afterwards. The presence of avoided
crossings in the spectrum, see Fig. 3 (a), generates then
a spreading of the initially localized wave packet in the
instantaneous eigenbasis of states |i〉 with eigenenergies
i(F (t)). The local density of states (LDOS), defined by
Pψ(ε, g) =
∑
i
|Ci|2δ(ε− εi), (7)
with Ci ≡ 〈ψt|εi〉, characterizes this spreading. For
strong interactions, a nearly flat distribution is reached.
Here |Ci|2 ∼ 1/D, i.e. the system obeys a equipartition
condition. The spreading may also be analyzed using the
Shannon information entropy [33]
Ssh = −
∑
i
|Ci|2 ln |Ci|2, (8)
which approaches Ssh ≈ lnD in statistical equilibrium.
The evolution of the entropy is shown for typical system
parameters in Fig. 4. The entropy starts out from a small
value, which is zero when we start exactly with an eigen-
state of the system for F = F0. Then it systematically
increases saturating after crossing the minimum of the
avoided crossing. The saturation values are all identical
and close to one (actually 0.94 as predicted by random
matrix theory for full chaotic level mixing [34, 38]).
The thermalization of observables in a complex quan-
tum system can be investigated with the help of the
eigenstate thermalization hypothesis [35–37]. For this,
we check whether the expectation value of our operator
Oˆ of interest and its time average approach the diagonal
approximation:
〈Oˆ〉t ≡ 〈ψt|Oˆ|ψt〉, O ≡ lim
t→∞
1
t
∫ t
0
〈Oˆ〉t′dt′ −→
∑
i
|Ci|2Oii ,
(9)
where Oij = 〈εi|Oˆ|εj〉. Since we are treating a closed sys-
tem, the density matrix is represented by the pure state
|ψt〉 for the full system. In the regime of strong chaotic
level mixing, the distribution of the coefficients |Ci| af-
ter the sweep is essentially flat confirming the statistical
relaxation in our isolated system (see the discussion of
the Shannon entropy above). This regime can indeed be
characterized by an effective temperature of the size of
the spectral width divided by the Boltzmann constant,
see ref. [40] for the somewhat subtle definition of tem-
perature in our isolated system of interacting particles in
terms of the instantaneous Floquet bases at fixed forces
F .
The coherent dephasing arises from passing the zone
with many avoided crossings with a broad distribution of
widths as expected from random matrix theory, see e.g.
[39]. The passing of this chaotic zone close to resonant
tunneling conditions makes the off-diagonal elements Oij
go to zero quickly and the evolution can be well approx-
imated by the diagonal contributions only. We study
5FIG. 4. Shannon entropy in the instantaneous basis, see Eq.
(8), for N = 6, L = 5. The different colors represent different
M manifolds of the initial state: M = 0 (black line with
circles), M = 1 (green dashed line with squares) and M =
2 (light/blue dashed line with triangles) and M = 3 (red
dashed line with open circles). The inset shows the temporal
evolution of the single and two-body observables {Mˆ, θˆβ,x}.
All of them relax quickly to their equilibrium value given in
Eq. (9) and plotted as constant black dashed lines. The other
parameters are identical to the ones of Fig. 3 and correspond
for our filling N/L = 6/5 to a regime of strong level mixing
due to interparticle interactions.
the time evolution of the set of observables {Mˆ, θˆβ,x}
introduced above. Optimal thermalization in the instan-
taneous eigenbases is obtained for a sweeping parameter
F˙ /δF 〈s〉 of order 1. This condition corresponds to the
strong mixing condition mentioned already in the previ-
ous section. All the expectation values shown in the inset
of Fig. 4 converge to their microcanonical averages (in our
case identical to the diagonal ensemble on the right hand
side of Eq. (9)) via quantum chaotic diffusion across the
instantaneous spectrum. Hence, the right hand side of
Eq. (9) is, in practice, not any more dependent on the
initial state because of the strong level mixing and the
resulting irreversibility of the quench dynamics (see [40]
for details).
CONCLUSIONS AND PERSPECTIVES
We presented a model of two energy bands coupled
by internal particle-particle interactions and by an ex-
ternal Stark force. Our model may be realized with ul-
tracold bosons in periodic optical lattices [17–19]. The
non-intergrability of our quantum many-body system can
be used to engineer complex dynamics. The temporal
evolution of the system across a region of strong level
clustering (avoided crossings) highlights the relevance of
additional interband coupling terms. Furthermore, it
allows us to investigate the chaotic diffusion and non-
equilibrium properties of single and two-body observables
within the instantaneous quantum spectra. An advan-
tage of our system is that the sweep across the chaotic
spectral region at resonant tunneling conditions can be
done rather fast (also because the region is small in pa-
rameter space, see e.f. Fig. 3(a)), and one does not
have to wait asymptotically long for reaching thermal-
ization. Together with possible experimental implemen-
tations with ultracold atoms, our results shed light on the
understanding of thermalization in closed non-integrable
systems through the eigenstate thermalization hypothe-
sis [35–37]. Other applications include the study of re-
versibility properties [40, 41] and the deterministic pro-
duction of entanglement [42] in driven many-body quan-
tum systems.
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