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a b s t r a c t
Mobile guards on the vertices of a graph are used to defend it against an infinite sequence
of attacks on either its vertices or its edges. If attacks occur at vertices, this is known at
the eternal domination problem. If attacks occur at edges, this is known as the eternal
vertex cover problem.We focus on the model in which all guards can move to neighboring
vertices in response to an attack. Motivated by the question of which graphs have equal
eternal vertex cover and eternal domination numbers, a number of results are presented;
one of the main results of the paper is that the eternal vertex cover number is greater than
the eternal domination number (in the all-guards move model) in all graphs of minimum
degree at least two.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
LetG = (V , E)be a graphwithn vertices andminimumdegree δ(G). A number of recent papers have considered problems
associated with using mobile guards to defend G against an infinite sequence of attacks; see for instance [1,3,6,7,10–12].
Denote the open and closed neighborhoods of a vertex x ∈ V by N(x) and N[x], respectively. That is, N(x) = {v|xv ∈ E}
and N[x] = N(x) ∪ {x}. Further, for S ⊆ V , let N(S) = x∈S N(x). For any X ⊆ V and x ∈ X , we say that v ∈ V − X is an
external private neighbor of x with respect to X if v is adjacent to x but to no other vertex in X . The set of all such vertices v is
the external private neighborhood of x with respect to X .
A dominating set of G is a set D ⊆ V with the property that for each u ∈ V − D, there exists x ∈ D adjacent to u. A
dominating setD is a connected dominating set if the subgraphG[D] ofG induced byD is connected. Theminimum cardinality
amongst all dominating sets of G is the domination number γ (G), while the minimum cardinality amongst all connected
dominating sets is the connected domination number γc(G) (see e.g. [9]).
A vertex cover of G is a set C ⊆ V such that for each edge uv ∈ E at least one of u and v is in C . Let α(G) denote the vertex
cover number of G, the minimum number of vertices required to cover all edges of G.
An independent set of G is a set I ⊆ V with the property that no two vertices in I are adjacent. The maximum
cardinality amongst all independent sets is the independence number β(G). For all connected graphs G, it is well known
that n− β(G) = α(G) (see e.g. [4, Theorem 9.12]). An independent set of edges of G is a set of edges no two of which have a
common end-vertex. The edge independence number β1(G) is themaximum cardinality among the independent sets of edges
of G. It is also well known that α(G) ≥ β1(G) for all graphs, and that equality holds for bipartite graphs. The latter result is
known as König’s theorem (see e.g. [4, Theorem 9.13]).
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Let Di ⊆ V , 1 ≤ i, be a set of vertices with one guard located on each vertex of Di. In this paper we allow at most one
guard to be located on a vertex. Each problem we study can be modeled as a two-player game between a defender and an
attacker: the defender choosesD1 as well as eachDi, i > 1, while the attacker chooses the locations of the attacks r1, r2, . . . .
So the location of an attack can be chosen by the attacker depending on the location of the guards. Each attack is handled
by the defender by choosing the next Di subject to some constraints that depend on the particular game. The defender wins
the game if they can successfully defend any series of attacks, subject to the constraints of the game described below; the
attacker wins otherwise.
For the eternal dominating set problem, each Di, i ≥ 1, is required to be a dominating set, ri ∈ V (assume without loss of
generality ri ∉ Di), and Di+1 is obtained from Di by moving one guard to ri from a vertex v ∈ Di, v ∈ N(ri). The size of a
smallest eternal dominating set for G is denoted γ∞(G). This problem was first studied in [3].
For the m-eternal dominating set problem, each Di, i ≥ 1, is required to be a dominating set, ri ∈ V (assume without loss
of generality ri ∉ Di), and Di+1 is obtained from Di by moving guards to neighboring vertices. That is, each guard in Di may
move to an adjacent vertex. It is required that ri ∈ Di+1. The size of a smallest m-eternal dominating set for G is denoted
γ∞m (G). This ‘‘all-guards move’’ version of the problem was introduced in [6]. It is clear that γ∞m (G) ≥ γ (G) for all graphs G.
For them-eternal vertex covering problem, eachDi, i ≥ 1, is required to be a vertex cover, ri ∈ E, andDi+1 is obtained from
Di by moving guards to neighboring vertices. That is, each guard in Di may move to an adjacent vertex. It is required that in
moving from Di to Di+1, a guardmove across edge ri (we assumewithout loss of generality that at least one endvertex of ri is
not in Di). The size of a smallest m-eternal vertex cover for G is denoted α∞m (G). The m-eternal vertex covering problemwas
introduced in [13] and was also studied in [5]. We shall sometimes refer to this just as the eternal vertex cover problem, for
simplicity. As in the case of domination, α∞m (G) ≥ α(G) for all graphs G.
We say that a vertex (edge) is protected if there is a guard on the vertex or on an adjacent (incident) vertex. We say that
an attack is defended if we send a guard to the attacked vertex (across the attacked edge).
It is obvious that for any graph Gwithout isolated vertices, α(G) ≥ γ (G) and α∞m (G) ≥ γ∞m (G). We are motivated by the
characterization in [8] of graphs with equal domination and vertex cover numbers. In this paper we address the following
question and give partial results.
Question 1. For which graphs G is α∞m (G) = γ∞m (G)?
The small graphs K2, P3, and C4 are elementary examples of graphs with this property, while K3 is an example of a graph
having α∞m (K3) > γ∞m (K3). More generally, Kn shows that α∞m (Kn)− γ∞m (Kn) can be arbitrarily large.
We begin by characterizing the trees T having α∞m (T ) > γ∞m (T ) in Section 2. In Section 3 we consider cyclic graphs and
prove in Section 3.1 that α∞m (G) > γ∞m (G) for bipartite graphs G ≠ C4 of minimum degree at least two. Our main result is
Theorem 13 in Section 3.2, from which we deduce that α∞m (G) > γ∞m (G) for all graphs G ≠ C4 of minimum degree at least
two (Corollary 14). In Section 4 we consider some graphs with pendant vertices and show examples of graphs for which the
two parameters under investigation are equal and unequal. We conclude with some conjectures and other open problems
in Section 5.
2. Trees
A neo-colonization is a partition {V1, V2, . . . , Vt} of the vertex set of graph G such that each G[Vi] is a connected graph. A
part Vi is assigned a weightω(Vi) = 1 if it induces a clique andω(Vi) = 1+γc(G[Vi]) otherwise. Then θc(G) is the minimum
total weight of any neo-colonization of G, and is called the clique-connected cover number of G. Goddard et al. [6] defined this
parameter and proved that γ∞m (G) ≤ θc(G).
Theorem 1 ([11]). For any tree T , θc(T ) = γ∞m (T ).
A stem of a tree T , also sometimes called a support vertex, is a vertex of degree at least two that is adjacent to a leaf. (We
assume that stems have degree greater than one, otherwise T is aK2.) A vertex of T that is not a leaf is called an internal vertex.
We partition the internal vertices of T into loners, weak stems and strong stems depending on whether they are adjacent to
no, exactly one or at least two leaves. Denote the set of leaves of T by L(T ) and let ℓ = |L(T )|. Obviously, γc(T ) = n− ℓ for
any tree T of order n ≥ 3.
We first state a result from [13].
Theorem 2 ([13]). For any tree T of order n, α∞m (T ) = n− ℓ+ 1.
The formula in Theorem 2 comes from initially locating guards on all internal vertices of T and one guard on an arbitrary
leaf. We next characterize the trees T with α∞m (T ) = γ∞m (T ).
Theorem 3. Let T be a tree of order n ≥ 3. Then α∞m (T ) > γ∞m (T ) if and only if
C1 there exists a set E ′ ⊆ E such that edge in E ′ is incident with a loner and such that each component of T − E ′ that contains a
strong stem has a leaf that is a loner of T .
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Proof. Assume that condition C1 holds and place n − ℓ guards on T , one on each internal vertex. Let T1, . . . , Ts be the
components of T − E ′, where for some r ≤ s, T1, . . . , Tr are the components that contain a strong stem. For i = 1, . . . , r ,
let zi be a loner of T that is a leaf of Ti. It is clear from Theorem 2 and the subsequent comment that the vertices of Ti that are
internal vertices of T , together with zi, defend the edges, and therefore the vertices, of Ti for i = 1, . . . , r . For r + 1 ≤ i ≤ s,
each internal vertex of Ti is adjacent to at most one leaf of T ; any other leaf of Ti is an internal vertex of T and thus contains a
guard. Thus the guard on a stem of Ti only moves between the stem and its leaf. Therefore n− ℓ guards protect the vertices
of T and the result follows from Theorem 2.
Conversely, assume condition C1 is not satisfied. Amongst allminimumweight neo-colonizations of T , let {V1, V2, . . . , Vt}
be one such that t is minimum, and let Ti = T [Vi], i = 1, . . . , t . We prove that t = 1. Since T ∉ {K1, K2}, it will follow that
θc(T ) = γc(T )+ 1 = n− ℓ+ 1, hence by Theorems 1 and 2, γ∞m (T ) = n− ℓ+ 1 = α∞m (T ).
Assume that t ≥ 2, and suppose first that Ti = K1 for some i. Let v ∈ Vj, j ≠ 1, be any vertex of T adjacent to u ∈ Vi.
If Tj = K1, then ω(Vi ∪ Vj) = 1 < ω(Vi) + ω(Vj), which contradicts the minimum weight of the neo-colonization. Hence
|Vj| ≥ 2. Therefore T [{u} ∪ Vj] is not complete, so that ω({u} ∪ Vj) = γc(T [{u} ∪ Vj])+ 1. But
γc(T [{u} ∪ Vj])
= γc(Tj) = 1 if Tj = K2
≤ γc(Tj)+ 1 otherwise,
so that
ω({u} ∪ Vj)
= 2 if Tj = K2
≤ γc(Tj)+ 2 otherwise
≤ ω(Vi)+ ω(Vj).
Therefore the neo-colonization {Vi∪Vj}∪{Vk : k ≠ i, j} is an optimal neo-colonizationwith fewer parts than {V1, V2, . . . , Vt},
a contradiction. Hence |Vi| ≥ 2 for each i.
Suppose some vertex ui ∈ Vi − L(Ti) is adjacent to a vertex uj ∈ Vj, j ≠ i. Then Ti ≠ K2 (since it has internal vertex ui),
so ω(Vi) = γc(Ti)+ 1, while ω(Vj) = γc(Tj) = 1 if Tj = K2, and ω(Vj) = γc(Tj)+ 1 otherwise. Let T ′ = T [Vi ∪ Vj]. Since ui is
an internal vertex of Ti, ui is contained in the unique minimum connected dominating set of Ti. Also, either uj or a neighbor
of uj is contained in the minimum connected dominating set of Tj. Now if Tj = K2, then γc(T ′) = γc(Ti)+ 1 and
ω(Vi ∪ Vj) = γc(Ti)+ 2 = ω(Vi)+ ω(Vj).
If Tj ≠ K2, then γc(T ′) ≤ γc(Ti)+ γc(Tj)+ 1 and
ω(Vi ∪ Vj) ≤ γc(Ti)+ γc(Tj)+ 2 = ω(Vi)+ ω(Vj).
In either case the neo-colonization {Vi ∪ Vj} ∪ {Vk : k ≠ i, j} is an optimal neo-colonization with fewer parts than
{V1, V2, . . . , Vt}, a contradiction. Therefore, whenever ui ∈ Vi is adjacent to a vertex not in Vi, ui is a leaf of Ti (but obviously
not of T ). Now ui is either a weak stem or a loner of T , for if ui were a strong stem of T , then either ui would be an internal
vertex of Vi, contradicting u ∈ L(Ti), or a leaf adjacent to ui would form a part Vj of cardinality one in the optimum neo-
colonization, contradicting |Vj| ≥ 2.
Assume that ui is a weak stem of T . Then |Vi| = 2. Let ui be adjacent to uj ∈ Vj. If |Vj| ≥ 3, then by the same argument
used above, {Vi ∪ Vj} ∪ {Vk : k ≠ i, j} is an optimal neo-colonization with fewer parts than {V1, V2, . . . , Vt}.
C2 Thus |Vj| = 2 for each j such that a weak stem ui ∈ Vi is adjacent to some uj ∈ Vj; in this case evidently uj is itself a weak
stem of T .
Since T is connected, there is a path from V1 to Vj for each j = 2, . . . , t . By C2, each edge from Vi to Vj, i ≠ j, joins a weak
stem to a weak stem of T , and Ti = K2 for each i. Thus T consists of weak stems and leaves. But now C1 is vacuously satisfied
with E ′ = ∅, a contradiction.
We conclude that for each i = 1, . . . , t , each edge from Ti to Tj joins a leaf of Ti that is a loner of T to a leaf of Tj that is a
loner of T . Define E ′ = E(T ) −ti=1 E(Ti). Then each component of T − E ′ contains a leaf that is a loner of T . But then C1
holds, contrary to our assumption. Hence t = 1 and the result follows. 
3. Graphs
We begin this section by stating a simple but useful fact about dominating sets of size γ∞(G) and γ∞m (G), and vertex
covers of size α∞m (G).
Fact 4. Let G be an arbitrary graph. Every vertex of G is contained in a dominating set of size γ∞(G), a dominating set of size
γ∞m (G), and a vertex cover of size α∞m (G).
The following bound is simple.
Proposition 5. For any connected graph G, γ∞m (G) ≤ 2γ (G), and the bound is sharp for all values of γ (G).
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Proof. The result is trivial for K1, so assume |V (G)| ≥ 2. As shown in [2], every graph without isolated vertices has a
minimum dominating set in which each vertex has an external private neighbor. Let D be such a minimum dominating
set of G. For each v ∈ D, place a guard at v and at a private neighbor of v. It is easy to see this configuration is an m-eternal
dominating set.
To see that the bound is sharp for γ = 1, consider any star with at least three vertices. For γ = 2, consider C6 and let
u and v be two vertices at distance three apart. Add two new internally disjoint u − v paths of length three to form the
graph G. Obviously, {u, v} is a γ -set of G. Let D be any dominating set of G with |D| = 3. Suppose u ∉ D. Since N(u) is
independent with |N(u)| = 4, and no two vertices in N(u) have a common neighbor other than u,D does not dominate
N(u), a contradiction. Thus u ∈ D and similarly v ∈ D. Without loss of generality say D = {u, v, w}, where w ∈ N(u). Then
D cannot repel an attack at a neighbor of v. It follows that γ∞m (G) = 4 = 2γ (G).
For γ = k ≥ 3, consider C3k and let {u1, . . . , uk} be any γ -set of C3k, where the subscripts of the ui have been chosen
so that d(ui, ui+1 (mod k)) = 3 for each i. For each i = 1, . . . , k, add a new ui − ui+1 (mod 3k) path of length three to form G.
Then γ (G) = k, but it can be shown similar to the previous case that no set of 2k− 1 vertices eternally protects the vertices
of G. 
We continue our investigation of the class of graphs with γ∞m = α∞m .
Proposition 6. If G ≠ C4 is Hamiltonian, then α∞m (G) > γ∞m (G).
Proof. If G = K4, then γ∞m (G) = 1 and α∞m (G) = 3, and if G = K4 − e, then γ∞m (G) = α(G) = 2 and α∞m (G) = 3. Now


















Proposition 7. Let G = (V , E) be a connected graph with δ(G) ≥ 2. Then γ∞m (G) ≤ α(G).
Proof. If δ(G) ≥ 2, then obviously α(G) ≥ 2. LetD be aminimum vertex cover of G and initially place a guard on each vertex
in D. Note that V − D is independent and thus each vertex in V − D is adjacent to at least two vertices in D. In response to
an attack on a vertex u ∈ V − D, move a guard from an adjacent vertex v to u. For each subsequent attack, say on a vertex
w, move the guard on u back to v, and (ifw ≠ v) move a guard on a vertex x ∈ N(w)∩ (D− {v}) tow; this is possible since
δ(G) ≥ 2. 
Let G = (A, B, E) denote a bipartite graph with partite sets (i.e., color classes) A, B, and edge set E. If |A| ≤ |B| and M
is a maximum matching of G, then |M| ≤ |A| and so, by König’s theorem, α(G) = |M| ≤ |A|. The following corollary of
Proposition 7 is immediate.
Corollary 8. Let G = (A, B, E) be a connected bipartite graph with 2 ≤ |A| ≤ |B| and δ(G) ≥ 2. Then γ∞m (G) ≤ |A|.
Lemma 9. Let G = (A, B, E) be a connected bipartite graphwithmore than four vertices, δ(G) ≥ 2, and |A| = 2 or |A| = |B| = 3.
Then α∞m (G) > γ∞m (G).
Proof. If |A| = 2, then γ∞m (G) = α(G) = 2. Since |B| ≥ 3, Fact 4 implies that α∞m (G) > 2. If |A| = |B| = 3, then G contains a
cycle of length six and so the lemma follows from Proposition 6. 
The following simple properties are used in the proofs of subsequent results.
Proposition 10. (i) For any graph G and any partition {V1, . . . , Vt} of V (G), γ∞m (G) ≤
∑t
i=1 γ∞m (G[Vi]) and α(G) ≥∑t
i=1 α(G[Vi]).
(ii) If G has a subgraph H without isolated vertices such that γ∞m (H) = α∞m (H)− r, where r ≥ 0, γ∞m (G−H) ≤ α(G−H)+ s,
where s ≤ r − 1, and some vertex v of H is not contained in any vertex cover of H of cardinality α∞m (H) − r + s, then
γ∞m (G) < α∞m (G).
(iii) If G has a Hamiltonian subgraph H ≠ C4 such that G− H has a perfect matching, then γ∞m (G) < α∞m (G).
Proof. (i) If Di is an m-eternal dominating set of Gi, i = 1, . . . , t , thenti=1 Di is an m-eternal dominating set of G, and if D
is any vertex cover of G, then Di = D ∩ Vi is a vertex cover of Gi.
(ii) Suppose to the contrary that γ∞m (G) = α∞m (G). By (i),
α∞m (G) = γ∞m (G) ≤ γ∞m (H)+ γ∞m (G− H) ≤ α∞m (H)− r + s+ α(G− H).
As the guards move to protect the edges of G, at least α(G − H) of them must remain on the vertices of G − H at all times.
ThereforeH contains atmost α∞m (H)−r+s guards at all times, and the guarded vertices form a vertex cover ofH . But before
or after an attack on an edge incident with v, v contains a guard, which is impossible.
(iii) Let V1 = V (H). Since G − H has a perfect matching, we can partition V − V (H) into subsets V2, . . . , Vt such that
Gi = G[Vi] = K2 for each i = 2, . . . , t . As in the proof of Proposition 6, γ∞m (H) < α(H) if H ≠ K4 − e, hence by (i),
γ∞m (G) ≤ γ∞m (H) + t − 1 < α(H) + t − 1 ≤ α(G) ≤ α∞m (G). If H = K4 − e, the result follows from (ii) with r = 1 and
s = 0, because neither vertex of K4 − e of degree two is contained in a vertex cover of cardinality 2. 
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Fig. 1. m-Eternal dominating sets X1 and Y2 .
3.1. Bipartite graphs
In this subsection,we show thatα∞m > γ∞m for bipartite graphswithminimumdegree two. The problemof characterizing
cyclic bipartite graphs with pendant vertices and γ∞m = α∞m remains unsolved. A vertex that is not contained in any
minimum vertex cover of G is called deficient.
Theorem 11. Let G = (A, B, E) be a connected bipartite graph with more than four vertices and δ(G) ≥ 2. Then
(i) γ∞m (G) < α(G), or
(ii) γ∞m (G) = α(G) and G has a deficient vertex.
Proof. Let |A| = a ≤ |B| = b. Suppose first that G does not have a perfect matching and letM be anymaximummatching of
G. Then B contains a vertex u that is not incident with any edge inM . By König’s theorem, α(G) = |M|. Let X be an arbitrary
minimum vertex cover of G. Then X consists of exactly one end vertex of each edge inM and so u ∉ X . That is, u is deficient,
hence (ii) holds.
Now assume that G has a perfect matching. Obviously, a = b = α(G). By Lemma 9, (i) holds for a = 2 or a = 3, so
assume a ≥ 4. Amongst all perfect matchings of G, let M be one such that G has an M-alternating cycle C of maximum
length; such a cycle C exists since δ(G) ≥ 2. Let {V1, V2} be a partition of V such that V1 = V (C). Let Gi = G[Vi] and
Mi = M ∩ E(Gi) for i = 1, 2. Note thatMi is a perfect matching of Gi. Thus if C = Cn for some n ≥ 6, then the result follows
from Proposition 10(iii). We may therefore assume that C = C4.
Let A = {a1, . . . , an}, B = {b1, . . . , bn},M = {aibi : i = 1, . . . , n} and assume without loss of generality that
V1 = {a1, a2, b1, b2}. Since G is connected, some vertex of G1 is adjacent to some vertex of G2; without loss of generality say
b2a3 ∈ E(G). Then b3 is not adjacent to a1 or a2, otherwise G contains anM-alternating 6-cycle, or anM ′-alternating 6-cycle
where M ′ = (M − {a1b1, a2b2}) ∪ {a1b2, a2b1}, contrary to the choice of C . (See Fig. 1.) Since deg b3 ≥ 2, b3 is adjacent to
some ai, i ≥ 4; say b3 is adjacent to a4. Now if b4 is adjacent to a1, then a1, b1, a2, b2, a3, b3, a4, b4, a1 is an M-alternating
8-cycle, and if b4 is adjacent to a2, then a2, b2, a3, b3, a4, b4, a2 is anM-alternating 6-cycle, contrary to the choice of C . Since
deg b4 ≥ 2, b4 is adjacent to some vertex ai ∈ A− {a1, a2}.
If i ≠ 3, then b4 is adjacent to (say) a5. We may repeat this argument to construct a sequence of distinct vertices
a1, a2, . . . , ak such that, sinceG is finite, bk is adjacent to ak−1 for some k ≥ 4. Note that in this case, the labels in the sequence
a1, a2, . . . , ak do not necessarily correspond to the labels in the set A = {a1, . . . , an} given in the previous paragraph.
Let G3 = G[{ak−1, ak, bk−1, bk}]. We prove that γ∞m (G) ≤ a−1 by defining two types of sets of cardinality a−1, showing
that each of these sets defends G against an attack at any unoccupied vertex by moving guards to form one of the other sets.
Let
• X1 = (A− {a1, a2}) ∪ {b1}, X2 = (A− {a1, a2, ak}) ∪ {b1, bk−1},
X3 = (A− {a1, a2, ak}) ∪ {b1, bk};
• Y1 = (B− {bk−1, bk}) ∪ {ak}, Y2 = (B− {b1, bk−1, bk}) ∪ {a1, ak},
Y3 = (B− {b1, bk−1, bk}) ∪ {a2, ak}.
For n = 6 and k = 5, the sets X1 and Y2 are illustrated in Fig. 1; note that not all edges are shown. It is easy to see that
each Xi and Yj dominates G. For guard movements in response to an attack, first consider the sets Xi, i = 1, 2, 3. For any
attack on G3, move one or both guards on G3 to new positions to defend the attacked vertex, making sure that ak−1 has a
guard after each move. The resulting set of guards is Xj, j = 1, 2, 3. For any attack elsewhere, i.e., any attack on a vertex in
(B − {bk−1, bk}) ∪ {a1, a2}, move the guard on ai to bi for each i = k + 1, . . . , n; move the single guard on {ak, bk−1, bk} to
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ak if it is not already there; move the guard on ai to bi−1 for each i = 3, . . . , k − 1; finally, if the attack is at a1 or a2, move
the guard on b1 to the attacked vertex. The resulting set of guards is Yj for some j = 1, 2, 3.
Now consider the sets Yi, i = 1, 2, 3, and note that these sets are similar to Xj, j = 1, 2, 3. Briefly, for any attack on G1,
move the guards on G1 to protect the attacked vertex, making sure that b2 has a guard after every move; the resulting set of
guards is Yj for some j = 1, 2, 3. For an attack elsewhere, reverse the guard movements in the previous paragraph to obtain
the set Xj for some j.
Hence we can protect Gwith a− 1 guards, so that γ∞m (G) ≤ a− 1 < α(G) as required. Hence (i) holds. 
Now if Theorem 11(i) holds, then γ∞m (G) < α(G) ≤ α∞m (G), and if Theorem 11(ii) holds, then Fact 4 implies that
γ∞m (G) < α∞m (G). Thus we have the following corollary.
Corollary 12. If G is a connected bipartite graph with more than four vertices and δ(G) ≥ 2, then γ∞m (G) < α∞m (G).
3.2. General graphs
In this section, we prove our main result, namely that α∞m (G) > γ∞m (G) for any non-trivial, connected graph G ≠ C4 with
δ(G) ≥ 2. This result is stated in Corollary 14 and is a direct consequence of the stronger result proved in Theorem 13, which
is an improvement of Proposition 7 and a generalization of Theorem 11. For simplicity a vertex of G of degree at least three
is called amajor vertex, while a vertex of degree two is aminor vertex. Also, an odd path is a path of odd length.
Theorem 13. If G ≠ C4 is a connected graph of order n ≥ 3 with δ(G) ≥ 2, then
(i) γ∞m (G) < α(G), or
(ii) γ∞m (G) = α(G) and G has a deficient vertex.
Proof. The result is easily verified for graphs with at most five edges. Suppose the result is not true in general and let G be a
graph with the smallest number of edges for which it does not hold, that is, γ∞m (G) = α(G) and G has no deficient vertices.
Since (i) holds for all cycles except C4, we may assume that G has at least one major vertex. By Theorem 11, we may also
assume that G has an odd cycle. We prove a number of lemmas.
Lemma 13.1. No two major vertices of G are joined by an odd path.
Proof of Lemma 13.1. Suppose the lemma is not true. Amongst all pairs of major vertices of G that are joined by an odd
path, let u, v be a pair such that an odd path P between them has shortest length. Say P = u, x1, . . . , x2r , v, r ≥ 0. By the
choice of P , its internal vertices x1, . . . , x2r are all minor vertices. Let G′ = G − {x1, . . . , x2r} and note that G′ has at most
two components.
If G′ consists of two copies of C4, then P joins the two copies of C4 and G is bipartite, which is not the case. If G′ = C4 then
by the choice of P, u and v are not consecutive vertices on the 4-cycle. Let G′ = u, a, v, b, u (in order around the 4-cycle),
where u is adjacent to x1 (or to v if r = 0), and note that u, x1, . . . , x2r , v, a, u is a cycle of length 2r + 3. Let X be a minimal
vertex cover of u, x1, . . . , x2r , v, a, u that contains both u and v. Clearly, X is also aminimal vertex cover of G and |X | = r+2.
Let Y be a vertex cover that contains a. If b ∉ Y , then u, v ∈ Y . But then |Y | = |X | + 1 and so Y is not a minimum vertex
cover. If b ∈ Y , then Y contains at least r + 1 vertices of {u, v, x1, . . . , x2r}, which again implies that |Y | > |X |. Therefore a
is deficient and (ii) holds, contrary to our assumption.
Thus we may assume that G′ has a component that is not a 4-cycle. If γ∞m (G′) < α(G′), then γ∞m (G) < α(G) since a
guard on x2i protects x2i and x2i−1, i = 1, . . . , r , so at most r are required to protect x1, . . . , x2r , while at least r vertices
of x1, . . . , x2r are in a vertex cover of G. Thus we may assume γ∞m (G′) = α(G′). If both u and v are deficient in G′, then
α(G) = α(G′)+ r + 1, while γ∞m (G) ≤ γ∞m (G′)+ r . Again G satisfies (i), a contradiction. Hence (without loss of generality)
u is not deficient.
By the choice of G,G′ has a deficient vertex w. Let Y ′ be a minimum vertex cover of G′ that contains u; say u is adjacent
to x1 and let Y = Y ′ ∪ {x2, x4, . . . , x2r}. Then Y is a minimum vertex cover of G, hence α(G) = α(G′) + r . Suppose G has a
minimum vertex coverW that containsw. Since |W ∩{x1, . . . , x2r}| ≥ r,W −{x1, . . . , x2r} is a minimum vertex cover of G′
containingw, a contradiction. But this implies thatw is not contained in any minimum vertex cover of G, which is contrary
to the assumption that (ii) does not hold. 
By Lemma 13.1, G has no adjacent major vertices. We also have the following corollary.
Corollary 13.1. No two cycles are joined by an odd path.
Lemma 13.2. Each odd cycle of G has exactly one major vertex.
Proof of Lemma 13.2. Since G is not a cycle, each odd cycle has at least one major vertex. If H is an odd cycle with two or
more major vertices, then a parity argument shows that there are two major vertices that are joined by an odd path along
H , contrary to Lemma 13.1. 
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Lemma 13.3. No odd cycle of G has a vertex in common with an even cycle.
Proof of Lemma 13.3. Suppose H = v0, v1, . . . , v2r , v0 is an odd cycle and H ′ = u0, u1, . . . , u2s−1, u0 is an even cycle such
thatv0 = u0. By Lemma13.1 the only possiblemajor vertices ofH ′ are the verticeswith even subscripts,while by Lemma13.2
v0 is the onlymajor vertex ofH . Let X be a vertex cover of G that contains u1 and let Z = X∩(V (H)∪V (H ′)). Then X contains
at least r + 1 vertices of H and at least s vertices of H ′. If v0 ∉ X , then |Z | ≥ r + s+ 1. On the other hand, if v0 ∈ X , then X
contains two adjacent vertices ofH ′ andhence contains at least s+1 vertices ofH ′, so that |Z | ≥ (r+1)+(s+1)−1 = r+s+1.
But U = {v0, v2, v4, . . . , v2r} and U ′ = {v0, u2, u4, . . . , u2s−2} are vertex covers of H and H ′ respectively such that the only
vertices of H and H ′ not contained in W = U ∪ U ′ = {v0, v2, v4, . . . , v2r , u2, u4, . . . , u2s−2} have degree two. Therefore
(X − Z) ∪W is a vertex cover of G of cardinality |X | − |Z | + |W | ≤ |X | − (r + s+ 1)+ (r + s) < |X |. It follows that u1 is
deficient, a contradiction. 
Lemma 13.4. No odd cycle of G is joined to another cycle by a non-trivial path of even length.
Proof of Lemma 13.4. Suppose H = v0, v1, . . . , v2r , v0 is an odd cycle and H ′ = u0, u1, . . . , us, u0 is any other cycle such
that v0 is joined to u0 by a path P with internal vertices x1, . . . , x2t−1, t ≥ 1. By Lemma 13.1 the odd indexed vertices




 = t − 1 other internal vertices of P , at least r + 1 vertices of H and at least  s+12  vertices of H ′, that is, X
contains at least t + r + 1 +  s+12  vertices of G′. But similar to the proof of Lemma 13.3, W = {v0, v2, v4, . . . , v2r} ∪{u0, u2, u4, . . . , u2⌈(s−1)/2⌉} ∪ {x2, x4, . . . , x2t−2} is a vertex cover of G′ such that the only vertices of G′ not contained in W
have degree two, and |W | = r + 1+ t − 1+  s+12  = r + t +  s+12  < |X ∩ V (G′)|. Now (X − V (G′))∪W is a vertex cover
of G of cardinality less than |X |, showing that x1 is deficient, a contradiction as above. 
Since G has an odd cycle, Corollary 13.1 and Lemmas 13.3 and 13.4 imply that G has no even cycle at all, and Lemmas 13.1,
13.2 and 13.4 further imply that all odd cycles of G have a single vertex in common, that is, each block of G is an odd cycle
and G has exactly one cut-vertex. We show that (i) holds, thus obtaining the final contradiction that proves the theorem.
Let H1, . . . ,Hk, k ≥ 2, be the odd cycle blocks of G with x the unique cut-vertex. Say H1 = x, u1, . . . , u2r , x and
H2 = x, v1, . . . , v2s, x. This is the situation mentioned in the proof of Lemma 13.4 when t = 0. Any minimum vertex
cover of G contains x and (|V (Hi)| − 1)/2 other vertices of Hi for each i, hence α(G) = 1 +∑ki=1(|V (Hi)| − 1)/2. Let X be
the set of vertices consisting of x, the vertices u2, . . . , u2r of H1, the vertices v2, . . . , v2s−2 of H2, and a similar set of vertices
as those of H2 for each Hi, i ≥ 3. Thus |X | = 1+ r + (|V (Hi)| − 3)/2 < α(G).
Place a guard on each vertex in X . As the guards move to defend attacks on vertices of G, one cycle Hi will contain
(|V (Hi)| − 1)/2 guards and k − 1 cycles Hj will contain (|V (Hj)| − 3)/2 guards; we say that the former cycle is replete
and the latter cycles are depleted.
While the guards on H1 are on vertices with even subscripts and a vertex with an odd subscript is attacked, move the
guard on u2j to u2j−1, j = 1, . . . , r . Reverse this guard movement if a vertex with an even subscript is attacked. We describe
the guard movements when vertices of H2 are attacked; the same strategy works for Hi, i ≥ 3. While the guards on H2 are
on vertices with even subscripts and a vertex v2j−1, j = 1, . . . , s, is attacked, move the guard on x to v1, the guards on v2j to
v2j+1, j = 1, . . . , s, and move the guards on H1− x along the orientation u2 → u3 → · · · → u2r → x if they are on vertices
with even subscripts, and along the orientation u2r−1 → u2r−2 → · · · → u1 → x otherwise. Still while the guards on H2
are on vertices with even subscripts and v2s is attacked, move the guard on x to v2s and move the guards on H1 as before to
establish another guard on x. Protect H2 similarly if the guards are on vertices with odd subscripts.
After defending an attack on H2,H1 is depleted and H2 is replete. Now when any vertex of G is attacked, we repeat the
above strategy,where guards on the replete cyclemove as described forH1, and guards on a depleted cyclemove as described
for H2. Thus |X | guards protect G, so that γ∞m (G) ≤ |X | < α(G), a contradiction. 
Our main result now follows as in the case of bipartite graphs.
Corollary 14. If G ≠ C4 is a connected graph of order n ≥ 3 with δ(G) ≥ 2, then γ∞m (G) < α∞m (G).
To see the need for condition (ii) of Theorem 13, we give two examples. Let G be the graph formed from K2,n, n ≥ 2, by
adding an edge between the two vertices of degree n. Then G is not bipartite and α(G) = γ∞m (G) = 2. Now take two copies,
G1 and G2, of G and add a vertex v such that v is adjacent to one degree two vertex of G1 and one degree two vertex of G2.
Call the resulting graph G3. Then α(G3) = γ∞m (G3) = 5.
4. Graphs with pendant vertices
4.1. Adding pendant vertices to graphs
In this section we give examples of several classes of graphs to show that if G contains many pendant vertices, then both
α∞m (G) = γ∞m (G) and α∞m (G) > γ∞m (G) are possible. Let H ◦ G denote the corona of a graph H with G.
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Proposition 15. Let H be a connected graph with at least two vertices. Then γ∞m (H ◦ K1) = n and α∞m (H ◦ K1) = n+ 1.
Proof. The first equality is obvious. To see that α∞m (H ◦ K1) > n, observe that if uv is an edge with v a pendant vertex, then
a subsequent attack on an edgewu, w ≠ v, forces guards to be on both u and v. Hence there is an unprotected edge that is
incident to a pendant vertex. To see that n + 1 guards suffice, note that we can always maintain one guard on each vertex
of H and one guard on some pendant vertex of H ◦ K1. 
Proposition 16. Let H be a connected graph with at least two vertices. Then γ∞m (H ◦ K2) = α∞m (H ◦ K2) = n+ 1.
Proof. Again, the first equality is obvious. To see that n+ 1 guards suffice, note that we can always maintain one guard on
each vertex of H and one guard on some pendant vertex of H ◦ K2. 
Proposition 17. Let G be a 2-connected graph with n ≥ 3 vertices. Add one pendant vertex to n − 1 vertices of G and call the
resulting graph G′. Then α∞m (G′) = γ∞m (G′) = n.
Proof. It is clear that γ∞m (G′) = n. We claim α∞m (G′) = n. Initially position one guard at each vertex of G. We shall maintain
the invariant that at least n − 1 guards are located on vertices of G at all times. Let w be the vertex of G with no adjacent
pendant vertex. Let u be a vertex of G adjacent to pendant vertex v and assume without loss of generality that there is a
guard on v and no guard on u (other scenarios are easily handled). Then on the subsequent attack (which we assume to
be non-trivial, i.e., on an edge incident to u), we maintain the invariant by shifting guards along a path from w to u which
contains the attacked edge. Such a path exists since G is 2-connected. 
Proposition 18. Let G be a 2-connected graph with n vertices. Let G′ be a graph obtained from G by attaching a pendant vertex
to each vertex of G except the two vertices u, v.
(i) If uv ∈ E then α∞m (G′) = n and γ∞m (G′) = n− 1.
(ii) If uv ∉ E then α∞m (G′) = n− 1 = γ∞m (G′).
Proof. (i) Suppose we could eternally defend the edges with n − 1 guards. Let x ∈ V (G) − {u, v} and let y be the pendant
vertex attached to x. We can force guards onto both vertices x, y. Since each end vertex is dominated, the edge uv is not
protected. It is easy to see that the vertices of G′ can be protected by n− 1 guards.
(ii)We initially place guards on each vertex that has an attached pendant vertex and on one of u, v. SinceG is 2-connected,
the guards can move so that there is always either a guard on exactly one of u or v (in which case there is a guard on every
other vertex of G) or no guards on u or v (in which case there is a guard on every other vertex of G and one guard on a
pendant vertex). 
We note that the 2-connectivity is only needed in Proposition 18(ii). Furthermore, G = P5 is an example showing its
necessity. Attach pendant vertices to the first, third and fifth vertices of P5 to form G′. By Theorem 2, α∞m (G′) = 6, while
γ∞m (G′) = 4.
4.2. Modifications of trees
Let T be a tree and let u, v be adjacent vertices in T . Then we say T is supplemented at uv if two new vertices a, b are
added to T such that u, v, a, b, u is a 4-cycle.
Proposition 19. Let T be a tree such that α∞m (T ) = γ∞m (T ) and let T ′ be the tree formed by supplementing T at uv, for any edge
uv of T . Then α∞m (T ′) = γ∞m (T ′).
Proof. It is easy to see that γ∞m (T ′) = γ∞m (T ) + 1. Let ab be the edge added in obtaining T ′ from T , so that u, v, a, b, u is a
4-cycle. Then we always maintain guards either on the pair {u, a} or on the pair {b, v}. To do this, we treat an attack on ub
(or va) by moving guards from one of the pairs of vertices mentioned above to the other and moving all other guards in the
graph as if there was an attack on uv. 
5. Open problems
We conclude with some open problems, questions and conjectures.
Problem 1. Characterize graphs (bipartite graphs) with pendant vertices and γ∞m = α∞m .
Problem 2. Characterize graphs (bipartite graphs) with γ∞m = 2γ .
(See Proposition 5.) The following problem was first mentioned in [13] and the authors there stated they believe it to be
difficult.
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Problem 3 ([13]). Characterize graphs (bipartite graphs) with α∞m = α.
Question 2. Can the 2-connected condition in Proposition 17 be replaced by δ(G) ≥ 2?
The following conjecture, if proved, may yield a useful tool in analyzing the eternal vertex cover number of graphs.
Conjecture 3. Let G = (V , E) be a connected graph with subgraph H such that δ(H) ≥ 2 and δ(G[V − V (H)]) ≥ 2. Then
α∞m (G) ≥ α∞m (H)+ α∞m (G[V − V (H)]).
Question 4. Does there exist a tree T with α∞m (T ) > γ∞m (T ) and α∞m (T ′) = γ∞m (T ′), where T ′ is T supplemented at an edge?
Problem 4. Characterize the trees T that can be supplemented any number of times so that the resulting graph T ′ has
α∞m (T ′) = γ∞m (T ′).
An interesting direction for future research is to consider vertex and edge criticality for the eternal domination and eternal
vertex cover numbers. For example, if add two pendant vertices to one vertex of C4, then the m-eternal domination number
increases by one. However, adding two pendant vertices to a second vertex of C4 does not further increase the m-eternal
domination number. Now consider K4 − e. It we attach a pendant vertex to one of the degree three vertices, the resulting
graph has the same m-eternal vertex cover number as K4 − e.
Problem 5. Characterize the graphs G to which we can attach one (or more) pendant vertices to one vertex of G so that the
resulting graph G′ satisfies α∞m (G′) = γ∞m (G′).
Problem 6. Characterize graphs that are edge-critical for eternal vertex cover or m-eternal domination.
Edge-criticality is somewhat unusual for the eternal vertex cover problem. If e ∈ E(G), then possibly α∞m (G+e) > α∞m (G)
(imagine G = C4) or possibly α∞m (G+ e) < α∞m (G). An interesting example of the latter is to let G+ e be the 2×4 grid graph
(with eternal vertex cover number four) and let e be the middle edge on the upper P4.
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