Frontal Low-rank Random Tensors for Fine-grained Action Segmentation by Zhang, Yan et al.
Low-rank Random Tensor for Bilinear Pooling
Yan Zhang†‡ Krikamol Muandet† Qianli Ma† Heiko Neumann‡ Siyu Tang†§
†Max Planck Institute for Intelligent Systems, Tu¨bingen, Germany
‡Institute of Neural Information Processing, Ulm University, Germany
§University of Tu¨bingen, Tu¨bingen, Germany
{yan.zhang,krikamol,qianli.ma,stang}@tuebingen.mpg.de
{yan.zhang,heiko.neumann}@uni-ulm.de
Abstract
Bilinear pooling is capable of extracting high-order information from data, which
makes it suitable for fine-grained visual understanding and information fusion.
Despite their effectiveness in various applications, bilinear models with massive
number of parameters can easily suffer from curse of dimensionality and in-
tractable computation. In this paper, we propose a novel bilinear model based
on low-rank random tensors. The key idea is to effectively combine low-rank
tensor decomposition and random projection to reduce the number of parameters
while preserving the model representativeness. From the theoretical perspective,
we prove that our bilinear model with random tensors can estimate feature maps to
reproducing kernel Hilbert spaces (RKHSs) with compositional kernels, ground-
ing the high-dimensional feature fusion with theoretical foundations. From the
application perspective, our low-rank tensor operation is lightweight, and can be
integrated into standard neural network architectures to enable high-order infor-
mation fusion. We perform extensive experiments to show that the use of our
model leads to state-of-the-art performance on several challenging fine-grained
action parsing benchmarks.
1 Introduction
Bilinear pooling is an effective operation to extract second-order information from features, to calcu-
late feature channel interactions and to perform feature aggregation across different spatial regions,
temporal durations or modalities. Therefore, it has been successfully employed in various com-
puter vision tasks, such as fine-grained image classification [1, 2, 3, 4, 5, 6], human action analysis
[7, 8, 9, 10], visual question answering [11, 12, 13, 14] and so forth.
It is reported in the literature that second-order information is beneficial for large-scale visual tasks
[2, 10], and extracting such information usually requires a bilinear model. Specifically, given two
generic feature vectors x ∈ RDX and y ∈ RDY , the bilinear model based on high-order tensor
multiplication [12, Eq. (2)] is given by:
z = T ×1 x×2 y, (1)
where T ∈ RDX×DY ×DZ is a three-way tensor, and the operations ×1 and ×2 are the mode-1
and mode-2 multiplication, respectively. The tensor T determines how information in the output
z ∈ RDZ is constructed from interactions between the elements in x and y. Though being a
powerful scheme for information fusion, such model tends to suffer from curse of dimensionality
and intractable computation [15]. Specifically, dim(T ) grows exponentially with the number of
available channels. For the bilinear models in Eq. (1), the number of free parameters grows cubically
O(DXDYDZ) with respect to feature dimensions, which is prohibitive even for moderate number
of features, hence limiting the representation power of the model.
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A common approach to reduce the number of parameters is to impose specific assumptions on the
structure of T in Eq. (1). For example, when DX = DY = DZ = D and T is a three-way identity
tensor, we simply have z = x ◦ y with ◦ being the Hadamard product (element-wise product).
When the mode-3 matricization of T is an identity matrix of sizeDXDY , we have z = vec(x⊗y),
i.e., the vectorization of the outer product between the two input features. Alternatively, another
common approach in the literature such as [16, 12, 4] is to perform low-rank decomposition of
T , and then learn the parameters in individual components. These approaches reduce the model
parameters considerably at the cost of lowering the model representativeness.
In this paper, we introduce a new type of bilinear model by effectively combining low-rank tensor
decomposition and random projection. Our model can significantly reduce the number of parameters
via an assumption that each frontal slice of T , but not T itself, is a low-rank matrix. Rather than first
lifting the feature dimension and then performing Hadamard product as proposed in [16, 12], we first
reduce the feature dimension and then performing outer product. As a result, our method reduces
the runtime complexity from O(Dd + d) to O(D√d + d), and space complexity from O(Dd) to
O(D√d), with D and d being the input and output feature dimension, respectively. Consequently,
the resulting bilinear operation is lightweight and can be plugged into large deep neural networks in
an efficient manner.
Decreasing the number of parameters has the risk of reducing the model capacity, hence losing the
capability of capturing complex structures in the data. We overcome this issue by exploring the idea
of random projection. We project feature vectors with random matrices that are sampled from certain
distributions. The key insight here is that, when the parameters of the bilinear model are sampled
with different underlying distributions, the model can approximate feature maps of different kernels,
leading to different model capacities. We find that, when the model parameters are sampled from
Rademacher distribution, the bilinear model can approximate the multiplication of linear kernels.
When the model parameters are sampled from Gaussian distribution with orthogonality constraints,
the bilinear model can approximate multiplication of Gaussian kernels. Thus, by choosing random
matrices from specific distributions, we can explicitly manipulate the model capacity without sacri-
ficing the computation efficiency. Moreover, our theoretical findings provide us with straightforward
insights on how to choose model hyper-parameters and how to combine with other layers in a deep
neural network.
We summarize our contributions as follows:
• We propose a novel bilinear model with a random three-way tensor. Via low-rank decomposi-
tion of each frontal slice, our method significantly reduces the parameter amount of the bilinear
model, and hence can serve as a computationally efficient feature fusion operation.
• Based on different underlying distributions, we prove that the proposed random tensors can
estimate the feature maps to reproducing kernel Hilbert spaces (RKHSs) with different compo-
sitional kernels.
• We combine our method with the state-of-the-art multi-stage deep neural network for action
segmentation and produce superior results.
Our paper is organized as follows. First, we discuss related work in Section 2. Next, we present our
contribution in Section 3, followed by the experimental results in Section 4. Finally, we conclude
the paper and discuss possibilities for future directions in Section 5.
2 Related Work
Low-rank approximation. There exist many investigations on low-rank tensor decomposition for
bilinear pooling. The work of multi-modal low-rank bilinear pooling [16] assumes that each frontal
slice of the three-way tensor can be decomposed into two low-rank matrices, and the fusion of the
two input features can then be realized by matrix multiplication and Hadamard product. The work
of [17] introduces more operations after the low-rank bilinear pooling [16] such as dropout, power
normalization, L2 normalization and so forth, so as to improve the performance of visual question
answering (VQA). The work of [12] uses the form of tensor Tucker decomposition, producing three
matrices and a smaller core three-way tensor. To introduce sparsity, each frontal slice of the core
tensor is assumed to be rank-R.
2
Explicit feature maps of kernels. Approximating nonlinear kernels with approximate feature
maps has many benefits for large-scale training, e.g., avoiding computing Gram matrix for all train-
ing data. The work of [18] uses binary random entries to approximate inner product kernels, espe-
cially the p-th order polynomial kernels. The work of [19] and [20] uses tensor sketch technique
to approximate polynomial kernels, which has lower approximation error bound but higher compu-
tational cost. The work of [21] uses orthogonal random features to approximate feature maps of
Gaussian kernels. To boost the computational speed, a structured version with normalized Walsh-
Hadamard matrices is proposed.
Our method is inspired by the above two research fields. To reduce the model complexity, referring
to [16, 12] we assume each frontal slice of the three-way tensor is a rank-R matrix. In contrast to
using element-wise product as in other works, we use vector outer product to incorporate correla-
tions across different feature channels. To guarantee the model representativeness, we use random
projection to approximate explicit feature maps of kernel compositions. Comparing with learnable
matrices in other studies, our method clearly shows that the resulting vector locates within certain
RKHS, and hence we can manipulate the model capacity straightforwardly.
3 Method
3.1 Tensor frontal low-rank approximation
Here we follow the tensor notations in [22]. Eq. (1) can be re-written in terms of matrix-vector
multiplication as
z = T(3) vec(x⊗ y), (2)
where T(3) is the mode-3 matricization of T , vec(·) denotes column-wise vectorization of a matrix,
and ⊗ denotes vector outer product. In other words, the bilinear operation in Eq. (1) is equiva-
lent to first computing the correlation matrix between the two features and then performing linear
projection.
It follows from Eq. (2) that each entry of the output feature vector z is a weighted sum of all the
entries in the correlation matrix x⊗ y, i.e.,
zk = 〈vec(T [:, :, k]), vec(x⊗ y)〉 =
DX∑
i=1
DY∑
j=1
T [i, j, k]vf(i,j), (3)
where v := vec(x ⊗ y). If the frontal matrix T [:, :, k] is a rank-one matrix, i.e., T [:, :, k] = e ⊗ f
for some e ∈ RDX and f ∈ RDY , then we can rewrite Eq. (3) as zk = 〈vec(e⊗f), vec(x⊗y)〉 =
〈e,x〉〈f ,y〉.
Thus, we define the projection matrices E = [e1, e2, ..., eM ]T and F = [f1,f2, ...,fN ]T for two
sets of vectors {ei}Mi=1 ⊂ X and {fj}Nj=1 ⊂ Y with M ≤ DX and N ≤ DY . Then, the fusion map
φ : RDX × RDY → RMN can be defined as
z := φ(x,y) = vec ((Ex)⊗ (Fy)) . (4)
If we assume further that T [:, :, k] is a rank-R matrix, i.e., T [:, :, k] =∑Rr=1 eri ⊗ frj , we obtain
z := φ(x,y) = vec
(
R∑
r=1
(Erx)⊗ (F ry)
)
, (5)
where Er = [er1, e
r
2, ..., e
r
M ]
T and F r = [fr1 ,f
r
2 , ...,f
r
N ]
T for r = 1, 2, ..., R. With such low-rank
assumption, we avoid computing the high-dimensional correlation matrix x⊗y, which considerably
reduces the model parameters from DXDYDZ to R(MDX +NDY ) with a small value of R.
Similar low-rank assumption is also used in [12, 16], in which the two input feature vectors are first
projected to a common vector space and then fused via Hadamard product. Assuming the input
feature vectors are of the same dimension D and the output feature vector is of dimension d, then
such operation requires O(Dd + d) operations to compute and requires O(Dd) memory to store.
In contrast, our method requires O(D√d + d) for computation and O(D√d) for storage. Since in
practice it normally requires more dimensions to represent a higher-order feature, i.e. d  D, our
method has consistently better runtime (see Tab. 2) and hence is more suitable to be employed in a
sophisticated deep neural net as a pooling layer.
3
3.2 Random projection
Since we have reduced a large number of model parameters via the low-rank assumption, we could
lead to a risk of significantly reducing the model capacity, causing the model not being able to learn
complex functions in large-scale tasks. Towards understanding the capacity of the bilinear model,
we find that the parameter values (i.e. the matrix entries) defined in Eq. (4) and Eq. (5) can influence
the capacity, without adding or removing learnable parameters, network layers, etc. Specifically,
we randomly sample the parameters from certain distributions and perform random projection to
explicitly manipulate the model capacity. Comparing with learning the bilinear model parameters
via back-propagation, we have an explainable model to use in practice.
In what follows, we simplify the analyses by assuming that the rankR = 1 for ease of understanding.
In our experiments, however, we can set the rank R > 1.
3.2.1 Rademacher random projection
Motivated by [18] and [19], we specify model parameters, i.e. the projection matrices Er and F r
in the bilinear model (4) or (5) with random values sampled from Rademacher distribution. In this
case, we show that the bilinear model given in Eq. (4) unbiasedly approximates a feature map to
a reproducing kernel Hilbert space (RKHS), in which the associated kernel is the multiplication of
two linear kernels in X and Y , respectively.
Theorem 1. Let Er ∈ RM×DX and F r ∈ RN×DY for any r ∈ {1, 2, ..., R} be Rademacher
random matrices whose entries are determined by an independent Rademacher random variable
σ ∈ {−1, 1}. For any x1,x2 ∈ X and y1,y2 ∈ Y , let z1 = φ(x1,y1) and z2 = φ(x2,y2) be
the output features given by the bilinear model in Eq. (4). Assume that R = 1 and define a kernel
function by k(z1, z2) = 〈z1, z2〉, then we have
E[k(z1, z2)] =MN〈x1,x2〉〈y1,y2〉.
Next, we characterize the error of such kernel approximation.
Corollary 1. Let z1, z2, and k(z1, z2) be defined as in Theorem 1. Then, the following inequality
holds:
P (|k(z1, z2)− E[k(z1, z2)]| > ) ≤ 2 exp
(
−
2MN
2p8R˜8
)
, (6)
for some positive constants p ≥ 1 and R˜ ≥ 1, which are independent of the feature dimension [18].
Their proofs are in Appendix A and B. In the case with rank R > 1, we also show that the bilinear
model (5) approximates a feature map of a more complicated kernel composition (see Appendix A).
To remove the effect of the scaling factors, we rewrite Eq. (5) as
z = φ(x,y) =
1
R
√
MN
· vec
(
R∑
r=1
(Erx)⊗ (Fry)
)
. (7)
Despite being able to deal with vector spaces with different dimensionalities, the drawback of the
fusion map Eq. (4) or Eq. (7) as shown in Theorem 1 is that it can only capture second-order
interactions between two features. Next, we consider an alternative way of constructing Er and Fr
using Gaussian random projection with orthogonal constraints [21].
3.2.2 Gaussian random projection.
Motivated by [21], we consider
Er =
1
σr
IM×DXR
rP r, F r =
1
ρr
IN×DY S
rQr with r = 1, 2, ..., R, (8)
where Rr and Sr are diagonal matrices with diagonal entries sampled i.i.d. from the chi-squared
distributions χ2(DX) and χ2(DY ) with DX and DY degrees of freedom, respectively, P r and
Qr are uniformly distributed random orthogonal matrices1, and IM×DX and IN×DY are identity
1Specifically, P r andQr are uniformly distributed on the Stiefel manifold [21, 23].
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matrices with the first M and N rows, respectively. Here, {σr}Rr=1 and {ρr}Rr=1 are bandwidth
parameters. Then, the bilinear models (4) and (5) based on the projection matrices given in Eq. (8)
are approximated feature maps to RKHSs with a product of Gaussian kernels. Especially, when the
rank R = 1, such approximation is unbiased.
Theorem 2. Let Er ∈ RM×DX and F r ∈ RN×DY for any r ∈ {1, 2, ..., R} be random matrices
whose entries are determined as in Eq. (8). For any x1,x2 ∈ X and y1,y2 ∈ Y , let z1 = φ(x1,y1)
and z2 = φ(x2,y2) be the output features given by the bilinear model in Eq. (5). Assume thatR = 1
and define a kernel function by k(z1, z2) = 〈z1, z2〉, then we have
E[k(z1, z2)] = exp
(
−‖x1 − x2‖
2
2
2σ2r
)
exp
(
−‖y1 − y2‖
2
2
2ρ2r
)
. (9)
Next, we characterize the variance of this inner product. For simplicity, we only present the result
for R = 1.
Corollary 2. Let z1, z2, and k(z1, z2) be defined as in Theorem 2, as well as R = 1, ar =
‖x1 − x2‖22/σr and br = ‖y1 − y2‖22/ρr. Then there exists functions f and g such that
Var(k(z1, z2)) ≤ A ·B +A · C +B ·D, (10)
where
A =
1
2M
[((
1− e−a2r
)2
− M − 1
DX
e−a
2
ra4r
)
+
f(ar)
D2X
]
, C =
[
exp
(
−b
2
r
2
)]2
B =
1
2N
[((
1− e−b2r
)2
− N − 1
DY
e−b
2
rb4r
)
+
g(br)
D2Y
]
, D =
[
exp
(
−a
2
r
2
)]2
.
One can see the proofs in Appendix C and D. In case of rank R > 1, we also show that the approxi-
mated kernel is composed in a more sophisticated manner. To remove the scaling effect, we rewrite
the bilinear model (5) with the random matrices (8) as
z = φ(x,y) =
1
R
· vec
(
R∑
r=1
(Erx)⊗ (Fry)
)
. (11)
In our experiments, we use a simpler alternative version Er =
√
DX
σr IM×DXP
r and F r =√
DY
ρr IN×DY Q
r. Despite approximating the kernel biasedly [21, Theorem 2], such simplified
version has very similar empirical behaviors to the original version, especially when the feature
dimensionality is high. In addition, rather than regarding the Gaussian radii as hyper-parameters,
we learn them via backpropagation when employing the bilinear model (11) as an intermediate layer
in a deep neural net.
From the above theorems and corollaries we find that larger values of M and N , namely higher
output feature dimension, can yield smaller error upper bounds. Therefore, it is encouraged to
increase the values of M and N in practice for better kernel approximation. In addition, we can
also increase the model complexity via increasing the rank R. Moreover, our theorems are based
on the assumption of M ≤ DX and N ≤ DY . In fact, we can also first lift the feature dimension
and perform vector outer product. Instead of setting M > DX and N > DY , we perform bilinear
pooling several times with different random projection matrices, and then concatenate the output
feature vectors. One can see the same operation in [21].
4 Experiments
We conduct experiments for the task of fine-grained temporal action segmentation, which aims at
assigning each individual frame an action label. In such experiments, the two input features x and
y in Eq. (7) and (11) are identical, and we set the same number of rows (i.e. M = N ) to matrices
Er and F r, ∀r. Consequently, there only remain two hyper-parameters in the bilinear model, i.e.
the rank R and the number of rows N of matrices. Our experiments are two-fold: (i) To verify the
effectiveness of our method, we use the temporal convolutional net (TCN) [24] due to its simple
structure. We replace the max pooling in TCN by bilinear pooling as in [10]. (ii) To show how to
use our method in practice, we propose a bilinear residual module to merge the first and second-
order information, and combine it with the multi-stage temporal convolutional net (MS-TCN) [25]
to yield state-of-the-art performance.
5
Datasets and evaluation metrics. We evaluate our method on the 50 Salads [26] dataset and the
GTEA [27, 28] dataset. For fair comparison, in our experiments with TCN we use the identical
frame-wise features and temporal resolutions with [24]. Also, in our experiments with MS-TCN
we use the identical frame-wise features and temporal resolutions with [25]. To evaluate the per-
formance, we use the standard metrics, i.e. frame-wise accuracy, edit score and F1 scores with the
IoU ratio of 0.1, 0.25 and 0.5 (F1@0.1, F1@0.25 and F1@0.5), respectively. One can see their
detailed definitions in [24, 10, 25]. For brevity, we denote F1@0.1 as “F1 score” unless otherwise
mentioned. Since each dataset has several splits, we report the results of cross-validation.
4.1 Action segmentation with TCN architecture.
We use the default architecture of TCN [24], which comprises an encoder and a decoder with sym-
metric modules. The convolutional layer in each individual encoder has 64 and 96 filters, respec-
tively. We train the models using the Adam optimizer [29] with a fixed learning rate of 10−4. Batch
size is set to 8. The training process terminates after 300 epochs.
Ablation study. Here we investigate properties of our Rademacher random projection (RPBinary)
and Gaussian random projection (RPGaussian). Fig. 1 shows the dependence of the model perfor-
mance on ranks R ∈ {1, 2, 4, 8, 16} and matrix rows N ∈ {1, 2, 4, 8} × [√DX ], with DX = 64 in
the first encoder and DX = 96 in the second encoder. [·] is the operation to get the nearest integer.
In this case the output feature dimension is then {1, 4, 16, 64} ×DX . In all plots, the performance
increases consistently with the matrix row N (hence the output feature dimension). This result is
in line with Corollaries 1 and 2: larger values of M and N can yield lower variance upper bounds,
hence better kernel approximation. In addition, increasing the rank cannot consistently yield better
performance. Instead, an optimal rank value depends on the dataset and the applied bilinear model.
Figure 1: Ablation study: performance of our RPBinary and RPGaussian model, versus dimension
/ rank, on datasets 50Salads and GTEA. In each plot, x-axis is the multiplier N on the number of
matrix rows, y-axis is respective performance measure, and colors denote different ranks.
Comparison with other bilinear pooling methods. Here we compare our methods with two
widely used bilinear pooling methods, i.e., [19] and [16]. The results are shown in Tab. 1. In this
experiment, we set rank R = 1 and N = DX/2 for both RPBinary and RPGaussian. To vary the
output dimension, we perform our random projection-based pooling several times and concatenate
the results. For fair comparison with other pooling methods, we use the same output feature dimen-
sions as RPBinary and RPGaussian for each setting. Moreover, we repeat the experiment 3 times
and report the result with the highest sum of the three metrics.
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Table 1: Comparison with different bilinear pooling methods in terms of accuracy/edit score/F1
score. #components denotes the number of components in the concatenated output feature and only
applies for our methods. The number in the parenthesis after the component denotes the output
feature dimension of the first bilinear pooling module. For each metric and each setting, the best
result is in boldface.
50Salads GTEA
# components 1 (1024) 2 (2048) 4 (4096) 1 (1024) 2 (2048) 4 (4096)
Low-rank [16] 67.7/64.4/71.5 68.6/66.4/71.7 67.3/64.4/70.8 66.0/76.6/79.0 65.6/74.7/78.6 66.8/75.6/79.2
Compact [19] 67.2/65.8/71.7 66.9/65.6/71.7 67.0/65.9/71.9 65.9/75.3/78.1 67.0/74.9/79.1 65.8/75.3/79.9
Ours (Learnable) 66.4/65.0/70.5 67.2/65.1/71.3 66.8/66.4/71.2 64.8/74.0/77.5 66.7/74.6/78.2 65.1/75.6/77.9
Ours (Binary) 66.0/65.9/70.9 67.0/64.5/70.6 67.5/64.9/71.3 65.2/73.2/77.0 68.6/76.1/80.2 65.4/76.6/78.0
Ours (Gaussian) 67.6/65.2/72.9 66.5/64.6/71.8 67.1/64.8/71.2 66.9/76.5/79.8 66.9/75.8/78.7 65.9/76.8/77.3
Table 2: Comparison of average per-batch (batch size = 8) run time, in millisecond. The number in
the parenthesis after the component denotes the output feature dimension of the first bilinear pooling
module. The fastest results are highlighted in boldface.
50Salads GTEA
# components 1 (1024) 2 (2048) 4 (4096) 1 (1024) 2 (2048) 4 (4096)
Compact [19] 95.9 199.3 384.8 120.2 182.8 331.6
Low-rank [16] 83.8 157.8 304.0 83.6 166.5 314.4
Ours (Gaussian) 68.9 151.5 295.9 74.2 154.0 307.0
The comparison in terms of runtime is presented in Tab. 2. Since RPGaussian and RPBinary has
the same complexity, we only show the results with RPGaussian. The runtime is per-batch (batch
size=8) and is the averaged result after training with the first split for 300 epochs for each dataset.
According to Tab. 1 and Tab. 2, one can see that our bilinear pooling methods have comparable
performances with the two baseline methods but with faster speed. This result indicates that our
methods gain higher computational speed without sacrificing the model representation capability. In
addition, the random projection in most cases outperforms the learnable counterpart, which indicates
that approximating kernels can bring more stable performance than learning via back-propagation,
and the associated RKHSs are likely to provide certain regularization.
4.2 Action segmentation with MS-TCN net.
Here, we demonstrate how to effectively incorporate our model into the state-of-the-art action pars-
ing network (MS-TCN [25]) to produce superior performance.
Implementation Details. Based on our previous experiment results, we set rank R = 4 and
N = DX/2 (DX = 64 as in [25]) for our bilinear model. Furthermore, we propose a bilinear
residual module to merge the first and the second-order information, as illustrated in Fig. 2. First,
we use bilinear pooling to extract the second-order information, and then use a regularized power
normalization [10] to densify the feature and use channel-wise max normalization to re-scale the
feature value [24]. Afterwards, we use a convolution layer to reduce the feature dimension to the
number of classes. Since the second-order information tends to partition an action into smaller
segments [10, Fig. 1], we use a larger convolution receptive field 25 according to [24]. To pre-
vent overfitting we use a dropout layer, and then we compute the average between the first-order
information and the second-order information.
Our bilinear residual module is applied at the end of each single stage of MS-TCN. To conduce
fair comparison with the baseline MS-TCN model, we keep other model configurations and the loss
function (including the hyper-parameters) unchanged. Similarly to the training scheme of MS-TCN
[25], we use Adam [29] optimizer with learning rate of 0.0005, and the batch size is set to 1. Without
direct mentioning, the training process terminates after 50 epochs.
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Figure 2: Illustration of combing MS-TCN and our bilinear pooling method.
Table 3: Influence of the dropout ratio tested on 50Salads. Best results are in boldface.
RPBinary RPGaussian
dropout ratio acc. edit F1@0.1 F1@0.25 F1@0.5 acc. edit F1@0.1 F1@0.25 F1@0.5
0 77.4 62.8 71.0 68.1 59.1 78.0 62.0 70.0 67.4 57.6
0.5 79.4 68.8 76.8 73.9 63.8 75.6 66.6 73.5 68.6 58.7
0.7 (70 epochs) 79.9 70.7 78.0 75.2 65.4 80.6 71.0 78.4 75.8 66.7
Result. First, we find that the dropout ratio considerably influence the performance. Since the
output feature dimension of bilinear pooling is 1024, the consecutive convolution layer has a large
number of learnable parameters, causing the model prone to overfitting. The dropout influence is
shown in Tab. 3. First, one can see that increasing the dropout ratio consistently improves the
performance of both bilinear pooling methods, indicating that the overfitting problem is mainly
caused by massive number of parameters in the consecutive convolutional layer. Second, with the
dropout ratio of 0.7, RPGaussian outperforms RPBinary, which indicate that RPGaussian has more
powerful representability. This fact can verify our theory that approximating a Gaussian kernel leads
to higher model capacity than approximating a linear kernel.
In the end, we compare our method with several state-of-the-art methods on action segmentation. As
shown in Tab. 4, for the 50Salads dataset we report the results of RPGaussian and RPBinary with the
dropout ratio 0.7 and 70 epochs. For the dataset GTEA, RPGaussian and RPBinary are associated
with the dropout ratio 0.5 and 50 epochs. Our model consistently outperforms the state-of-the-arts,
validating the effectiveness of the proposed bilinear model.
Table 4: Comparison with other network architectures on temporal action segmentation. The best
results are in boldface.
50 Salads GTEA
Acc. Edit F1@0.1 F1@0.25 F1@0.5 Acc. Edit F1@0.1 F1@0.25 F1@0.5
TCN [24] 64.7 59.8 68.0 63.9 52.6 64.0 - 72.2 69.3 56.0
TDRN [30] 68.1 66.0 72.9 68.5 57.2 70.1 74.1 79.2 74.4 62.7
MS-TCN [25] 80.7 67.9 76.3 74.0 64.5 76.3 79.0 85.8 83.4 69.8
Ours(RPBinary) 79.9 70.7 78.0 75.2 65.4 77.1 81.4 86.5 84.5 71.7
Ours(RPGaussian) 80.6 71.0 78.4 75.8 66.7 77.2 82.3 86.7 84.3 72.7
5 Conclusion
In this work, we propose a novel bilinear model for fusing high-dimensional features. To reduce the
number of model parameters, we utilize low-rank tensor decomposition. Instead of using element-
wise product as in other works, we use the outer product of the features to model the high-order
correlations among feature channels. To enrich the model representiveness while retaining the num-
ber of parameters, we use random projection to approximate feature maps to reproducing kernel
Hilbert spaces with kernel compositions. To validate the effectiveness of our method, we perform
extensive experiments on the action segmentation task, and have achieved state-of-the-art perfor-
mance on challenging benchmarks. Our bilinear pooling operation is lightweight, easy to use, and
can serve as a natural tool for fine-grained visual understanding and information fusion. In the future
we will apply our methods on other tasks such as audio-video fusion and visual question answering.
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A Proof of Theorem 1
Proof. Let R = 1. Then, it follows from Eq.(5) and the property of an inner product of rank-one
operators that
k(z1, z2) := 〈z1, z2〉 = 〈vec(Ex1 ⊗ Fy1), vec(Ex2 ⊗ Fy2)〉RMN
=
M∑
i=1
N∑
j=1
〈ei,x1〉〈fj ,y1〉〈ei,x2〉〈fj ,y2〉
=
(
M∑
i=1
〈ei,x1〉〈ei,x2〉
) N∑
j=1
〈fj ,y1〉〈fj ,y2〉
 . (12)
By virtue of [18, Lemma 2],
E[k(z1, z2)] =MN · Ee[〈e,x1〉〈e,x2〉]Ef [〈f ,y1〉〈f ,x2〉] =MN〈x1,x2〉〈y1,y2〉.
Now, suppose that R > 1. Then, we have
k(z1, z2) := 〈z1, z2〉 =
〈
R∑
r=1
vec(Erx1 ⊗ F ry1),
R∑
r=1
vec(Erx2 ⊗ F ry2)
〉
RMN
=
R∑
r=1
R∑
r′=1
〈
vec(Erx1 ⊗ F ry1), vec(Er′x2 ⊗ F r′y2)
〉
RMN
=
R∑
r=1
R∑
r′=1
〈
Erx1,E
r′x2
〉〈
F ry1,F
r′y2
〉
=
R∑
r=1
R∑
r′=1
(
M∑
i=1
〈eri ,x1〉〈er
′
i ,x2〉
) N∑
j=1
〈frj ,y1〉〈fr
′
j ,y2〉
 . (13)
Hence, it follows that
E[k(z1, z2)] =
R∑
r=1
R∑
r′=1
(
M∑
i=1
E[〈eri ,x1〉〈er
′
i ,x2〉]
) N∑
j=1
E[〈frj ,y1〉〈fr
′
j ,y2〉]

=
R∑
r=1
(
M∑
i=1
E[〈eri ,x1〉〈eri ,x2〉]
) N∑
j=1
E[〈frj ,y1〉〈frj ,y2〉]

+
R∑
r=1
R∑
r′=r+1
(
M∑
i=1
E[〈eri ,x1〉〈er
′
i ,x2〉]
) N∑
j=1
E[〈frj ,y1〉〈fr
′
j ,y2〉]

= RMN〈x1,x2〉〈y1,y2〉
+
R∑
r=1
R∑
r′=r+1
(
M∑
i=1
γri (x1)γ
r′
i (x2)
) N∑
j=1
ξrj (y1)ξ
r′
j (y2)
 ,
where γri (x) := E[〈eri ,x〉] and ξrj (y) := E[〈frj ,y〉].
B Proof of Corollary 1
Proof. Let Wij := 〈ei,x1〉〈ei,x2〉〈fj ,y1〉〈fj ,y2〉 for i = 1, . . . ,M and j = 1, . . . , N . For each
Wij , it follows from [18, Lemma 4] that
−p2f(pR˜2)2 ≤Wij ≤ p2f(pR˜2)2,
1
where we assume without loss of generality that p ≥ 1 and R˜ ≥ 1. In our case, f(x) = x. Then,
we have −p4R˜4 ≤ Wij ≤ p4R˜4. Let SMN :=
∑M
i=1
∑N
j=1Wij . We know that E[SMN ] =
MN〈x1,x2〉〈y1,y2〉. Then, it follows from Hoeffding’s inequality that, for all  > 0,
P(|SMN − E[SMN ]| ≥ ) ≤ 2 exp
(
−
2MN
2p8R˜8
)
. (14)
This concludes the proof.
C Proof of Theorem 2
Proof. Let R = 1. Then, we have k(z1, z2) := 〈z1, z2〉 = (〈Erx1,Erx2〉)(〈F rx1,F rx2〉).
Hence, with Er = 1σr IM×DXR
rP r and F r = 1ρr IN×DY S
rQr, we have
E[k(z1, z2)] = E[〈Erx1,Erx2〉]E[〈F ry1,F ry2〉]
= exp
(
−‖x1 − x2‖
2
2
2σ2r
)
exp
(
−‖y1 − y2‖
2
2
2ρ2r
)
,
where the last equality follows from [21, Theorem 1]. For R > 1, we have
k(z1, z2) := 〈z1, z2〉 =
R∑
r=1
R∑
r′=1
〈Erx1,Er′x2〉〈F rx1,F r′x2〉.
Hence, with Er = 1σr IM×DXR
rP r and F r = 1ρr IN×DY S
rQr, we have
E[k(z1, z2)] =
R∑
r=1
R∑
r′=1
E[〈Erx1,Er′x2〉]E[〈F ry1,F r′y2〉]
=
R∑
r=1
E[〈Erx1,Erx2〉]E[〈F ry1,F ry2〉]
+
R∑
r=1
R∑
r′=r+1
E[〈Erx1,Er′x2〉]E[〈F ry1,F r′y2〉]
= exp
(
−‖x1 − x2‖
2
2
2σ2r
)
exp
(
−‖y1 − y2‖
2
2
2ρ2r
)
+
R∑
r=1
R∑
r′=r+1
E[〈Erx1,Er′x2〉]E[〈F ry1,F r′y2〉]
where the last equality follows from [21, Theorem 1]. This concludes the proof.
D Proof of Corollary 2
Proof. Assume that R = 1. Then we have
k(z1, z2) = 〈Erx1,Erx2〉︸ ︷︷ ︸
U
〈F rx1,F r′x2〉︸ ︷︷ ︸
V
.
Since U and V are independent, we have
Var(k(z1, z2)) = Var(U)Var(V ) + Var(U)(E[V ])2 +Var(V )(E[U ])2, (15)
where
(E[U ])2 = (E
[
〈Erx1,Er′x2〉
]
)2
Var(U) = Var (〈Erx1,Erx2〉)
(E[V ])2 = (E [〈F ry1,F ry2〉])2
Var(V ) = Var (〈F ry1,F ry2〉)
2
It follows from [21, Theorem 1] that
(E[U ])2 =
(
exp
(
−‖x1 − x2‖
2
2
2σ2r
))2
, (E[V ])2 =
(
exp
(
−‖y1 − y2‖
2
2
2ρ2r
))2
.
Let ar = ‖x1 − x2‖22/σr and br = ‖y1 − y2‖22/ρr. Then, by [21, Theorem 1], there exists a
function f and g such that
Var(U) ≤ 1
2M
[((
1− e−a2r
)2
− M − 1
DX
e−a
2
ra4r
)
+
f(ar)
D2X
]
Var(V ) ≤ 1
2N
[((
1− e−b2r
)2
− N − 1
DY
e−b
2
rb4r
)
+
g(br)
D2Y
]
.
Substituting everything back into (15) yields the result.
3
