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A B S T R A C T
This thesis contains an exam ination of the effects of stra in  fields upon electron 
propagation in transm ission electron microscopy. Two particu lar examples of 
such High Energy Electron Diffraction (HEED) microscopes, large angle con­
vergent beam  diffraction and scanning transm ission electron microscopes, are 
used to  illustra te  the various effects strained crystals m ay have in transm ission 
electron microscopy The particu lar stra in  fields to  be exam ined are dislocations.
C hapter 1 gives a brief introduction to  the advantages and disadvantages of 
HEED as a  crystallographic tool and to  the m athem atical technique, adiabatic 
iteration , to  be used to  approxim ate solutions analytically.
The usual starting  equations for governing HEED are derived in chapter 2, high­
lighting the  various s tandard  approxim ations generally made. These equations 
are shown to be equivalent to  the low-energy Schrodinger equation and will be 
the basis for forming theoretical HEED images in chapters 4 and  5. The chapter 
also contains a  derivation of the modified Bloch wave theory (to  be used later 
in conjunction w ith the adiabatic theory) and a discussion of dislocations (used 
as a particu lar example of stra in  fields).
A general nxn m atrix  adiabatic iteration scheme , based on th a t of Berry (1987), 
is derived in chapter 3. The more simple 2 x2  m atrix  case is discussed in more 
detail. The relevance of the adiabatic iteration  as an approxim ation technique 
in TEM  is then discussed. The chapter ends w ith a discussion of B erry’s geo­
m etrical phase (1984).
Two specific examples of the affects of stra in  fields upon HEED images are 
exam ined in the following two chapters. In chapter 4 Large Angle Convergent
Beam  Electron Diffraction (LACBED) is in troduced and the  simple 2x2 m atrix  
ad iabatic  iteration  scheme is used to  form approxim ate LACBED images for a 
num ber of differing cases. In chapter 5 the  general ad iabatic  iteration  scheme is 
used to  illustrated  strain  effects upon High Angle A nnular D ark Field (HAADF) 
im aging in Scanning Transmission E lectron M icrosopy (STEM ).
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C H A PTER  1
IN T R O D U C T IO N .
In th is thesis we will be investigating electron propagation in srained crystals 
and the  variety of effects this can cause. We shall restrict ourselves to  looking 
only a t High Energy E lectron Diffraction (HEED) in Transm ission Electron 
Microscopy (TEM ). We shall only concern ourselves w ith TEM  theory and not 
w ith actual experim ental details, o ther th an  to  observe th a t various experim ental 
techniques do exist and  are used, and to  com pare and  contrast our findings w ith 
those from  experim ents. W herever possible we shall keep the results general, so 
th a t they are applicable to a wide range of related situations. Specific cases will 
be exam ined in order to  b e tte r illustrate  the general results. Thus chapter 2 
deals w ith deriving the  general equations governing HEED and chapter 3 shows 
how the  ad iabatic  iteration  scheme (Berry 1987) can be used to  approxim ate a 
solution to a Schrodinger equation w ith a  general herm itian  H am iltonian. Two 
specific examples of the  effects of stra in  fields in TEM  are then  looked a t the 
following 2  chapters.
Real crystals are alm ost always imperfect in some m anner. Such im perfections 
may include poin t or surface defects, as well as line defects such as dislocations, 
all of which can have im portan t effects upon the  na tu re  of the crystal. For ex­
am ple the m echanical and plasticity  properties of m any m aterials are greatly 
influenced by dislocations. The type of stra in  field we shall be using, will alm ost 
exclusively be th a t due to  a dislocation. The n a tu re  and influence of disloca­
tions in crystalline specimens is discussed in section 2.8. A lthough a num ber of 
techniques exist to  s tudy  dislocations (or o ther s tra in  fields), such as etching,
1
decoration m ethods, x-ray and neutron  diffraction (Friedel 1964), we shall only 
be concerned w ith TEM .
TEM  has a  num ber of advantages, and naturally  disadvantages, for studying 
stra in  fields over other techniques. These arise because electrons are strongly 
affected by electro-m agnetic forces. This has im portan t consequences bo th  for 
the microscope and for electron interactions w ithin the crystal specimen itself. 
Inside the microscope, by using a therm onic or field emission gun system, it is 
possible to produce a controlled stream  of electrons w ith well defined energies 
and small wavelengths of less th an  atom ic spacings (Reimer 1984). Electro­
m agnetic lenses can be used not only to  magnify, bu t also to focus and deflect 
the electron beam. It is thus possible to  form a convergent beam  and to position 
the beam  on the desired specimen area. Because we are interested in a theo­
retical study of TEM  we shall not concern ourselves w ith the actual workings 
of any particu lar microscope. As electrons have such strong interactions w ith 
atom s, thereby undergoing m ultiple scattering in TEM , an electron diffraction 
pa tte rn  (a m ap of the spatial d istribution  of scattered electrons) contains a great 
am ount of useful inform ation about the arrangem ent of atom s in the specimen. 
Indeed one of the problems in TEM  is not the lack of inform ation in an electron 
diffraction pattern , bu t ra ther its over abundance, leading to extremely difficult 
problems in in terpretation. A second problem  is th a t electrons do not penetrate  
far into solids, so th a t the thickness of m aterials studied is lim ited to the range 
~  100 to 1000 nm. TEM  is hence restricted  to studying m aterials which may 
be prepared in very th in  slices.
Although the equations governing HEED can be solved exactly for perfect un-
stra ined  crystals or com putationally for strained crystals, in order to  obtain  an 
analytical solution, approxim ation techniques m ust be employed. The partic­
u lar analytical technique we shall be using to  approxim ate the solution to the 
governing HEED equations is adiabatic iteration (Berry 1987). As Berry (1984) 
has shown, and will be discussed further in section 3.3, the phase of an adia- 
batically evolving system  around a closed path  contains not only the familar 
dynam ical bu t also a geometric part. The geometric phase is a  function only 
of the p a th  taken and not of the tim e taken to traverse the path . In a  second 
paper Berry (1987) has included small non adiabatic correction term s which axe 
due to  the  finite tim e taken to travel the path . By using an iteration  scheme 
under approxim ate adiabatic conditions, successively b e tte r approxim ations can 
be m ade to the geometric phase, and so to  the system ’s wavefunction.
As we shall analyse in chapters 3 and 4, Bird and P reston  (1988) have shown 
th a t the effects of the geometric phase can be observed in TEM . Using bo th  the 
ad iabatic  iteration  scheme and the modified Bloch wave technique (discussed in 
section 2.7) they have shown th a t the fam iliar fringe bending upon crossing a 
dislocation in a  2 -beam  electron diffraction pa tte rn  can be in terpreted  in term s of 
the geometric phase. Here in thesis we shall extend their work in two directions. 
F irst in chapter 3 we shall derive the general n-beam  m atrix  adiabatic iteration 
scheme and in chapter 5 illustrate  its use in TEM , whilst in chapter 4 we shall 
investigate the usefulness of m aking further iterations in an a ttem p t to  make 
be tte r approxim ations.
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C H A PTER  2
H IG H  E N E R G Y  E L E C T R O N  D IF F R A C T IO N .
In this chapter the equations which govern high energy electron diffraction 
(HEED) are derived. These equations will form the basis for the form ation 
and in terpreta tion  of the theoretical electron m icrographs to  be used in later 
chapters. The equations will be derived by making a num ber of conventional 
approxim ations, which are discussed in sections 2.1 to  2.4. Two particu lar cases 
will be looked at, first in section 2.5, the two beam  case, in which there is con­
sidered to  be only one diffracted beam . Next in section 2.6 the general case 
where an unlim ited num ber of diffracted beams is considered. Then in section
2.7 a  modified transform ation is discussed. This will be used in la ter chapters to 
find b e tte r appoxim ations to  the solutions of the HEED equations for strained  
crystals. Finally in section 2.8 the  type of stra in  field to be used in actual 
calculations is introduced.
2.1 T H E  S C A T T E R IN G  P O T E N T IA L .
The potential seen by an incident electron should in principle include the effects 
from every crystal electron and nucleus, bo th  as individual scatterers and  as 
p a rt of collective excitations. Fortunately  there are features of HEED which 
make the construction of a realistic and usable scattering potential somewhat 
easier than  first appears. The first of these is th a t the incident electron is 
distinguishable from the crystal electrons by its high kinetic energy (typically 
200keV). This means th a t the probability  of exchange between an incident and 
a crystal electron is negligible and so exchange effects may be ignored in the
construction of the scattering potential V  (Dederichs 1972).
The second feature is th a t the m ajority  of scattering events axe elastic and con­
trib u te  to  the  intensity diffracted into Bragg beams. It is these Bragg beam s 
th a t contain nearly all of the inform ation of interest in crystallography, so most 
of the im portan t details may be incorporated by the construction of a fairly 
simple periodic potential. In doing so we shall ignore the effects of the  inelas- 
tically scattered events. A lthough they axe less frequent th an  elastic events, 
their m ost im portan t effects are a loss of flux, due scattering of electrons out 
of the  microscope aperture, and also to red istribute electrons am ong the Bragg 
beam s, and into a  diffuse background between beams. This red istribution , for 
which it is difficult to  establish a good model, distorts the useful inform ation 
carried by the Bragg diffracted electrons, and thus puts an effective lim it on the 
accuracy which can be expected from quantitative electron crystallography. We 
shall re tu rn  to inelastic scattering towards the end of this section.
Let us first construct the basic periodic potential responsible for Bragg diffrac­
tion. the treatm ent and notation will follow th a t of B ird (1989). It will be 
assum ed th a t the crystal is perfectly periodic, rigid and static. It is found 
in practice th a t the electrons involved in bonding are almost undetectable in 
HEED experim ents (but see Zuo, Spence and O ’Keeffe 1988), so an accurate 
static  potential can be constructed from a sum of the neutral atom  potentials:
y(r) = EE<(r- I- r-‘)- (2.1.1)
I K
Here the 1 are the lattice vectors, and vK is the position of the n th atom  in the 
unit cell. The potentials t>°(r) may be obtained from the electronic and nuclear 
charge densities of the individual atom s by solving Poisson’s equation (Ashcroft
and M erm in 1976). The potential V  is w ritten  as the  Fourier series
V(r ) =  J2Vs exp(ig'r) (2.1.2)
&
w ith
Vg =  7T  /  v, ( r ) e x p ( - ig  • r )  d3r ,  (2.1.3)
c J  Qc
where the g  are the reciprocal lattice vectors and is the volume of the  unit 
cell. Note th a t |g | =  ^  where d is the lattice spacing. From (2.1.1), (2.1.2) and
(2.1.3) it is found th a t
Vg =  ^ t > “(g ) exp ( - i g  -r* ), (2.1.4)
K
where the atom ic form factors t>£(g) are essentially the Fourier transform  of the 
atom ic potentials ^ ° (r )
t>H(g) =  (T  /  v “(r ) e x p ( - ig  • r)d3r,
c */
and are, apart from a few scaling factors, the quantities tabu la ted  by Doyle and 
T urner (1968), Sm ith and Burge (1962) and others. Most HEED calculations use 
these tabu la ted  atom ic form factors as the basis of a scattering potential. The 
Vg are then  typically of order a  few electron volt or less in m agnitude (M etherell 
1976).
Let us assume th a t the m ean equilibrium  position of each ion is the sam e as
for the static  lattice, and th a t the deviation of the atom  k, a t la ttice site 1 is
u ik(£) and is small com pared w ith interionic spacings. We may then  work w ithin 
the  harm onic approxim ation (Ashcroft and M ermin 1976) to produce a simple 
analytical correction to  the  atom ic form factors.The Bragg beam s will then  arise 
from a therm ally averaged potential and the deviations will go into a  therm al
diffuse scattering background. W ith  this additional displacem ent included, the 
incident electrons will effectively see a  therm ally averaged elastic potential
Vg =  ^ « ° ( g ) e x p ( - e g  • r« ){ e x p (- tg  • u u )). (2.1.5)
K
If it is fu rther assum ed th a t the ionic vibrations are isotropic about the equi­
librium  positions, then the therm al averaging term  () may be w ritten  as (eg 
Dederichs 1972)
(e x p (- ig  • ui*)) =  exp(—M k#2), (2 .1 .6 )
which is the Debye-Waller factor. In the notation used here, M K =  ^(w2K). 
Effective form factors may be w ritten  as
u«(g) =  v°K(g) exp( ~ M Kg2) (2.1.7)
and these can be used in an elastic scattering potential which takes into account 
the average therm al m otion of the ions. It should be noted th a t the u£(g) are 
themselves rapidly decreasing functions of g, (oc g ~ 2 a t large <7, see Doyle and 
Turner 1968), so th a t the struc ture  factors Vs  are strongest for the shortest 
reciprocal la ttice vectors, and diffraction through large angles is much weaker 
th an  th rough shallow angles.
We now suppose th a t the  perfect crystal is subject to a s tra in  field which causes 
a deform ation of the atom ic arrangem ent. Let an atom  i which would be at 
position ri in the perfect crystal be displaced by Ar,-, to  the position +  A r; in 
the deformed crystal. The displacement is assumed to  be a function of bo th  the 
particu lar stra in  field and the position in the crystal, A r  =  A r(r ) . Because of 
the change of position the deform ation will also cause a  change in the potential. 
The deformable ion approxim ation (Howie and Basinski 1968; Humpreys 1979)
assum es the potential deforms smoothly, so th a t the potential a t the  point r  in 
the  deform ed crystal is the same as th a t of the perfect crystal a t r  — A r. The
poten tia l in a deformed crystal may then  be w ritten
^ ( r ) =  ^ V8 exp(i g ' ( r _ A r ))' (2 .1 .8 )
g
T hus although V  is still constructed from Fourier coeffients it may now, because 
of the deform ation, be no longer periodic, F ( r )  ^  V (r -f 1). Com paring (2.1.2) 
and  (2 .1 .8 ) the potential of the deformed crystal m ay be represented by the 
perfect crystal potential in which the structure  factors have gained an ex tra  
phase such th a t
v s  -> Ve exP (-*S  * A r )* (2.1.9)
T he deformable ion approxim ation ignores changes in the unit cell, caused by 
the  deform ation, and will only be valid if the displacem ent A r  does not change 
significantly in a lattice distance. It also does not take into account the changes 
in the  electron distribution. However provided th a t the displacem ent, due to 
a s tra in  field, is small and slowly varying, the deformable ion approxim ation 
should be bo th  a  valid and useful approxim ation.
So far then, we have considered the elastic process. These have been described 
using a real potential F ( r ) ,  which contributes to  an herm itian  Ham iltonian. 
As discussed in the  next section this leads to flux conserving solutions of the 
diffraction equations. Inelastic processes may cause flux to  be lost from the 
Bragg beam s (and the experim ent as a  whole if electrons are scattered out of 
th e  microscope apertures). For fast electrons the 3 m ain processes for absorption 
are inelastic scattering by single electron excitation, plasm ons and phonons. As
in optics these effects may be described using an im aginary p a rt of the crystal 
po ten tia l iV '{ r)  (Yoshioka 1957), which renders the H am iltonian non-herm itian, 
and  hence leads to  a  loss of of flux. Because of this loss, « y (r)  is usually refered 
to  as an  absorptive potential, even though no electrons m ay have physically 
been absorbed by the crystal. Because the im aginary p a rt of the potential is 
associated w ith the crystal lattice we again expand the potential as a  Fourier 
series based on the crystal lattice. A bsorption may then  be taken into account 
in HEED by modifying the potential in sections 2.1 to  2.4, so th a t
V (r) -+V(r)  +  « V (r)
Vs  _ v e + iV,I  (2.1.10)
Us  -*17, +  iU’%.
Unfortunately, most of the absorptive contributions to  the optical potential are 
extrem ely difficult to  calculate (Dedrichs 1972), because they tend  to  be non­
local and cannot in general be contructed from individual atom ic contributions. 
Instead they m ust be found, for example, by first principle calculations of the 
electronic structu re  or the phonon spectrum  of a  particu lar m aterial. See for 
exam ple Howie (1963) for a  discussion of plasm on scattering, Rez (1970) for 
a discussion of single electron excitation and Rez et al (1977) for a discussion 
of phonon scattering. It has become established practice where high precision 
accuracy is not required to assuum e th a t the im aginary p a rt of the potential 
is equal to  a  m ultiple of the real p a rt of the potential (Hasimoto, Howie and 
W helan 1962; Hum phreys 1979).
Here in this thesis because of the complexity in including absorption, we shall 
only concern ourselves w ith 2-beam  case. We will also make the assum ption
th a t the  absorptive potential m ay taken to be a m ultiple of the real potential. 
A bsorption will thus place a  lim it on the accuracy obtainable. This will provide 
a  useful qualitative picture of the effects of absorption in the simple 2 -beam  
case, b u t will not provide any valid quantitative inform ation.
2 . 2  F O R W A R D  S C A T T E R IN G  A P P R O X IM A T IO N .
The dynam ical theory, which will be used to  find the scattered intensity, is a wave 
m echanical treatm ent, where the crystal is trea ted  as a periodic potential. The 
incident electron wavefunction is scattered  from the potential field as a whole 
ra th e r th an  from individual atom s. For electrons having energies which lie in 
the  non relativistic range, the electron wavefunction can be found by solving 
the Schrodinger equation. As the electrons in HEED have energies greater than  
100 keV, and therefore velocities greater than  55% of the speed of light, they 
are highly relativistic. However it has been shown (Fujiw ara 1961, 1962) th a t 
the nonrelativistic Schrodinger equation can be used w ith sufficient accuracy 
provided the relativistic electron wavevector, k, and mass, m , axe used. The 
electron wavefunction \1/ a t the point r  may then found by solving the effective 
Schrodinger (or Fujiwara) equation
( - V 2 +  { 7 ( r ) W r )  =  k 2 tf(r) . (2.2.1)
Here k 2 is an effective energy given by k 2 =  rriQC^J^2 — l /f t;  7  =  1 +  ev /m oc2 
in which v is the accelerating voltage (Bird 1989), and U(r) is the effective 
poten tial at r  and is given by
where V(r)  is the crystal potential (discussed in the last section). Although we 
have called k 2 the effective energy and U an effective potential, their units are 
in fact A - 2 . W ith V (r) of order an electron Volt, the U(r ) are of order 1 A - 2 .
G
F igu re  2.1 S ch em a tic  o f the H E E D  geo m etry  considered  in th is  th esis . N o te  that. Z  
is a lw ays taken  as th e  zone a x is  d irec tio n . U pper case le tte r s  in d ica te  2 -d im en sion a l 
v ecto rs  perpen d icu lar  to  th is  2 -d irec tio n .
Figure 2.1 shows a simple schematic of the geometry and nomenclature th a t will 
be used throughout the thesis. In the general case, the incident electron beam is 
directed along or close by a zone axis. The angle between the zone axis and the 
surface norm al does not have a significant effect on the diffracted beam pattern , 
provided it is small (see for example Bird 1989). The zone axis is defined to be 
in the z direction, and a point in x — y plane, which is perpendicular to the zone 
axis, by the vector R . It is assumed th a t the specimen is an infinite parallel
11
sided crystal w ith surfaces lying in the  2  =  0  and  z  =  t planes.
T he effects of surface relaxation and tw isting will be ignored in this thesis. 
A lthough in ignoring them  we m ay be m aking a bad  approxim ation, we are 
forced to  do so due to  the difficulty of including them . For a perfect crystal 
th is is probably an acceptable approxim ation, as they are expected to  have little 
influence on experim ental m icrographs (B ird 1989). However for a deformed 
crystal bo th  surface relaxation and tw isting can significantly alter an electron 
m icrograph. For a deformed crystal they m ay change the details bu t probably 
not the  basic stru ture.
All 3-dimensional vectors may then  be w ritten  in term s of their transverse R  
and  longitudinal z parts. For exam ple the incident electron wavevector becomes 
k  =  K  +  k zz. The incident orientation of an electron can therefore be defined by 
its transverse wavevector K . The quan tity  which we would like to  calculate is 
the  in tensity  of the diffracted electron beam s a t the exit surface of the crystal as 
a function of orientation; ie I ( K , t) for as m any diffracted beam s as is considered 
necessary and for deformed crystals as a  function of position.
The range of angles between the zone axis and the  incident electron wavevector 
is small, of order a few degrees or less. Because of this small angle of incidence 
the  m agnitudes of k  and kz are alm ost the same, whilst th a t of K  is much 
smaller. For a 200 keV incident electron, k ~  kz ~  250A *, bu t K  ~  lA  1. 
The effective energy k 2 is much larger th an  the effective potential £/, which de­
creases rapidly at large angles due to  the rap id  fall off of the atom ic form factors 
(discussed in section 2.1). It is thus expected, and confirmed experimentally, 
th a t the electron wavefunction will only be scattered through small angles, and
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the  large differences between the  transverse and longitudinal parts  of the elec­
tro n  wavevector will rem ain inside the crystal. The significance of this is th a t 
the  scattering will be predom inantly forward directed and the rapid  variation of 
w ith z may be factored out by w riting (Bird 1989)
\I/(r) =  z/>(R, z)  exp(zfcz), (2.2.3)
where z/>(R, z) is a slowly varying function in R  and z. Upon making the sub­
stitu tion  for (2.2.3), the Fujiwara equation (2.2.1) becomes
( _ V L  +  l / ( r ) ) ^ ( R ,* )  =  2 i f c ^  +  0 .  (2.2.4)
Having factored out the  rapid variation in the z direction, it is expected th a t 
the  second derivative in z is small in com parison w ith the first and may be 
neglected w ith little loss of accuracy. For a  plane wave solution, ~  and
the  second derivative is then ~  ( x ) 2 sm a^ er th an  the  first term . The relevant 
equation governing HEED is then
(-V & . +  U ( r ) j i p ( R , z )  =  2 i k ^ .  (2.2.5)
In (2.2.5) the Laplacian operator V is only w ith respect to  R , bu t the effective 
po ten tia l is still U =  U (R , z). By dropping the second derivative an error has 
been introduced. The free space wavefunction, given by (2.2.3) w ith t/>(R, z ) 
found by solving (2.2.5) for U — 0, is
\k(r) =  exp(z’K  • R)exp(z{& — K 2/2 k}z ) ,
bu t the true  free space wavefunction is
'l '( r)  =  exp(z’K  • R )e x p ( ikz z),
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w ith kz =  (k 2 — K 2)1/ 2. Thus by ignoring the second derivative an approxim a­
tion  in kz has been made. The free space sphere k z =  (k 2 — K -2) 1/ 2 has been 
replaced by the parabola kz =  k — K 2 /  2k.  For HEED this difference will be 
sm all as k K .
T hus this approxim ation has transform ed the Fujiwara equation (2.2.1) into 
an equation identical in form to  the  low energy tim e dependent Schrodinger 
equation in 2 -dimensions,
where z, the depth  of an electron in the crystal, effectively represents tim e and 
P lanck’s constant, h, becomes m o / k  (and is through k a  variable). The propa­
gation of the electron wavefunction th rough the crystal is then equivalent to  the 
tim e evolution of the electron wavefunction through a 2 -dimensional potential 
space F (R , t). It is thus possible to  apply m any of the standard  techniques of 
low energy quantum  mechanics to  the analysis of HEED and is why high energy 
electrons exhibit m any of the characteristics of low energy quantum  mechanics. 
One of these, B erry’s geometric phase (B erry 1984), will be looked at in the next 
chapter.
2 .3  T H E  P R O J E C T I O N  A P P R O X IM A T IO N .
As already mentioned the electrons are incident near a  zone axis. Such an axis 
describes a direction in the crystal which is perpendicular to  a  set of reciprocal 
lattice layers (Hirsch et a1 1977). In this case, as shown in figure 2.2, all of the 
reciprocal lattice vectors lie in 2 -dim ensional layers perpendicular to the zone 
axis direction [uvw]. Here again there is a na tu ra l separation of 3-dimensional
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vectors into transverse (R ) and longitudinal {z) components. A general recipro­
cal lattice vector which lies in the n th layer may be w ritten as g (n) =  (G ,n ^ z). 
Thus a zeroth layer reciprocal lattice vector is w ritten as G[hkl] and obeys the 
rule uh + vk + lw =  0 ; tha t is, any zeroth layer reciprocal lattice vector is perpen­
dicular to the zone axis direction. All other higher layers (n  >  0) are identical 
to the zeroth layer (apart from a possible offset) but equally spaced by gz in the 
zone axis direction.
F igu re  2.2 T h e sep a ra tio n  o f th e  reciprocal la tt ic e  in to  layers perp en d icu lar  to  th e  
zone ax is. T h e  s tr o n g e st d iffraction  is observed  in th e  cen tra l, zero-layer region.
The potential V'(r) may then be separated into its longitudinal and transverse 
components (Bird 1989),




y (n)(R ) =  - .  f  y (R ) e x p ( ~ i n g zz)dz.  (2.3.2)
“  Jo
Here d , equal to  2ir/gz , is the  zone axis repeat distance.
In the  projection approxim ation (H um phreys 1979) it is assumed th a t for a 
perfect crystal only reciprocal la ttice vectors lying in the zeroth layer of the 
Ewald sphere produce significant diffraction and all higher order effects may 
be ignored. Thus a t m ost only a plane of G 's  contribute, though this m ay in 
practice become a 1 dim ensional line or even ju s t 2 points. The potential V  for 
a  perfect crystal is then  2-dim ensional, depending only on R  and the equation 
governing HEED is then
( - V R  +  t/(R ))< /’(R ,z )  =  2 a - ^ > (2.3.3)
where U is found from (2 .2 .2 ) and  (2.3.1) w ith n =  0,
U( R ) =  exp(tG  • R ). (2.3.4)
n a
Here is given from (2.1.5).
In the case of a deformed crystal it is assum ed th a t the above argum ent still 
holds, bu t th a t the potential Fourier com ponents have altered (as previously 
discussed in section 2.1) by gaining a phase factor. The effective potential for 
a deformed crystal is then  the  same as th a t of the perfect crystal apart from a 
shift of origin and is given by
O VV1
U(r) = ~ T 2 - J 2 Vg  exP(*G  ' <R  -  A r ))
G (2.3.5)
= J2Ug exp(;G  ■ {R  -  A rJ)-
G
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In (2.3.4) there is no z dependence and  the  effective potential varies only w ith R . 
Conversely in (2.3.5) the  deform ation causes the effective potential to become 2: 
dependent again, though in the  projection approxim ation the effective potential 
is assum ed to be only slowly varying w ith depth.
Thus in the case of a  deformed crystal the  equation governing HEED becomes
(-S7l_ + U (Tt ,z f j4> (R ,z )  = 2 i k ^ ,  (2.3.6)
where the  effective potential is given by (2.3.5).
It should be noted th a t if the  displacem ent, A r, is perpendicular to G , ie it 
has no transverse com ponent, then  G  • A r  =  0. The perfect crystal potential 
will then  be recovered and any effects of the deform ation will not be seen in 
a diffraction pa ttern . Thus only the transverse component of the displacement 
need be considered. From  here onwards, unless stated  otherwise, we shall only 
consider the displacem ent in the transverse direction A R . Hence effects from 
the displacem ent of atom s in the  0  direction, due to  a  strain  field, will not 
be seen in an electron m icrograph. This invisible defect criteria may allow 
im portan t inform ation about the s tra in  field to be recovered (see for example 
H um phreys 1979). This does not m ean th a t depth  inform ation about the stra in  
field cannot be recovered. The transverse displacement may still vary w ith 
depth, A R (z ), and so carry dep th  inform ation about the strain  field. Two such 
examples are discussed in chapter 4. This also raises the question of uniqueness. 
Different strain  fields w ith the  same transverse displacem ent, R , may give rise 
to the same images and thus are not unique. An example of this is discussed 
in chapter 4, where we look a t the effect th a t tilting a dislocation has upon an 
electron m icrograph. A lthough a single electron m icrograph will not allow a
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stra in  field to  be uniquely determ ined, if 3 electron m icrographs are taken from 
different non-coplanar directions, then  a stra in  field may in principle be uniquely 
identified (Hum phreys 1979).
In the projection approxim ation the effect of the deform ation is to change the 
dim ensionality of the H am iltonian. In the case of a perfect crystal the H am ilto­
nian is 2 -dim ensional depending only upon R , whilst for a deformed crystal the 
H am iltoniaji becomes 3-dim ensional through the effective potential I7(r). An 
electron travelling th rough a perfect crystal sees a  potential in which each layer 
in the x — y plane has the sam e 2-dim ensional form. In the case of a  deformed 
crystal the electron sees a  po tentia l which varies w ith depth. The deform ation 
changes the effective Schrodinger equation from a time independent to  a tim e 
dependent problem.
2 .4  T H E  C O L U M N  A P P R O X IM A T IO N .
In the case of a  perfect crystal, the H am iltonian in (2.3.3) depends only upon 
R  and the Schrodinger equation m ay be solved to the required accuracy. This 
m ay be done by seperating out the R  and z  dependence and transform ing the 
problem  to be solved into a  2 -dim ensional partia l differential equation and an 
ordinary differential equation, which may then be solved com putationally (eg 
Bird 1989). However the in troduction  of a  deform ation causes the H am iltonian, 
through the potential U (R , z),  (2.1.8), to  become bo th  R  and z dependent. 
Now the problem  to be solved is a 3-dimensional coupled partia l differential 
equation. This is particu larly  difficult to solve analytically and although com­
pu ter program s exist to solve such equations, it may well prove very expensive 
in com puter time. In order to render the problem  more m anagable, bo th  ana­
18
lytically and  com putationally, the  column approxim ation is norm ally m ade at 
this stage (Hirsch et al 1977).
To analyse the column approxim ation we here follow the procedure used by 
Howie and Basinski (1968). We w rite the wavefunction ^ ( K ,r )  as a  plane wave 
expansion,
r) =  ipG (K , r) exp(z{K +  G } • R ). (2.4.1)
G
Upon m aking the substitu tions for the  wavefunction and the potential, (2.4.1) 
and (2.3.5), the Schrodinger equation (2.3.6) becomes
y ^ ( ( K  +  G ) V g  -  2i(K  +  G ) • V Rt/>G -
G '  2
+  Ug - G ' iPg ' exp(—*{G — G '} • A R ) j exp(i{K  +  G } • R ) =  0.
G ' '
(2.4.2)
For a  perfect crystal, where A r =  0, the  coefficients of the wavefunction are 
independent of position; ie does not depend upon r. Thus the coefficients of 
the exponential in (2.4.2) (the term s in [ ]) are independent of position. Because 
(2.4.2) holds at all points in the crystal r and the coefficients of the exponential 
are independent of R , the equation can be satisfied only if each coefficient is 
independently  equal to  zero (M etherell 1976).
A lthough we may only tru ly  equate the  coefficients of the exponential in (2.4.2) 
to zero for the  perfect crystal, the assum ption th a t we may do so for a  deformed 
crystal is justified w ithin the context of the deformable ion approxim ation. As 
long as the deform ation is on a scale th a t is much larger than  the unit cell, then 
each Fourier coefficient esentially rem ains independent of the others. In this 
case the effective potential changes slowly and so also will the wavefunction V;G-
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The coefficients of the exponential m ay then be approxim ated to  zero w ith little  
error. Having done this the wavefunctions can be found by solving
2  i k 8 * 0 =  ^  T(K  -f G )2 £g,G ' +  Ug - g 1 exp(—i{G  — G '}  • A R j 'j  V’G'
n/ \  '
-  2 t(K  +  G ) • V r ^ q  -  V | > g . (2.4.3)
G
In the  column approxim ation it is assum ed because k  >  |K  +  G | and xpo is a 
slowly varying function, th a t the last two term s on the right hand  side of (2.4.3) 
m ay be ignored, giving
2 i k ^ -  =  5 Z ( ( K  +  g )2 <5g ,g - +  Ua - o '  e x p (- t{ G  -  G '}  • A R )) if c - .  (2.4.4)
G'
It has therefore been assum ed th a t
2 i k ^ -  >  (K  +  G ) • V r ^ q  (2.4.5a)
oz
and
2ik^ t r  >  V « ^ G ' (2.4.56)
If we define the scale of the  deform ation to  be L  and th a t of the unit cell to  be 
a, where L  a, then  the  right hand  sides of (2.4.5a) and (2.4.5b) are such th a t
(K  +  G ) • V Rt/>G ~  -  y  (2.4.6a)
a L/
V ^ g  ~  - ^ G -  (2.4.66)
Clearly as L >  a, if (2.4.5a) is satisfied then (2.4.5b) will also be satisfied. The 
slowest variation of ip wifi be a t the Bragg condition. There dipG/dz  V>g/£ 
(Howie and Basinski 1968; Hirsch et al 1977), where £ the extinction distance 
is the periodicity w ith depth  of the am plitude oscillations. Hence from (2.4.5a) 
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and (2.4.6a), and using 1/a ~  g, we have tha t the condition to drop the last two 
term s in (2.4.3) becomes
I  ilA  =
f  L L
where 6 b is the Bragg angle. Now the £ are typically of order a few hundred 
A for a 100 keV incident electron and $b is of order 10-2 radians (Humphreys 
1979), and hence the distance £0b is of order a few A. Thus provided the scale 
of the deformation L  is greater than 10A we may safely ignore the terms.
I t i l l
\------- \ -------V
\  I \  I '
F igu re  2.3 In th e  C olum n app rox im ation  the c ry sta l is im ag in ed  to  be d iv id ed  in to  
a num ber of v ertica l co lu m n s. W ith in  each co lu m n th e  e ffec tiv e  p o te n tia l ch an ges so  
slow ly  in th e  R  plane th a t th e  e lectron  w avefun ction  d ep en d s on ly  upon th e  co lu m n it 
is in and is in d ep en d en t o f all o th er  co lu m ns.
In effect the column approxim ation assumes th a t the wavefunction ipG does
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not vary greatly  in the x  — y  plane and the crystal m ay be im agined as being 
divided into a  num ber of columns, figure 2.3. In each column it is assum ed th a t 
the  electron am plitude a t a point inside each particu lar column arises from the 
p a rticu la r column it is in and is independent of all adjacent columns. Then 
R  is considered to  be only a  param eter and 2 considered the only variable. 
The colum n approxim ation has thus reduced the 3-dimensional coupled partia l 
differential problem  into a  1-dimensional partia l differential coupled problem ,
(2.4.4), to be solved for each column R  in the x  — y  plane.
2.5  T H E  T W O  B E A M  C A S E .
We now tu rn  to  the m ost simple case, in which only one diffracted wave is of 
significance. In the two beam  approxim ation only two waves are considered, 
the  undiffracted wave and one diffracted wave, which correspond to reciprocal 
la ttice  vectors 0 and G . This approxim ation is expected to  be good when one 
diffracted beam  is much stronger th an  all of the others and may occur when 
the  crystal has large reciprocal lattice vectors and is composed of light atom s 
(H um phreys 1979). The two beam  case has a  num ber of advantages. It is bo th  
simple and allows a valuable insight into the m any beam  dynam ical theory, 
showing a num ber of im portan t details and effects.
From  (2.4.4) the am plitudes of the undiffracted and the diffracted waves may 
be found by solving
/  K 2 +  Uo t /_ Q e x p ( iG - A R ) \  /  </>o \  ,9 - n
\ U G exp(—zG • A R ) (K  +  G )2 + U0 J  \ 4 ’a  J  dz \if>a )  ' 1 1
E quations (2.5.1) are one form of the Howie-Whelan equations (Howie and  W he­
lan 1961). They show th a t in passing through a layer d z , bo th  the undiffracted
and the  diffracted beam  am plitudes will be changed by dtpo and dtpG  respec­
tively. The first term  of the first equation represents no scattering, K  —► K  
w hilst the  second term  represents Bragg scattering K  —► K  -f- G . The effects of 
the  s tra in  field are felt by off diagonal term s. The term  Uo effectively becomes 
the background potential replacing th a t of free space.
In order to  understand  the features of diffraction p a tte rns it is necessary to 
consider the  case of a  crystal which is not oriented a t the exact B ragg angle. 
Norm ally away from the Bragg condition no diffraction is expected, however 
for th in  crystals this rigorous condition may be relaxed, resulting in significant 
diffraction. This m ay be represented on the Ewald sphere by extending the 
reciprocal la ttice points in a  direction norm al to  the plane of the  specimen 
(Goodhews and Hum phreys 1976). Let £K , the small deviation away from the 
Bragg condition a t which significant diffraction still occurs, be defined by
*K =  K +  f .
Hence we define the deviation param eter, W ,  to  be
G2
W  — S K  • G  =  K  • G  +  —  (2.5.2)
2
(B ird and  Preston  1988). Using (2.5.2) and making the  substitu tions
4>o =  ^ o e x p (—i { K 2 +  Uo +  W } z / 2 k )
(2.5.3)
=  rf>G e x p ( - i { I< 2 + U 0 + W } z / 2 k )
(2.5.1) m ay be w ritten 
( 7 ,  , Wr  A „>\ U  ex  p (—iG  • R ) —W  )  \ ^ g  )  dz \ i/>g  )
Here it has been assumed th a t the crystal is centrosym m etric and thus Ug  =■ 
U - g ,  which has been denoted by —U (—ve because the potential is a ttractive).
Note th a t the  substitu tions, (2.5.3), involve a  change of phase and thus do not 
change the  intensites of the two beams. The effect of the  potential te rm  Uo can 
thus be seen to  be a  phase factor. This change in phase is due to  refraction, in 
which the  incident wavevector in the z direction, kz , becomes k z +  Uo/2k  in the 
crystal (Hirsch et al 1977).
The solution of (2.5.4), another form of the Howie-W helan equations (B ird and 
Preston  1988), gives a  means of finding the intensities of the undiffracted and 
diffracted beam s. The equations axe completely general as no m ention has been 
m ade of either the  natu re  of the stra in  field, o ther th an  it is slowly varying, or
the po tential, o ther th an  it is centrosym m etric and m ay be described by the
deformable ion approxim ation. Equations (2.5.4) axe the fundam ental result of 
this chapter. They will be used la ter in chapter 4 to  form theoretical electron 
m icrographs of LACBED images.
2 .5 .1  2 -b ea m  so lu tio n  to  th e  p erfect crysta l.
In order to  analyse the solutions to  the 2-beam Howie-W helan equations, let us 
first look a t the analytic solution for a perfect crystal where A r =  0. The perfect 
crystal is chosen because then  (2.5.4) may be solved exactly using analytical 
m ethods. For a crystal w ith a  general deform ation, equation (2.5.4) can not be 
solved exactly by analytical means, ra ther the solutions m ust be approxim ated, 
as will be done in chapter 4. From (2.5.4) we have th a t
W  ~ 2ik  ~
</>o =  ~  (2.5.5a)
W  ~ 2ik  ~
o ~  ~jj~^ 0 ’ (2.5.56)
Equations (2.5.5) togther w ith the boundary conditions a t £ =  0, Io =  1 and 




I 0(z) =  c o s ^ y / w 2 + U2— ) + w 2  + u2  sin2( V W 2 + U2— ) (2.5.6a) 
I G (z) =  s i n V r  +  t / ^ ) .  (2.5.66)
For all values of IF , U and 2: the to ta l intensity  is conserved, Io +  I g  =  1* This 
arises from  our choice of potential, which is perfect and non absorbing. There is 
then  an interchange of intensity between the two beam s as they travel through 
the  crystal.
2 .6  T H E  G E N E R A L  C A SE .
T he two beam  case is contrived, norm ally a large num ber of diffracted beams 
m ust be included to obtain  the correct diffraction p a tte rn . Thus in order to  form 
a m ore accurate solution the general case is now considered. Here the num ber 
of diffracted beam s is not lim ited and the wavefunctions xJjg are found, from
(2.4.4), by solving the general Howie-Whelan equation
G'
=  ] l ( ( K  +  G )2,5G,G' +  U < 3 - G ' e x p (- t{G  -  G '} • A R ) ) f e ,
G'
(2.6.16)
where in the column approxim ation A R  =  AR(Ro,<z). In (2.6.1) the sum over 
G ! contains an infinite num ber of beams. In practise an approxim ate solution 
which considers a  finite num ber of beam s m ust be used in actual calculations. 
T he equations may be solved to any degree of accuracy required by choosing 
the  appropria te  num ber of beams. For n beam s there will be 2n  complex si­
m ultaneous equations to be solved, giving n complex solutions (the undiffracted
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beam , G  =  0, and n  — 1 diffracted beam s). All of the analysis from the  2-beam 
case m ay be carried over and so in (2.6.1) the effects of the  stra in  are again felt 
th rough  the off-diagonal term s, etc . . . .
Equations (2.6.1) are the second fundam ental result of this chapter and are again 
completely general, no m ention being made of either the stra in  field, o ther than  
it is slowly varying, or the potential, which does not have to  be sym m etric. They 
will be used la ter in chapter 5 to  form theoretical m icrographs in b o th  STEM  
and HREM  imaging.
2 .6 .1  G e n e ra l  s o lu tio n  fo r th e  p e r fe c t  c ry s ta l .
In th is section we shall investigate the form of the solution to  the general n 
beam  HEED equations for a perfect crystal. Solutions for the perfect crystal 
will again be used later to  form the basis for understanding distorted  crystals.
The solution to  (2.6.1) for a  perfect crystal, in which the  H am iltonian -ff<3G' is no 
longer dependent upon 0 , is a s tandard  result in electron diffraction (Hum phreys 
1979; B ird 1989) and  is given by
V-G ( K ,r )  =  y V (K )e x p (-^ (K )z /2 fc )c 4 (K ) . (2 .6 .2)
3
From  (2.4.1) the  expression for tj>, the  solution to (2.3.3) for a perfect crystal, is 
then  given by
«/>(K, r) =  Y .  exp(- i s j (K)z/2k)  ^  c4(K )exp(i{K  + G} • R), (2.6.3)
i a
Here the  sum  over G  has the periodicity of the 2-dim ensional potential and 
hence of the lattice. It is conventional to  call the sum  over G  a  2-dimensional 
Bloch sta te  w ith respective transverse energy s-7 (its units are the  sam e as the 
effective energy A-2 ).
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These sets of equations indicate th a t an electron w ith incident wavevector kz is 
split by the crystal potential into a num ber of Bragg waves, each having different 
longitudinal wavevectors k{ ~  k. From (2.2.3) the longitudinal wavevector of 
each Bloch wave j  inside the crystal is k3z =  k — s3/ 2 k (B ird 1989). Because the 
Bloch waves have different longitudinal wavevectors they have different kinetic 
energies, and because we are not considering absorption, different po tentia l en­
ergies. Physically this is due to  different localisation of the Bloch waves w ithin 
the crystal, ip(r) (Hum phreys 1979).
Although we have the form of the solution to  the HEED equations, we still 
need to be able to  find the param eters C q , s3 and e3. The first two term s, 
C JG and sJ can be found by using suitable com puter program s to  solve (2.6.1), 
where (2.6.2) has been substitu ted  for t3 may be found from the boundary  
conditions. These are the standard  quantum  mechanical boundary conditions 
for a continuity a t an interface, th a t is bo th  ijj and V rip m ust be continuous. In 
effect e3 is determ ined by the orientation of the incident beam  w ith respect to 
the crystal surface (M etherell 1976).
2 .7  M O D IF IE D  B L O C H  W A V E T H E O R Y .
We now apply a transform ation to  the HEED equations (2.6.1), which produces 
the so called modified Bloch wave theory, (W ilkens et al 1967; Hirsch et a1 
1977; B ird and Preston  1988). F irst a  general transform ation is derived and 
then  a particu lar transform ation used within the theory to  transform  the n- 
beam  equation, (2.6.1), into the s tandard  modified form which allows b e tte r 
approxim ation schemes to  be found.
27
Let th e  wavefunction be transform ed such th a t
V’g  =  Tg s  i s  (2-7.1)
where Tg s , a  unitary  transform ation, is to  be defined. Applying (2.7.1) to 
(2.6.1a) gives
' Y ^ H g g 1 Tg'S i s  =  2zTgs i s  +  Tg s  is>  (2.7.2)
G'
where H g g ' is given through (2.6.1b) and the derivative is w ith respect to  jz. 
If we now apply the inverse transform ation  by m ultiplying (2.7.2) by Tg,G and 
then  sum  over first G  and after S, (2.7.2) becomes
Y ( Y TI g  H a o '  Ta .s - 2 i k T l a  T a s j i ’s  =  2 i k ^  4 g  t « s  4>s - (2-7.3)
S G  ^ G '  '  G S
So far the transform ation is general and any u n ita ry  transform ation T  may be
used. We now choose a particu lar m atrix , which is defined as
Tg s  — exp(—i{K  +  S} • A R ) #gs- (2.7.4)
W ith  T  given by (2.7.4), the transform ation (2.7.1) represents a  change in phase 
and  will then  not affect the intensity  expressions. Substitu ting  (2.7.4) into (2.7.3) 
gives
Y (Y H g g ' exP M G  -  s) • AR)<5s'g<5g's -  2fc(K +  S) • A R  fe 'G ^ G s)
S G  N G' 7
— 2i Ic'ip .
Using the  delta  functions, th is becomes
^ ( i f s ' S  e x p o s '  -  S} - A R ) -  2 k ( K  +  S) ■ A R  <5SS' ) ^ s  =  2ifc«AS'- 
Substitu ting  (2.6.1) for H g g ' th is can be reduced to
£ ( « > <  +  S )2 -  2 k ( K  + S) • A R J^ s s ' +  U s' -s ) i>s  = 2ik^>s ,. (2.7.5)
This represents a new Schrodinger equation for the modified wavefunctions, 
where the new modified Hamiltonian is given by the term s in [ ]. Equation
(2.7.5) is similar to (2.6.1) in tha t the term s (K  +  G )2 +  Uo again appear in 
the diagonal elements of the Hamiltonian. In contrast however the effects of 
the strain field are now felt by the diagonal term s and through the derivative 
of the displacement. It should be noted th a t the modified Hamiltonian is real 
for centrosymmetric crystals. For a perfect crystal, A R  =  0, the modified 
Hamiltonian is the same as the unmodified, (2.6.1).
We may now ask what advantage has the modified transform ation allowed. To 
answer this let us look at the simplified case of a crystal w ith straight but tilted 
columns, figure 2.4.
F igure 2.4 C rysta l con ta in in g  parallel t ilte d  co lu m n s. T h e  slo p e  o f th e  co lu m n is given  
bv A R  =  777R .  w here 77? is a c o n sta n t.
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T hen the  displacem ent is given by A R  =  (m R )z  +  c, where m  and c are con­
stan ts. Thus in (2.7.5) A R  =  m R , which is independent of depth  0  and  a con­
s tan t w ithin each column. T hen because, as discussed before in section 2.6.1, the 
H am iltonian is independent of depth  z , we m ay solve the  modified Schrodinger 
equation exactly by again using a Bloch wave expansion. This is done by pro­
ceeding as before in section 2.6.1, by seperating out the wave function into its 
transverse and longitudinal parts. The solution is then  given by
t/>(R) = Y  V'  (K ) exp(—is-’' (K )z/2fc) Y  c £ (K )e x p (i '{ K  +  G} • R ). (2.7.6) 
}' a
Sim ilar to the previous section, CG and  sJ are found from equations (2.7.5) 
and (2.7.6), and V  from the modified boundary  conditions . These boundary 
conditions are different to those of the previous section, as now we are effectively 
concerned w ith the slope of the wavefunction. Using (2.7.1) and (2.7.4) to 
transform  back we find th a t the  original s ta te  is given by
^>(R) =  Y  7J'(K )e x p (—!\s-,/(K )z /2 £ ) Y  C ^ ( K ) e x p ( i { K  +  G } • {R  -  A R }). 
i' Q
(2.7.7)
W ith  the  transform ation given by by (2.7.4) the Bloch waves are changed by 
a phase factor A R , such th a t they now refer to  the local origin of the lattice 
R  — A R . They then follow the  tilt of the  columns and the transform ation 
allows an exact solution w ithin the approxim ations m ade. Thus the modified 
transform ation allows us to solve exactly the  govering Schrodinger equation for 
a  strained crystal where the stra in  causes the  columns to tilt over. For strained 
crystals with slowly bending columns, where the bending may be approxim ated 
by a simple tilting of the columns, the modified transform ation will give a good 
first order approxim ation to the solution. The modified equations will also be
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used later on as the basis for finding be tte r approxim ate solutions.
2 .7 .1  M od ified  2 -b ea m  th eory .
In the 2-beam case we proceed similar to  the general modified transform ation
(2.7.1) to (2.7.3). However in order to keep the same form as in (2.5.4), and thus 
allow a general solution to  be formed for bo th  the unmodified and the  modified 
cases, we shall instead of (2.7.4) use the un itary  transform ation
Ts 's  — exp ( r { S ' -  S} • A R ) <5S's; S ' ^  S. (2.7.8a)
This is the same transform ation as th a t used by Bird and  P reston  (1988), 
ip0 \  ( ex p (^G  • A R ) 0 \  {  $ 0
V’g  J  V 0 exp(—|G - A R ) J  )  * (2.7.86)
This transform ation again involve a  phase change and does not affect the in­
tensity  expressions. Applying the transform ation, the 2-beam  Howie-W helan 
equations, (2.5.4), become
(2.7.9)
Ug —W  + k G  • A R  J  \ ipG J  dz VV’G J
(2.7.9) shows a change sim ilar to  th a t of the n  beam  case (2.7.5). The stra in  
effects are felt by the diagonal term s and through the derivative of the  displace­
m ent field.
Similar to  the general case, discussed above, the solution to  the modified Howie- 
W helan equations, (2.7.9), for a crystal w ith tilted columns m ay be solved ex­
actly. Then the  solution found in section 2.5.1 may be applied, except now 
W  —> W  — k G  • A R , which is a constant. The diffracted in tensity  is then  given
by
IG =  7----------------- r—---- sin2(-\/(W - f c G - A R )2 +  U24 t)- (2.7.10)
(W — kG ■ A R )2 +  U2 v ’ 2fc
31
Both equations (2.7.5), for the n  beam  case, and (2.7.9), for the  2-beam  case 
will be used in later chapters to  approxim ate solutions to  the HEED equations 
and to form diffraction patterns.
2.8  D IS L O C A T IO N S .
In this section the type and natu re  of strain  field to be used in actual calculations 
will be introduced. Thus far the type and natu re  of the stra in  field has been 
ignored and the equations are completely general in this respect. In actual 
calculations however a  particu lar stra in  field m ust be used. The type of stra in  
field to be used in this thesis will be th a t due to  a  dislocation. However the 
general results m ay be carried over to any type of s tra in  field.
In this thesis only the two most simple types of dislocations will be considered, 
the screw and the edge dislocation. A screw dislocation is shown in figure 2.5a. 
In this two parts  of the  crystal are tw isted parallel to  the line of the dislocation. 
This in effect converts a  stack of parallel atomic columns into a  spiral ram p 
winding through the crystal around the dislocation line. The edge dislocation, 
figure 2.5b, may be thought of as a perfect crystal la ttice which has an ex tra  
half columns of atom s. The boundary between the  slipped and  the  unslipped 
regions is called the dislocation.
Dislocations may be described in term s of their Burgers vector, b . As shown 
in figure 2.6, a Burgers vector is th a t vector needed in a  crystal containing a 
dislocation to  complete the loop. This follows a sim ilar atom  to  atom  sequence 
to th a t taken around a closed loop in a  perfect crystal. The Burgers vector of 
a screw dislocation is parallel to  the line of the dislocation (figure 2.6), whilst 





F igure 2.5 A screw  and edge d is lo c a tio n  are show n in figures a  and 6 respectively . 
T h e effect o f th e  screw  d is lo ca tio n  is to  ca u se  a d isp la cem en t o f th e  a to m s, such th a t  
th e  a to m s on e ith er  side o f th e  d is lo c a tio n  lin e  are sh ifted  in o p p o site  d irection s. In 
th e  edge d islo ca tio n  th e  tw o h a lves o f th e  cry sta l are com p ressed  in th e  d irection  
p erpend icu lar to  th e  d islo ca tio n  line.
The displacement A r at the point r  due to a screw dislocation which runs parallel 
to the surface of an infinite isotropic crystalline slab may be written as






^  (b) Perfect
F igu re 2.6 T h e B urgers vecto r  is th a t  v ecto r  need to  c o m p lete  an e x a c t c ircu it around  
th e  d is lo ca tio n i line. For a screw  d is lo c a tio n  th e  B urgers vector  b  is parallel to  th e  
d islo ca tio n  line U  (w h ilst for an egd e  d is lo ca tio n  it  is norm al).
where
d = a rc tan (-  — ).
V
(2 .8 .2)
(Friedel 1964). In (2.8.2) 0 is the depth of the point r  in the crystal, zo is the 
depth of the dislocation, y is the perpendicular distance from the dislocation to 
r  and If an edge dislocation gives rise to the displacement and if the slip plane 
is parallel to the surface then the displacement is given by
a 1 / u 0 l  sinW  f  I  — 2 v  cos(2$) \A r =  —  b$ +  b ------------- 1- (b  A u) ( —--------- ln(r) -\---- ;--------  I
27t\ 4 ( 1 - i / )  v 4(1 - v ) J '2.8.3 )
Here v is Poisson’s ratio, u is a unit vector in the positive sense of the dislocation 
and d is again given by (2.8.2) (Friedel 1964).
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C H A PT E R  3
A D IA B A T IC  IT E R A T IO N  T H E O R Y .
3.1  IN T R O D U C T IO N .
Having derived the governing equations of HEED we now in this chapter tu rn  
our a tten tion  to m ethods of solving them . A num ber of techniques exist which 
m ay be used to solve or approxim ate the  solution to  the HEED equations (see 
for exam ple the books by Hirsch et al 1977; Cowley 1981, Buseck et al 1988 
or Reim er 1984). A lthough there are m any m ethods for form ulating dynam ical 
diffraction theory (e.g the  wave-optical m ethod by Howie and W helan (1961) or 
the  transm ission and reflection m ethod  of Berry (1971)) two techniques, m ulti­
slice and  Bloch wave, have in one form  or another been almost exclusively used.
In the  m ulti-slice m ethod (Cowley and M oodie 1957) an analytical approxim a­
tion is m ade by using the concept of transm ission th rough a num ber of very thin 
crystal slices. C om putationally it has proved very efficient for the calculation of 
intensities where a large num ber (several hundred) of beam s m ust be considered. 
It has also shown useful where the inclusion of absorption, 3-dim ensional effects 
or various types of faults is desired (G oodm an and Moodie 1974). However it 
can not provide the same insights into to the working of electron diffraction as 
o ther m ethods, such as the Bloch wave m ethod (B ird 1989).
In the  Bloch wave m ethod (H um phreys 1979; M etherell 1976) diffraction effects 
are analysed by using the Schrodinger equation to describe the electron wave 
functions as a superposition of Bloch waves. Though com putationally less effi­
cient th an  the multi-slice m ethod it has shown useful where an understanding
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of the underlying diffraction effects is required, particu larly  where the  num ber 
of beams needed can be lim ited or there  are special sym m etries involved (Bird 
1989). Again it may be used to  look a t the  effect of absorption, 3-dimensional 
effects or faults (Hum phreys 1979; B ird 1989). It is of course the m ethod we 
shall be using in this thesis.
The particu lar technique we shall be using here to  approxim ate the solutions to 
the  Schrodinger equation in a  stra ined  crystal is ad iabatic  iteration. In section
3.2.1 a  general m ethod for approxim ating the  solution to  a  Schrodinger equation 
w ith an n  x n  H am iltonian m atrix  is discussed. This m ethod is based on the 
adiabatic iteration  approxim ation developed by Berry (1987). As discussed in 
section 3.4 B erry’s interest in ad iabatic  iteration  was to find an expression for 
the  geometric phase of a  system  taken adiabatically  aound a closed loop (Berry 
1984, 1987).
O ur interest in using adiabatic  ite ra tion  derives from the work of B ird and P re­
ston (1988), who have shown for the  2-beam  case th a t provided the lattice planes 
of a  strained crystal are slowly bending adiabatic  conditions may be assumed. 
Their interest was illustrating  the connection between B erry’s geometric phase 
(Berry 1984) and the bending of 2-beam  fringes as a dislocation was crossed. In 
particu lar by using an ad iabatic  approxim ation m ethod based on th a t of Berry 
(1987) together w ith modified Bloch wave theory (discussed in section 2.8), as 
well as dem onstrating the geom etric phase they have shown th a t adiabatic ap­
proxim ation provides a simple and  useful technique for bo th  calculating and 
in terpreta ting  diffraction intensities in stra ined  crystals. In this thesis and in 
particu lar in this chapter we will concern ourselves w ith extending the work of
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B ird and P reston  in two ways. F irs t in section 3.2.1 (and later in chapter 5) 
we extend the  theory to  include the  general n-beam  HEED equations. Second 
in section 3.2.2 (and la ter in chap ter 4) fu rther iterations are included, in an 
a ttem pt to find b e tte r approxim ate solutions.
3 .2  A D IA B A T IC  IT E R A T IO N .
In section 3.2 a  procedure for ad iabatic  iteration , as developed by Berry (1987), 
will be outlined. In section 3.2.1 a  general m ethod for solving a Schrodinger 
equation w ith an n  x n  herm itian  H am iltonian m atrix  will be derived and then 
in 3.2.2 the particu lar case where the  herm itian  H am iltonian is an 2 x 2 m atrix  
is looked at in more detail. We shall look at the specific application to HEED 
later in section 3.3.
A diabatic changes are those in which the  H am iltonian is slowly varying. We 
shall re tu rn  to  the question of w hat slowly varying is, a t the end of section 
3.2.1. In such cases it is expected, because of the slow change, th a t the solutions 
to the Schrodinger equation m ay be approxim ated by means of the stationary  
states of the  instantaneous H am iltonian (Born and Fox 1928). In quantum  
adiabatic theory a  system  initally  in a  stationary  sta te  labelled by a certain set of 
quantum  num bers, which undergoes ad iabatic  change, is expected to rem ain in a 
stationary  s ta te  th a t is still labelled by the same quantum  num bers, even though 
the environm ent has changed (Schiff 1968; Messiah 1966). The significance of 
the theory is th a t although the  quantum  states rem ain in a stationary state 
labelled by the same quantum  num bers, the  initial and  final environm ents, and 
hence the stationary  states, can be different. The only condition is th a t the 
change occurs slowly, b u t the to ta l change is not necessarily small. Because the
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Ham iltonian is in fact time dependent and in real situations the development 
m ust occur in a  finite time, the change cannot be truly adiabatic. Adiabatic 
changes are thus an approximation.
3 .2 .1  T h e  g e n e ra l case .
The case of interest is where the Hamiltonian which governs the development 
of the system is an n x n herm itian matrix. If the Hamiltonian evolves slowly, 
from time t = 0 to T, then adiabatic approximations may be used to form an 
approxim ate solution '(Bohm 1951; Schiff 1968). The Schrodinger equation for 
such a Hamiltonian, where Ti = 1, can be w ritten as
/ H n .
or
=  * , (3-2.16)
k
for each coupled row I in the Hamiltonian. The derivative in (3.2.1b), and 
throughout this section, is with respect to time, t. Here we have introduced the 
subscript notation to be used throughout this thesis. The first lower subscripts 
refer to the usual m atrix  notation whilst the second lower subscript refers to the 
num ber of iterations. The subscript 0 in (3.2.1) thus infers tha t this is the zeroth 
iteration (uniterated). Each element of the Hamiltonian in (3.2.1) is considered 
to be a function of time, H\k0 =  Hik0(t).
As the time, T, in which the Hamiltonian develops is finite, the development is 
not truly adiabatic. It is assumed tha t non adiabatic effects are small and may be 
taken into account by introducing a slowness param eter (  into the Hamiltonian
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# 1 2 0 H \ n 0 \ / < / h 0 \ ( * * •  \
# 2 2 0 • • •  # 2 n 0 ^ 2 0 . d
dt
H n  2 0 . . .  H n n o ) W«o^ Wn0 '
(3.2.1a)
in the form (Berry 1987). In our particu lar case £ will be a m easure of the 
s tra in  in a  crystal. In the  lim it th a t £ —> 0 the development becomes tru ly  
adiabatic. The instantaneous Schrodinger equation of (3.2.1b) can be w ritten  in 
the form
H lko( t ) N l o(t) =  A i ( t )N jo(t), (3.2.2)
k
for each of the coupled rows I in the  H am iltonian. Here the N j  are the in s tan ta ­
neous eigenstates and Ag their respective eigenvalues. Because the H am iltonian 
is a  herm itian  n  x n  m atrix  there  axe n  eigenvalue solutions, each labelled by j , 
and the instantaneous eigenstates m ay be chosen so th a t they are bo th  orthog­
onal and norm alised (SchifF 1968; Riley 1974), ie
E < X  =  *>.>'• <3-2-3)
/
In w hat follows we assum e the instan taneous eigenstates are also non degenerate 
(we shall discuss the reasons for this later). This defines the instantaneous
eigenstates to w ithin a  phase factor (because the phases of the eigenstates tf)i
are arb itrary) and they are m ade unique by the addition of a  phase factor J q 
such th a t they become parallel tran sp o rted  (SchifF 1968; Berry 1987). A parallel 
transported  vector is one th a t is moved in a  direction which is norm al to  the 
direction in which it points; i.e. v  _L v. The instantaneous parallel transported  
eigenstates then become
■^/oW =  N i0(t ) exP(.i 'fo(t )) (3.2.4)
and now obey the parallel tran sp o rt rule, which may be w ritten  as
E  * £  * 1, = °> (3-2-5)
i
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(see for example Berry 1987).
Substitu ting  Njo, (3.2.4), into the  parallel tran sp o rt rule, (3.2.5), implies th a t
7o(<) =  * /  dt' Y l N‘o (*')-N/0(i')- (3.2.6)
JO j
The norm alisation condition, (3.2.3), implies th a t the  sum over I in (3.2.6) is 
im aginary and hence the  parallel tran sp o rted  phase is real. This m ay be seen 
by differentiating (3.2.3), for j  =  j !, w ith  respect to  time. Then
E ^ X + E < ^  =  °- (3-2-7)
/ i
The two term s in (3.2.7) are complex conjugates of each other and to add to 
zero they m ust be purely im aginary. Note th a t if the  H am iltonian is real for all 
tim e (as opposed to  a  general herm itian  H am iltonian) then the instantaneous 
eigenstates may be chosen to  be real (M etherell 1976), and then there is no 
parallel transported  phase, 7 q =  0. It will be argued later in section 3.4 th a t 
the parallel transported  phase is the  same as B erry’s geometric phase, and th a t
(3.2.6) is effectively the sam e as the  expression given by Berry (1984 and 1987).
T h e first itera tio n .
Here in this thesis we shall use ad iabatic  iteration  to  approxim ate the solutions to
(3.2.1). This follows a sim ilar iterative process to  th a t of the adiabatic iterative
technique of Berry (1987), b u t one related  to our own particu lar needs, th a t
is w ithin a  m atrix  form ulation. In order to  apply adiabatic iteration, we first
change to a  new state. By analogy w ith Berry (1987) we form the new s ta te  by
•*
applying a unitary  transform ation  ( N f  is un itary  by (3.2.3)) to the old state, 
such th a t each element of the new s ta te  becomes
V>i. = £ < < / ’* o- (3.2.8a)
k
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Similarly, the original s ta te  can be found in term s of the  new s ta te  by
(3-2.86)
I
By com parison w ith (3.2.1b), the  Schrodinger equation for the new s ta te  is
( < ) = # / . -  (3-2-9)
k
In order to  proceed fu rther we need an expression for each element of the  new 
H am iltonian, Hik1. These m ay be found by using (3.2.8b) to  substitu te  for ipk0 
in (3.2.1b). Then (3.2.1b) becomes
E  Hlho E  n& h = i E  K+h + *' E  • (3-2-10)
k j j j
R earranging (3.2.10) gives
E  ( E  h»*#L - ) ** =4 E  H+h • (3-2.il)
j  I k ) j
From  (3.2.2) the  sum  over k  in (3.2.11) is equal to AjTVjC Using this, m ultiplying 
~ i'*(3.2.11) by N f  and sum m ing over I gives
E  AoE K  K  - i E K  H  fc= fE E *£ K * * ■ (3-2-12)
j  I i i ) j i
Using conditions (3.2.3) and (3.2.5) th is becomes
5 3  — * 5 3  N jq(1 — ^>j/ ) | > rfji =  (3.2.13)
Com paring (3.2.13) w ith (3.2.9), the elem ents of the new H am iltonian can be 
seen to be given by the term s in { },
Hyh = A is# - z E  &C K q - 6«' )• (3-2-14)
/
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The new H am ilonian m atrix  m ay then  be though of as being composed of two 
parts . The diagonal elem ents, which represent transitions to  the sam e state  
j  —► j  and the off-diagonal elem ents, which represent transitions to  o ther states 
j  —» j 1 and are proportional to  the  slowness param eter £. This may be seen by 
differentiating (3.2.2) (having su b stitu ted  N  for N )  w ith respect to tim e. Then
E  ( Z i k o K + H' ^ L )  = m + (3-2-15)
■i*
We now m ultiply (3.2.15) by N}  where j 1 ^  j ,  and sum  over /,
E  { " C  H,kof l Q  =  E  ( K f i (  K  +  A JJVjf f i Q  . (3.2.16)
Ik I
From the orthonorm alisation condition, (3.2.3), the first term  on the right hand
side of (3.2.16) is zero because we have defined j  ^  j ' . Also because the elements
of the H am iltonian Hik0 are herm itian , for the second term  on the left hand  side
~  • ' *of (3.2.16) we m ay operate on N f  instead  of N}  (SchifF 1968), giving
E  K  = E  f i ’ ko K '
kl
E ^ ‘* o&C-
lk kl (3.2.17)
• /
But for a  herm itian  H am iltonian the  eigenvalues are real, th a t is \ J0 = XJ0 .
Thus the expression for the  off-diagonal term s may be w ritten  as
I ^0 ^0
As discussed before Hik0 = Hik0(( t)  and thus Hik0 is of order £. Hence the 
off-diagonal term s in (3.2.14) m ay be w ritten  as (3.2.18), and are of order £. 
In the lim it th a t £ —> 0, the off-diagonal elem ents become zero, there are no 
transitions to o ther states and the developm ent becomes truly adiabatic.
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A d ia b a tic  a p p ro x im a tio n .
Thus far everything is exact. A lthough we have approached the problem  slightly 
differently from  conventional ad iabatic  approxim ation, by transform ing to  a new 
state , the basic equations are effectively the same (see for exam ple Schiff 1968 
or Messiah 1966).
The adiabatic ite ra tion  approxim ation involves assum ing th a t the  off-diagonal 
term s in the new H am iltonian H i  m ay be ignored (set to  zero) on the grounds 
th a t they are of order £, which is assum ed to be small. The approxim ation 
thus involves ignoring transitions to  o ther states and assumes th a t the develop­
m ent may be approxim ated as being tru ly  adiabatic. As will be discussed later 
im provem ents are m ade by retransform ing to a second new sta te , in a  m anner 
sim ilar to th a t of before. It is hoped th a t each iteration  will pull down a fu rther 
term  £ onto the  off-diagonals and  th a t the error in ignoring these term s will then  
be smaller by a  factor £. M aking the  first approxim ation each row of the new 
Schrodinger equation, (3.2.9), becomes
• (3.2.19)
The solutions of (3.2.19) for each row integration are
=  A{ exp(—i f  A d £ ), (3.2.20)
Jo
where there are n values of j .  In (3.2.20) A j is a constant of in tegration and can 
be found from the  boundary  conditions a t t =  0. From (3.2.20) and (3.2.8a) at 
t = 0 the constant A \  is given by
A{ =  xfrj1 (0) =  ( 0 ) ^ ( 0 ) .  (3.2.21)
k
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Then substitu ting  (3.2.20) and  (3.2.21) into (3.2.8b) the approxim ate solution
to  the Schrodinger equation (3.2.1) is given by
=  ^ • W j’o0 ) exP (-*  f  \ 3o(t') (0)^*0(0), (3.2.22)
j k
Provided adiabatic  conditions apply, (3.2.22) gives the first iteration  approxi­
m ate solution to  the Schrodinger equation (3.2.1). The approxim ate wavefimc- 
tion is described as a  linear com bination of the instantaneous eigenstates, each 
of which has a  different eigenvalue. T he am plitude A 3 of each eigenstate is as­
sumed to be constant (i.e. tim e-independent) and changes to  the eigenstates are 
felt th rough the  tim e-dependent instantaneous eigenstates and their respective 
tim e-dependent eigenvalues.
E stim a tio n  o f  th e  error.
In making the  ad iabatic  iteration  an approxim ation has been m ade. As has 
been discussed this approxim ation assumes th a t scattering  from a s ta te  j  into 
a different s ta te  j 1 is small and m ay be ignored. There is then  no transfer of 
am plitude from  one s ta te  into ano ther different state. This is only tru e  when 
the H am iltonian varies infinitely slowly in time. Because the  development of the 
H am iltonian occurs in tim e T  it cannot be tru ly  ad iabatic  and an error has been 
introduced.
An estim ation of the error in m aking the approxim ation can be found letting 
the probability  am plitude vary slowly w ith time, A \  — A \ ( t ) .  To first order we 
may write
A{(t)  = A{ +  6A{(t),  (3.2.23)
where S A ^ t )  is small com pared to A{.  W henever the to ta l change in A \ ( t )  is
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small, it is expected th a t the  approxim ation will be good, b u t becomes increas­
ingly bad  as the  to ta l change becomes large. The first order changes to  the  new 
s ta te  (3.2.20) are
= 6 A { ( t ) e xp (—i f  X30(t') dt'). (3.2.24)
Jo
The to ta l change in 8A{(T)  can be estim ated by substitu ting  the new sta te  
ipj1 -f 8xpj1 in to  the governing Schrodinger (3.2.9). This becomes
+ 6Hj j O ( ^ A  + % l )  = i ^ h  + * % >  (3.2.25)
j'
where H j j / and  SH j j • are the respective on- and ofF-di agonal H am iltonians. By 
m aking use of the previous work for the  on-diagonal H am iltonian and its solution 
(3.2.20), and by also ignoring all higher order term s, (3.2.25) m ay be simplified 
to
*22 V’ii +  XJQ 8 ^ h  = i 8xj>h . (3.2.26)
M aking use of (3.2.24) and (3.2.20), (3.2.26) then becomes
■i r * / /**
8Hjj>i A JX exp(—i /  XJ0 dt') + X30 8A{ exp (—i /  XJ0 dt')
J o  Jo
= XJ0 8A\  exp (—i (  XJ0 dt1) -f i 8A{ exp (—i f  XJ0 dt1). (3.2.27)
J o  Jo
Cancelling and rearranging, then  gives
I 8A[ dt = —i ^ 22 A{ /  dt 8Hjj>i exp(—i /  {XJQ — Xi}dt ') ,  (3.2.28)
Jo J,_£j Jo Jo
and by use of (3.2.14), to  first order, the change in the am plitudes is
E quation (3.2.29) describes how the  am plitude of the j  s ta te  is transfered to 
and  from other states. It m ay be solved using com putational m ethods to  the 
required accuracy. W henever the  to ta l change is small, there is little  exchange 
of am plitude between states and  it is expected th a t the ad iabatic  approxim a­
tion will be good. The to ta l change is from (3.2.18), through the  sum  over 7, 
proportional to  f .
This also allows us to  ask the  question, when do adiabatic  conditions apply? 
From  (3.2.29) together w ith (3.2.18) we see th a t a  condition for the approxim a­
tion to be good may be w ritten  as
T r V  E N I A * o K  «  I- (3-2.30)
A0 A0 Ik
This tells us th a t provided the  change in the H am iltonian as the  system  evolves 
from  t =  0 to  t =  T  is sm all com pared to the energy differences, adiabatic 
conditions will apply (Bohm  1951), and the adiabatic iteration  technique may 
be applied (we also see from  (3.2.29) th a t if the exponential te rm  varies fast 
enough then 6A{ will be even sm aller).
We may now also re tu rn  to  the  question of degeneracy. Thus fax we have assum ed 
th a t the instantaneous eigenstates are non degenerate. The reason for th is is, 
were they to be degenerate, there  m ay be some j 1 j  for which the eigenvalues 
would be such th a t \ J0 ~  XJ0 and  the ir respective off-diagonal term s m ay from 
(3.2.18) become very large. There could then be a large transfer of am plitude 
between states j  and j ' and  ad iabatic  theory would no longer apply. Hence in 
order to ensure th a t ad iabatic  conditions apply we m ust have non degenerate 
instantaneous eigenstates.
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F u rth er  itera tio n s .
F urther im provem ents to  the approxim ation may be m ade by not ignoring the 
off-diagonal term s in (3.2.14). Instead  the process is repeated by regarding the 
new H am iltonian Hi  as having instantaneous eigenstates N{  and respective 
eigenvectors A{. We then  proceed as exactly as before. The ite ra tion  process 
m ay of couse be repeated again and again. Then equations (3.2.1) to  (3.2.29) axe 
repeated b u t w ith  a  change of subscript, m  —► (m  -f 1) and  (m  +  1) —> (m  +  2), 
for m  =  0 ,1 ,2 ,...  .
In general if we have m ade m  +  1 iterations then by analogy w ith (3.2.8) the 
(m  +  l ) <ft s ta te  will be
* . +1 (3.2.31a)
k
and transform ing back to  the m th s ta te
tf*_=E (3-2.316)
I
The developm ent of the new sta te  x is governed by the Schrodinger equation
E  *«-+. w*-+i w = ■ (3-2-32)
k
The instantaneous Schrodinger equation for the m th itera tion  is
E (3-2.33)
k
and by com parison w ith (3.2.14) the  elements of the (m  +  l ) th H am iltonian are
^  -  *«)• (3-2.34)
j
As was done in the first iteration  the off-diagonals of (3.2.34) are now ignored. 
For the (m  -f l ) th itera tion  they are of order £m+1 (Berry 1987).
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Having droped the  off-diagonal term s in (3.2.34), the  approxim ate solution to
the  Schrodinger equation (3.2.32) is
=  Ain+i e x p ( - i  /  \ ’mdt'). (3.2.35)
JO
Using (3.2.31b) to  transform  back to  the original sta te , the  approxim ation to
the solution of the initial Schrodinger equation (3.2.1) is given by
X X  ■ • • £  exp(~* f  A»") dt>) (3-2-36)
i  v  i(~) m J o
? ( m)
where from  (3.2.31b) and  (3.2.21) a t t = 0 the probability  am plitude A J ^ j  is 
given by
< + i  =  E  * T  (°) E (0) • • • E  Z~ ( ° ) ^ - )  (°)- (3.2.37)
j j' j (m) 0
Sim ilar to  the derivation of (3.2.29) an estim ation of the to ta l change in the 
(m  +  l ) t/l probability  am plitude is given by
f  dt = -  E  <+: [ Tdt exp(-*■ /Vi, -
■J o j^-j' l
(3.2.38)
The error in  the (m  +  l ) </l iteration  is then through the sum  over I proportional 
to £m+1.
Provided adiabatic conditions apply (3.2.36) then gives the  (m  +  l ) th approxi­
m ate  solution to the Schrodinger equation (3.2.1). The instan taneous eigenstates 
and eigenvalues can be found from (3.2.33), which may be solved using com pu­
tational m ethods, and the parallel transported  phase is given by (3.2.6). An 
estim ation of the error in the approxim ation can be found from (3.2.38). These 
two results, (3.2.36) and (3.2.38), are the fundam ental results of this section.
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As poin ted  out by Berry (1987) the  iteration  scheme m ust eventually fail for 
all b u t the  m ost simple cases (an exam ple where it does not fail is discussed in 
chapter 5). This failure is due to the  breakdown of ad iabatic  conditions. As we 
transform  to  moving frames in an a ttem pt to follow the  evolving s ta te  ever m ore 
closely, the  p a th  taken by the H am iltonian becomes ever m ore rapidly  varying 
and a t some stage the  p a th  taken is no longer adiabatic. A diabatic ite ra tion  
then  becomes a worse approxim ation.
3 .2 .2  T h e  2 -b ea m  case .
One of th e  cases in which we axe interested is the  Howie-W helan equations
(2.5.4), where the H am iltonian is a  2 x 2 m atrix . In th is section we shall use the 
analytical ite ra tion  technique derived in the previous section to  approxim ate the 
solutions of a  Schrodinger equation w ith a general 2 x 2  herm itian  H am iltonian 
m atrix . The advantage of the simple 2-beam case is th a t the solution to  the 
Schrodinger equation may be easily approxim ated using ju s t analytic m ethods, 
and so allow fu rther insight into adiabatic iteration. The 2-beam  case also brings 
out m any of the m ost im portan t aspects of the ad iabatic  ite ra tion  technique 
which are no t easily shown by the general n-beam  case.
Let a general H erm itian H am iltonian be w ritten  as
H 0( t ) = (  *? . , ' W ' V o A  (3.2.39)
\ r Q exp(—zy?0) —z0 J
where zo, ro and ipo are all functions of t. We also define tq to  be a  sm ooth 
continuous functions which does not change sign as the  H am iltonian evolves. 
If ro does change sign then  the sign dependence m ay be taken into the  expo­
nential by rew riting ro as |ro| exp(*7rW (t)), where W ( t )  is the appropria te  step
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function. The reason for this, as discussed fu rther in  section 4.7, is to  make the 
equation m ore m anageable. From (3.2.1a) the Schrodinger equation governing 
the  developm ent of Ho, w ith % =  1, may be w ritten  in the  form
/  z„ r„ex p (iV„ ) \  U l 0 \  _ . d  U u \
\ r 0 exp(- i ipo) - z 0 J  \ W 20 J d t \ i p 2 o J
T he — ve sign is inserted  to  make the equations equivalent to  the Howie-Whelan 
equations (and hence of those of B ird and Preston  1988). This change makes 
only a  slight alteration  to  the adiabatic theory derived and is pointed out where 
necessary.
T he H am iltonian is again assum ed to  evolve slowly in tim e T  such th a t adia­
batic  conditions apply. As discussed in section 3.2.1 sm all non adiabatic effect 
are taken into account by introducing the slowness param eter £ into Ho, and 
hence into zq, ro and ipo, in the com bination £t. As shown in appendix A, the 
instan taneous eigenstates of (3.2.39), for j  =  1 ,2 , are
( h i )  (  exP ( W 2 ) ( l  +  ^ ) 1/2 \
& U  ( 3 ' 2 ' 4 1 )
where the -\-ve sign is for j  =  1 and the —ve sign for j  =  2. The respective 
eigenvalues of (3.2.41) are given by
AJ =  -A§ =  s j z l  + r l  (3.2.42)
The instantaneous eigenstates are defined up to  a  tim e dependent phase, J q, and 
are m ade unique by insisting th a t they are parallel transported , obeying (3.2.5). 
The parallel transpo rted  phase J q (again shown in appendix A) is then given by
7oW  =  f  i jV o d t ' -  (3.2.43)
1 Jo A0
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As w ith  the eigenvalues, the parallel transported  phases of states 1 and  2  are 
equal and  opposite. Note th a t the phase 7  ^ m ust be real because zq, Ao and (po 
are all real functions. Also if </?o is constant or if zq =  0 for all tim e, then  there 
is no parallel transpo rted  phase.
In order to  approxim ate the solution to  the Schrodinger equation we now use the 
ad iabatic  iteration  theory developed in the section 3.2.1. We again form a  new 
evolving sta te  by applying a un itary  transform ation to  the  old s ta te  such th a t 
each element of the new sta te  is given by (3.2.8a). From  (3.2.9) the corresponding 
Schrodinger equation for the new s ta te  is
* ■ ( & ) — ‘s K * : ) ’ <s-2 441
where again a  — ve sign is inserted to  keep the original form of (3.2.39). The 
expression for the new H am iltonian H 1 is, from (3.2.14), given by
=  0 . i° lo \ (3 .2 .4 5 )
V* J2,Nl'N}0 XI J
In the  sim plest adiabatic  approxim ation the off-diagonal term s are ignored on 
the  grounds th a t they axe of order £. As shown in appendix  B the  off-diagonal 
term s (jf ^  j 1) can be w ritten  as
• S 'X  K (32.46)
Thus the off-diagonal term s are through io and ro, p roportional to the slow­
ness param eter £.
The solution to  (3.2.44), where we have dropped the off-diagonal term s, is given 
by
t h  W  =  exP(2’ f A q (0  d t ’) N 3k0 (W * o (° ) . (3.2.47)
Jo k
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T hen  upon transform ing back to  the  initial s tate , the  first order adiabatic  ap­
proxim ate solution to  (3.2.39) is
M * )  =  X ^ o W exP(z [  Ao ( 0  d O X ^ o ( ° ) ^ o ( ° ) ,  (3.2.48)
j  J 0 k
T he only effect of the change of sign in (3.2.39) (and  (3.2.44)) is to  change the 
sign in the exponential, A-7 —> -A-7. A part from th is, (3.2.48) is equivalent to 
(3.2.22) and the  in terpreta tion  there may be carried across.
As discussed in  the previous section, by using (3.2.29) and (3.2.46), together 
w ith  the change of sign A-7 —> -A-7, the first ad iabatic  approxim ation is expected 
to  be good whenever
(ro i° ’^ o ) 1 e x p ( - 2 ^ '  -  2i f  \ { d t ' ) d t
Jo 2 AJ 2 (A J>  ,0 Jo °
<  1. (3.2.49)
From  (3.2.49) the  error is proportional to  f  th rough the term s zo, ro and <po- 
N ote th a t if none of these three term s vary w ith tim e then  there is no error and 
the  approxim ation is exact. This is the  trivial case in which the H am iltonian is 
constant in time.
Provided adiabatic conditions apply (3.2.48) gives the  first order approxim ate 
solution to a  Schrodinger equation w ith a 2 x 2 m atrix  Ham iltonian. It is com­
pletely general and therefore may be used to approxim ate the  solutions to  ei­
th e r the  unm odified or the modified 2-beam Howie-W helan equations, (2.5.4) 
or (2.7.9). An estim ation of the  error in the approxim ation can be found from 
(3.2.49). These equations, (3.2.48) (together w ith equations (3.2.41) to (3.2.43)) 
and (3.2.49), are the fundam ental result of th is section. The process m ay of 
course be iterated , as discussed in section 3.2.1, and higher order approxim ate 
solutions found.
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3 .3  A D IA B A T IC  IT E R A T IO N  A N D  H E E D
Now let us re tu rn  to the problem  of HEED. We are in terested  in finding an 
analytical solution, or approxim ation to  the  solution, of the  HEED equations 
(2.6.1a). Here the H am iltonian may be w ritten as an n  x n  m atrix , where 
the  elem ents of the H am iltonian are given by (2.6.1b). We see upon com paring
(2 .6 .1 ) w ith  (3 .2 .1 ), as was discussed before in section 2 .2 , th a t the only difference 
in form between the two is th a t the variable depth  (z ) has replaced th a t of tim e 
(t). T hus provided adiabatic conditions apply we m ay use the theory derived in 
the  previous section to  analytically solve or approxim ate the HEED equations.
Previously adiabatic conditions apply when the H am iltonian does not vary 
greatly  in tim e, thus in HEED adiabatic  conditions will apply provided the 
H am iltonian does not vary greatly w ith depth. Because the HEED equations 
have been constructed by using the column approxim ation, w ithin each column 
the 2 -dim ensional layers are periodic in the R  direction b u t m ay be shifted by 
A R (* ) in the  x — y direction, as shown in figure 3.1. The bending of the columns 
is described by the shift of the 2-dim ensional layers, A R , hence the  condition we 
need to  satisfy in order to  use adiabatic iteration  is th a t A R  is slowly varying 
w ith depth. Non adiabatic effects may then  be taken into account by introducing 
the  slowness param eter into A R (R , fz ).
In order to  get a be tte r understanding of w hat the  ad iabatic  approxim ate so­
lution to  the  HEED equations will look like, let us first look a t the  case of an 
undeform ed crystal, where the H am iltonian does not vary w ith depth. Then, as 
already s ta ted  in section 3.2.1, bo th  the instantaneous eigenstates, N] , and the 
eigenvalues, Aq, are also independent of depth , there is no parallel transported
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F igu re  3*1. T h e  per iod ic  natu re  o f th e  a to m ic  layers in th e  2-d R  plane is un altered  
by th e  stra in  field . T h e stra in  field in ste a d , sh ifts  each  R  plan e by an am ou n t AR, 
w hich  is a fu n ctio n  of d ep th  only. P ro v id ed  A R  varies slow ly  w ith  d ep th , ad iab atic  
co n d itio n s  w ill b e  sa tisfied  and th e  a d ia b a tic  iter a tio n  sch em e m ay be used .
phase, 7o =  0, and  the  probability  am plitudes, A j, are constan t. Com paring the 
exact solution to  th e  HEED equations (2.6.2) derived in section 2.6.1, w ith the 
ad iabatic  solution (3.2.22) derived in the  previous section, we can see th a t the 
two solutions are th e  same. It can be seen th a t th e  in stan taneous eigenstates are 
the  2-dim ensional Bloch wave coefficients, the  eigenvalues are the ir respective 
transverse  energies and  the p robability  am plitudes are  th e  excitation  am plitudes.
Now let us look a t w hat happens w hen we in troduce a  s tra in  in to  the crystal.
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It is assum ed th a t the  crystal lattice  columns are varying sufficiently slowly 
th a t ad iabatic  conditions apply. The in troduction  of a  stra in  field causes the 
Bloch wave coefficients and the ir transverse energies to  become z dependent, 
(3.2.2). This arises from the  separation of the wavefunction in to  its transverse 
and  longitudinal com ponents. For the  unm odified HEED equations (2.6.1), the 
first ite ra tion  approxim ation then  assum es th a t scattering of am plitude between 
states is sm all and  m ay be ignored. The error in assum ing this is, from (3.2.18), 
p roportional to  H.  B ut, as discussed, £ enters H  in the  form  A R (z) and thus 
the error in  making the first approxim ation is proportional to  A R . The first 
ite ra tion  thus assumes th a t the  columns which are in fact bending may be ap­
proxim ated by the undeform ed solution which has gained an ex tra  phase factor 
(the geom etric phase), and makes an error which is proportional to  the  first 
derivative of the column bending (the slope). Sim ilarly the second iteration 
of the unm odified equations (or the  first itera tion  of the modified equations) 
assumes th a t the column bending m ay be approxim ated by including the  first 
derivative (the slope) and the  error is then  proportional to  the  second derivative 
of the  colum n bending (the curvature).
In general the n th itera tion  of the  unm odified HEED equations includes the 
(n  — l ) th derivative of the bending b u t ignores all higher derivatives. For the 
modified HEED equations however, the ham iltonian is proportional to A R  and 
thus the n th iteration approxim ation includes the n th derivative of the bending 
bu t ignores all higher derivatives. It is thus expected th a t the n th iteration of 
the modified HEED equations will form  a b e tte r approxim ate solution th an  th a t 
of the n ih iteration  of the unmodified HEED equations.
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A diabatic approxim ation has a num ber of advantages in HEED. Far away from 
a stra in  field core it is a  good approxim ation and to first order gives the  intensity 
in term s of phase contrast (due to  the geometric phase). The Bloch wave in ter­
preta tion  of the undeform ed crystal can be carried across to  th a t for a  strained 
crystal. The technique also allows the whole process to  be itera ted  and thus a 
be tte r approxim ation found. It also allows a simple insight into the im portan t 
phenonem a in HEED of electron channelling. A diabatic iteration lets us look at 
the questions, how well do electrons follow column bending in a strained crystal 
and what effects does this have on diffraction patterns.  The reason th a t adia­
batic itera tion  illum inates this is because each iteration  looks a t the  im portance 
and effects of including the next derivative in the bending. The adiabatic  itera­
tion technique derived is general and may be used to  approxim ate solutions to 
either the unmodified HEED equations (2.6.1) or the  modified HEED equations 
(2.7.5).
As we have seen, though, there are a  num ber of disadvantages. After the first few 
iterations the  m athem atics involved can become quite involved (for example see 
section 4.7). Each iteration  depends upon the previous and  so leads to  greater 
com puter running tim e and more com puter memory needed (i.e. for m  iterations 
the instantaneous Schrodinger equation m ust be solved m  +  1 tim es). A lthough 
each iteration  m ay provide a  b e tte r approxim ation, their relative im provem ent is 
only proportional to  the  slowness param eter and so each ite ra tion  will produce 
less and less improvement. Also for all bu t the m ost simple stra in  fields the 
technique will eventually fail and will begin to  form worse approxim ations (Berry 
1987). The technique is then  not able to look at a  num ber of interesting problem s
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in HEED, such w hat happens a t dislocation core or interfaces.
3 .4  T H E  G E O M E T R IC  P H A S E .
As has been m entioned, the parallel transpo rted  phase used in adiabatic iteration 
is a  geometric phase. In this section we shall try  to  justify  this claim. However 
w hether or not it is true, the ad iabatic  ite ra tion  process already derived is in no 
way changed and is still valid. The present section m ay thus be read as an aside 
which complements ra ther th an  adds to  ad iabatic  iteration  theory.
As discussed by Berry (1984), a quantal system  which is adiabatically taken 
around a closed loop in some param eter space R , will upon returning to  its 
s tarting  point have gained an ex tra  phase. As the system  is taken around the 
cycle, the environm ent through which th e  system  travels causes a  change in 
the phase of the wavefunction. Upon re tu rn ing  to  the  initial s tarting  point a 
com parison of the initial and the final wavefunctions gives the relative change in 
the phase. A dynam ical phase is generated by the tim e it takes to complete the 
cycle and a geometric phase by the  geom etry of the p a th  taken. To show this, let 
a herm itian Ham iltonian H  be taken adiabatically  around a closed circuit C  in 
some param eter space R  in tim e t =  T, where T  is large enough so th a t adiabatic 
conditions apply. The Schrodinger equation, w ith Ti =  1 , which describes the 
development of the state  \^) may be w ritten  as
H ( R ( t ) ) \ m )  = i W ) ) .  (3.4.1)
Now because the development is adiabatic, a t each instance of tim e the instan­
taneous eigenstates |n (R )) w ith energies E n(R ) satisfy
H ( R ) \ n ( R ) )  =  £ n(R )|n (R )> . (3.4.2)
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A system  which is initially in the  instan taneous eigenstate |n (R (0))) will evolve 
adiabatically through H (t)  in to  the  instantaneous eigenstate |n (R (t))). Then 
\ifi) m ay be w ritten  as
|V>) =  e x p ( - i  [  E n(R ( t ' ) )  d t ,)exp(i 'yn( t) )\n(R(t) ))  (3.4.3)
Jo
(Schiff 1968; Berry 1984). The first exponential te rm  in (3.4.3) is the  dynamical 
phase, whilst the second exponential term  is the  geom etrical phase of interest. 
By substitu ting  (3.4.3) into (3.4.1), m aking use of (3.4.2) and m ultipling by (ip* \ 
the equation for the geometric phase becomes
7 „ (t) = i(n (R (i))|n (R (< ))>
(3.4.4)
= (n (R (< )) |V R n (R (t)))  • R (i) .
Then integrating bo th  sides of (3.4.4) from  t  =  0 to  t =  T , ie over the closed 
circuit C , gives
7 n(C ) =  * /  (n (R ) | V r .7i(R ))  • dR . (3.4.5)
J c
The geometric phase depends only on the  geom etry of the p a th  taken and the 
initial s ta te  of the system  and not on the tim e taken, provided adiabatic condi­
tions apply (Berry 1984, 1987).
Com paring (3.4.5) w ith (3.2.6), it can be seen th a t the ex tra  phase used in the 
adiabatic  iteration scheme is an effective geom etric phase, the only difference 
being the paths taken. In fact the  p a th  need not be closed to  generate a ge­
om etric phase. A closed loop is needed when the geom etric phase is found by 
comparison of the wave function w ith itself a t the  same position and at times 
t = 0 and t = T.  We are dealing w ith a  superposition of Bloch waves, each 
propagating with different phases. Because we are dealing w ith relative phases,
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it is not necessary for the p a th  to  be closed in order to  generate a geometric 
phase (Bird and Preston 1988).
Because the geometric phase in ad iabatic  itera tion  has been generated in a 
somewhat artificial m anner, by adding an ex tra  phase to the instantaneous eigen­
states so they become parallel transpo rted , equation (3.2.4), it m ight be thought 
th a t they will have no actual effect, sim ply disappearing when the intensities, 
I  = |^ |2, are considered. In fact this need not be so. They may have a real 
effect when the wavefunctions are a  linear com bination of waves. For example, 
in the case of interest, a beam  of electrons incident upon a perfect crystal will 
be split by the potential into a  num ber of Bloch waves, each Bloch wave having 
a different wavevector (or phase). The different pa ths taken by each Bloch wave 
as they travel through the crystal give rise to  different geometric phases. Then 
interference between Bloch waves having differing phases can give rise to real 
effects, as will be seen in chapters 4 and  5.
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C H A PT E R  4
LARGE ANGLE CO N V ERG EN T BEAM  ELECTRO N  D IFFRACTION.
In this and the following chapter we will be concerned w ith exploiting the adi­
abatic iteration  theory developed in chapter 3 to  approxim ate the solutions to 
the HEED equations. F irst in  th is chap ter Large Angle Convergent Beam Elec­
tron  Diffraction (LACBED) will be analysed using 2 beam  theory, and then in 
chapter 5 Scanning Transm ission E lectron Microscopy (STEM ) will be analysed 
using the general n  beam  theory. To th is end a brief introduction to  LACBED, 
and the effects of a stra in  field upon it, are discussed in sections 4.1 and 4.2. In 
the next section 4.3, in order to  m ake them  more m anageable, the governing 2 
beam  Howie-Whelan equations are m ade dimensionless. In section 4.4 the exact 
solutions are found using com putational m ethods for a  num ber of cases. Then 
in the following five sections, 4.5 to  4.9, bo th  adiabatic  iteration and modified 
theories are used to find approxim ate solutions for a num ber of differing situa­
tions. In the last section, 4.10, an explanation of the  fringe following rule (Bird 
and Preston 1988) is given.
4.1 L A R G E  A N G L E  C B E D .
In CBED the incident beam  is a  convergent cone of high energy electrons. As 
shown in figure 4.1, the cone is narrow , of order one degree or less, and is focussed 
onto the top surface of a crystal specimen. The area illum inated is of order 
iooA in width. It is usual (eg B ird 1989) to assum e th a t the probe consists of 
a set of independent plane waves exp(«k • r). In tru th  though, the waves cannot 
tru ly  be independent, or it would not be possible to  form a focussed probe.
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However provided the probe size does not become as small as the unit cell size 
of the specimen, the probe may be treated  as being composed of independent 
waves (C arpenter and Spence 1984). The principle effect of the crystal specimen 
is to Bragg diffract the incident plane waves by reciprocal lattice vectors g. 
Since each of the incident wavevectors k is effectively independent of the others, 
a CBED pattern  consists of a set of discs. Each disc represents a map of the 




Figure 4.1 A co n vergen t beam  o f in d ep en d en t p lan e w aves, o f angular spread less than  
1 ° ,  com bin ing  to  form  an in c id en t probe.
A num ber of the successes of electron diffraction in crystallography have been
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achieved using CBED techniques. Exam ples of these include the determ ination 
of crystal point and space groups (B uxton et al 1976), local lattice s tra in  m ea­
surem ents (Jones, Rackham  and  Steeds 1977; Vincent, P reston and King 1988) 
and the determ ination of one or two crystal structures (Vincent, Bird and  Steeds 
1984a,b). A review of the m any uses of CBED is given in the article by Steeds 
in Hren et al (1979); as well as in the  papers by B ird (1989); Cherns and  Preston
(1989); Eaglesham  (1989); Tanaka (1989) and Vincent (1989) (see also the  other 
papers contained w ithin these two journals).
One of the lim itations of CBED is th a t the  angular field of view is lim ited 
by the Bragg angle of the  nearest reflection. In order th a t the Bragg discs 
do not overlap, and thus overcom plicate the in terpretation , it is necessary to 
limit the beam  angle convergence to  less th an  the Bragg angle. This difficulty 
may be overcome by using LACBED. In LACBED, the cone of incident plane 
waves is focussed under or over the specimen and the angle of incidence is much 
greater, of order a few degrees wide (Tanaka et al 1980). The cone may again be 
imagined to  be an ensemble of plane wave sections, each section passes through 
a different part of the crystal, as shown in figure 4.2. The area illum inated 
by each individual section is still of order 100A in w idth, b u t the to ta l area 
illum inated by the probe is now of order l//m . This again leads to  the disc 
diffraction pa tte rn  as in conventional CBED, each disc being a superposition 
from all the individual sections of the  incident beam. The resulting diffraction 
discs are separated out and each disc, related to  reciprocal lattice vector g , can 










F igure 4.2 In L A C B E D  each in d ep en d en t con vergen t beam  p asses throu gh  a d ifferent
cry sta l co lu m n . T h e  angu lar w id th  o f th e  b ea m  is now o f order a few d egrees, and  
th e  to ta l area illu m in a ted  o f order 1 / im .
We m ay now ask the  question W hat does a LACBED pattern look like ? T he 
in tensity  at the  b o tto m  of an  crysta l colum n is a  function of the  position of the 
colum n (r) and of the  w avevector (k) of the  electrons incident upon th a t column. 
The resu ltan t LACBED p a tte rn  is thus a m ap th rough  bo th  real and  reciprocal 
space. It is because LACBED p a tte rn s  contains bo th  real space and reciprocal 
space inform ation th a t they are p articu la rly  su ited  to  studying defects in crystals 
(C herns and  P reston  1989). We shall now look a t the  construction of a  2-beam  
LACBED p a tte rn  (because we will only be concerning ourselves w ith 2-beam  
theory in this chap ter and  because 2-beam  suits LACBED particu larly  well as
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real and  reciprocal inform ation  are com pletely seperated). F igure 4.3 shows 
the im age superim posed on a diffraction p a tte rn  for a  perfect crystal. Each 
dot represents a position  a t the  b o tto m  surface of the  crystal and  th e  arrow s 
represent th e  respective wavevectors passing th rough  th a t particu la r p a r t of 
the crystal (length  representing m agnitude, and direction representing angle of 




F igu re 4.3 T h e  su p erp o sitio n  o f real and reciprocal in form ation  on an L A C B E D  im ­
age. E ach dot rep resen ts an a to m ic  co lu m n  (rea l sp a ce) and th e  arrows rep resent th e  
resp ectiv e  e lectro n  w avevectors (rec ip ro ca l sp a ce) at th a t  p o sitio n .
Now significant constructive interference will occur whenever the Bragg condi­
tion is (approxim ately) satisfied. Hence we need only consider th a t p a r t of the 
wavevector k which lies parallel to  the  diffracting reciprocal la ttice  vector G . 
But due to the  rad ia l sym m etry  of the probe, all wavevectors which lie on the
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sam e line perpendicular to  G  will have the same value of K  • G . A 2-beam 
LACBED p a tte rn  for a perfect crystal is thus composed of a series of straight 
lines of constant intensity, running the length of the p a tte rn , perpendicular to 
G . All those wavevectors K  which lie on the line K  =  — G /2  will satisfy the 
Bragg condition, 2 K .G  +  G2 =  0, and thus may give constructive interference.
4 .2  L A C B E D  A N D  S T R A IN  E F F E C T S .
D uring the past decade there has been a growing interest in using CBED tech­
niques to  study strained crystals. C arpenter and Spence (1982) and Fung (1985) 
have studied the splitting of HOLZ lines and distortion of the ZOLZ induced by 
dislocations using CBED. They have shown th a t the splitting of the HOLZ lines 
can be used to determ ine the Burgers vector of the dislocation when the condi­
tion g • b  =  0 is satisfied. However the m ain difficulties involved in using CBED 
are the overlapping diffraction patterns and in knowing the exact position of the 
probe relative to  the dislocation. By using LACBED these difficulties can in 
principle be overcome. Using LACBED techniques, Cherns and Preston  (1986) 
have proposed th a t the direction and m agnitude of a  dislocation’s Burgers vector 
may be found using the splitting of the diffraction lines in a LACBED pattern . 
This m ethod can be used not only a t g • b  =  0, bu t also when g  • b  =  n, where 
n  is any integer. Since then Cherns, Kiely and Preston  (1988) have shown tha t 
LACBED techniques can be used to  detect distortions due to misfit strains in 
bicrystals and in principle to  m easure strains in multilayers. In an  extensive 
and detailed study Tanaka, Terauchi and K anayam a (1988) have exam ined the 
influence of dislocations on bo th  ZOLZ and HOLZ diffraction lines. They have 
shown for a large num ber of cases th a t the effect of crossing the dislocation
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line is to  split the  diffraction line into a  num ber of subsidiary lines. As was 
proposed by Cherns and P reston  (1986), Tanaka et al (1988) have shown th a t, 
when Kinematic theory applies, the  num ber, n, of subsidiary lines crossed is such 
th a t
| g - b |  =  n - f  1. (4.2.1)
Cherns and P reston  (1989) have studied the  effects of dislocations on the  HOLZ 
lines of LACBED patterns. They have found th a t the effect of a  dislocation is 
to bo th  displace and to  split the  HOLZ lines which cross the dislocation into a 
num ber of subsidiary fringes. These subsidiary fringes can then  be used to  find 
the dislocation’s Burgers vector. The sign of the Burgers vector can be identified 
from the deviation of the  susidiary fringes upon crossing the  dislocation line and 
the value of |g • b| can be obtained from the num ber of subsidiary fringes n  
between the m ain HOLZ lines, according to  (4.2.1).
The effects of dislocations on ZOLZ LACBED patterns in Si have been studied 
experim entally by Wen et al (1989) and using com puter sim ulations by Lu et al
(1990). They have found a sim ilar shift of ZOLZ lines and dem onstated th a t the 
sense and the direction of the dislocation’s Burgers vector can be found from 
these shifts. The effect of a  screw dislocation is to shift one half of the crystal 
columns in the direction of the  Burgers vector, so th a t in a  LACBED p a tte rn  the 
lines of constant intensity  bend as they approach and then cross the dislocation 
line. An edge dislocation, which lies parallel to the surface, will cause the crystal 
columns to be tilted  in the  direction of the Burgers vector and perpendicular to 
the dislocation line. This produces a  shift in an LACBED p a tte rn  such th a t the 
lines of constant intensity are either compressed or elongated in the direcction
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of the Burgers vector.
4 .3  T H E  D IM E N S IO N L E S S  H O W IE -W H E L A N  E Q U A T IO N S .
In order to  solve the  2-beam  Howie-W helan equations for bo th  the unmodified 
case, (2.5.4), and for the modified equations, (2.7.8), we shall follow the  m ethod 
used by B ird and Preston  (1988). This involves m aking the Howie-Whelan equa­
tions dimensionless. We need then  not worry about the various units involved. 
The transform ation is m ade by using the substitu tions
W t  2 R  . Ut  . 2z  . .
* =  2 k '  y  =  T '  f i = 2 k ' e  =  T '  (4-3-1}
Here £, y and /? are all dimensionless param eters and 6 a  dimensionless variable. 
The particu lar choice of scaling factors arises from the  decision to  make the only 
variable in the equations, z, bo th  dimensionless and run  from —1 to + 1 . The 
other directions in the  crystal, R , are then  scaled by the same factor, 2 /t ,  and 
the two o ther param eters follow from  these choices. Effectively x  represents the 
deviation away from the exact Bragg condition and thus represents a  param eter 
in reciprocal space, y represents the  distance from the stra in  field core to  the 
column, and is thus a param eter in real space. If there is no stra in  field core, 
R  m ust be defined from some other point (an example is discussed later). (3 
represents the potential (here U =  |?7|) and in term s of the extinction distance 
(£) is given by j3 =  7rf/£ . 9 is the dep th  in the crystal which runs from 6 =  — 1 
to +1. The only variable is w ritten  as
(j> =  G  • A R  (4.3.2)
and so <j> =  <f>(y,6). Using substitu tions (4.3.1) and (4.3.2) the unmodified 2-
beam  Howie-W helan equations (2.5.4) become
I f  x £exp(«» \  f  V’o \  ■_£ /  V>o A
2  \^ e x p ( - « '^ )  - x  /  \V >G / d 0 \ i > G j ’
where we have dropped the h a t notation. The boundary conditions a t 6 =  — 1 
rem ain ^ o (_  1) =  1 and t/jg(—1) =  0. In com parison w ith the work in chapter 
3, equation (3.2.40), the only ’’tim e” dependent variable is <j>. We m ay a ttem p t 
to  solve equations (4.3.3) together w ith its boundary conditions using either 
com putational or analytical m ethods.
4 .4  C O M P U T A T IO N A L  S O L U T IO N S .
By noting th a t the  Howie-W helan equations are complex, we should expect 
th a t the wave function solutions are also complex. W riting the  wavefunctions 
in term s of their real (3£) and their im aginary (O') parts , ipo =  V>o(3ft) +  ii^o(^s) 
and V>g =  V*G(3ft) +  ityg ( ^ ) ,  we m ay rew rite equations (4.3.3) as four coupled 
first order differential equations,
r ^ 0 (3ft) +  P cos(^)V>g(3ft) — P sin(<^)V>g(S) =  2 ^ 0 (9 )  
r^o(^) + P sin(</>)V>G(3ft) + P cos(<£)V>g(^ ) = - 20o(3ft)
(4.4.1)
P cos(^)V>o(3ft) +  p  sin(^)V>o($9 — =  2</>g($0
P cos(^)V>o(^) — P sin(^)V>o(3ft) — zV’g(^) =  —2V>c(3ft).
The boundary conditions a t # =  — 1 are given by V’o(3ft) =  1> V,o (^ :) =  0,
V’G( f^t) =  0 and V>g (30 =  0.
A num ber of library  subroutines exist to solve these particu lar types of coupled 
first order differential equations. It is thus possible, given the boundary condi­
tions and the values for x, P and <f>(0), to solve equations (4.4.1) to  w ithin some 
small and negligible com putational error. The intensity of the diffracted beam
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I g  a t the  lower side of the  specimen, 0 = 1 , may then  be found and by taking a 
scan th rough  bo th  real (y) and reciprocal (#) space a  LACBED p a tte rn  formed.
Figures 4.4 to  4.15 show the com puted LACBED patte rn s for a  num ber of 
different cases. Each was m ade using Numerical A lgorithm  Group (NAG) library 
subroutine d02baf to  solve (4.4.1). The patterns consist of a  64 by 64 square grid 
in which each square is shaded according to the sam e scaled in tensity  a t th a t 
point. The greatest intensity  (scaled 1) is represented by a  completely white 
square and the  least intensity (scaled 0) by a completely dark  square. In all the 
p a tte rn s  the  real space param eter runs from y =  —4 to  y =  4, the  reciprocal 
space param eter from x  =  —25 to  x =  25 and the potential param eter /? =  2.85 
(B ird and Preston  1988). As we shall see, w ith this value of p  the scattering is 
dynam ical. K inem atic theory, and so equation (4.2.1), is then  alm ost certainly 
failing.
Figure 4.4 shows the LACBED p a tte rn  for the case of a  perfect undeform ed 
crystal. The p a tte rn  consists of a  num ber of fringes of constant in tensity  running 
in stra ight parallel lines in the real space, y, direction. The fringes closest to 
the line x — 0 are m ost intense, and become less intense fu rther away. There 
are two m ost intense lines and a sym m etry about the line x  =  0. All of these 
features can be understood from the solution for the intensity of an undeform ed 
crystal (2.5.6b), which using substitu tions (4.3.1) can be w ritten  as
jg(1) =  x2^+ p2 si“2 ( \ A 2 + £ 2)- (4.4.2)
In (4.4.2) there is no dependence upon the real space param eter y, the  intensity 
is sym m etric about the reciprocal space point x = 0  and is expected to vary as
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x = o  --- > x
F igu re 4.4 L A C B E D  p a ttern  for an undeform ed cry sta l.
Figures 4.5a, 4.6a and  4.7a show the  LACBED p a tte rn s  for a crystal containg a 
screw dislocation, w ith  A R  given by (2.8.1). T he dislocation lies in the  plane of 
th e  crystal a t the  centre (i.e. a t dep th  6q =  0). T he d islocation’s B urgers vector 
b  is such th a t it lies parallel to  G , w ith values G  • b /2 7 r= l, 2 and  3 respectively. 
As w ith  the  u nstra ined  case, figure 4.4, in each of the  s tra ined  cases there  are the 
sam e num ber of fringes runn ing  parallel to  one ano ther, th roughou t the  length  
of the  p a tte rn  from  y =  —4 to  y =  -f 4, and  far away from  th e  dislocation line 
the fringes ru n  in s tra igh t parallel lines. In con trast, as the  dislocation line is 
approached the fringes bend  and  appear to  join up w ith an o th er fringe upon  
crossing the dislocation line (seen m ost clearly away from th e  Bragg condition, 
x  =  0) .
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F ig u res 4 .5a& b  L A C B E D  p a ttern  for a c ry sta l co n ta in in g  a cen tra l screw  d islo ca tio n . 
F igu re  a ( le ft)  w ith  G  • b /2 7 T  =  1 and figure b (r ig h t) w ith  G  • b /2 7 T  =  —1.
F igu res 4.6a&:b L A C B E D  p a ttern  for a cry sta l co n ta in in g  a cen tra l screw  d islo ca tio n . 
F igu re  a ( le ft)  w ith  G  • b/27T =  2 and figure b (r ig h t) w ith  G  • b/27T =  —2.
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F igu res 4 .7a& b  L A C B E D  p a ttern  for a cry sta l co n ta in in g  a cen tra l screw  d islo ca tio n .
F igu re  a ( le ft)  w ith  G  • b/27T =  3 and figure b (r ig h t) w ith  G  • b/27T =  —3.
At the  dislocation core these fringes appear to jo in  up giving th e  appearence of 
a line runn ing  over the  dislocation; c.f. the  weak beam  m ethod  (e.g. Ray and 
Cockayne 1971 or C arte r and  Hirsch 1977) where th e  im age of the  dislocation 
is due to  the  la ttice  planes close to  the dislocation core being locally tilted  into 
the Bragg condition.
F igures 4.5b, 4.6b and  4.7b show LACBED p a tte rn s  for a crystal again con­
ta in ing  a centrally  located screw dislocation. Now however th e  direction of the 
dislocation line is in the  opposite direction. T he Burgers vectors is again p a r­
allel to  G , b u t w ith  w ith values G  • b/27r =  —1, —2 and —3 respectively. In 
com paring the  respective figures, p a rts  a  and b, we see th a t the  only effect of
changing the  sign of the Burgers vector is to change the direction in which the 
fringes bend. Hence by studying the direction of the fringe bending, relative to 
a known reciprocal lattice vector, the direction of b  for a  screw dislocation may 
be found.
The dynam ical fringe following rule (Bird and Preston 1988) suggests th a t, in a 
LACBED p a tte rn  of a crystal containing a dislocation, the num ber and direction 
of ” shifted fringes” is given by the expression G  • b/2?r. For example in the case 
G  • b/27r =  2, figure 4.6a, the right hand most dark fringe before the dislocation, 
y <  0 , appears to  join up w ith the left hand most dark  fringe upon crossing 
the dislocation, y >  0. In doing so it shifts by 2 fringes away from the right 
hand most dark fringe in the direction of the Burgers vector, and jum ps over 1 
subsidiary fringe (c.f. the kinem atic rule (4.2.1)). Note, though, th a t (4.2.1) was 
based upon kinem atic diffraction (valid close to the Bragg condition) whereas 
the more general dynam ical fringe following rule works best away from the bragg 
condition, x  =  0 (see figures 4.5 to 4.15). Also sim ilar to  (4.2.1) the  dynamical 
fringe following rule allows us to  find the m agnitude of the dislocation’s Burgers 
vector in the direction of the diffracting reciprocal la ttice vector, though it says 
nothing of its m agnitude in perpendicular directions. We shall re tu rn  to the 
question of why this rule arises in section 4.10.
Figures 4.8 and 4.9, parts  (a) and (b), show the LACBED pa tte rn s  for a  crystal 
containing an edge dislocation, w ith A R  given by (2.8.3). The dislocation’s 
Burgers vector b  is such th a t it lies parallel to  G  and w ith values for patterns 
(a) of G  • b/27r=2 and 3 respectively. The values of Poisson’s ra tio  is taken to  be 
v — 0. The figures show alm ost identical results to  those for a  screw dislocation.
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F igu res 4.8a&;b L A C B E D  p a ttern  for a cry sta l con ta in in g  a cen tra l edge d islo ca tio n , 
w ith  V  =  0. F igu re  a ( le ft)  w ith  G  • b/27T =  2 and figure b (r ig h t) w ith G  •
b/2?r =  - 2 .
F igu res 4 .9a& b L A C B E D  p a ttern  for a cry sta l co n ta in in g  a cen tra l ed g e  d islo ca tio n , 
w ith  1/ =  0. F igu re a ( le ft)  w ith  G  • b/27T =  3 and figure b (r ig h t) w ith G  •
b / 2n  =  -3 .
F igu res 4 .1 2 , 4 .13  &: 4 .14  L A C B E D  p a ttern  for a c ry s ta l co n ta in in g  a non -centra l 
screw  d is lo c a tio n  w ith  G  * b/27T =  2. In figure 4 .12  (to p  le ft) th e  d islo ca tio n  is at 
dep th  $o =  0.25, in figure 4 .13 (to p  righ t) S q  =  0.5, w h ilst in figure 4.14 (b o tto m )
6>0 =  0.75.
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This suggests th a t careful analysis is required when examining the fringe shift 
of an edge dislocation. This is particularly true close to the Bragg condition 
where the dynamic fringe following rule does not work so well.
Figures 4.12 to 4.14 show computed diffraction patterns for a non-central screw 
dislocation located at depths 6q =  0.25, 0.5 and 0.75 respectively, and w ith G  • 
b/27r =  2. All three figures appear much the same as figure 4.6a, the central case, 
w ith the same num ber of fringes, fringe bending and general pattern . However, 
as the dislocation line is situated further and further away from the centre of 
the crystal, the figures show a blurring of detail close to  the dislocation core. 
This is because the fringes have less room in which to bend. Thus we should 
expect away from the extreme cases (very close to the surfaces) th a t the depth 
of the dislocation has little influence and the same general diffraction pattern  is 
observed as for a centrally situated dislocation line.
F igu re  4 .15  L A C B E D  p a ttern  for a cry sta l co n ta in in g  a cen tra l screw  d is lo ca tio n , w ith
/3 =  1.42.
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As m entioned above, as becomes sm aller the influence of the  po ten tia l weakens 
and  the  k inem atic approxim ation becom es increasingly justified. F igure 4.15 
shows th e  com puted diffraction p a tte rn  for a screw dislocation w ith  =  1.42, 
w ith  o ther values, ranges and  scaling as previously for figure 4.6a. It clearly 
shows th e  sp litting  of the  diffraction fringes under k inem atic conditions and  
satisfies the  kinem atic rule (4.2.1).
F igures 4.16 and  4.17 show the  experim ental m icrographs for diam ond w ith  
G  ■ b/27r =  1, and  for g raph ite  w ith  G  • b/27r =  2. B oth  crystals contain 
a  screw dislocation. T he m icrographs show a  sim ilar form  to  the  com puted 
p a tte rn s , having a  num ber of fringes running  th e  leng th  of th e  p a tte rn , w ith  2 
b righ t fringes and  sim ilar sym m etry  of p a tte rn . A lthough they  are som ew hat 
b lu rred  in detail, the ir respective fringe shifts ind icate  good agreem ent w ith  the  
dynam ical fringe following rule.
F igu re 4 .16 E x p er im en ta l m icrograph o f a d iam ond  cry sta l co n ta in in g  a screw  d islo ­
c a tio n  (co u r te sy  o f A P re sto n ).
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F igu re 4 .17  E x p er im en ta l m icrograph o f a gra p h ite  c ry s ta l c o n ta in in g  a screw  d is lo ­
c a tio n  (co u r te sy  of A P re sto n ).
4.5 T H E  Z E R O T H  O R D E R  A D IA B A T IC  A P P R O X IM A T IO N .
In th is and  th e  following two sections we shall be concerned w ith  approxim ating 
the  solutions to  the  two beam  H owie-W helan equations by using the  ad iabatic  
ite ra tion  scheme derived in chap ter 3. These approx im ations will then  be used 
to  form  LACBED p a tte rn s , which m ay then  be com pared to  the  exact com­
p u ta tio n a l p a tte rn s . It is thus hoped to  be able to  see w here the  ad iabatic  
approxim ations are bo th  good and valid, and  w hat im provem ents fu rth er ite ra ­
tions m ight bring.
To this end we shall here use the  first ad iabatic  ite ra tion  to  find the  lowest or­
der approx im ate solution to the  dim ensionless H owie-W helan equations (4.3.3). 
From  (3.2.40) and (3.2.41) the parallel tran sp o rted  in stan taneous eigenstates
(Bloch waves) of (4.3.3) are
f C j \  exp ( iy ’ ) (  eXp ( ^ / 2 ) ( l  +  ^  \
\ C ’o 0 )  ' f t  ( ± e x p ( - ^ / 2 ) ( l - ^ ) > / 2 j ’
where for the  ±  sign, the +ve  sign is for j  =  1 and  the  —ve sign for j  =  2. In 
conparison w ith (3.2.42) and (3.2.43) the  corresponding eigenvalues of (4.5.1)
axe
4  = s i  = \ ^ J x 2  + P2' (4.5.2)
and the  geometric phase, 7 q, is given by
7l(9) = (~ 1)j x f  j, de,
o w  2  y / ^ T ^ J - l
( - i  y  x
(4.5.3)
2  ^
where <j) =  G  • A R . The geom etric phase axises dixectly from  the stra in  field 
and is proportional to the change in displacem ent caused by the  s tra in  field in 
travelling th rough the crystal. As discussed in chapter 3, we see th a t if (j> is 
a  constant, the perfect crystal form is recovered and  there is no parallel trans­
ported  phase. Also at the  Bragg condition x  =  0 th e  eigenstates are naturally  
parallel transported  and 7  =  0 .
S ubstitu ting  (4.5.1), (4.5.2) and (4.5.3) into (3.2.48) gives the diffracted wave- 
function at 9 =  1 as
./?sin(> /x 2 +  /32 +  7 o (l))  , , ,  * a\^Q o(l) =  *------- >-V.._■■■- exp(—— (<^ >(1) -  <^(-1)). (4.5.4)
y /x z + (3Z *
The diffracted intensity a t the exit surface 0 =  1 is then
r m  ^  sin2 ( . / r 2 +  £ 2 + 7 o ( l ) )
I a W  = -------------------------------------- ' ( 4 ' 5 ' 5 )
The zeroth order approxim ation for a  deformed crystal is the same as the exact 
solution for the perfect crystal except th a t the geom etric phase has been added
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to  the  dynam ical phase. The displacem ent field A R , and hence the  slowness 
p aram eter, en ters the in tensity  expression only th ro u g h  the  geom etric phase 
and  is given via (4.5.3). As discussed in section 3.2, th e  zeroth  approxim ation 
assum es th a t in terb ranch  scattering  is sm all and  m ay be ignored. T he zeroth 
order ad iabatic  approxim ation  thus assum es th a t th e  only effect th a t a stra in  
field has on the  in tensity  is th rough  changes in th e  phase of the  Bloch waves. 
From  (4.5.3) th is  change, 7 1(1), depends only on th e  to ta l change of A R  (i.e. 
<f>) in going th rough  the crystal and  not on the  details of A R .
F igu re 4 .18  Z eroth  order ad ia b a tic  ap p ro x im a tio n  o f a cry sta l co n ta in in g  a cen tra l 
screw  d is lo ca tio n .
Figure 4.18 shows the LACBED p a tte rn  for th e  diffracted beam , w ith  the in ten ­
sity given by (4.5.5), for a centrally  s itu a ted  screw dislocation. T he sam e values, 
ranges and  scaling are used as for the  exact LA CBED  p a tte rn , figure 4.6a. As 
we m ight expect, in com paring the  two figures, 4 .6a and 4.18, we can see th a t
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far away from  the  dislocation line, y =  0, they  are  in good agreem ent w ith  each 
o ther. However th e  zeroth order ad iabatic  approx im ation  fails to  agree w ith the 
exact com putational p a tte rn  as vre approach  the  dislocation line (in particu la r 
near to  the  Bragg condition, x =  0, w here there  is strong  diffraction). This is 
because close to  the  dislocation line the  s tra in  field is varying so rap id ly  th a t 
the  in tensity  cannot follow the bending of the  planes. T here is then  significant 
in terb ranch  scattering  and  in order to  form  a m ore realistic approxim ation  we 
need to  include th e  effects of changes of th e  relative am plitudes.
F igu re  4 .19  Z eroth order a d iab atic  ap p ro x im a tio n  o f  a  cry sta l co n ta in in g  a cen tra l 
edge d is lo ca tio n .
Figure 4.19 shows the LACBED p a tte rn  for th e  diffracted beam , w ith  the in­
tensity  given by (4.5.5), for a  centrally  s itu a ted  edge dislocation. T he same 
values, ranges and  scaling are used as for the  exact LACBED p a tte rn , figure
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4.9a. S im ilar resu lts to  th a t for a screw dislocation axe found. Far away from 
the  dislocation core the two p a tte rn s  are in good agreem ent, b u t increasingly 
differ as it is approached.
F igure 4.20 shows the LACBED p a tte rn  for the  d iffracted beam , w ith  the in ten­
sity given by (4.5.5), for a  noncentrally  s itu a ted  screw dislocation, w ith  6q =  0.5. 
It shows no real change from  th a t of the  central case, figure 4.18. This is because 
th e  effect of the  s tra in  is to  change the  argum ent of the  sine in (4.5.5) only by 
a sm all am ount. T he zeroth  order approxim ation  is relatively insensitive to the 
d ep th  of the dislocation line.
F igu re  4.20 Z eroth order ad ia b a tic  ap p ro x im a tio n  o f a c ry s ta l co n ta in in g  a n on -centra l 
screw  d is lo ca tio n , wi th  0q =  0.5.
From  equation  (3.2.49) w ith  zq =  ^x , ro =  and  <p =  <f> we should expect
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(4.5.5) to  be a  good approxim ation  whenever
fi J  <^exp(—2*7o -  i y /x 2 +  P2 9) dO <  1. (4.5.6)
2{x2 +  /?2)]
From  (4.5.6) we see th a t, away from  the Bragg condition x =  0, as f) becomes 
sm aller the  approx im ation  becomes be tte r, th a t is a  weak po ten tial has a  sm aller 
influence on diffraction th an  a strong  one. Also as x becomes large th e  approx­
im ation  gets b e tte r, as observed in figures 4.18 to 4.20
F igure 4.21 M ap o f th e  dropp ed  (first order and higher) o ff-d iagona l term s for a cry sta l
con ta in in g  a cen tra l screw  d is lo ca tio n .
T he corresponding m ap of (4.5.6) for a centrally s itu a ted  screw dislocation w ith 
G  • b/27r =  2 is shown in figure 4.21. T he sam e values and  ranges are used 
as in previous p a tte rn s , b u t the  scaling factor is now 2.571, w ith th e  largest 
value (the g reatest error) show m ost bright. It confirm s the  results th a t the 
approxim ation  is good away from  the  exact Bragg condition and  the dislocation 
line, and becom es increasingly worse as we approach either.
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4 .6  T H E  F IR S T  O R D E R  A D IA B A T IC  A P P R O X IM A T IO N .
As discussed in sections 2.7 and 3.3 modified Bloch wave theory is expected to 
give a  b e tte r approxim ation th an  the  unm odified case (B ird and Preston  1988). 
In this section we shall use adiabatic  ite ra tion  and modified Bloch wave theory 
to  try  to  form  a b e tte r approxim ation to  the  Howie-W helan equations for a 
deformed crystal.
By using the substitu tions (4.3.1), the  modified Howie-W helan equations (2.7.9) 
m ay be w ritten  as
1 / x  -  <£ 0 - \  (  $ ° \  =  - i — (  $°
2 \  0 - X  + )  \i>G J d o  \ 4 > a
(4.6.1)
(4.6.2)
The boundary conditions a t 0 =  — 1 are now
^ o ( - l )  = e x p (—«<£(—1 ) / 2 )
^ g ( - I )  = 0 .
A lthough this is not an adiabatic  ite ra tion , the only variable, 0, now enters in 
the form 0 , and we should expect upon using the  first adiabatic  iteration, the 
errors will now be of order <f>.
Proceeding as in chapter 3, from (3.2.41) the instantaneous parallel transported  
eigenstates of (4.6.1) are
( 4 6 3 )
where again the +ve  sign refers to j  =  1, and the -ve sign to j  = 2. The 
corresponding eigenvalues, given by (3.2.42), axe
Si = ~ s l  = \  -  <^ >)2 + /? 2. (4.6.4)
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As discussed in chapter 3, because the  H am iltonian is real, there is no geometric 
phase, 7 q =  0. Thus the phase is now entirely dynam ical. In the  first order 
ad iabatic  approxim ation, (3.2.48), the diffracted am plitude a t 6  =  1 is
2 eXp( ' / _ / »  de)  ( l  "  ~ 2 S i§ j1 )  ( 1 +  2 S 2 (-1 )) )  •
(4.6.5)
The diffracted intensity at 8 =  1 is then
— ^ V ----------------------------------------- 4 i { ( l ) i { ( - l ) -----j' (466“>
From  (4.6.6a) the modified diffracted in tensity  for a  crystal containing a sym­
m etric displacem ent field <^/>(9) =  <j>(—#)^ is
/32 sin2( |  J ( x  -  (f) 2 +  f32 dO)
w =— (: _ V +^— • (4'6'66)
Expanding the sine argum ent in (4.6.6b) gives
2 x<j> — j) 2 \  2J si dO = ^ y jx 2 +  /32 J dB f l  —
x 2 + P 2 J
= ^ T F -  x [* ide + 0(P) + -
2 y / X 2 +  P l  J - 1
which to  lowest order is the sine argum ent for the  zeroth order adiabatic ap­
proxim ation (4.5.5). Thus where the  ra te  of change of displacem ent, A R , (and 
so </>) is small and slowly varying it is expected th a t the two approxim ations 
should agree w ith each other. In contrast when it becomes large then  the effects 
of <^> become im portan t, we see th a t the s tra in  field introduces both  a change 
in the  phase and in the am plitude. Physically this is due to  the strain  field 
modifying the deviation from the Bragg condition. The first order aproxim ation
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includes th e  first order effects of in terb ranch  scattering , which are caused by the  
bending  of the  la ttice  planes. As discussed in section 3.3 th e  displacem ent field 
now enters (4.6.6a,b) in the form  A R , an d  so errors will be of order A R ; i.e. 
the  curvature.
F igure 4.22 shows the LACBED p a tte rn  for a  centrally  s itua ted  screw dislocation 
w here the  in tensity  is approx im ated  by (4.6.6b). T he  sam e values, ranges and  
scaling is used as for figure 4.6a. Far away from  th e  dislocation line, w here <f> 
is sm all the  first order approxim ation , figure 4.22, appears to  be identical to  
th e  zeroth  order solution, figure 4.18. However as we approach the dislocation 
line the  m odified approxim ation shows a significant im provem ent over the zeroth 
order approxim ation  when com pared to the  exact com putational solution, figure 
4.6a.
F igu re 4 .22  F irst order ad ia b a tic  ap p ro x im a tio n  o f a L A C B E D  p a ttern  o f a cry sta l  
co n ta in in g  a cen tra l screw  d islo ca tio n .
87
F igu re 4 .23 F irst order ad ia b a tic  a p p ro x im a tio n  o f a L A C B E D  p a ttern  o f a cry sta l  
con ta in in g  a screw  d islo ca tio n  at d ep th  6 q —  0.5.
F igure 4 .24  F irst order ad ia b a tic  ap p ro x im a tio n  o f a L A C B E D  p a tte rn  o f a c ry sta l 
con ta in in g  a screw  d is lo ca tio n  at d ep th  0q =  0.75.
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Using equation (4.4.6a) figures 4.23 and 4.24 show the LACBED pattern  for a 
screw dislocation which is at depths 0 = 0.5 and 0.75 respectively. Although the 
patterns show a slight blurring of detail at the dislocation core (not zs great as 
for the exact solutions but more than  the zeroth order), essentially the patterns 
are the same as th a t for a central dislocation and show little dependence upon 
depth.
From (3.2.49), with z0 = — <^>), r 0 =  and </? =  0, the modified adiabatic
approxim ation is expected to be a good approxim ation whenever
(3 r 1 <f>exp(i y j  (x — 4i) 2 -f P2 d6 ') dO
- l (x -  (f>)2 +  f32
<  1 . (4.6.7)
F igu re 4 .25 M ap o f the drop p ed  (secon d  order and h igh er) o ff-d iagona l term s for a 
cry sta l con ta in in g  a cen tra l screw  d is lo ca tio n .
Figure 4.25 shows the corresponding m ap for figure 4.21 of the dropped off- 
diagonal term s. The sam e values, ranges and  scaling is used as for figure 4.21.
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In  com parison, the dropped off-diagonal term s for the  modified solution axe 
significant only very close to  the dislocation line itself. If we compare the two 
expressions for the dropped term s, equations (4.5.6) and  (4.6.7), we see th a t 
in the  unmodified case they are proportional to  <j>, whilst for the modified case 
they  are now proportional to  0. In the  case of a  screw dislocation this becomes 
proportional to  1 /y , and (1 /y ) 2 respectively. In o ther words the first order 
approxim ation is be tte r th an  the zeroth order approxim ation by a factor 1 /y , 
which is simply the adiabatic slowness param eter of chapter 3.
4 .7  T H E  S E C O N D  O R D E R  A D IA B A T IC  A P P R O X IM A T IO N .
We have seen in the previous section th a t the  modified first order iteration 
approxim ation has resulted in significant im provem ent. We may now ask will 
fu rther iterations also produce such im provem ents. In o ther words, will further  
iterations produce enough im provem ent over the first order iteration, to ju s tify  
the work in m aking them  ? In order to  answer this question we shall look at the 
next iteration. As was discussed in section 3.2, a  b e tte r approxim ation to the 
dimensionless Howie-Whelan equations m ay be formed by including the dropped 
off-diagonal term . This is done by transform ing to  a  new state. From (3.2.8a) 
the elements of the new sta te  are
4  =  E  <4‘ 4  (4 -7-1)
/
From (3.2.45), (3.2.46), (4.6.1) and (4.6.4) the H am iltonian of the new state  is
As expected (4.7.2) shows th a t the  on-diagonal term s of the new H am iltonian 
H i axe equal to  the first order eigenstates s J0 and hence proportional to <j>, while 
the  off-diagonal term s of H i are of order <f>. As discussed in section 3.2.2, where 
<f> changes sign w ith depth  we shall w rite i<f> =  |<^ | exp(i7rW ), where W  is the 
appropria te  step function. W ith  th is choice we need only approxim ate one solu­
tion, not two (i.e. ±</>). This allows a  general approxim ation to  be formed (thus 
b o th  echoing and allowing com parison w ith  previous work). In this thesis the 
only type of stra in  field we shall be concerned w ith is th a t due to a  dislocation. 
For a  screw dislocation, w ith A R  given by (2.8.1) and the  dislocation at depth  
6>0, W  is given by
( _ !  a ^
(4.7.3)W ( 6 ) =  |  j  0 < 9 °\  9 > 6  0.
For cases where <f> does not change sign, then  W  is constant and equal to ± 1 /2  
(dependent upon initial sign of <j>).
The parallel transported  instan taneous eigenstates of H i are from (3.2.41) then 
given by
C ’0l ^  _  exp(«7 1 )
\/2
(  exp ( f W )  ( l +
i  \
yj  ( x -<^ >)2+/?2 
2
From (3.2.42) the respective eigenvalues of (4.7.2) are
_ _2 _ i \ / [ ( x ~  + P2Y +  P24>2
Sl ~  ~ Sl ~  2  (* _  ^ ) 2  +  0 2
As in the last section we m ay rew rite the  eigenvalues as




s ]  = —5; = - \ / [ X 4>)2 + P 2 1 + [(x — (j>)2 +  j32 ]3
- \  [ X -  j>)2 +  F  +
4[(x — (j>)2 +  (32] 2
(4.7.5a)
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Now in the second order adiabatic approxim ation we shall be ignoring th ird  order 
and  higher term s. Hence if we ignore the  second term  in (4.7.5a) we re tu rn  to 
the  initial eigenvalue s30. Substitu ting  (4.7.5a) into (4.7.4) and ignoring all th ird  
order and higher term s, the eigenstates can be rew riten as
^  (  e x p ( f  W )




/  c l  \  j  \
I j =  exp(*7 i ) j 2Kx-<^)2+ ^ 2] 2 j . (4.7.66)
\ChJ V-exp ( - f W ) J
From  (3.2.43) the geometric phase is
7r k \ / ( x ~  ^ ) 2 +
7 iW  =  - 9  /  —  r r  S(B -  0o) dB. (4.7.7a)
 ^ J - i  s{
If W  is constant, the 8  function is always zero and there will be no geometric 
phase, i.e. 7  =  0 unless <j) changes sign. For a screw dislocation 4>{9q) =  0 and 
so from (4.7.5) and (4.7.7a) its geom etric phase is
7 i (0) =  |  ( _ l ) i |  e >  0 0 . (4.7.76)
Equation (4.7.7b) implies th a t before the dislocation there is no geometric phase, 
whilst after it is crossed the geom etric phase is constant and  equal to ±7r/2 (i.e. 
it simply changes the instantaneous eigenstates by a factor ± i). Thus as in 
section 4.4 the dislocation again gives rise directly to  the geometric phase.
From (3.2.36) and (3.2.37) the second order adiabatic  approxim ation gives the 
wavefunction a t 9 =  1 as
f c ( l )  =  ^ C G D( l ) ^ C j 1(l)exp(i f  sj d S ) ^ 2 C }ki ( -1 )  
i  j' J ~ 1 k
X ) c £ ( - 1 ) & . ( - 1 ) .  (4.7.8)
k'
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The diffracted intensity a t the b o ttom  surface can then  be w ritten as
2
M i )  =
where
exp(i J sJ dO) — 7)n  exp(« J s 2 d6 )
X = ^ g 0 (1 )^o 1(1) +  C q 0 { \ ) C q x( \ )  
u, +  C ^ ( - l ) C 02o* ( - l )
V = C h o W C 20 l ( l )  +  C 2G o ( l ) C 2G l ( l )
(4.7.9a)
(4.7.96)
p =< ^ ( _ i ) c io*(_i) + c £ ( - l ) C 02o*(-l).
Equation (4.7.9) may be significantly simplified if we look a t the sym m etric case,
in which <j>(6 ) =  Then, as shown in  appendix C, (4.7.9) reduces to
/32 sin2( /^ j  s i dO) 2/32 x\<j>\s iii( /^ j s J d 0 )c o s(f^ 1 s j dQ)
M i )  = + . (4.7.10)(x-<t>)2 + p2 (Or -  <t>y + /?2)4
In m aking the second order ad iabatic  approxim ation we have ignored all th ird  
order and higher term s on the  off-diagonals and so (4.7.10) is accurate to  second 
order term s. Com paring equations (4.7.10) and (4.6.6b) we see th a t if we ignore 
(j> then they are identical to one another. They thus agree to first order. The 
effect of the second order term s in (4.7.10) is to  cause a  small change.
Figure 4.26 shows the LACBED p a tte rn  for a centrally located screw dislocation 
w ith the intensity given by (4.7.10). T he values, ranges and scaling are as used 
previously, figures 4.6a, 4.18 and 4.22. Com paring the patterns for the second 
order approxim ation, figure 4.26, and the first order approxim ation, figure 4.22, 
w ith the com puted p a tte rn , figure 4.6a, we can see th a t the second order ap­
proxim ation only produces any im provem ent over the  first order approxim ation 
very close to the dislocation core. In com parison to the significant im provem ent 
th a t the first order approxim ation m ade over the zeroth order approxim ation 
(figure 4.18), there appears to be little  im provem ent.
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F igu re 4 .26  Secon d  order a d ia b a tic  a p p rox im ation  o f  a L A C B E D  p a ttern  o f a cry sta l  
con ta in in g  a cen tra l screw  d is lo c a tio n .
Figure 4.27 and 4.28 show blown up regions of figures 4.22 and 4.26. The ranges 
axe now — 1 <  y <  1 and —6.25 <  x < 6.25. The two figures are still amost 
identical to each other and imply th a t further iteration will not produce enough 
significant improvement to justify the work in making them.
From (3.2.46) with z0 = \  y  (x — <j) ) 2 +  /?2> ro =  \
(where W  is given through (4.7.3)) the off-diagonal terms are
_  3  y ( x  ~^ )2 +  P 2 [Z<j>2 ( x  + + /?r  _
V  C c C c  =------------——:-------------------- n------------------- exp(—2 i7 j ).
G l G > 0f A \ 2  a/5213 11 ’
(4.7.11)




good approxim ation whenever
4>(  w i t  . f l i p  exP (_ 2 ^ i1(6>) “  * [  y j ( x  -  i ) 2 + P2dO')J- 1  [(x -  <p)2 + /32J2 y_!
dO < 1.
(4.7.12)
F igure 4 .2 7  (to p )  sh ow s an en larged  p ic tu re  o f  th e  first order app roxim ation , fig ­
ure 4 .22. F igu re  4 .28  (b o t to m )  sh ow s an en larged  p ictu re  o f the second  order ap­
prox im ation , figure 4 .26 . T h e  ranges for b o th  figures are — 1 <  t/ <  1 and
— 6.25 <  X  <  6.25.
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From (4.7.12) we can see th a t as expected the error in making the adiabatic 
approxim ation is of th ird  order {<}>) or higher, thus the error is now proportional 
to A R  and should be better than  the previous approximation. We are thus in­
cluding factor proportional to A R ,w hich were previously ignored. Using (4.7.12) 
figure 4.29 shows the corresponding m ap of the error for a screw dislocation. The 
same values, ranges and scaling are used as for the zeroth order and the first 
order maps of the dropped off-diagonal term s, figures 4.21 and 4.25. Comparing 
the two figures we can see th a t they appears to be significant improvement only 
very close to the dislocation line.
F igu re 4 .29 M ap o f th e  d ropp ed  (th ird  order and h igh er) o ff-d iagonal term s for a 
c ry sta l con ta in in g  a cen tra l screw  d is lo c a tio n .
S u m m a ry
Thus far in this chapter we have shown th a t adiabatic iteration may be used to 
approxim ate the exact solution to the 2-beam Howie—W helan equations and in 
particu lar to  form LACBED patterns of deformed crystals. Although the exact 
(to  w ithin some negligble error) solution to the general 2 -beam  equations for a 
deformed crystal may be m ade using com puters, an exact analytical solution is 
only possible for perfect crystals. In order to have an analytical expression for 
the  the  case of deformed crystals approxim ation techniques m ust be used.
We have seen th a t the zeroth order adiabatic iteration  to  the 2-beam  unm odi­
fied Howie—W helan equations is extrem ely good far away from any stra in  field 
core. HEED provides a clear dem onstration of the geometric phase through 
the  bending of fringes in electron diffraction patterns. Later in section 4.10 we 
shall dem onstrate how this simple in terpretation  for determ ining b in term s of 
the  geometric phase may be used to  explain the fringe following rule. By use 
of the modified Bloch wave theory together w ith adiabatic  iteration, significant 
improvements over the unmodified case were made. These were m ade a t little 
ex tra  m athem atical cost.
A further iteration, however, greatly increased the necessary algebra w ithout, 
for a  screw dislocation, producing any significant im provem ent. These results 
suggest there is little  advantage to be gained by m aking a large num ber of 
iterations. This is due to the rapidly increasing complexity of m athem atics 
involved and its difficulty in in terpretation , and because each successive iteration 
is expected to  produce smaller improvements over its predecessor.
As further iterations do not justify  the work in m aking them , we shall in the
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rem ainder of this thesis make use of the first order adiabatic approximation. In 
section 4.8 and 4.9 the modified result will be used to examine the affects of a 
tilted strain field and of absorption upon 2-beam LACBED patterns, whilst in 
section 4.10 we shall make use of the unmodified result.
4 .8  A D IA B A T IC  IT E R A T IO N  A P P R O X IM A T IO N  F O R  A S L O P E D  
D IS L O C A T IO N .
We now look at the case where the dislocation line is not in the same plane as 
the reciprocal lattice vector G , but ra ther slopes. As shown in figure 4.30 the 
dislocation line cuts the top surface of the crystal at T  and the bottom  surface 
at B. The angle made by the dislocation line and the bottom  surface is given
by
=  a rc tan (T -j-— ). (4.8.1)
T
*6
F igure 4 .30  G eom etry  o f a cry sta l co n ta in in g  a t ilte d  d islo ca tio n .
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We shall assume th a t the displacem ent a t a  point r  in the crystal is a  function 
of the perpendicular distance from  the  dislocation line, extended outside the 
crystal if necessary, to  the  point r  (see figure 4.30). The perpendicular distance 
R  is
R  =
T  B  x ^
y 2 +  ( ( r   — ) sin d — z  cos d
1/2
(4.8.2)
As before the  x  axis is defined to  be in the same direction as the  reciprocal 
la ttice vector G . The y  axis is defined to  He perpendicular to  the r-ax is, where 
again the line y  =  0  is defined to  be along the  line of the dislocation.
In this particu lar case the  modified Howie-W helan equations may again be w rit­
ten as
l f W - k G - A R  U o i h d ( ^ o \  USK„s
2 \  V  —W  +  k G  ■ A R )  /  _  ~dz (V ’Q /  (4'8'3)
The difference is th a t the dislocation line is not infinite in extent. A second 
difference is th a t the displacem ent is now a function of r ,  y and z. Previously 
it was only a  function of y and 0 . Because of this we need to define a scale 
between W , the param eter which describes the  small deviation away from the 
Bragg condition a t which significant diffraction occurs, and the length of the 
dislocation line (see figure 4.31). In order to  include this we shall m ultiply W  
by a dimensionless scaling factor A. In effect A is a m easure of the num ber of 
fringes which cross the finite dislocation. As was done previously in section 4.3 
we now make the equations dimensionless, by using the substitu tions (4.3.1) and 
(4.3.2). Equation (4.8.3) becomes
- ( X x ~ * & (4 8  4)




F igu re 4.31 Sca lin g  p a ram eter  W : w hich d escr ib es th e  d ev ia tio n  away from  th e  B ragg  
con d itio n  at w hich sign ifica n t d iffraction  occu rs , re la tive  to  th e  d islo ca tio n  lin e  len gth .
The solution to (4.8.4) may again be approxim ated by using the adiabatic tech­
nique developed in chapter 3. Similar to the derivation in section 4.5, the first 
order diffracted intensity at the bottom  surface is
r ci \  1 ( i  { \ x  -  +  P 2 a > s { 2  f '_ d 6 ) \
' o M ' l l 1 -------------------------- « { ( i « ( - D ------------------------ ) •  (4 -8 '51
where
s1o(0) = l\/(\x-my+pi. (4.8.6)
Figures 4.32 to 4.37 shows the LACBED pattern  for a sloped screw dislocation. 
Figures a are the exact com puted patterns and figures b the first order modified 
approximations, with the diffracted intensity given by (4.8.5). The same values,
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ranges and scaling is used as for previous patterns. In all of the different cases 
the dynamical fringe following rule is obeyed and the to tal number of fringes is 
conserved. For a sloped screw dislocation, the displacement in the R  plane is 
given by
b ( (R 2 — y 2 ) 2 \
A R  =  —  arctan  I ------------ —  \ . (4.8.7)
Figures 4.32a and b are taken w ith the values A =  1 , T  =  40 and B  =  —40.
Both figures as expected show identical results to those from respective previous 
patterns, figures 4.6a and 4.22. The two figures are almost identical to those of 
the unsloped patterns differing only very close to the dislocation line itself.
F igu re 4 .32a& b F igu re  a ( le ft)  e x a c t  and figure b (r ig h t) first order app rox im ation  
for a cry sta l co n ta in in g  a t ilte d  screw  d islo ca tio n  w ith  va lues A =  1, T  =  40 and
B =  -4 0 .
Figures 4.33a and b are taken  w ith  the  values A =  1, T  =  40 and B — 0. T he
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figure shows the splitting of the figure into three regions. The left hand side, 
x < 0 , shows the fringes to be little affected by the dislocation and are only 
slightly bent as we approach the dislocation. The right hand side, x  >  0, shows 
the fringes bending as they approach the dislocation line and a fringe shift of 2 
upon crossing it. In the centre the fringes, x ~  0, try  to join up, such tha t all 
the fringes are continuous. All three regions are in good agreement with the
F igu re 4 .33a& b F igu re  a ( le ft)  e x a c t and figure b (r ig h t) first order app rox im ation  
for a cry sta l c o n ta in in g  a t ilte d  screw  d is lo ca tio n  w ith  values A =  1 , T  =  40 and
B  =  0.
dynam ical fringe following rule. T he dislocation line runs from  x = 0 to x =  40, 
hence on the left han d  side x <  0 there  is no displacem ent of the fringes, on the 
right hand  side x >  0 the  fringe shift is by 2 fringes and a t the  centre x «  0 
the num ber of fringes is conserved. LACBED p a tte rn s  were also taken w ith  the 
values A =  1, T  =  0 and B  =  40, figures 4.34. In o ther words the slope is
102
sim ply tilted  in th e  opposite direction. No changes from  those of figures 4.33a 
and  b were found. Thus the  direction of tilting  cannot be distinguished from  th e  
pattern!
F igu re 4 .3 4a& b  F igu re a ( le ft)  e x a c t and figure b (r ig h t) first order app rox im ation  
for a c ry s ta l co n ta in in g  a t i lte d  screw  d is lo c a tio n  w ith  values A =  1, T  =  0 and
B =  40.
F igures 4.35a and  6 are taken  w ith  the values A =  1, T  =  15 and B =  —15. 
Sim ilar results to  those of figures 4.33a and  b are found. T he figure shows th e  
sp litting  of the  figure in to  th ree  regions. T he left hand  side, x <  —15, and  the  
right hand  side, x >  15 show the  fringes to  be unaffected by the  dislocation and  
as in the perfect case are s tra ig h t and  parallel. In the centre region the fringes 
bend  as they approach  the  dislocation line and  a fringe shift of 2 is m ade upon  
crossing it. A t x ~  —15 and x ~  15 the fringes bend such th a t they appea r to
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F igu re 4 .35a& b F igu re  a ( le ft)  e x a ct and figure b (r ig h t) first order app rox im ation  for 
a cry sta l w ith  a t ilte d  screw  d is lo c a tio n , w here A =  1, T  =  15 and B  =  —15.
F igure 4 .36a& b F igure a ( le ft)  e x a c t  and figure b (r ig h t) first order a p p rox im ation  for 
a cry sta l w ith  a tilted  screw  d is lo c a tio n , w here A — 0.5, T  — 40 and B — 40.
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be continuous and such th a t the to tal number of fringes is consevered.
Figures 4.36a and b are calculated w ith the values A =  0.5, T  =  40 and B  =  —40 
and figures 4.37a and b have the values A =  0.5, T  = 40 and B  =  0. Both sets 
of figure shows the splitting of the figure into three regions. The only differences 
from their respective A =  1 figures (4.32 and 4.33) are tha t the fringes have 
become thicker.
F igu re 4 .37a& b F igu re  a ( le ft)  e x a c t  and figure b (r ig h t) first order a p p rox im ation  for  
a cry sta l c o n ta in in g  a t i lte d  screw  d islo ca tio n  w ith  va lues A =  0.5, T  =  40 and
B  = 0.
These sets of figures suggest th a t an  LACBED p a tte rn  will still obey th e  dy ­
nam ical fringe following rule w hen the dislocation is sloped. B oth  the  d irection  
and  the  m agn itude of the  Burgers vector relative to the diffracting reciprocal 
vector can be still found. F igures 4.32 indicate that, unless the dislocation cuts
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the surface inside the area of in terest, the LACBED p a tte rn  will not be affected 
and it will no t be possible to  identify any tilting of the dislocation and hence 
the  value of the  Burgers vector in the ^-direction. Thus com putationally  (as 
discussed by Humble in Hren et al (1979) for the conventional EM  case) the 
3 -dim ensional problem , (4.8.7), effectively reduces to  a  2-dim ensional problem ,
(4.8.1). However because the  area illum inated is of order 10000A, w hilst the 
crystal is only a  few 1 0 0 A thick, the  angle the dislocation line makes w ith  the 
surface is very small. For exam ple for a  200A thick crystal it m ust be less 
th an  1.2 degrees (and  for any such small angle, (4.8.7) to  first order reduces to
(2.8.1)). W here the  dislocation does not cut the surface the Burgers vector will 
be alm ost parallel to  the  diffracting reciprocal la ttice vector. Thus for th in  crys­
tals LACBED p a tte rn s axe expected to  be relatively insensitive to  the sloping 
of a screw dislocation until its slope becomes of order a  few degrees.
4 .9  A B S O R P T IO N .
In this section we shall a ttem p t to  include, in a  simplified m anner, the  affects of 
absorption in to  our calculations. As discussed in section 2.1 this m ay be done 
by introducing an ex tra  term  into potential, such th a t
P ^ P  + i f f .
Here (3 represents the potentia l due to  elastic scattering and (3' th a t due to 
inelastic and diffuse scattering (H um phreys 1979). The absorbing poten tia l (3' 
is assum ed to  be much sm aller th an  the perfect potential (3.
Again following the proceedure used in section 2.5, the 2-bea.m Howie-Whelan
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H am iltonian which includes absorption is
-  \ (  x  P exp(i<f>) +  i/3' e x p \
2  y /?ex p (—i<j>) +  i(3' exp(—i f i )  —x J '  '
We shall for sim plicity assume th a t the  phases, <j) and  <f>\ of the  dimensionless 
poten tia l param eters are the  sam e (though this is not necessarily true; B ird and 
King 1990). They are then  bo th  equal to  G  • A R . The dimensionless modified 
2-beam  Howie-W helan H am iltonian including absorption is then
t : * > -  < « .* >
As before we m ay approxim ate the  solutions to (4.9.2) using adiabatic  iteration , 
bu t because we are now dealing w ith  a  non-herm itian H am iltonian the analysis 
is slightly different. Now in order to  find the  diffracted intensity Jq  we need to 
find expressions for bo th  the left and the right hand eigenstates. This is because 
for the non-herm itian  case, the  left and  right hand eigenstates are not conjugates 
of one another (e.g. Dederichs (1972)).
The right hand instantaneous eigenstates of the non-herm itian H am iltonian of
(4.9.2) are given by the solutions of
l ( ; J .  ( - )
Similar to  the derivation in section 4.6 the right hand eigenstates of (4.9.3) are
Ci \  I f  (! +  # ) *  \
n ,  I ~  r  I 2S’ l  . ) - (4 -9-4 )C3g J V 2 \ ± ( l - M
and their respective eigenstates are
51 =  - -s2 =  \  \ / { x  -  <f) ) 2 +  (/? +  (4.9.5)
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The eigenvalues are no longer r e a l . As we are making the approxim ation (3' » / ? ,  
we shall ignore th e  term  (3f2 in com parison w ith /32. In this case the  eigenvalues 
m ay be approxim ated as
S1 = -s2 = \J{x -  4>y + p2 + —  = .  (4.9.6)
2 2y/ (x  -  i f  +  /S2
As before the  parallel transpo rted  phase is zero.
The left hand  instantaneous eigenstates of the non-herm itian H am iltonian (4.9.2) 
are given by the  solutions of
A  ■ > £ )- ’-■ <«•»>
In (4.9.7), and  sim ilarly in w hat follows, the ~ signifies th a t this is the  left hand
instantaneous eigenstate. Sim ilar to  the derivation of the right hand eigenstates, 
the left hand  eigenstates are given by
( < 5 £  < 5 £ o )  =  ^ (  (1  +  ^ ) *  ± ( 1 - ^ ) 4 ) .  (4.9.8)
The respective eigenvalues are again given by (4.9.5) and (4.9.6), s 3 =  s 3 .
The first order adiabatic  approxim ation for the right hand diffracted wavefunc- 
tion is then
V’g ( I )  =  ^ < ? o 0 (—1 )C,Qo( i ) exp(i I s 3 d 9 )  (4.9.9a)
j = l  J ~ l
Now for sim plicity we shall only consider crystals containing a sym m etric dis­
placem ent field, where Then using (4.9.4), (4.9.8) and  (4.9.6),
(4.9.7a) becomes
i(3 sin( f 1, s 3 dO) 
i M l )  =  , U ~ 1 =  , (4.9.96)
yj(x-4>{l))2 + P
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w here in con trast to  (4.6.6b), s-7 is im aginary. From  (4.9.6) and  (4.9.9) the 
diffracted in tesity  a t the  bo tto m  of the  crystal is
/ G ( i )  = l < M i ) |2
/?2 sin2(/_V \ / ( x  — ip)2 +  (PdO)
= 7---------------; .  . „ --sinh(—/?/?' {(x -  +
(x - ^(1 ))2 +  p 2
(4.9.10)
Figures 4.38 and  4.39 show LACBED p a tte rn s  for a  central screw dislocation, 
w here abso rp tion  is taken  in to  account in the simplified m anner discussed. T he 
figures are  taken  w ith  (3' =  0.1 and  0.2 respectively. F igures a are th e  exact 
com puted  p a tte rn s  and  figures b th e  first order m odified approxim ations, w ith  
the  diffracted in tensity  given by (4.9.10). T he sam e values, ranges an d  scaling 
is used as for previous p a tte rn s , figures 4.6a and 4.22.
F igu re 4 .38a& b  F igure a ( le ft)  e x a c t  and figure b (r igh t) first order a p p rox im ation  for 
a cry sta l c o n ta in in g  a cen tra l screw  d islo ca tio n  w ith absorp tion  p aram eter f3 ' =  0 . 1 .
T he effect of absorp tion  on b o th  p a tte rn s  is sim ply to  reduce the con trast slightly.
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m ore so for the  larger value of (3'. T his is true  for b o th  sets of p a tte rn s , which 
b o th  show no changes in form  to  those previously. T he p a tte rn s  indicate th a t for 
ta in  crystals, w hich axe sm aller th a n  the  branch  1 absorp tion  lengths, th e  only 
effect abso rp tion  will have is to  reduce the  con trast, w ithout altering  the p a tte rn  
in  any significant way. We are thus justified in ignoring, for th in  crystals, the 
effects of absorp tion .
F igu re 4.39a&:b F igu re a ( le ft)  e x a c t  and figure b (r ig h t) first order a p p rox im ation  for 
a c ry sta l co n ta in in g  a cen tra l screw  d is lo ca tio n  w ith  a b sorp tion  p aram eter  /3 ' =  0 .2 .
4.10 EVALUATION OF TH E BU R G ER S VECTO R.
Now re tu rn  to  th e  question of why the  fringe shift in a  LACBED p a tte rn  of a 
crystal contain ing a screw dislocation is given by th e  term  G .b/27r. In order to 
answ er this question  we need to  derive an expression for the  to ta l change in the 
x value as we follow a line of constan t in tensity  from  y =  —oo to  y =  + 00. For
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a given specimen which contains a  screw dislocation, the diffracted intensity  is 
a  function of bo th  y  and  x , th a t is real and reciprocal space (see figure 4.3). A 
line of constant intensity  m ay then  be w ritten  as
dIG = - j r ^ d x  +  ^ 7^ - d y  =  0. 
ox  dy
Hence on any line of constant intensity
dy d I G I dx
(4.10.1)
dx d I G /  dy
We shall only consider, because of its simplicity, the intensity  given by the zeroth 
order ad iabatic  approxim ation, (4.5.5). We shall in tegrate  (4.10.1) over a  single 
fringe, from  y =  —oo to  y =  +oo and from x — A x / 2  to  x  +  A x /2 , where Ax 
is the  to ta l change in x upon following a fringe through the dislocation. From
(4.5.5) and (4.5.3) we have
d I G — x/32 sin(o;) cos(a) /  /?2 Z*1 • 2 ta n (a )(r2+,(J+n J j de+d x  (x2+ /?2)3/2 V x ( x 2 + / 3 2 ) J - 1  (x2 + ^2)!/2
and
d I G —xf i2 sin(ce) cos(a) d
Ody  (x 2 +  ^ 2 ) 3/ 2 dy J _  
Here we have used the substitu tion
<j> d9. (4.10.2)
a  =  y j x2 +  fi2  , [  ’</> d0 .
2^ /x2 +  3 2 7 - i\ J P —]
Substitu ting  (4.10.2) into (4.10.1) gives the expression for a line of constant 
in tensity  as
d y  _  2  “  * (x2  +  /?2} f - l  4 > d 9 ~  ( l 2 +  /?2 ) l /2
s =  ■ 1 1
If we look at the case where |x| then  the second term  in the num erator
of (4.10.3) may be ignored. Similarly we shall only concern ourselves w ith what
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happens on a  dark  fringe, where I q  =  0 implies th a t ta n (a )  =  0. Having done 
so, rew riting (4.10.3) and in tegrating over a  dark  fringe from y  =  —oo t o y  =  +oo 
and  from  x — A x / 2  to  x  +  A x / 2 , (4.10.3) becomes
f +°° _d_ f 1
7 - o o  d V  7 - i
4>dJ9 dy = - 2 A x .  (4.10.4)
At y — ±oo  because we are so far away from the  dislocation, <f) =  0 and the  left 
hand  side of (4.10.4) m ay be rew riten as
d$
(4.10.5)
/ : :  Tv /_ !u e d y = / : :  ^ ^  ^ ^ =+°°)
/» —oo i r l
+ /  =  - 1 ) d y +  <j>(y =  -o o )  dd.J+oo dy J_i
This m ay be done because the second and fourth  term s on the right hand  side of 
(4.10.5) are zero. B ut this is equivalent to  taking a p a th  around the dislocation 
(see figure 4.40). Thus (4.10.5) m ay be rew ritten  as
/  l y  J  t  M  dy = /d<l> = G.  / d A R .  (4.10.6)
By definition the  right hand  integral is simply the  Burgers vector b. The to ta l 
change in x  in following a fringe of constant intensity  from y — — oo to  y =  + 0 0  
is then  given from (4.10.4) and (4.10.6) as
A x  =  7r ( ——  ) . (4.10.7)
Hence we have established relationship between the fringe shift, A x, and the 
expression G.b/27r. Because b is a crystal la ttice vector and G  is a  reciprocal 
la ttice vector, G .b =  2 mr, where n  is an integer. This tells us th a t x changes 
by a whole num ber, n , of units of tt.
112






F igu re  4 .40  P a th  taken  around th e  d is lo ca tio n  line.
Looking at our expression for the diffracted intensity, (4.5.5), we have for large 
values of y and where x  /?, the diffracted intensity may be w ritten as
/?2 sin2 (x)
Jq  «  g 2  W - (4.10.7)
Now before the dislocation is crossed, x  is such th a t x  =  x — mr/2  and s in(x  — 
m r / 2 ) =  ± 1  (i.e. a maximum or minimum). After the dislocation is crossed and 
we are far away from the dislocation line, because we axe changing the argum ent 
in sine by a multiple, n ,  of 7 r /2  it must remain either a maximum or a minumum,
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and  have passed through n  m axim um s and minimum s. Thus n  gives the num ber 
of dark  fringes th a t axe crossed in travelling from y  =  — oo to  y =  + 0 0  across a 
dislocation line.
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C H A PTER  5
S C A N N IN G  T R A N S M IS S IO N  E L E C T R O N  M IC R O S C O P Y . 
5.1 IN T R O D U C T IO N .
In this chapter we shall tu rn  to  the general n-beam  Howie—W helan equations. 
T hen the num ber of diffracted beam s included in the calculations is lim ited only 
by the am ount of com puter tim e and memory, and by the  accuracy of solution 
required. The particu lar case we shall examine is th a t of the  influence of strain  
fields upon High Angle A nnular Dark Field (HAADF) imaging in a  Scanning 
Transm ission E lectron Microscope (STEM ). In the next two sections we shall 
discuss STEM  and HAADF imaging, together w ith a  brief discussion of the 
influence of stra in  fields upon them . In the following section, 5.4, a  detailed 
derivation of the HAADF intensity is presented. This includes bo th  the exact 
intensity  expression and an approxim ation based upon the adiabatic  iteration 
scheme of chapter 3. In the following sections, 5.5 and 5.6, these HAADF 
intensity  expressions will be used to  bo th  sim ulate and in terpret HAADF images, 
for the cases of both  perfect and strained crystals.
5.2  H IG H  A N G L E  A N N U L A R  D A R K  F IE L D  IM A G IN G .
As is done in CBED, in STEM  the incident electron beam  is focused to  a highly 
converged probe, which is scanned across the specimen in a raster or p a tte rn  of 
parallel lines. Figure 5.1 shows the principle behind the instrum ent schem ati­
cally. The illum inating beam , which may be orders of m agnitude brighter th an  a 
conventional TEM  beam , is provided by a field emission source. This is because, 
unlike TEM  where all the points are illum inated a t the same tim e, in STEM
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each po in t in the  ras te r is illum inated  for only a  sm all fraction of the  to ta l ex­
posure tim e. E lectrom agnetic lenses dem agnify the  sm all electron source and  
pro jec t it onto  the  specim en w ith a spot d iam eter which can be 2A or sm aller 
(Pennycook and  Jesson 1991). Scanning coils allow the  th e  probe to  be move in 




F igu re  5.1 P rin c ip les  o f a Scann ing  T ransm ission  E lec tro n  M icroscop e.
D espite the  success of using Z -contrast techniques in STEM  to im age heavy 
atom s on th in  am orphous substra tes  (Crewe, Langm ore and  Isaacson 1975) or 
in  im aging biological specim ens (Crewe 1971; Crewe and  W all 1970), the tech­
niques have been less successful when used to  investigate crystalline specim ens. 
T his is because diffraction plays an  im p o rtan t role in im aging crystalline spec­
im ens and  can significantly com plicate the  in te rp re ta tio n  (D onald and  Craven
11G
1980). In order to  avoid diffraction affects in imaging crystalline specimens, 
Howie (1979) suggested collecting those electrons scattered through high angles. 
This can be done by use of an annular detector. The inner angle of the detector 
is chosen so th a t it cuts out Bragg scattering, whilst the detecto r’s outer angle 
is large enough to  collect nearly all of the rem aining high angle scattered beam. 
The advantage of this is th a t a t increasing angles the Bragg refected beam s 
are progressively replaced by therm al diffuse scattering (TDS) (Hall and Hirsch 
1965). A disadvantage of collecting only those electrons scattered through high 
angles is th a t a smaller proportion of the to ta l electron beam  is detected. How­
ever the advantages in using High Angle A nnular D ark Field im aging more than  
com pensates. HAADF imaging simplyifies the image in terpre ta tion  by both  
simplifying the diffraction effects and by improving the com positional sensitiv­
ity (Pennycook and Jesson 1990).
In conventional HREM  the dom inating scattering process is coherent Bragg scat­
tering w ith TDS playing only a  m inor background role. In contrast in STEM  
as the inner collection angle is increased the  effects of TDS increasingly replace 
th a t of Bragg scattering. Thus in HAADF imaging the  dom inant scattering pro­
cess is the incoherent TDS. This destruction of coherent scattering m eans th a t 
the  intensity  collected a t the lower surface of the crystal will be generated from 
each atom  w ithin the crystal scattering essentially independently of all others. 
C ontrast changes due to  orientation are then  replaced by contrast changes due 
to  channelling.
As we have been doing, we shall continue to  use a Bloch wave in terpretation . 
We shall see th a t this allows a clear and easily in terpretab le insight into the
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form ation of images in HAADF. Because the only scattering collected is th a t 
which is scattered  through large angles, in effect only the  tightly  bound Bloch 
states make any significant contribution to  the image. The scattering is thus 
m ade in proportion to  electron intensity a t the atom ic sites. Clearly the  Is 
states, which are the  m ost tightly  bound, will contribute the m ost and need be 
considered alone (Pennycoook and Jesson 1991). It is reasonable to  assum e th a t 
when the Is  states on one string are so tightly  bound th a t they do not overlap 
significantly w ith the Is  states on other strings, the intensity  which is initially 
incident upon a string will be channelled down th a t string and so will allow a 
simple column by column interpretation.
HAADF imaging in STEM  can thus be described in simple term s as the chan­
nelling of the incident beam  along the Is  states of the axial columns of atoms. 
Due to  the destruction of Bragg scattered waves there is no contrast reversal 
w ith thickness or focus, and little  com plication due to  diffraction effects. The 
image seen in a  HAADF m icrograph will then  be representative of the  sca tter­
ing source and can provide a clear, simple and unam biguous determ ination of 
atom ic structures (see for example Pennycook et a1 1986; Pennycook and Boater 
1988; Pennycook 1989 or Pennycook and Jesson 1991) w ith resolutions of order 
only a few A.
5 .3  H A A D F  A N D  S T R A IN  F IE L D S .
We now tu rn  to  the question of how stra in  will affect HAADF images. F irst, 
in this section let examine w hat happens using only a simple argum ent, leaving 
the  detailed analysis to  the following sections. It is well known th a t stra in  fields 
m ay seriously alter conventional HREM  images (Hum phreys 1979; Hirsch et a1
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1977). For example, stra in  may greatly complicate the in terpre ta tion  of edge- 
on interfaces between lattice m ism atched m aterials. In contrast however, there 
is reason to  believe th a t HAADF images may be m uch less sensitive to  strain  
th an  conventional HREM  imaging. Recently Pennycook and coworkers have 
presented a num ber of papers on HAADF imaging, in which crystal interfaces 
are exam ined (see for example Pennycook and Jesson 1990, and o ther papers 
m entioned in this chapter). In these images it appears th a t interfacial strains 
do not greatly, if a t all, affect the HAADF images.
W hy should this be so? In conventional HREM  the  image arises from the in ter­
ference of several diffracted beam s, each of which is governed by all the excited 
Bloch waves in the specimen. The stra in  field causes transitions between the 
Bloch waves, affecting their am plitudes and phases, and therefore changing the 
details of the  HREM  image. In HAADF imaging the only Bloch waves which 
contribute significantly to  the form ation of an image are those which are tightly 
bound to  the atom ic strings (Pennycook and Jesson 1991). In effect this means 
only the Is  states need be considered, and hence the relative phases of different 
Bloch waves are less im portan t. Because the Is  states are tightly  bound it is 
reasonable to  expect they will be able to  follow the bending of atom ic strings 
and so are relatively unaffected by strain.
Two illustrations of this are shown in figure 5.2, where the  crystals are deformed 
by small stra in  fields. In figure 5.2a all of the  atom ic columns are deformed 
in exactly the same m anner. The incident beam  is then channelled down the 
columns by the  Is  states and the emerging intensity d istribution  is unchanged 
from th a t of the  top surface. Similarly in figure 5.2b although the  columns are
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F igu re  5 .2a  C rysta l w here the
a tom ic  co lu m n s are deform ed in an identi cal m anner.
f ig u r e  5 .2b C rysta l w here th e  at
om ic co lu m n s are deform ed in d iffering ways.
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deformed in different ways, the atom ic arrangem ent a t bo th  surfaces is the same. 
The spatial arrangem ent of the channelled intensity  for bo th  figures is then 
identical to  th a t a t the top surface and the deform ation will have little  effect on 
the images.
5 .4  H A A D F  IN T E N S IT Y .
Here in this section we shall derive an expression for the HAADF intensity  at 
the bo ttom  surface of a strained crystal using adiabatic iteration. We shall 
presum e for the  mom ent th a t absorption plays only a  m inor role and need not 
be considered. It may of course be included adding an im aginary component 
i V 1 to  the real la ttice potential, as was done in section 4.9 for the 2-beam  case. 
Later in this chapter we shall only concern ourselves w ith those cases where 
absorption may realistically be ignored. F irst the general HAADF intensity is 
derived and then  simplified by use of the adiabatic iteration  scheme.
From (3.1.22) the  electron wavefunction a t a point (R , z)  inside the deformed 
crystalline specimen may be w ritten  as
V>(R,*)= J dKj2e’(K,z)T’(K,T)exp(-^ JZs^K,z')dz'). (5.4.1)
1 ' i B Z  j
Here we have, as we shall continue to  do so, assum ed there is perfect coherence 
in the incident beam . We have in tegrated  over the wavevector, K , in (5.4.1) 
because the effective probe diam eter is of order an atom ic distance or smaller 
(i.e. high resolution). The uncertain ty  principle states th a t the position of a 
beam  can only be described precisely if it is m ade up from an infinite range of 
wavenumbers. For convenience we shall define the integral in K  space to  be 
over the first Brillouin Zone (BZ) only. This is done purely to  make the algebra
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easier and in does not affect the intensity calculation. Later, when we derive 
an expression for the boundary conditions, we shall re tu rn  to  the full extended 
Brillouin zone. The 2-dimensional (R ) Bloch states of (5.4.1) a t dep th  2  are 
given by
r J(K , r)  =  e x p ( V ( K ,z ) ) ] T  c 4 (K ,z ) e x p ( i{ K  +  G } . {r _ A R } ) .  (5.4.2)
G
As discussed in section 5.2 an expression for the HAADF intensity from  a crys­
talline specimen of thickness T, due to  an incident probe a t position ( R o , 0 )  on 
the  top surface can be approxim ated by sum m ing the intensity  scattered from 
each individual atom , a t site ( R * , 2) ,  in the specimen,
T
I (  R o , r ) o c £ ; y > ( R i , z ) | 2 . (5.4.3)
z = 0 i
Because we are looking at a  zone axis the atom s will form strings w ith  coordi­
nates R t . But as we have already m entioned in section 2.2, the wavefunction 
varies slowly and sm oothly in the 2  direction. Thus the sum  over 2  in (5.4.3) 
m ay be simplified by replacing the sum over 2  w ith  an integral, giving
I ( R 0 , T )  f  dz \4>(Ri, z ) \ 2 . (5.4.4)
i J o
S ubstitu ting  (5.4.1) into (5.4.4) the HAADF intensity  m ay be approxim ated as
/ ( R o , T ) o c  /  *  /  *  5 /  dz  y V ' V , R i , * ) r J ( K , R , , z )
1 ' * B Z  1 0  *
eJ( K , z ) e 3' ( K ', 2 ) e x p ( ^ ^  {-^ (K ', 2 ')  — sJ(K ,  z ')}dz ') .  (5.4.5)
We shall now take some com plicated paths in order to  make the  HAADF inten­
sity expression, (5.4.5), easier to  bo th  analyse and com pute. F irst let us look
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at the  sum over i. The i dependence enters the  intensity  expression (5.4.5) only 
th rough  the Bloch states, given by (5.4.2). For a  perfect crystal the  position of 
each atom  in the 2-dimensional R  plane may be m ore conveniently w ritten  as
R i =  L T
where L is a lattice vector and R x is the position of the  x th atom  in the  unit cell. 
The effects of the stra in  field now enters through the changes to  the  position of 
the  x th atom  R x , which becomes R x — ► R x — AR(^) The sum  over i is then  
replaced w ith sums over L and %, i.e.
E - E E -
* L x
The sum  over i becomes 
^ r j/ (K ', r ) r J(K , r)  oc ^  CJG, (K ', z)C^(K,  z)  exp(z7 J (K , z) -  *7 J'( K #, z))
i G G '
exp(i{K  +  G -  K' -  G'} • {L +  R x -  A R }) .
l x
(5.4.6)
Now in (5.4.6) G  is a reciprocal la ttice vector and L is a  lattice vector, hence 
exp(z{G — G '}  • L) =  1. Also exp(z{K — K '}  • L) =  £k,K ', where N  is a
norm alising constant (Ziman 1979). This is because we are only concerned w ith 
elastic scattering and, for the m om ent, restricting the wavevectors to  lie w ithin 
one Brillouin zone. Upon substitu ting  (5.4.6) back into (5.4.5) and  using the 
delta  function, the  expression for the  HAADF intensity becomes
J ( R o , T ) o c ^  f  dK j  dzej (K,z)ej '' (K,z)  
i f  J b z  J°
e x p ( ^  J  W ’(K,z' )  -  sJ( K ,2' ) } d /)e x p ( i7 -’(K ,z )  -  t7 J'(K ,z ))
E C 4 (  K,z)C&, (K, z )  ^  exp(i{G -  G'} • {R x -  AR}). (5.4.7)
G G '  x
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This may be rew ritten  more convieniently as
I ( R o , T ) «  dz \Ax ( K , z ) \ 2 (5.4.8a)
x 0 1**11 z
where
A x ( K , z )  =  ^ V ( K , z ) e x p ( - ^  J  s3 ( K , z ' ) d z ' )
« p ( » y ( K ,* ) ) £ )  C&(K,*)exp(iG ■ {Rx -  AR}).
G
(5.4.86)
Ax (K ,z )  is effectively the Fourier transform  of the wavefunction z/>, (5.4.1). 
It describes how the am plitudes of the waves th a t contribute to  ip vary w ith 
wavenum ber K  and specifies the wavegroup as completely as does ip. Thus
(5.4.8) indicates th a t, due to  the large collection angle, all coherent contributions 
have been lost and the relative phase inform ation from atom s inside the  crystal 
are ignored. The intensity is in effect formed by squaring the wave am plitudes, 
A x ( K , z ) ,  sum m ing over all atom  types in the crystal in tegrating over the  crystal 
thickness from z = 0 to z = T  and integrating over K .
B o u n d a ry  co n d itio n s.
In order to  proceed further we need an expression for the excitation am plitudes 
a t the  top  surface, z = 0. We shall now derive such an expression.
Let the incident probe a t ( R o , 0 )  be w ritten  as
^ ( R , R o , 0 ) =  J  d K  P (K )ex p (« K  • { R  — R o } ) .  (5.4.9)
al l  space
where P (K )  is a function which desribes the shape of the incident wavefunction. 
The incident probe is in tegrated  over the whole of K  space. In order to  derive 
the boundary conditions we shall m ultiply the right hand sides of (5.4.1) and
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(5.4.9) by r 3 , where
T>'" (K ', R ) =  ^ 2 c £  (K ', 0 )  exp(—i{K ' +  B }  • R )
B
and the wavevector K ' lies in the first Brillioun zone. We shall then  integrate 
over all R  space. Doing so to  (5.4.1), gives
/  d K ^ e' ( K , 0 ) / ( K ' , R ) r i ( K , R )
l ' * B Z  3
=  [  dK £  e>(K, 0 )  J 2  c £  ( K ' ,  0 ) C 4 ( K ,  0 )
1  **BZ 3 G B
/  e X p ( i { K  +  G  -  K ' — B }  • R ) 
=  f  J K £ e > \ K , 0 ) 2 2 c £ ' ( K ' , 0 ) C i ( K , 0 ) S a B S ( K - K ' )
1 »*BZ 3 G B
=  / ( K ' , 0 ) .  (5.4.10)
Here A c is the unit cell size, and so N A C is a norm alising constant.
Similarly doing the same to  (5.4.9) gives
J  dKP(K) Y, Cb (k '> 0) e x p (- iK  • R ») /  ^  exp(i{K  -  K ' -  B} • R )
al l  space
=  j  d K P (K ) ^  C g *  (K ', 0 )  exp(—iK  • R o)6(K  — (K' +  B ) )
Bal l  space
=  £ p (  K ' +  B )c £ '(K '>  0 ) exp(—i { K / +  B }  • R o ) .  ( 5 . 4 . 1 1 )
B
B ut a t z  =  0 (5.4.1) and (5.4.9) are equal to  one another. Hence equations,
(5.4.10) and (5.4.11) are also equal to  each other a t 2  =  0. The boundary 
conditions are thus given by
6 > ' ( K ' , 0 )  =  ^ P ( K '  +  B ) c 4 " ( K ' ,  0 )ex p (-* {K ' +  B }  • R 0 ). ( 5 . 4 . 1 2 )
B
Note th a t in substitu ting  (5.4.12) back into (5.4.1) we re tu rn  to  the  extended 
Brillouin zone. A lthough we have restricted  K ; to  the 1st Brillouin zone, incident 
waves w ith K ' +  B  all contribute to  e(K ;).
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A d ia b a tic  a p p rox im ation .
Thus far, w ithin the  approxim ation m ade in chapter 2, and  ignoring absorp­
tion and inelastic scattering, equation (5.4.8) is exact. It is however very tim e 
consum ing to  solve com putationally, due to  the excitation am plitudes, eJ , still 
being z  dependent. To solve it would require finding e3 a t each depth  2  in the 
crystal. This in tu rn  would require solving the respective first order differential 
n  x n  m atrix  equation at each 2 .
In order to  simplify the com putation we shall use the adiabatic  itera tion  approx­
im ation theory derived in chapter 3. In adiabatic approxim ation the excitation 
am plitudes, eJ , are approxim ated as being constant and equal to  the ir initial 
value a t the top surface of the crystal (5.4.12).
M aking the adiabatic  approxim ation by substitu ting  (5.4.12) into (5.4.8), the 
intensity  expression becomes
J ( R o , r ) o c ^  j  d K  exp(i{B ' — B} • R 0 )P (K  +  B )P * (K  +  B ')
i f  i J s z  BB'
p T  r z
c £ (K , 0 )6 3 , (K , 0 ) /  dzexp( i  /  {s3’( K , z ' )  — s3 (K ,  z ' ) } d z ' /2 k )  
Jo  Jo
e x p ( i i J( K , z )  - i i 3 ' ( K , z ) )  ^  C JG( K , z ) C JG, (K ,z )
G G '
exp(j{G  -  G '}  • i{ R x -  A R }). (5.4.13)
Equation (5.4.13) may be significantly simplified by m aking the  substitu tions
T hen the HAADF intensity from a convergent beam  probe centered on (R , 0) 
may be w ritten  as
/(R o , T )  oc exp(z’H  • H o)Uh (T)  (5.4.15a)
H
where
U h (T )  =  ?  /  (fK P (K )P * (K  +  H )C j (K , 0 )C j^ (K ,0 ) J dz
^  al l  space
y ^ C |( K , z ) C ^ +H( K , z ) e x p ( - ^  f  { s 3 ( K , z ' )  -  s3 ' ( K , z ' ) } d z ' )  
SS'
exp(z{7 J (K , z) — 7 j (K , z )})  exp(z{S -  S'} • { R x -  A R })
x
(5.4.156)
and we have re tu rned  to  an extended zone scheme. The HAADF intensity  can 
thus be approxim ated as a  Fourier series expanded in term s of the  reciprocal 
la ttice  vectors H . This reflects the periodic natu re  of the scattering potential. It 
should be noted th a t the wavevector K  is now allowed to  range over the  complete 
Brillouin zone. The advantage of (5.4.15) over the previous intensity expressions 
lies in its ease of com putation. Because the probe postion Ro enters the  intensity 
expression only in the Fourier exponential, (5.4.15a), the Fourier coefficient U u , 
(5.4.15b), need only be evaluated once. This repesents a considerable saving in 
com puting tim e, because the m ost costly term  to  evaluate is Uu.
In the  case of a  perfect crystal, (5.4.15), is of course exact. Sim ilar to  the results 
presented in chapters 3 and 4, equation (5.4.15) will also give the exact solution 
for a crystal containing straight parallel tilted  planes.
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5 .5  H A A D F  IM A G IN G  A N D  A D IA B A T IC  A P P R O X IM A T IO N S .
In this section we shall compare the two lowest order adiabatic approxim ations 
w ith the exact solution. As discussed in section 3.1, this may be done by us­
ing equation (3.1.29), however it is bo th  im practical and expensive in com puter 
tim e to do so. We could also use the intensity expression (5.4.15) to compare 
and contrast the approxim ations w ith the exact intensity results. However this 
again is expensive in com puter tim e and for the exact solution it would only be 
practical to  use (5.4.15) a t a single orientation. R ather we shall use the  wave­
function, (5.4.1), as a basis to  com pare the three solutions. E quation  (5.4.1) 
gives the wavefunction of the electron beam  at a  point (R , z) inside the  crystal. 
It is valid for bo th  the exact solution and adiabatic approxim ations. The ap­
proxim ate wavefunctions differ from the exact wavefunction only by those term s 
which are dependent upon z.
To this end we m ay separate out the  z  dependence by rew riting (5.4.1) as
V >(R ,z)=  / d K ^ e x p ( t { K  +  G } - { R - A R ) ^ G (K ,z ) , (5.5.1)
^ G
where for the exact solution
^ G act{K , z )  = 6-7 (K , z )C q (K , z )  exp(z7 J(K , z) exP (—  ^J  s3 (K ,z ' )d z ' ) .
j  o
(5.5.2a)
Similarly the first order unmodified and modified adiabatic approxim ation ex­
pressions for tpG are respectively




^ “•(K,*) =  X)e»‘(K ,0)C 4(K ,*)ex p ( - ^  j ’ s \ K , z ’)dz’). (5.5.2c)
j 0
The ex tra  notation  used here, C  etc was defined in section 2.7. The only 
difference between the adiabatic approxim ations and the  exact solution is then 
th rough  the expression for t/>g • We shall analyse how good the approxim ations 
are by com paring the relative am plitude factors using (5.5.2).
If the adiabatic  approxim ations gives results which are in close agreem ent w ith 
the  exact calculations, it follows th a t in terband scattering m ust be relatively 
weak, i.e. the  Bloch waves re ta in  their own identity  and are not strongly coupled. 
In th is case, the  effect on the ADF-STEM  image should be small because the 
Is  s ta te  acts more-or-less independently of the o ther Bloch states and if its 
am plitude is not changing, its contribution to  the intensity  on the atom ic sites 
will not be strongly affected. The varying phase relationships w ith the other 
Bloch waves are un im portan t here, although they would of course m a tte r for 
conventional HREM  imaging.
We shall take a simple test case, the [111] axis of Silicon (Si), and include only 
13 beam s in our m any beam  calculations. The accelerating voltage is lOOkV. 
The s tra in  is caused by a model screw dislocation running th rough the  center of 
a 2 0 0 A thick crystal, and the stra in  is varied by looking at the  lattice d istortion 
this would cause a t various distances from the dislocation core. This particu lar 
s tra in  field is chosen for convenience, bu t the results here are applicable to  any 
distortion. The stra in  is quantified by a param eter /  which gives the  ra tio  of 
the  m axim um  angle through which the (2 2 0 ) la ttice planes are tu rned , relative
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to  the (220) Bragg angle,
/  =  — =  (5.5.3)
9b  y 1
The results are shown in tables 1 to  4. These give the am plitude and phase for 
the  reflections (000), (220) and (422), a t the exact zone axis orientation, for four 
values of the stra in  param eter f. The (220) and (422) results are representative 
of the  o ther (220) and (422) type reflections.
Table 1 represents the case of a  perfect Si crystal (or one containing a dislocation, 
such th a t we are so far away from the core th a t there is no effective distortion). 
In such a case adiabatic theory is exact and the adiabatic  solutions, (5.5.2b and 
c) agree w ith the exact solution (5.5.2a). We see th a t alm ost all of the HAADF 
intensity  is contained in the undiffracted (0 0 0 ) beam , w ith the  am ount in the 
(220) beam  being an order of m agnitude sm aller and th a t of the (422) an order 
sm aller still. (Note ampl. =  am plitude).
Table 1 Perfect crystal
f =0.0
exact solution zeroth order first order
(hkl) ampl. phase ampl. phase ampl. phase
(000) 0.93 1.17 0.93 1.17 0.93 1.17
(220) 0.15 -0.08 0.15 -0.08 0.15 -0.08
(422) 0.02 0.11 0.02 0.11 0.02 0.11
Table 2  shows the  results for the case of a Si crystal containing a central screw 
dislocation. The probe is 158A perpendicular distance away from the dislocation
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core. At th is distance the (220) lattice planes are tilted  through a ten th  of the 
(220) Bragg angle; /  =  0.1. For this /  factor, there is almost no change in 
the unm odified adiabatic approxim ation result. In contrast bo th  the adiabatic 
modified and the exact am plitude factors have changed slightly. The adiabatic 
modified approxim ation is in alm ost perfect agreem ent w ith the exact am plitude 
factor.
Table 2. Deformed crystal 
perpendicular distance=158A 
f = 0 . 1
exact solution zeroth order first order
(hkl) ampl. phase ampl. phase ampl. phas e
(000) 0.89 1.21 0.93 1.17 0.89 1.21
(220) 0.20 -0.06 0.15 -0.09 0.20 -0.02
(422) 0.05 -0.08 0.02 0.11 0.05 -0.07
Now the  adiabatic  approxim ation assumes the excitation am plitudes to  be con­
stan t (section 3.1). Hence whenever the exact and modified am plitude factors 
ipG are in good agreem ent, the excitation am plitudes e3 are unchanging and 
there  is is no significant in terband scattering. The am plitudes of the  Is  states 
then  rem ain the same, though the phases may change, and the  electrons are be­
ing channelled in the (modified) Is  states. Because the relative phases are less 
im portan t in HAADF than  in conventional imaging, the channelling Is  states 
will produce no change to  the image. Table 2 thus indicates th a t a t this level
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of s tra in  the  modified approxim ation follows the lattice bending as well as the 
exact solution, and it is expected th a t an HAADF-image should therefore not 
be affected by the dislocation’s stra in  field. Table 2 also shows th a t the dislo­
cation causes am plitude from the undiffracted (0 0 0 ) beam  to be scattered into 
the  diffracted beams.
Table 3. Deformed crystal 
perpendicular distance=79A 
f = 0 . 2
exact solution zeroth order first order
(hkl) ampl. phase ampl. phase ampl. phase
(000) 0.78 1.25 0.93 1.17 0.83 1.26
(220) 0.20 -0.01 0.15 -0.09 0.22 0.11
(422) 0.06 0.12 0.02 0.11 0.06 0.12
In table 3 the wavefunction coefficients are shown for stra in  param eter /  =  0.2, 
or a t 79A from the  dislocation core. Here we see th a t the modified approxim ation 
is beginning to  fail to  follow the  exact solution, or the  lattice bending. However 
a t this /  factor the modified results are still good enough to  expect its image to 
be alm ost identical to  th a t of the exact image. In a conventional high resolution 
microscope, it would be expected th a t a t this distance, a stra in  field would 
clearly and visibly affect the image. In contrast in HAADF imaging, the image 
is not expected to  be significantly altered from th a t of the perfect crystal image. 
At this /  factor a  stra in  field would still be invisible in HAADF.
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By the  tim e the stra in  param eter increases to  /  =  0.3 (see table 4), a t 53A from 
the  dislocation core, the  modified approxim ation is clearly failing. Its am plitude 
values are not changing as fast as those of the exact solution, th a t is the  modified 
approxim ation can not follow the rapidly bending lattice planes. At this level 
of s tra in  param eter, or greater, it is expected th a t the  stra in  field would affect 
the  HAADF image and so be visible.
Table 4. Deformed crystal 
perpendicular distance=53A 
f = 0 .3
exact solution zeroth order first order
(hkl) ampl. phase ampl. phase ampl. phase
(000) 0.69 1.32 0.93 1.17 0.80 1.32
(220) 0.21 0.10 0.15 -0.10 0.27 0.34
(422) 0.08 0.46 0.02 0.11 0.07 0.44
Tables 1 to  4 imply th a t for a  Si crystal in the (111) direction, HAADF imaging 
will be relatively insensitive to  stra in  fields until the stra in  param eter is greater 
th an  /  =  0.2. For stra in  param eters smaller th an  this, the stra in  field will be 
invisible to  the HAADF image. These specific results can be carried across to 
m ore general results. We should expect th a t for any crystal, where the  Is  states 
on the  axial columns do not overlap, stra in  fields will not influence a HAADF 
image until the stra in  param eter becomes quite large (of order /  >  0.2). HAADF 
im aging is then, com pared to  conventional high resolution imaging, relatively 
insensitive to  small strains.
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5 .6  H A A D F  A N D  T IL T E D  P L A N E S .
Here in this section we shall look a t the  case of a  crystal containing straight 
parallel tilted  planes, figure 5.2a. This m ay be thought of as an  idealised case 
of a  crystal containing very slowly bending planes, figure 5.2b. The reason 
for looking a t crystals w ith  tilted  planes, as was discussed in section 2.7, is 
th a t the  modified Howie-W helan equations may then  be solved exactly. Such 
solutions, and  their in terpreta tions, are expected to  be good approxim ations to 
m ore realistically deformed crystals which contain slowly bending planes.
To begin w ith we shall first look a t how the  incident wavefunction is affected as 
it travels through the  crystal. Two cases will be examined, those of a  perfect 
and  of a deformed crystal. In b o th  of these cases we shall look at w hat role the 
potential plays, by first switching it off (so th a t there is no deforming crystal) 
and then  switching it back on again. Having examined how the wavefunction 
will behave, we then  tu rn  to  the  appearence of the  sim ulated HAADF images.
We shall take for our exam ple the  case of a  lOOkeV electron probe w ith a  G aus­
sian distribution  (w idth 1.5A) incident upon a 1000A Silicon crystal in the  [100] 
direction. The calculations are m ade from  (5.4.1) (eJ constant and r 3 s 3 ’’m od­
ified” solutions) w ith 1600 orientations in the K  integral, all of which are in the 
first Brillouin zone (e3 is given from (5.4.12)), and w ith 21 diffracted beam s. 
A bsorption is not included in the  calculations. The absorption length for the  Is  
states a t Si [100] a t lOOKeV is of order ~  1500A or more (found using a B ird &: 
King (1990) calculation), so absorption is not expected to significantly a lter the 
details of the image, b u t ra th e r to  reduce the contrast slightly. Figures 5.3 and 
5.4 represent diagram atically probe wavefunctions incident upon a crystal. The
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figures shows a slice taken th rough  the  R  plane and a t depths z  — 0 ,500 and 
1000A. In figures 5.3a and 5.4a the  probe is initially incident upon an atom  site, 
whilst in figures 5.3b and 5.4b the  probe is incident between atom ic sites. The 
distance between the  atom s in the  R  plane a t Si[100] is 1.92A, hence the probe 
(G aussian w idth 1.5A) does not significantly overlap the neighbouring atom s. 
Figure 5.3 shows how the  incident probe develops as it travels th rough a  crystal 
w ith no potential. This calculation is done by simply scaling the  Fourier coeffi­
cients of the potential down by a  factor of a  1000. In contrast figure 5.4 shows 
how the  incident probe wavefunction changes as it travels through the  crystal 
which contains a  deforming poten tia l (Si[1 0 0 ]).
As we should expect, the  probe spreads out greatly when there is no potential, 
and shows no preference for where the  probe is initially sited. Switching the 
potential back on, figure 5.4, and looking a t the  case where the probe is sited on 
an atom ic site, figure 5.4a, we see th a t a t 500A the probe has spread out slightly, 
bu t it still does not overlap neighbouring atom s. In contrast for the  probe sited 
between atom s, in figure 5.4b, th e  probe has spread out to a  greater degree. 
Both cases though, figures 5.4a&b, show the  incident probe being held together 
to  a  g reater degree when com pared to  th a t for no potential, figures 5.3a&b. This 
can be understood in term s of the  channelling or focusing of the wavefunction 
by the  atom ic strings. It is the  crystal po tential itself which a ttem pts to  hold 
the probe wavefunction together as it travels through the crystal. This occurs 
b e tte r for the tightly  bound states of the potential than  those less well bound. 
If we were to take a  scan across the  crystal (i.e. form a HAADF image) then 
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F igu re 5.3 P ro b e  in ten sity , in c id en t upon a c ry sta l w ith  no p o ten tia l, on th e  a tom ic  
s ite s . In figure 5 .3 a  the probe is in c id en t upon an a to m ic  s ite , w h ilst in figure 5 .3b it  
is in c id en t betw een  a tom ic  s ite s . T h e figures show  how th e  in ten sity  has spread  ou t
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F igu re  5.4 P ro b e  in ten sity , in c id en t upon a silicon  c ry sta l, on th e  a to m ic  s ite s . In 
figure 5 .4 a  th e  probe is in c id en t upon an a to m ic  s ite , w h ilst in figure 5 .4b  it is in c id en t  
b etw een  a to m ic  s ite s . T h e  figures show  how th e  in te n sity  has spread ou t at d ep th s
2 =  0 ,5 0 0  and 1000A.
137
squared) of the wavefunction a t th e  atom ic sites for the  probe centred on an 
atom ic site to  th a t when the  probe is centred beween atomic sites. For a 
500A thick Silicon crystal th is in tensity  ra tio  is of order ~  2 (see figure 5.4). 
Thus we should expect to  see the  atom ic strings being imaged in a  HAADF p a t­
tern , w ith the intensity from the  probe sited between atom ic strings form ing the  
background. The atom ic strings are expected to  to  well resolved and completely 
distinguishable from each o ther provided th e  Is  states do not overlap.
At 1000A sim ilar results to  those a t 500A are seen, though in travelling a fu rther 
500A the incident wavefunction has spread out to  a  far greater extent in bo th  
cases. The ra tio  between the  am plitude of the  probe initially centered on an 
atom ic site to  th a t centered bew teen atom ic sites is somewhat sm aller th an  a t 
500A, being of order ~  3 /2 . B ut th is is still large enough to  give good, well 
resolved, though slightly reduced, image contrast.
Figures 5.5 and 5.6 are of the sam e form  as figures 5.3 and 5.4 respectively, 
except now the Silicon crystal contains stra igh t parallel tilted  planes. The tilt 
is such th a t the atom ic planes are shifted by three atomic spacings in the  R  
plane in travelling through a dep th  of lOOOA. In this case, the (220) planes are 
tilted  by $ = arctan(16.29/1000) ~  0.016 rad ians, whilst the respective (220) 
Bragg angle is 6 b  ~  0.017. The tilt param eter is then from (5.5.3) /  ~  1. If 
the potential is switched off, figure 5.5, then  as before there are no changes from 
figure 5.3. However if we exam ine the  case where there is a  potential (figure 5.6), 
then  when the probe is initially centered on an atom  site we see only a  slight 
difference to  th a t of figure 5.4a. This m ay be seen by comparing the spreading,
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F igu re  5.5 P ro b e  in ten sity , incid en t upon  a t ilte d  c ry s ta l w ith  no p o te n tia l,o n  the
a to m ic  s ite s . In figure 5 .5 a  th e  probe is in c id en t upon  an a tom ic  s ite , w h ilst in figure
5 .5b  it  is in c id en t betw een  atom ic  s ite s . T h e  figures show  how th e  in te n sity  has spread
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F igu re  5.6 P ro b e  in ten sity , in c id en t upon a silico n  cry sta l w ith t ilte d  co lu m n s (t i lt  
p aram eter  /  ~  1 ). on th e  atom ic  s ite s . In figure 5 .6a  the probe is incid en t upon an 
a to m ic  s ite , w h ilst in figure 5 .6b it is in c id en t betw een  atom ic  s ite s . T h e  figures show  
how th e  in te n sity  has spread ou t at d ep th s  £  =  0, 500 and 1000A.
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shape and the am plitude of the  un tilted  and  tilted  crystal wavefunctions. At 
500A the  incident wavefunction has followed the  tilted  strings almost perfectly. 
By 1 0 0 0 A the probe is still following the  tilting  quite well bu t has a  small 
residue which has not followed the  tilting . In  contrast to  this, when the  probe 
is initially centered between atom ic sites, figure 5.6b, the  wavefunction does not 
follow the  tilting  so well. At 1000A we see th a t the  center of the wavefunction 
appears to  have been shifted by 2, and  not by 3, la ttice spacings. There is thus 
a  p a rtia l following of the tilting , which occurs in  a  com plicated m anner. This is 
because m ost of the intensity  is initially  focused between the atomic sites and 
there is a  higher excitation of less bound  states. The complicated na tu re  of the 
wavefunction arises from the  com bination of the  scattering by the less tightly 
bound states, which do not follow the  tilting , and  the tightly  bound states which 
do.
From these calculations we can expect th a t the  effect of tilting the planes on 
an HAADF image is to  first spread out the  image in  the direction of the tilting  
and second to  reduce the  contrast. For crystals whose planes are only slightly 
tilted, /  ~  0 .1  or less, the image is expected to  show no differences from th a t 
of an untilted  crystal. As the  tilt angle becomes larger the HAADF image will 
s ta rt to  lose contrast and  become sm eared.
Figures 5.7 to  5.10 show the  com puted first order adiabatic HAADF image of 
Si[100]. The crystal is 1000A thick. They were calculated by use of (5.4.15). As 
for the LACBED patte rn s of chapter 4, the  HAADF patterns (of this and the 
next section) consist of a 64 by 64 grid  in which each square is shaded according 
to  a scaled intensity a t th a t point. T he scaling is different for each pa tte rn  w ith
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F igu re  5 .7  H A A D F  p a ttern  for u n tilted  S ilicon  c ry s ta l in th e  [100] d irection .
'
F igu re  5.8 H A A D F  p attern  of a S i[100]. T h e  cry sta l p lan es have been tilte d  by
/  =  o.i.
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F igu re  5.9 H A A D F  p a ttern  of a t ilte d  S ilicon  c ry s ta l in th e  [100] d irec tion . T he  
c ry s ta l p lan es have been  tilted  by f  —  0 .5 .
F igu re  5 .10  H A A D F  p a ttern  of a t ilted  Silicon cry sta l in th e  [100] d irec tion . T he  
cry sta l p lan es have been tilted  by f  =  1 .0 .
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the greatest intensity (sca le= l) represented by a completely white square. O ther 
intensities are then  shaded relative to
this. Figure 5.7 shows the com puted HAADF p a tte rn  for an un tilted  Silicon 
crystal in the [100] direction. The pa tte rn  shows th a t the atom ic strings do not 
overlap and  are well resolved. In figure 5.8 the atom ic planes have been slightly 
tilted , by a ten th  of a  Bragg angle ( /  =  0.1). The p a tte rn  shows no noticable 
difference from th a t of the untilted  pattern . Thus the intensity is channelled 
alm ost perfectly down the tilted  atom ic strings by the tightly  bound states. Next 
in figure 5.9 we increase the tilt, so th a t it is now by half a  Bragg angle ( /  =  0.5). 
The HAADF p a tte rn  again shows almost no differences from th a t of the  untilted  
p a tte rn , figure 5.7. There is a  slight loss of contrast and spreading by 1 0 0 0 A, 
which in an actual experim ental m icrograph would probably be unnoticable. 
Figure 5.10 shows an extrem e example, where the tilt is by a whole Bragg angle 
( /  =  1.0). The contrast is quite noticably reduced and the spreading become so 
great th a t the atom ic strings axe no longer individually resolved. These results 
indicate th a t not only do the tightly bound states channel the intensity  down 
the atom ic strings, so th a t they axe well resolved, bu t th a t this is done so well 
th a t HAADF imaging can handle very large strains w ith little  or no noticeable 
difference.
5 .7  E X P E R IM E N T A L  R E SU L T S .
Figure 5.11 shows a m ontage of Si[l 10] as a function of crystal tilt. The letters 
denote the crystal orientation relative to the large angle electron channelling 
p a tte rn  shown, which is formed by rocking the beam  at the specimen and col­
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lecting the high angle scattering. The point G corresponds to the centre of a 
displaced 11  m rad objective aperture, and at this stage no image is present. 
The distance A — C  is approximately 5.5 m rad correspoding to G \n .  All of the 
m icrographs show the same image pattern  formed, and this is tha t formed at 
the surface. HAADF imaging gives rise to a surface probe profile, which is then 
channelled through the crystal. The experim ental results show tha t the m ajor 
effect of tilt is to decrease the peak to background contrast in the image, though 
the form of the image remains the same.
F igu re  5.11 M on tage  of H A A D F  im ages o f S i[ l 10] taken  as a fu n ction  o f cry sta l tilt 
(c o u r te sy  o f D E Jesson ). T h e  im a g es show  how in se n s itiv e  H A A D F  is to  sm all stra in s.
T h e  effec ts  o f cry sta l t ilt  being  to  decrease  th e  im age co n tra st bu t not to  chan ge the  
im a g e ’s form .
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Figure 5.12 shows a HAADF micrograph of Si /S ieGe^  superlattice structure 
which contains an edge dislocation in the Silicon. We can see th a t far away 
from the edge dislocation the image shows a clear unaffected pattern . It is only 
close to the centre of the dislocation, within a few (2 0  or less) atomic spacings, 
tha t the dislocation has any affect upon the image. There is also a fairly sharp 
boundary betweeen the affected and unaffected areas.
F igure 5.12 H A A D F  im age o f S i  S i q G c 4 which co n ta in s an edge d is lo ca tio n  (cour­
te sy  o f D E J esso n ). A lth o u g h  the d islo ca tio n  clearly  a lters th e  im age c lo se  to  its  
core, away from  th e  core cen tre  th e  im age appears rela tiv e ly  un affected .
These experimental results hence confirm the prediction tha t HAADF imaging 
is fairly insensitive to small tilts or small strain fields. Both images show th a t
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the  im age formed is th a t seen a t th e  surface, and  indicate th a t th e  channelling 
is done by the Is  states. T ilting th e  crystal simply reduces the  excitation of the 
Is  s ta tes relative to  the  other states (background).
5 .8  C O N C L U S IO N S .
W ithin  th is chapter we have concerned ourselves w ith  the  effects of strains on 
HAADF imaging. In section 5.4 an  expression for the  HAADF intensity from 
a s tra ined  crystal was derived. A lthough th is expression m ay be found exactly 
(or to  any desired accuracy), in practice approxim ation m ethods are used. The 
ad iabatic  iteration scheme was shown to  be useful and  illum inating for crystals 
w ith sm all strains. We have seen th a t  the  electron intensity  in  HAADF imaging 
a ttem p ts to  follow any lattice bending and  does so m ost successfully for the 
tightly  bound Is  states. For small s tra ins ( /  <  0.2 in the  exam ple discussed) 
the Is  states are almost completely successful in following the bending, though 
as the  s tra in  increases they are increasingly scattered  into the  background. For 
small strains this implies th a t HAADF im aging will be insensitive to  small de­
form ations and th a t the atom ic resolution will be determ ined by w hat the probe 
sees a t the entrance surface of the  crystal subsequently the  atom ic strings will 
effectively carry the probe w ith them .
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C H A P T E R  6 
C O N C L U S IO N
In th is thesis we have investigated the  effects of long range stra in  fields in crys­
talline m aterials upon HEED images. In doing this, use was m ade of the adia­
batic  iteration  technique (Berry 1987). This has been illustra ted  by application 
to  two microscopic techniques, LACBED and HAADF imaging in STEM.
In chapter 2 the  Howie—W helan equations (2.6.1) were derived by m aking vari­
ous s tan d ard  approxim ations. The Howie—W helan equations are general, m ak­
ing no m ention of the particu lar specimen studied or of the  n a tu re  of the deform­
ing stra in  field. They formed the basis for predicting and in terpreting HEED 
images and diffraction patterns in this thesis.
A general adiabatic  iteration  scheme was introduced in chapter 3. This is based 
upon th a t of Berry (1987) b u t is derived in m atrix  form. This is particularly  
well suited  to  HEED, as the Howie—W helan equations can naturally  be w ritten  
in such a form and because it allows a  conventional Bloch wave in terpretation. 
The scheme is general and is applicable to  areas o ther th an  TEM . Although 
only the  case of a  herm itian  H am iltonian was discussed, the  technique may be 
extended to accom m odate non-herm itian H am iltonians (as illustra ted  in section 
4.9 for the 2 x 2  m atrix  case). The scheme, like th a t of Berry, is based around 
the geom etric phase, bu t unlike B erry’s, the  p a th  taken by the  evolving system 
is general and is not necessarily closed. A lthough the scheme is adiabatic it can 
take into account non-adiabatic term s th rough  a slowness param eter, £, which 
is small. Each iteration, n, produces a  b e tte r approxim ation over its predessor 
by including term s proportional to £n_1. However, except for simple cases, the
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adiabatic  itera tion  scheme will eventually breakdown and  produce worsening 
approxim ations.
We have seen in chapter 4 th a t the simple 2-beam Howie—W helan equations can 
be com putationally  solved to w ithin some small negligible error, and th a t adia­
batic  itera tion  may be used to  form approxim ations to  such exact solutions. The 
advantage of using adiabatic iteration  is th a t it allows an analytical approxim a­
tion to  be form ed which may be used to gain insights in to  the underlying process 
in HEED and  being iterable allows improvememts to  be m ade. The 2-beam  case 
gives general insights into adiabatic iteration w ithout the  complexity of the n- 
beam  case. For the  case of a crystal containing a screw dislocation, adiabatic 
iteration  is well suited as the electron wave proporgation can be in terpreted  in 
term s of the  geometric phase. This was shown to  be illum inating in explaining 
the fringe bending rule in LACBED. The scheme is adap tab le  and  can be ex­
tended to  include such problems as absorption or tilted  s tra in  fields. There are 
however a num ber of problems in using adiabatic ite ra tion  in TEM . Although 
a good approxim ation can be formed where the columns bend slowly, wherever 
they bend rapidly the initial adiabatic approxim ation fails badly. Moreover each 
sucessive iteration  makes the m athem atics involved m ore complex, harder to  in­
terpret and to  include rapid changes a large num ber of iterations m ust be made. 
Thus, for example, adiabatic iteration is not suited to  studying dislocation cores..
The advantage in using adiabatic iteration to approxim ate the solutions to  the 
n-beam  Howie—W helan equations lies bo th  in allowing analytic approxim ations 
to  be form ed and in the saving of com puter tim e and  memory. T he difficulties 
of the 2 -beam  case are of course greatly increased and it is only practical to
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use the first iteration. Then any s tra in  field core can not be approached closely 
and  regions where the technique m ay be used are much restricted. However in 
chap ter 5 the HAADF imaging technique in STEM  was discussed, and examples 
were given to  illustrate  the advantages of ad iabatic  iteration. There the exact 
solutions to  the general Howie—W helan equations are unpractical to solve and 
approxim ation m ethods can greatly  reduce the  necessary com puter tim e and 
m em ory needed. In particu lar it was shown th a t adiabatic  iteration  can be used 
to  dem onstrate  and explain why HAADF im aging is less sensitive to  strain  fields 
th a n  is conventional TEM .
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A P P E N D IX E S .
A p p en d ix  A .
Here we shall derive a  set of solutions to  the  instantaneous Schrodinger equation 
of the herm itian  H am iltonian (3.1.39).
The instantaneous Schrodinger equation m ay be w ritten  as
z0 N l o +  r 0 exp(i<Po)Ni0 =  A30 N ( o 
r 0 exp(-iV o)iV 1Jo -  z 0 N {o =  A30 N 32q, 
which may be rew ritten  as
(Al)
N i o _  Ao+^o  exp(i v o } =  —  exp(i<p0). (A 2 )
K  r » AJ -  z 0
Equation (A2 ) implies th a t the  eigenvalues axe given by
Ao =  ± \A o  +  rl  ( ^ 3)
Here we shall take state  j  =  1 to  be the  positive com ponent and state  j  = 2 to
be the negative component.
From the norm alisation condition we have th a t
( <  n £ ) ( n ?o) = 1 - (A4)
Substitu ting  (A2 ) into (A4) implies th a t
In order to  have two distinct solutions, we shall define the  square root in (A5 b) 
to  be positive for j = l  and negative for j= 2 . The phase factor is defined such 
th a t it satisfies (A l), giving the  instan taneous eigenstates as 
N ( \ _  1 f  exP ( W 2 ) ( l  +  ^ ) 5
N2„J n/2 V ±exp(-t¥>o/2)(l 0
Again the  -five sign refers to  j  =  1 and the  -ve sign to  j  = 2 . Equation (A6 ) 
defines the instantaneous eigenstates up to  a  tim e independent phase factor. 
They are m ade unique by insisting th a t they are parallel transported , obeying 
(3.1.5). If we define the  tim e dependent phase to  be 7 o(t), the parallel transpored 
instantaneous eigenstates are
N’ \ 1 , /  exp(tp0/2 )( l +  \
*U  -  U « P (-W 2 )(1  -  5>1 j  ■ m
An expression for J q can be found by substitu ting  (A7) into (3.1.5). Differenti­




N l  I V * /  VJ’2o
N i 0 \  =  ±  i £ o  \  { K  "j +  e x P (* 7 o  ±  i v o/2)
- }  I \ -  ' v - -  2  J  J  2v/2 d t \ i
A0
=F(1  — =
(.48)
where
d Zq Zq Zq • j  Tq . m . . .
<A9)
Subsituting (A7), (A 8 ) and (A9) into (3.1.5) gives
( N f o * £ ) ( p 0J
B ut the parallel transpo rt rule, (3.1.5), implies th a t this is simply equal to zero. 
Thus (A10) gives
7oW  =  “  [  7 7 ^ 0  dt'. ( A l l )
J o  X 0
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Equation (A7) together w ith (A3) and ( A l l )  give a complete solution to  the 
2 -beam  instantaneous Schrodinger equation (Al) .
A p p en d ix  B .
An expression for the off-diagonal term s in the  2 -beam  case, (3.1.46), will now 
be derived. These are given by
•' E *(  K  = i ( n (  n (  )  ( p° j ’ j-
Because we axe looking a t j 1 ^  j ,  we shall w rite (A9) as
( B 1)
d  (  Z qdt \\ i r o( K )jr— ( r 0 z Q -  t o Z q ) .
Now because the  eigenstates are orthogonal we have th a t
( B  2)
N? N’ +M Ni =  0,lo lo *0 *0 ’ (S 3 )
and for the two beam  case th a t
*!. K - -  ” p(,l1 ~ , i l ) (« + i»o + J)* +■a - ^)*d - j
,  + i p (, _ » )t + (1 _ J )1(, + J j l
rp
=  j^Tj e x p ( - 2 ^  ). m
Now using (A8 ), (B2), (B3) and  (B4), (Bl )  can m ore simply be expressed as
J irp 
~2 ~
^  i tpo ( r p z o  — r p Z p )
|Af \ ~  2 (A  j ' ) *
i rp  I icpo ( r p z p  — r p z p )
V




1 Z 0  \  2 \
J
\ K
K  + £ o  \  +  i -oA — zo
/  * ' 
irp (  o (rpZp -  r 0z 0) 2\XJ0
2 \ j AJ |  2(AJ)3 
i (  irp(fp _  ( r0 i 0 — r 0zp) \
J \ f \  \ ~ ~ 2  ^
6 ~  zo
exp (—2 z*7 q )
Ap +  2p
exp(—2 z’7 q )
exp(—2 z7 q )
exp(—2z7q ) ( £ 5 )
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Note th a t by taking the  absolute values in the  square roots we are insist- 
ing th a t the  instantaneous eigenstates rem ain herm itian , i.e. ^ G  = 
— N g N jg  ^  • Equation (B5) gives the  2 -beam  off-diagonal term s.
A p p en d ix  C.
We shall here derive an  expression for the adiabatic  second order diffracted 
intensity from a crystal containing a  sym m etric displacem ent function (j).
From (4.7.9b), we find upon substitu ting  for C j  and C• th a t
1 /2  /







rj = ( i - 0 i  +
X — <J): \  1/ 2
and
( 1 - 0  1 -
x  — <j> 
2 s 1
1 /2
- ( 1  + 0  1 +
*  -  4> ]
1------
H  / 2 ( 2 , J ) 2
x  -  A W l
H  ) 2 ( 2 , J ) 3
1 W l
2-sJ , 2 ( 2 , J ) 3
X  —  (f )^ W l
2 ( 2 , J ) 3




Hence the respective products, ignoring all th ird  order and higher term s, are
=
- P
2(2sJ) 1 +  i ( 2  s i )1~>3 (C  5)
and
W  = 2(2,J) 1 — i (2 s l ) 3
(C  6)
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Substitu ting (C5) and (C6) into (4.7.9a), gives the  second order wavefunction
as
0 0 ( 1 ) - p
2  s 1
exp(i$) — exp(—id) . x\<f>\ f e x p ( id )  +  exp(—id) 
 ~ 1- *2(2sJ)3
- i P
H s in (0 ) +  / f j r l s  cosWvZ5o;
(C  7)
where
# =  \ J  \ / ( x -  ^)2 +  & d.0 .
Thus the adiabatic approxim ation for the diffracted intensity, again ignoring all 
th ird  order and higher term s, is
i o ( l )  =
ft2 sin2 (i?) 2 fi‘2 x\<f>\ sin(i?) cos(i5)
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