This survey collects together theoretical results in the area of numerical cubature over triangles and is a vehicle for a current bibliography. We treat rst the theory relating to regular integrands and then the corresponding theory for singular integrands with emphasis on the \full corner singularity." Within these two sections we treat successively approaches based on transforming the triangle into a square, formulas based on polynomial moment tting, and extrapolation techniques. Within each category we quote key theoretical results without proof, and relate other results and references to these. Nearly all the references we have found may be readily placed in one of these categories. This survey is theoretical in character and does not include recent work in adaptive and automatic integration.
Introduction

A Historical Perspective
The numerical calculation of areas has a history that precedes the history of the in nitesimal calculus by several millenia. But the arrival of an analytic method in the late eighteenth century led to a surge in both theoretical and numerical methods for quadrature. The development of numerical methods for cubature (multidimensional integration) came perhaps a century and a half later, following closely the development of computing machines capable of handling these more intensive numerical calculations. Not until the early 1970s did textbooks begin to address cubature.
Undoubtedly, in the early days, cubature was treated as an iterative application of onedimensional quadrature. But it was quickly realized that it was often more cost-e ective to treat cubature over standard regions as a single entity. Two factors inhibiting the development of the theory were the large number of standard regions, each demanding special attention, and the cost of experimentation.
The triangle is simply one of these standard regions; the development of dedicated cubature methods is comparatively recent. Our earliest reference is to Radon's seven-point rule of polynomial degree 5 Rad48] . A version of this rule is applicable to any planar region. The theory of integration over a triangle has lagged behind the theory for the square, but it has recently been spurred by two particular applications. One is the application to adaptive cubature, where triangles seem to be replacing squares as the basic module. The other application is to the nite element; here integrands with speci ed singularities may be involved.
The century and a half of development of one-dimensional quadrature has left us with a rich legacy in terms of variety of methods. We have rules involving derivative values, rules with all sorts of weighting functions, equally spaced rules, copy rules, minimum norm rules, equal weight rules, and rules of speci ed trigonometric degree. There are methods for using the same sets of function values to evaluate sets of integral transforms. We have techniques involving subtracting out singularities, and the method of steepest descent in the complex plane. And we have a wealth of expressions for the discretization error. For an overview of all these, we suggest DR84].
Compared with all this, the available theory for the triangle is sparse indeed.
References Rad48] , DR84] 1.2 Outline and Notation Throughout this paper, denotes a speci ed triangle, and I( ) f] denotes the integral of an integrand function f(x; y) over this triangle. We refer to In Section 2.1 we introduce the Du y transformation. This reduces the problem to that of cubature over a square. In Section 3.1 the same transformation is applied to advantage in situations where the integrand has certain singularities.
Section 2.2 is devoted to cubature rules of the form (1.1). Special attention is paid to di erent approaches to the construction of such rules and to the number of function values (Q) required to obtain polynomial degree d(Q). Because this theory is an immediate generalization of one-dimensional Gaussian quadrature, we refer to these rules generically as GQ. In Section 3.2, the few analogous results known to us involving weight functions are given.
In Section 2.3 we outline the theory of cubature using extrapolation (EQ). It appears that the result of extrapolation is yet another cubature rule, obtained in a somewhat roundabout way. This rule turns out to have nontrivial polynomial degree, but is marginally less cost-e ective in terms of polynomial degree than the GQ rules. In Section 3.3, extrapolation cubature is discussed in the context of integrand functions having certain algebraic or logarithmic singularities on the edge or at the vertex. This approach to these cubatures has signi cant advantages in terms of generality and convenience over the corresponding GQ.
In much of the theory, the results are independent of the actual triangle used for the calculation. This is especially true of the polynomial degree of a formula. Any nonsingular linear transformation takes one triangle into another and transforms a cubature formula in an obvious manner. It appears that the polynomial degree of the cubature formula is retained. (But this happens only occasionally when nontrivial weight functions are involved.) Di erent authors have found it convenient to use several di erent triangles, some of which are listed below. Originally, @ = f(x; y) : x 0 ; y 0 ; x + y 1g;
(1:2) which we refer to as the standard triangle, was used almost exclusively. Parts of the theory will involve the unit square, (1:6) for the Du y transformation below, simply because this makes the transformation simpler to follow. A consequence of the fact that di erent authors prefer di erent triangles is that the same cubature formula can appear in several forms in the literature. In the days before the formal theory for multidimensional integration, one supposed that a scientist would do this naturally, partly because, in the early days, numerical integration over a square was more familiar. This transformation is now known as the Du y transformation Duf82].
To integrate over the square, the scientist might use the product of two one-dimensional rules, for example, A short calculation shows that this is of polynomial degree d = min(d t ; d x ). While, in principle, any pair of one-dimensional quadrature rules can be used, an erudite scientist might choose the Gauss-Legendre rule and the appropriate Gauss-Jacobi rule. The weights and abscissas for these Gaussian rules are often available for moderate to high values of n (see, e.g., SS66]). If the scientist also chose n t = n x , he would recover the well-known Stroud Conical Product rule Str71], Q (d) CP , for which the number of points is
for all odd d:
We note that this is a somewhat indirect way to obtain a rule for a triangle. 1. one may proceed directly to solve this system of nonlinear equations (most of this section describes this); or 2. one can search for polynomials that vanish at the points of the formula.
This second approach has been very successful in (one-dimensional) quadrature. In cubature, it has turned out to be di cult for the square, and signi cantly more di cult for the triangle. Radon constructed the rst cubature formula for a triangle using the common zeros of three orthogonal polynomials. Schmid Sch83] used the theory of real polynomial ideals to construct a minimal formula of degree 4 with positive weights. To our knowledge, only very few rules for the triangle have been obtained by using orthogonal polynomials or polynomial ideals. However, this approach did lead to the following important result. 
The rst bound can be traced back to the same paper by Radon that contains the rst cubature formula for a triangle. In its general form it was probably rst published by Stroud known that a formula of even degree that attains this lower bound has all weights positive Mys68, Str71, CH88b] . This property is, however, not guaranteed for formulas of odd degree.
In Table 1 we give an overview of the known minimal formulas. In the third column, P indicates that no negative weights occur and I indicates that there are no abscissas strictly outside the triangle. N and O are the negations of P and I, respectively. The number of distinct formulas (if more than one) is indicated in parentheses.
We now return to the direct approach, item 1 above. This has been fruitful, and an arsenal of cubature formulas now exists. At rst, however, progress was painfully slow. In retrospect, it turns out that progress has been governed by the willingness of researchers to appreciate the signi cance of symmetry and structure and to realize that the detailed application of these is quite di erent for the triangle than it is for the square.
The term symmetry will be familiar to readers. By the symmetry group of a triangle, we mean the group of six linear transformations which take that speci c triangle into itself.
Any such group is isomorphic with the permutation group S 3 . For the equilateral triangle <, this symmetry group is termed the dihedral group D 3 . The term structure is less precise.
In cubature it refers to conditions applied to the rule. These take the form of constraints on the solutions of the moment equations. For example, if we look ahead to (2.7), once numerical values for K 0 ; K 1 , and K 2 have been assigned, the rule has been structured. One may then try to solve the moment equations. It is common experience among those who attempt to solve systems like (2.2) that exploiting the symmetry of the region and imposing a simple structure to the rule form has a simpli ng e ect on their task. This simpli cation is a consequence of Sobolev's theorem Sob62].
Theorem 2.2 Let the integral I( ) and a cubature formula Q be invariant under the transformations of a group G. The cubature formula Q has polynomial degree d if Q f] = I( ) f] whenever f(x; y) is a polynomial of degree d or less that is invariant with respect to G.
The larger the symmetry group G, the lower is the dimension of the space of all G-invariant polynomials of degree at most d and, consequently, the lower is the number of nonlinear equations that determine a G-invariant cubature formula.
It is convenient and appropriate to describe these formulas in a partly historic perspective.
1a. If no structure is imposed on the cubature formula, one can use the monomials x i y j ; 0 i + j d ; as a basis of P 2 d . The number of moment equations in this case is then 1 2 (d 2 + 3d + 2). We have no evidence that any serious attempt was ever made to solve this set of equations directly. 1b. In the 1960s, signi cant progress was made in cubature for the square by exploiting its symmetry. In particular, by imposing a rule structure symmetric under coordinate interchange, one could reduce the number of independent moment equations. It In retrospect, one can see that Sobolev's theorem is being applied, in this case with G being a group of order 2, whose elements are the unit and a re ection about one median.
Later (see 1d below), it was applied using as G the full dihedral group D 3 . Later still (see 1c below), when the overall theory had become more familiar, the same theorem was applied using another subgroup of D 3 .
1c. In the late 1980s, Gatermann Gat88] and Cools and Haegemans CH87] searched for minimal formulas for degrees larger than 5, using the subgroup of D 3 generated by the rotations. This approach led to minimal formulas of degree 7 and 8. It was later established that no formula of degree 6 with 10 points exists with this symmetry Gat90]. For this symmetry, a basis in polar coordinates using the equilateral triangle < is (r 2 ) i (r 3 cos 3 ) j (r 3 sin 3 ) l ; 0 2i + 3(j + l) d ; l = 0 or 1; and the number of independent moment equations is b 1 6 (d 2 + 3d + 6)c. In the case of the triangle, then, the larger the symmetry group, the smaller the number of independent moment equations E(d). We now describe in detail how this theory is applied. We shall employ the equilateral triangle <, denote its area by A, and work in polar coordinates. We shall apply the convention that (r; ) and (?r; + ) refer to the same point. Since Q f] is to have this symmetry, it follows that, if any point (r; ) appears in Q f], so does any point of the form (r; + 2 j 3 ), and all distinct points of this set carry the same weight. Such a set of points is sometimes called an orbit. A moment's re ection will convince the reader that no orbit has more than six elements; and a basic cubature rule, one that contains only one orbit, can be expressed in the form Q(r; ) f] = A where negative values of r are allowed, 2 0; =6), and A is the area of the triangle. Moreover, any rule Q f] is expressible as a linear combination of these basic rules. Three geometrically distinct types of orbit occur. The rst (type-0), with r = 0, involves only the centroid. There can be at most one of these in Q f]. The type-1 orbits have = 0 and positive or negative assignments of r. These have precisely three distinct points all lying on a median of the triangle. All other orbits are termed type-2 orbits and include six distinct points, none of which are on any median.
Let K i be the number of orbits of type i in a D 3 -invariant cubature formula. These nonnegative integers specify the structure of the rule and are known as structure parameters.
A D 3 -invariant cubature formula must have the following form:
where Q(r; ) f] is de ned in (2.6) above. The number of points required by this rule is (Q) = K 0 + 3K 1 + 6K 2 :
The process of solving sets of nonlinear equations can be very involved. Some regard it as more of an art than a science. There is a set of inequalities, known as the consistency conditions, that are heuristic but extraordinarily useful. They are based on the inaccurate premise that one may obtain a solution to a set of E equations in N unknowns only if E N. This premise is applied to the set of E(d) independent moment equations and to any conveniently determined subset of these equations that does not involve some of the unknowns. Some consistency conditions for cubature formula (2.7) have been determined in LJ75]. These are
where E(d) is given by (2.5).
A refreshingly well de ned problem is that of nding an optimal cubature formula whose structure satis es these consistency conditions. It is straightforward to show that, when Q given by (2.7) has polynomial degree d, then
(2:10)
In principle, one could use an integer programming routine to determine the set of nonnegative K i that, for a given degree d, satis es (2.9) and minimizes (Q) given by (2.8).
In practice, this particular set is so simple that it can almost be done by inspection. Then one has to solve the set of nonlinear equations. If no solution can be found, one determines the next best solution of the minimization problem, and iterates. In the end, one is brought to a stop when the system becomes too large for one's computing aids. This search was initiated by Lyness and Jespersen LJ75], who went as far as d = 11; it was continued up to d = 20 by Dunavant Dun85] . To our knowledge, apart from conical product rules, no rules of higher degree have been determined explicitly.
In the foregoing account we have implicitly assumed that the search has been for all real solutions to the moment equations. As in the theory of one-dimensional quadrature, various additional criteria have been applied in the construction of cubature formulas. For example, a good formula (also known as a PI formula in LJ75]) is one all of whose weights are positive and all points inside the region of integration. Restricting the search to formulas with all weights positive has largely been discontinued. Instead, all rules are found, and, when of interest, the value of a condition number
is reported. Rules having some points outside the triangle are also reported. A di erent cost criterion, the cytolic point count (conventionally termed ), is occasionally used. Its justi cation is set in a context in which a large triangular region is subdivided into m 2 small triangular regions of equal area, and the cubature rule is applied to each smaller triangle. This re ects the average number of points per cell by discounting appropriately the corner and edge point count. These variations have added little to the theory.
On the other hand, Embedded formulas are pairs (or longer sequences) of cubature formulas where some or all of the points of a less precise formula are also used by a more precise formula. In contrast with the one-dimensional situation, where the gap between the degree of a Gaussian quadrature formula and its Kronrod extension is large, in two dimensions one can construct embedded formulas of successive degrees.
For constructing such embedded formulas, the approach using orthogonal polynomials has been more successful. Although published results are scarce, the highest-degree embedded sequences available have been constructed by using this approach. The lower bound of Theorem 2.3 is known to be sharp for pairs of degrees (1,3) and (5,7). The con rming rules appeared in references GM78, CH88a]. Simpler, but less e ective, embedded formulas are obtained naturally by extrapolation (which is treated in the following section). Nearly all the cubature formulas for the triangle that were known before 1971 are collected in Stroud's standard work on multiple integration Str71]. A list of more recent references to available rules, together with information about the quality of these rules, has been compiled by Cools Ric27] proposed his deferred approach to the limit. Possibly the rst application of this in one-dimensional quadrature became known as Romberg integration Rom55]. In the mid-1960s, extrapolation was applied by several authors to integration over a square. In the 1970s the techniques used to construct this theory were modi ed to provide corresponding results for the triangle. We describe rst the theory for the square and then the signi cantly more di cult theory for the triangle.
We The extrapolation process will be familiar to the reader. The numerical result, conventionally denoted by T k;p , is a linear combination of p + 1 distinct approximations to I f], namely, Q (m i ) f] with i = k; k + 1; : : :; k + p. This combination is constructed so that the rst p nonzero terms on the right of (2.17) disappear from the corresponding expansion of T k;p ? I f]. When f(x; y) is a polynomial of degree p, the result in item 3 assures us that other terms also disappear. In fact, the remainder term vanishes too, leaving the result that T k;p is exact, and so the implied rule is of polynomial degree p. More familiar is the case of an even expansion when the extrapolation is designed to recognize only even terms, and the result T k;p is of polynomial degree 2p + 1.
We refer to these generalizations of Romberg integration collectively as extrapolation quadrature (EQ). The reader should note that there are many parameters to be set. These include the rule Q to be used, the mesh ratio sequence m i , and, of course, for an individual result, the values of k and p. Note that, while r (x; xt) has a singularity at x = 0, this has been extracted, leaving the innocuous function r (1; t) which is regular for all t. This integral may be approximated by the product of a pair of Gauss-Jacobi formulas, just as described in Section 2.1.
This transformation is correct as written when r (x; y) is replaced by any other function homogeneous of degree in the triangle of integration, as de ned in De nition 3.1 below.
Polynomial Moment Fitting
In this section we discuss cubature rules with a nonconstant weight function for the triangle.
This weight function w(x; y) is given, and its moments are known, usually in analytic form. The rule Q f] is of the same form as in preceding sections, but it is designed to approximate the integral I( ; w(x; y)) f] = Z Z w(x; y)f(x; y)dxdy:
As before, when this approximation is exact for all polynomials of degree d or less, the rule Q f] is said to be of degree d.
The major di erence between this theory and the special case with unit weight function is that, in general, one cannot transform the triangle into another of di erent shape and retain both the nature of the singularity and the polynomial degree. What happens is that the a ne transformation alters the weight function too. When w(x; y) = 1, this is no problem. But, in general, one nds a rule of the original polynomial degree for a new triangle and a new weight function.
The shape of the triangle and the weight function are now important, and, for a xed type of weight function like 1=r, one needs a new rule for each di erently shaped triangle. For reasons unknown to us, only one triangle has been treated, this having sides in the ratio p 5; p 5; 2. One set of rules has a radial weight function 1=r, r being measured from the mid-point of the shorter side. The other is similar, except that r is now measured from the vertex opposite the shorter side. Only results for low degrees (1, 2, 3, 5, and 7) are published CL78, Hae93, PFB81]. Most of them were constructed by solving the nonlinear equations that de ne them and imposing symmetry with respect to one median (the only symmetry available). The highest-degree results were obtained using the common zeros of three orthogonal polynomials, a variant of the method used by Radon.
The narrowness of the scope for possible application of these numerical results is manifest. If one has an equilateral triangle, or a right-angled triangle, these weights and abscissas are useless. They are of value for triangles of one speci ed shape only. Unfortunately, the authors do not make this clear. The casual reader could easily retain the impression that these results are of wider application.
Lyness and Gatteschi LG82] have treated a variant problem. They use a general triangle and an integrand function w(x; y)f(x; y) closely related to that in the preceding subsection.
In terms of the triangle ? , the weight function is w(x; y) = y (x ? y) (1 ? x) r ; for odd degrees also.
Extrapolation
A powerful method of handling integration over a triangle of an integrand having certain boundary singularities is by extrapolation. The results resemble closely corresponding results for integration over a square, and much of this theory may be established as a minor corollary to the theory for the square.
The theory is based on homogeneous functions:
De nition 3. The result as stated applies only to f (x; y), which is homogeneous of degree . A natural extension to F(x; y) = f (x; y)g(x; y); where g is regular in , follows by expanding g(x; y) as a Taylor series about the origin and noting that each term f (x; y)g (r;s) (0; 0)x r y s =r!s! is itself homogeneous of degree + r + s, and so the theorem applies also to this term in its own right. Taking care to handle the remainder term properly, we are led to an expansion of the form Sidi's result for F(x; y) = x +1 ln x g(x; y) Sid83] has the same form as this.
A standard result from classical analysis allows di erentiation of any asymptotic expansion with respect to an incidental parameter so long as the coe cients are di erentiable. The proof (not given here) of Theorem 3.1 above indicates that the coe cients are analytic functions of in any region not including integer .
Setting ( where A 2+ and B s are the coe cients in (3.5). In the case that 2 ZZ, a serious calculation is required. This yields an expansion of the same form as one would have obtained if one had ignored the fact that the coe cients are discontinuous. This e ect is to include in (3.8)
an additional term in (ln m) 2 m ?(2+ ) .
Several generalizations of this result extend or alter the singularity structure of the integrand in a way that is quite infeasible for Gaussian quadrature. For example, let (x; y) = (f 1 (x; y) + f 2 (x; y) + f 3 (x; y))g(x; y); where f 1 and f 2 are homogeneous of degree 1 and 2 about the origin and f 3 is homogeneous of degree 3 about another vertex. Then the expansion for Q( @ ) ] ? I(4) ] is simply a concatenation of three expansions, each having the same form. The justi cation for concatenating the rst two is obvious. We have to appeal to the Darboux theorem to establish the theoretical basis for including the third; see LM80].
Another generalisation is established in Lyn92]. One may apply the same expansion to any di erently shaped triangle so long as it has the same singular behavior at the vertex. The point here is that an a ne transformation, besides transforming the triangle, transforms the singularity. In the case of GQ, this means that one must start anew to calculate a rule. However, a singularity of homogeneous degree is transformed into another of the same degree; and if the technique depends only on this degree, then it is invariant under the transformation. We consider this to be perhaps the most important attribute of EQ.
Recently, in the case of the square, an expansion has been developed for the full corner singularity LdD93, VH93] F(x; y) = x y f (x; y)g(x; y):
It is beyond the scope of this article to pursue this further. The situation seems to be that for many algebraic or logarithmic singularities that occur at a vertex or along a side, an extrapolation expansion exists. 
Concluding Remarks
The prevailing situation for regular integrands seems to be qualitatively di erent from that for singular integrands.
For regular integrands, so far as rules of speci ed polynomial degree are concerned, recent progress has been less than spectacular. For singular integrands, the situation is not the same. Gaussian rules of speci ed polynomial degree are di cult to construct, and very few are available in the literature. Compounding this scarcity is the circumstance that with the same weighting function, a di erent rule is required for each di erently shaped triangle. On the other hand, progress on extrapolation quadrature for singular integrands has been signi cant and a wide class of algebraic and logarithmic singularities is now within the reach of this theory. Moreover, for these, while possibly expensive, the integration can be carried out e ectively in an iterative manner without the need for tables of weights and abscissas. The theory is to a signi cant extent independent of the shape of the triangle.
However, di erent parts of the theory are connected and may be useful in a single application. For example, suppose one requires a Gaussian formula for an integrand function having an extensive but known singularity structure of the type encountered in Section 3.3. To construct any Gaussian formula, one needs accurate numerical values of the moments. These might be determined by using extrapolation based on expansions of Section 3.3, using for Q one of the minimal formulas of Section 2.2. In this context, one might bear in mind that the expansions of Section 3.3 require, in their proof, the expansions of Section 2.3. The reader may nd the description above somewhat arti cial and self-serving. However, calculations of this general nature are habitually used to construct special nite elements. Thus, all four principal parts of the theory may be said to have contributed to this application in a cooperative manner.
The ever-present problem of constructing minimal formulas remains, and we are convinced that the more courageous and idealistic of us will continue to nd the time to face this daunting set of successively harder challenges. We are particularly grati ed that these formulas have found a role, albeit minor, in the related area of extrapolation quadrature.
The scope of this article has been limited to a review of the theory of integration over the triangle. We refer the reader interested in the important application to adaptive quadrature over the triangle to HK85] and to Kea92]. In Lyn83], he will nd a somewhat dated but detailed practical guide to handling applications. In Sid79] a general framework is presented for all sorts of extrapolation, linear and nonlinear. The cogent problems of convergence and stability in extrapolation are treated in Sid90]. A useful list of references about cubature over all standard regions has recently appeared in CR93]. This provides a welcome update to the reference list contained in the standard works on this topic, namely, Str71, Mys81] . Some very recent work in integration over curved surfaces and in the integration of expressions containing derivatives is not treated here. Our hope is that this synopsis of the theory, with its linked bibliography, will be helpful to individuals interested in further research in this and related areas.
