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diskutierten Erweiterungen des Standard-Modells wie Zwei-Higgs-Dublett-Modellen (2HDM) und mod-
ernen Versionen von supersymmetrischen Modellen. In dieser Doktorarbeit werden seltene Ein- und
Zwei-Schleifen B-Zerfälle im SM und 2HDM sowie seltene Zerfälle des Staus in ein Axino, den super-
symmetrischen Partner des Axions, untersucht: „Flavour changing neutral current„ (FCNC) B-Zerfälle
sind im SM auf Baum-Graphen- Niveau aufgrund des GIM-Mechanismus verboten und treten somit in
niedrigster Ordnung auf Ein-Schleifen-Niveau auf. Wir berechnen die zu den Operatoren O7, O9, O10
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B¡Xs ￿ B¡Xs 1+11– Zerfällen. Axinos sind sowohl gut motivierte Kandidaten für das leichteste supersym-
metrische Teilchen (LSP) als auch für kalte dunkle Materie im Universum. Unter der Annahme, dass das
Stau dasjenige supersymmetrische Teilchen sei, das mit seiner Masse derjenigen des LSP am nächsten
läge, zeigen wir, dass die Zerfälle des Stauss dazu geeignet sind, dass Axino-LSP-Szenario zu überprüfen.
Hierzu berechnen wir den Drei- Körper-Zerfall des Staus in ein Photon, ein Tau und ein Axino, der zuerst
auf Ein- Schleifen-Niveau auftritt, sowie den Zwei-Körper-Zerfall des Staus in ein Tau und ein Axino, der
erstmals auf Zwei-Schleifen-Niveau auftritt. Der entsprechende Baum- Graphen-Beitrag ist verboten, da
Axinos nur an schwere Quarks, die in supersymmetrischen KSVZ-Modellen eingeführt werden, koppeln
können. In den seltenen Zerfällen von B- und Stau treten zahlreiche Ein- und Zwei-Schleifen- Integrale
auf. Deren Berechnung wurde mittels eines Programmpaketes, dessen ausführliche Dokumentation im
Anhang vorzufinden ist, automatisiert. In the Standard Model (SM) rare decays are forbidden at the tree
level by various mechanisms. Loop decays, which then become the dominant contribution, are sensitive
to new physics phenomena due to a strong dependence on virtually exchanged particles. Thus they serve
as an excellent test area of the SM and often discussed extensions of it, like Two-Higgs-Doublet models
(THDMs) or supersymmetric models. In this thesis we calculate rare one- and two-loop B-decays in the
SM and THDMs as well as the decay of the supersymmetric partner of the tau-lepton, the stau, into an
axino, the supersymmetric partner of the axion, in modern versions of supersymmetric models: Flavour
changing neutral current (FCNC) B-decays arise in the SM first at the one-loop level, as FCNC are for-
bidden at the tree-level by the GIM mechanism. We derive the Wilson coefficients C7(•w), C9(•w) and
C10 (•w) of the corresponding operators O7, O9, O10 of the effective Hamiltonian up to O(￿s)-precision
in the SM and type-I and type-II THDMs at the matching scale •w. The O(￿s)-corrections are important
ingredients for next-to-next-to-leading logarithmic predictions of various observables related to the in-
clusive decays B¡Xs ￿ B¡Xs 1+11-. Axinos are well-motivated candidates for the lightest supersymmetric
particle (LSP) and for cold dark matter in the universe. Assuming the stau to be the next-to lightest-
supersymmetric (NLSP) particle, we show how the NLSP decays can be used to probe the axino LSP
scenario in KSVZ axion models by calculating the one-loop induced decay rate of a stau into a tau, a
photon and an axino decay as well as the two-loop induced decay of a stau into a tau and an axino. The
corresponding tree-level processes are forbidden as axinos can couple only to the heavy quarks introduced
in KSVZ models. In order to calculate the numerous one- and two-loop integrals appearing in the cal-
culation of the B- and stau-decays, we have written a software package which enables us to perform the
integration of all occurring integrals automatically. A detailed documentation of the written software is
given in the appendix.
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Abstract
In the Standard Model (SM) rare decays are forbidden at the tree level by various
mechanisms. Loop decays, which then become the dominant contribution, are sensitive
to new physics phenomena due to a strong dependence on virtually exchanged particles.
Thus they serve as an excellent test area of the SM and often discussed extensions of it,
like Two-Higgs-Doublet models (THDMs) or supersymmetric models. In this thesis we
calculate rare one- and two-loop B-decays in the SM and THDMs as well as the decay of
the supersymmetric partner of the tau-lepton, the τ˜ , into an axino, the supersymmetric
partner of the axion, in modern versions of supersymmetric models:
Flavour changing neutral current (FCNC) B-decays arise in the SM first at the one-
loop level, as FCNC are forbidden at the tree-level by the GIM mechanism. We derive
the Wilson coefficients C7(µW ), C9(µW ) and C10(µW ) of the operators
O7 = e
g2s
mb(s¯σ
µνPLb)Fµν , O9 = e
2
g2s
(s¯γµPLb)
∑
(l¯γµl), O10 = e
2
g2s
(s¯γµPLb)
∑
(l¯γµγ5l)
of the effective Hamiltonian up to O(αs)-precision in the SM and type-I and type-II
THDMs at the matching scale µW . The O(αs)-corrections are important ingredients
for next-to-next-to-leading logarithmic predictions of various observables related to the
inclusive decays B → Xsγ and B → Xsl+l−.
Axinos are well-motivated candidates for the lightest supersymmetric particle (LSP)
and for cold dark matter in the universe. Assuming the τ˜ to be the next-to lightest-
supersymmetric (NLSP) particle, we show how the NLSP decays can be used to probe
the axino LSP scenario in KSVZ axion models by calculating the one-loop induced
decay rate of the τ˜ → τ a˜ γ decay as well as the two-loop induced decay τ˜ → τ a˜ .
The corresponding tree-level processes are forbidden as axinos can couple only to the
heavy quarks introduced in KSVZ models.
In order to calculate the numerous one- and two-loop integrals appearing in the
calculation of the B- and τ˜ -decays, we have written a software package which enables
us to perform the integration of all occurring integrals automatically. A detailed do-
cumentation of the written software is given in the appendix.
Zusammenfassung
Im Standard-Modell (SM) der Teilchenphysik sind seltene Zerfa¨lle auf Baum-Graphen-
Niveau aufgrund verschiedener Mechanismen verboten. Schleifen-Diagramme, die in
seltenen Zerfa¨llen den dominante Beitrag zum Wirkungsquerschnitt liefern, ha¨ngen
stark von den virtuellen Teilchen im Schleifen-Diagramm ab. Sie eignen sich somit
besonders fu¨r Pra¨zisions-Tests des Standard-Modells sowie ha¨ufig diskutierten Er-
weiterungen des Standard-Modells wie Zwei-Higgs-Dublett-Modellen (2HDM) und mo-
dernen Versionen von supersymmetrischen Modellen. In dieser Doktorarbeit werden
seltene Ein- und Zwei-Schleifen B-Zerfa¨lle im SM und 2HDM sowie seltene Zerfa¨lle des
Staus (τ˜ ) in ein Axino (a˜, den supersymmetrischen Partner des Axions, untersucht:
”Flavour changing neutral current” (FCNC) B-Zerfa¨lle sind im SM auf Baum-Graphen-
Niveau aufgrund des GIM-Mechanismus verboten und treten somit in niedrigster Ord-
nung auf Ein-Schleifen-Niveau auf. Wir berechnen die Wilson-Koeffizienten C7(µW ),
C9(µW ) und C10(µW ) der Operatoren
O7 = e
g2s
mb(s¯σ
µνPLb)Fµν , O9 = e
2
g2s
(s¯γµPLb)
∑
(l¯γµl), O10 = e
2
g2s
(s¯γµPLb)
∑
(l¯γµγ5l)
der effektiven Hamilton-Dichte bis zur Ordnung O(αs) im SM und in Typ-I- und Typ-
II-2HDMs. O(αs)-Korrekturen sind wichtige Beitra¨ge zur Berechnung von ”next-to-
next-leading-logarithmic”-Vorhersagen verschiedener Messgro¨ssen in inklusiven B →
Xsγ- und B → Xsl+l−-Zerfa¨llen.
Axinos sind sowohl gut motivierte Kandidaten fu¨r das leichteste supersymmetrische
Teilchen (LSP) als auch fu¨r kalte dunkle Materie im Universum. Unter der Annahme,
dass das τ˜ dasjenige supersymmetrische Teilchen sei, das mit seiner Masse derjenigen
des LSP am na¨chsten la¨ge, zeigen wir, dass die Zerfa¨lle des τ˜ s dazu geeignet sind,
das Axino-LSP-Szenario zu u¨berpru¨fen. Hierzu berechnen wir den Drei-Ko¨rper-Zerfall
τ˜ → τ a˜ γ , der zuerst auf Ein-Schleifen-Niveau auftritt, sowie den Zwei-Ko¨rper-
Zerfall τ˜ → τ a˜ , der erstmals auf Zwei-Schleifen-Niveau auftritt. Der entsprechende
Baum-Graphen-Beitrag ist verboten, da Axinos nur an schwere Quarks, die in super-
symmetrischen KSVZ-Modellen eingefu¨hrt werden, koppeln ko¨nnen.
In den betrachteten seltenen Zerfa¨llen von B- und τ˜ treten zahlreiche Ein- und
Zwei-Schleifen-Integrale auf. Deren Berechnung wurde mittels eines Programmpaketes,
dessen ausfu¨hrliche Dokumentation im Anhang vorzufinden ist, automatisiert.
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Chapter 1
Introduction
The current description of particle physics - the so called Standard Model (SM) - has
been formed as a result of a combination of many theoretical concepts combined with
experimental observations. As a locally gauge invariant quantum field theory the ideas
of quantum theory, relativistic field theory and group theory are incorporated. The
SM successfully includes almost all known properties of three out of the four known
fundamental interactions - the strong, the weak and the electro-magnetic force. This is
reflected by invariance under local transformations of the non-Abelian gauge symmetry
SU(3)C ⊗ SU(2)W ⊗ U(1)Y .
In principle local gauge invariance implies massless gauge bosons and consequently
predicts long range forces. Thus local gauge theories do not seem to be at the first sight
the proper description of the observed short range weak force mediated by massive
gauge bosons. This apparent drawback can be solved with the help of spontaneous
symmetry breaking achieved through the Higgs mechanism [1–3]. Furthermore, the
proof of renormalisability of local non-Abelian (Yang-Mills) gauge theories [4] was
extended to spontaneously broken gauge theories [5]. The Higgs mechanism and the
proof of renormalisability were the foundations of the application of local gauge theories
to describe short range weak interactions and the starting point of the formulation of
the SM. The spontaneous breaking of the gauge symmetries is necessary to model
accurately the short range interactions. It requires the introduction of at least one
scalar particle - the so called Higgs particle. Up to now the Higgs particle has escaped
the direct detection at high energy colliders [6] and is the last missing part of the
experimental confirmation of the SM. The formally massless introduced gauge and
”matter” fields (leptons and quarks) acquire masses due to their coupling to the Higgs
field. Thus the Higgs mechanism represents the mass generation of gauge and ”matter”
fields.
As a consequence of the spontaneous symmetry breaking the couplings of the W
and Z boson to quarks are given in terms of the elements of the Cabbibo-Kobayashi-
Maskawa (CKM) matrix Vij [7, 8] arising from the diagonalisation of the quark mass
matrices. In the SM it is this very matrix that is responsible for all weak decays of
hadrons as well as for CP non-conservation1.
CP -violation was first observed in 1964 in kaon decay [9] and in 2003 for the first
1A different source of CP violation appears in QCD when including non-trivial topological effects
due to the ”Θ−term” known as the strong CP problem.
1
2 1. Introduction
time in the B meson system in the decay B → J/ψK0S [10]. The CKM matrix plays
a fundamental role in the description of weak decays. Theoretical prediction of weak
hadron decays suffer generally from uncertainties due to non-perturbative strong inter-
action effects preventing a straightforward determination of the CKM matrix elements.
An improved understanding of these decays is therefore mandatory in order to test the
SM and to find eventually new physics effects.
B meson decays are promising candidates to provide these kind of insights. Remark-
ably the perturbatively calculable parton decay emerges as the leading contribution to
physical observables whereas non perturbative corrections are suppressed by Λ2QCD/m
2
Q
with mQ being the heavy quark mass.
Flavour changing neutral current (FCNC) B decays like B → Xsγ or B → Xsl+l−
are forbidden at the tree level and suppressed at the loop level by the GIM mecha-
nism [11] and by the small quark-mixing matrix elements which involve the transitions
between the third and the first two generations in the Cabibbo-Kobayashi-Maskawa
(CKM ) matrix. This mechanism seems to be confirmed by the present experimental
data through the fact that the branching ration of FCNC are tiny. The ”loop” suppre-
sion of FCNC processes leads to a strong dependence on virtually exchanged particles,
such as the top quark or the electroweak gauge bosons in the SM.
In many extensions of the SM, there are additional one-loop contributions in which
non-SM particles propagate in the loop. If the new particles are not considerably
heavier than those of the SM, the new contributions to these decays can be as large as
those of the SM. As an illustration of the high sensitivity of these decays to new physics,
we mention that the most stringent bound on the mass of the charged Higgs-boson in
the type-II two-Higgs-doublet model comes from rare B-decays, viz B → Xsγ, leading
to MH > 380 GeV [12, 13].
One should try to get information on the parameters in a given extension of the SM
- the two-Higgs-doublet models (THDM) in this thesis - from all processes which allow
both a clean theoretical prediction and an accurate measurement. This means that
precision studies of the THDM contributions similar to those for B → Xsγ [14–18],
where higher order QCD corrections are crucial, should also be done for the process
B → Xsl+l− [19].
We present the derivation of the analytic results for the one- and two-loop cor-
rections to the Wilson coefficients C7(µW ), C9(µW ) and C10(µW ) in the SM and in
type-I and type-II two-Higgs-doublet models at the matching scale µW . The two-loop
corrections of O(αs) are important ingredients for next-to-next-to-leading logarithmic
(NNLO) predictions of various observables related to the decays B → Xsl+l− (l = e, µ)
in these models. We published the missing O(αs)-corrections to the Wilson Coefficient
C9 in the THDMs for the first time [19]. For all other derived Wilson coefficients we
confirm the published results.
Rare loop decays do not only have a potential to detect new physics in B-decays,
but also in the decays of the the next-to lightest-supersymmetric-particle (NLSP) into
axinos, a well motivated candidate for the lightest supersymmetric particle (LSP) as
well as for cold dark matter. Axinos are predicted to exist in models involving low-
energy supersymmetry (SUSY) and the Peccei-Quinn solution [20] to the strong CP
problem. They are spin 1/2 supersymmetric partners of axions [21]. SUSY is widely
considered as perhaps the most attractive framework in which the Fermi scale can be
3naturally connected with physics around the Planck scale. The Peccei-Quinn (PQ)
mechanism, which invokes a global, chiral U(1) symmetry group spontaneously broken
at some high energy scale fea ∼ 1011 GeV remains the most compelling way of solving
the strong CP problem. Of particular importance to both experimental searches and
cosmology is the lightest supersymmetric particle (LSP). Axinos, being massive and
electrically and color neutral are an interesting candidate for the LSP. One of the most
important consequences of supersymmetry for cosmology in the presence of unbroken
R-parity is the fact that the LSP is stable and may contribute substantially to the
relic mass density in the universe [22]. If the contribution is of order the critical
density, such a particle is considered an attractive dark matter (DM) candidate. In the
minimal SUSY model (MSSM), the LSP is usually assumed to be the lightest of the four
neutralinos. In this thesis we assume that the LSP is the axino, rather than the lightest
neutralino. This assumption is justified by experimental bounds: Searches at LEP have
now pushed the neutralino mass limit above about 28 GeV in the MSSM [22], whereas
in the Constrained MSSM (CMSSM) [23], it is already around 42 GeV [24]2. In contrast
to the neutralino, the mass of the axino, ma˜, remains not only virtually unconstrained
experimentally but also theoretically one can easily imagine it in the few to tens of GeV
range. Assuming a charged stau to be the NLSP we show that the NLSP decays of the
stau into axinos can be used to probe an axino LSP scenario in supersymmetric KSVZ
models [21,26]. In KSVZ models additional heavy quarks and squarks are introduced.
The KSVZ axino couples directly only to these additional heavy (s)quarks. Thus there
is no tree-level decay of staus into axinos. The first possible decay channel is the
threebody decay of the stau τ˜ → τ a˜ γ , which arises first at one-loop level, whereas
the two-body decay τ˜ → τ a˜ arises first at two-loop level. The total decay rates of
these decay channels will be calculated with the help of the loop techniques derived for
rare B-decays. For the charged slepton NLSP scenario considered in this thesis, there
have been proposals which discuss how such NLSPs could be stopped and collected for
an analysis of the decays in the LSP. It was found that up to O(103-104) and O(103-105)
of charged NLSP can be trapped per year at the Large Hadron Collider (LHC) and
the International Linear Collider (ILC), respectively, by placing 1-10 ktons of massive
additional material around planned collider detectors [27, 28]. Thus the derived total
decay rates can be used to test the axino LSP scenario at future colliders.
The following chapters are organized as follows:
• The chapters 2-5 give a short introduction into the underlying theoretical back-
ground of this thesis: In chapter 2 we give an overview of the particle content
of the Standard Model (SM). The sensitivity of FCNC B decays to physics be-
yond the SM provides the possibility to find constraints on parameter spaces of
new physics models. As an example of such a new physics modell, we will intro-
duce in chapter 3 Two-Higgs-doublet models (THDM), which arise by extending
the Higgs sector of the SM by introducing a second Higgs doublet. Chapter 4
is dedicated to the concepts of regularisation and renormalisation of Quantum
Chromo Dynamics (QCD). Chapter 5 covers the subject of effective theories be-
2These bounds strongly depend on the assumption that the masses of the gauginos (the fermionic
partners of the gauge bosons) are equal at a grand-unified scale. In the absence of this condition one
recovers a model independent bound mχ ∼> 3 GeV [25].
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ing a necessary tool for the evaluation of B decays. The theoretical framework
of weak B processes is based on the different mass scales involved in the decay
allowing for a systematical factorisation of high an low energy scale effects with
the help of an operator product expansion (OPE). This results in an effective
theory Lagrangian which describes the interaction of the light degrees of freedom
(leptons and light quarks) in terms of effective interaction vertices – the so called
operators. The effect of the decoupled heavy degrees of freedom is absorbed into
the effective coupling constants – Wilson coefficients – which can be calculated
reliably in perturbation theory.
• In chapters 6-8 we derive the analytic results for the two-loop corrections to the
Wilson coefficients C7(µW ), C9(µW ) and C10(µW ) in the SM (chapters 6-7) and
type-I and type-II two-Higgs-doublet models (chapter 8) at the matching scale
µW up to O(αs)-precision. All in chapters 6-8 derived Wilson coefficients are
summarised in chapter 9. Additionally we quote all necessary matching condi-
tions for all the operators that are relevant for the rare B-decay B¯ → Xsl+l− in
the SM and type-II THDM.
• In a scenario, where the NLSP is a charged stau and the LSP is an axino, we will
derive in chapter 10 the threebody decay of the stau τ˜ → τ a˜ γ and the two-body
decay τ˜ → τ a˜ in KSVZ models. The total decay rate of these channels can be
used to test the axino LSP scenario at the LHC.
The appendices focus on the technical details of loop calculations. We present
a software package which enables us to perform the basic steps of the one- and two-
loop calculations (Dirac algebra, tensor reduction, partial fraction, reduction to master
integrals with the help of recurrence relations) fully automatically. Finally we complete
the theoretical background of this theses by giving e.g the used Feynman rules. The
appendices are organised as follows:
• In appendix A the basic steps of the calculation of the integrals in the considered
rare decays are shown. Furthermore, we introduce the program routines which
enabled us to perform the calculation of the loop integrals appearing in the full
SM and THDM side of the matching calculation as well as the decay into axi-
nos fully automatically. These program routines are summarised in appendix C,
where the written software is documented. In appendix B we display the analyti-
cal expressions of the recurrence relations, which enabled us to reduce arbitrary
scalar two-loop integrals with up to three different masses and no dependence on
external momenta to integrals where the highest power of all occurring propaga-
tors is one. These recurrence relations were coded and are part of the in appendix
C documented software.
• Appendices E-G complement the theoretical background of this theses: Appendix
E gives an introduction to Lie algebras needed to perform the colour algebra of
the two-loop diagrams in rare b-decays. In appendix D we complete the operator
basis of B¯ → Xsl+l− decays with the so called evanescent and Equation-of-
Motion (EOM) vanishing operators. Appendix F introduces the two-component
fermion notation used to describe the super potential of axion and heavy quark
5multiplets in chapter 10. Appendix G summarises all Feynman rules needed for
the calculation of the rare b decays in the SM and THDM as well as the Feynman
rules needed for the calculation of the rare decays of staus into axinos.
Chapter 2
The Standard Electroweak Model
2.1 Particles and Interactions
The Standard Model is a gauge field theory based on the gauge group GSM
GSM = SU(3)C ⊗ SU(2)L ⊗ U(1)Y , (2.1)
where SU(3)C corresponds to the strong interaction acting only on colour-charged
particles (quarks and gluons) leaving all other particles untouched. The group SU(2)L
only acts on left-handed fields, thus violating maximally parity. Finally, the group
U(1)Y acts on particles with weak hypercharge. The electroweak interaction
GEW = SU(2)L ⊗ U(1)Y , (2.2)
spontaneously breaks down to the group U(1)Q, where Y and Q denote the weak hy-
percharge generator and the electric charge generator, respectively. Tables 2.1 and 2.2
summarise the fermionic and bosonic fields of the theory as well as their transformation
properties.
Each quark flavour q (q = u, d, s, c, t, b) occurs in three different colours indicated
by the additional colour index α = 1, 2, 3 carried by quark fields (see table 2.1). The
three colour versions of a quark are summarized in the vector:
q =
 q1q2
q3
 . (2.3)
The fundamental constituents of any Dirac spinor φ are the Weyl fermions. In the
chiral basis, the Dirac spinor can be written in the following way:
ψ =
(
ξ
0
)
+
(
0
χ
)
(2.4)
with ξ and χ being 2 component-Weyl spinors 1. Introducing the two chiral projectors
PL =
1− γ5
2
, PR =
1 + γ5
2
(2.5)
1Here we have omitted the upper and lower indices of the Weyl spinors. A more detailed introduc-
tion to Weyl spinors can be found in appendix F.
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we can define left- and right-handed fields ψL and ψR
ψL = PLψ =
(
ξ
0
)
; ψ R = PRψ =
(
0
χ
)
. (2.6)
Generation SU(3)C SU(2)L U(1)Y U(1)Q
1 2 3 Rep. T T3 Rep. Y Q
Q
u
a
rk
s
uαL
dαL
cαL
sαL
tαL
bαL
3
1/2
1/2
1/2
−1/2 2
1/6
1/6
2/3
−1/3
uαR
dαR
cαR
sαR
tαR
bαR
3
0
0
0
0
1
2/3
−1/3
2/3
−1/3
L
e
p
to
n
s (
νe
e
)
L
(
νµ
µ
)
L
(
ντ
τ
)
L
1
1/2
1/2
1/2
−1/2 2
−1/2
−1/2
0
−1
eR µR τR 1 0 0 1 -1 -1
Table 2.1: Fermionic content of the Standard Model and its transformation properties. The
subscript L (R) corresponds to left-handed (right-handed) fields. The superscript α denotes
the colour index. The connection between the quantum numbers of the weak hypercharge
and the electromagnetic charge and the third component of the weak isospin is given by
Y = Q− T3, where Q = q/e and q is the charge of the corresponding particle.
Boson SU(3)C Rep. SU(2)L Rep. Y Q Function
Wµ 1 3 SU(2)L gauge bosons
Bµ 1 1 U(1)Y gauge bosons
Gαµ 8 1 0 0 SU(3)C gauge bosons
φ =
(
φ+
φ0
)
1 2
1/2
1/2
1
0
Generation of mass
Table 2.2: Bosonic content (gauge fields, Higgs boson) of the Standard Model and its trans-
formation properties. Again, the superscript α denotes the colour index.
The left-handed leptons and quarks are put in SU(2)L doublets [29](
νe
e−
)
L
(
νµ
µ−
)
L
(
ντ
τ−
)
L
(2.7)
(
u
d′
)
L
(
c
s′
)
L
(
t
b′
)
L
(2.8)
with the corresponding right-handed fields transforming as singlets under SU(2)L. The
primes are discussed below. The electroweak interactions of quarks and leptons are
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mediated by the massive weak gauge bosons W± and Zo and by the photon A. These
interactions are summarized by the Lagrangian
Lint = LCC + LNC (2.9)
where
LCC = g2√
2
(J+µW
+µ + J−µW
−µ) (2.10)
describes the charged current interactions and
LNC = eJemµ Aµ +
g2
2 cos ΘW
JoµZ
µ (2.11)
the neutral current interactions. Here e is the QED coupling constant, g2 is the SU(2)L
coupling constant and ΘW is the Weinberg angle. The currents are given as follows
J+µ = (u¯γµPLd
′) + (c¯γµPLs′) + (t¯γµPLb′) + (ν¯eγµPLe) + (ν¯µγµPLµ) + (ν¯τγµPLτ) (2.12)
Jemµ =
∑
f
Qf f¯γµf (2.13)
Joµ =
∑
f
f¯γµ(vf − afγ5)f (2.14)
vf = T
f
3 − 2Qf sin2 ΘW af = T f3 (2.15)
where Qf and T
f
3 denote the charge and the third component of the weak isospin of
the left-handed fermion fL.
In our discussion of weak decays an important role is played by the Fermi constant:
GF√
2
=
g22
8M2W
(2.16)
which has the value
GF = 1.16637(1) · 10−5 GeV−2, (2.17)
where the 1 in the paranthesis indicates the one-standard deviation in the last digit.
Other values of the relevant parameters will be collected in appendix H.
The interactions between the gauge bosons are standard and can be found in any
textbook (e.g. [30]) on gauge theories.
The primes in (2.8) indicate that the weak eigenstates (d′, s′, b′) are not equal to
the corresponding mass eigenstates (d, s, b), but are rather linear combinations of the
latter [29]. This is expressed through the relation d′s′
b′
 =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 ds
b
 , (2.18)
where the unitary matrix connecting theses two sets of states is the Cabibbo-Kobayashi-
Maskawa (CKM) matrix. Let us introduce the notation cij = cosθij and sij = sinθij
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with i and j being generation labels (i, j = 1, 2, 3). The standard parametrisation of
the CKM-matrix is then given as follows [31]:
V =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −s23c12 − s12c23s13eiδ c23c13
 , (2.19)
where δ is the phase necessary for CP violation. cij and sij can all be chosen to be
positive and δ may vary in the range 0 ≤ δ ≤ 2pi. However the measurements of CP
violation in K decays force δ to be in the range 0 ≤ δ ≤ pi.
The extensive phenomenology of the last years has shown that s13 and s23 are small
numbers: O(10−3) and O(10−2), respectively. Consequently to an excellent accuracy
c13 = c23 = 1 and the four independent parameters are given as follows
s12 = |Vus|, s13 = |Vub|, s23 = |Vcb|, δ (2.20)
with the phase δ extracted from CP violating transitions or loop processes sensitive
to |Vtd|. The latter fact is based on the observation that for 0 ≤ δ ≤ pi there is a
one-to-one correspondence between δ and |Vtd| given by:
|Vtd| =
√
a2 + b2 − 2ab cos δ, a = |VcdVcb|, b = |VudVub|. (2.21)
The unitarity of the CKM matrix provides us with several relations among
VudV
∗
ub + VcdV
∗
cb + VtdV
∗
tb = 0 (2.22)
is the most useful. In the complex plane the relation (2.22) can be represented as a
triangle, the so-called “unitarity-triangle”. Phenomenologically, this triangle is very
interesting as it involves simultaneously the elements Vub, Vcb and Vtd which are under
extensive discussion at present. In the considered rare B-decays the following unitarity-
relation will play an important role:
V ∗usVub + V
∗
csVcb + V
∗
tsVtb = 0. (2.23)
Summarising the particle content of the Standard Model, we find that it contains
45 Weyl fermions, 12 gauge bosons and one Higgs doublet 2. There are 18 independent
parameters in the model:
• 6 fermion masses: mu, md, mc, ms, mt, mb;
• 3 lepton masses: me, mµ, mτ ;
• 1 gauge boson mass: Mz.
The mass of the electrically charged bosons W± is connected to Mz via the
Weinberg angle:
MW = MZ cos ΘW ; (2.24)
• 1 Higgs boson mass;
2The various ghost fields present in the SM are not discussed.
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• 3 couplings: the electromagnetic, the electroweak and the strong couplings e, g2, gs.
The electromagnetic charge and electroweak couplings are connected via the the
Weinberg angle
g2 sin θW = e; (2.25)
• 4 CKM matrix parameters.
Chapter 3
Two-Higgs-Doublet Models
The Standard Model with two Higgs doublets is a minimal extension of the Higgs sector
of the SM. In the following we consider models with two complex Y = 11, SU(2)L scalar
doublets:
φ1 =
(
φ+1
φ01
)
=
(
φ1 + iφ2
φ3 + iφ4
)
, φ2 =
(
φ+2
φ02
)
=
(
φ5 + iφ6
φ7 + iφ8
)
. (3.1)
The most general two-Higgs doublet scalar potential subject to gauge invariance and a
discrete symmetry φ1 → −φ1 only violated by dimension-two terms is given by [32,33]
V (φ1φ2) = λ1
(
φ†1φ1 − v21
)2
+ λ2
(
φ†2φ2 − v22
)2
+ λ3
[(
φ†1φ1 − v21
)
+
(
φ†2φ2 − v21
)]2
+
λ4
[(
φ†1φ1
)(
φ†2φ2
)
−
(
φ†1φ2
)(
φ†2φ1
)]
+
λ5
[
Re(φ†1φ2)− v1v2 cos ξ
]2
+ λ6
[
Im(φ†1φ2)− v1v2 sin ξ
]2
+
λ7[Re(φ
†
1φ2)− v1v2 cos ξ][Im(φ†1φ2)− v1v2 sin ξ], (3.2)
where the λi are all real parameters (by hermicity). In the minimal supersymmetric
model (MSSM) we have λ7 = 0 at tree-level [33]
2.
The violation of the discrete symmetry φ1 → −φ1 only by dimension-two terms
ensures that flavour-changing neutral currents are not too large [34]. We are free to
choose a Higgs fermion coupling which avoids tree-level FCNCs. It can be shown [34]
that only the neutral Higgs bosons have a non vanishing vacuum expectation value
(VEV). If all the λi are non-negative, then the minimum of the potential is manifestly
〈φ1〉 =
(
0
v1
)
, 〈φ2〉 =
(
0
v2e
iξ
)
, (3.3)
which breaks the SU(2)⊗ U(1)Y down to U(1)EM . If sin ξ 6= 0, there is CP violation
in the Higgs sector.
In the following we do not focus on the most general two-Higgs doublet scalar po-
tential eq. (3.2), but on that part of the potential which reproduces the Higgs sector of
1Note that in the MSSM the two Higgs doublet models have opposite hypercharge.
2In CP-violating two-Higgs doublet models, it is important to keep λ7 6= 0 if one wishes to retain
the overall freedom to redefine th Higgs field phases.
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the MSSM: Supersymmetry imposes the condition λ5 = λ6 [35]. Then the penultimate
line of eq. (3.2) can be combined into a term proportional to |φ†φ2 − v1v2eiξ|2:
(Re(φ†1φ2))
2 − 2 v1v2 cos ξ Re(φ†1φ2) + v21v22 cos2 ξ
+(Im(φ†1φ2))
2 − 2 v1v2 sin ξ Im(φ†1φ2) + v21v22 sin2 ξ
= |φ†1φ2)|2 − 2v1v2[cos ξ Re(φ†1φ2) + sin ξ Im(φ†1φ2)] + v21v22
= |φ†1φ2)|2 − v1v2(eiξφ1φ†2 + e−iξφ†1φ2) + v21v22
= (φ†1φ2 − v1v2eiξ)(φ1φ†2 − v1v2e−iξ)
= |φ†1φ2 − v1v2eiξ|2.
In the MSSM we have λ5 = λ6 and λ7 = 0. Thus the phase ξ can be rotated away by
a redefinition of the field φ2 without affecting other terms in the potential:
φ2 → eiξφ2. (3.4)
In this case, eq. (3.2) represents the most general CP-invariant potential. In the fol-
lowing we henceforth set ξ = 0. The vacuum expectation values of φ1 and φ2 can now
be chosen to be real and positive. A key parameter of the model is the ratio for the
vacuum expectation values
tan β =
v2
v1
. (3.5)
φ1 and φ2 have eight degrees of freedom. There are three Goldstone bosons to
give mass to the W± and Z, thus five physical Higgs particles bosons remain. After
spontaneous symmetry breaking the two doublets give rise to two charged (H±), two
neutral CP-even (H0 and h0) and one neutral CP-odd (A0) Higgs fields [35]. In the
following we will focus our attention to the charged Higgs states. They are given by
H± = −φ± sin β + φ±2 sin β, (3.6)
where φ− ≡ (φ+)∗. The mass is given by m2H± = λ4(v21 + v22). Requiring the absence
of flavour changing neutral currents at the tree-level one obtains two possibilities: the
type-I and the type-II THDM [36]. We denote by Model-I the case in which the quarks
and leptons do not couple to the first Higgs doublet φ1, but to the second Higgs doublet
φ2. In Model-II we assume that φ1 only couples to down-type quarks and leptons and
φ2 only to up-type quarks and neutrinos. Model-II corresponds to the Higgs sector
in the MSSM. The part of the Lagrangian relevant for our calculation is the Yukawa
interaction between the charged physical Higgs bosons H± and the quarks (in its mass
eigenstate basis):
LI = g√
2
{(
mdi
MW
)
X uLjVji dRi +
(
mui
MW
)
Y uRiVij dLj
}
H+ + h.c. . (3.7)
The couplings X and Y are
X = − cot β, Y = cotβ (type-I),
X = tan β, Y = cotβ (type-II),
where tan β = v2/v1, with v1 and v2 being the vacuum expectation values of the Higgs
doublets φ1 and φ2, respectively. In the following we will use the generic form (3.7) for
the interaction between H± and the quarks.
Chapter 4
Dimensional Regularisation and
Renormalisation
The perturbative expansion of Green functions in coupling constants is a well defined
procedure which can be illustrated by Feynman graphs and the corresponding analytic
expressions can be easily found by the application of the Feynman rules. When going
beyond the tree-level approximation the analytic expressions of the Green functions
contain integrations over virtual momenta which turn out to be infinite. To allow
a proper treatment of the divergencies, a regularisation procedure is required. This
equals to a modification of the theory such that the possibly divergent expressions
become well defined and in a suitable limit the original (divergent) theory is recovered.
For gauge theories it is convenient to use the method of dimensional regularisation [4]
which guarantees gauge invariance of the regularised theory. This section collects basic
facts about QCD-renormalisation following [37]. In particular we discuss the (naive)
dimensional regularisation, the MS and MS renormalization schemes.
4.1 Dimensional Regularisation
The Lagrangian density of QCD, omitting the ghosts and setting the gauge parameter
to ξ = 1, is given by:
LQCD = −1
4
(∂µA
a
ν − ∂νAaµ)(∂µAaν − ∂νAaµ)−
1
2
(∂µAaµ)
2
+ q¯α(i 6∂ −mq)qα − gsq¯αT aαβγµqβAaµ
+
gs
2
fabc(∂µA
a
ν − ∂νAaµ)AbµAcν −
g2s
4
fabef cdeAaµA
b
νA
cµAdν . (4.1)
Here Aaµ are the gluon fields with (a, b, c = 1, ..8) and q = (q1, q2, q3) is the color triplet
of quark flavour q, (q = u, d, s, c, b, t). gs is the QCD coupling so that
αs =
g2s
4pi
. (4.2)
T a and f abc are the generators and structure constants of SU(3)C (for more details
about Lie Algebras and the fundamental representation of SU(3)C we refer to ap-
pendix E). From the Lagrangian (4.1) one can derive the Feynman rules for QCD.
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All Feynman rules actually needed for our calculations are summarised in appendix G.
In order to deal with divergences that appear in loop corrections to Green functions
we have to regularise the theory in order to obtain an explicit parametrisation of the
singularities. In this thesis we will employ dimensional regularisation (DR). It is the
favourite regularisation in gauge theories as it preserves all symmetries of the theory.
Feynman diagrams are evaluated in D = 4−2 ε space-time dimensions and singularities
are extracted as poles for ε→ 0. Thus the results of one-loop or two-loop calculations
have the following general structure:
One Loop Result =
a1
ε
+ b1 , (4.3)
Two Loop Result =
a2
ε2
+
b2
ε
+ c2 , (4.4)
where ai, bi and c2 are finite. Let us consider the second term in the second line in
eq. (4.1). The mass dimensions of qi, A
a
µ and L are (D − 1)/2, (D − 2)/2 and D
respectively. Thus the dimension of gs in D = 4 − 2ε dimensions is simply equal to
ε. As it is more useful to work with a dimensionless coupling constant in arbitrary D
dimensions we make to this end the replacement
gs → gsµε, (4.5)
where µ is an arbitrary parameter with the dimensions of mass and gs on the r.h.s. is
dimensionless.
4.1.1 Naive Dimensional Regularisation
The most commonly used scheme applying dimensional regularisation is the so called
”naive dimensional regularisation” (NDR) scheme.
The D-dimensional metric tensor g is introduced satisfying
gµνg
νµ = gµµ = D, (4.6)
where D = 4 − 2 in all kind of expressions containing Lorentz indices. The Dirac
gamma matrices γµ = (γ0, γi), where the Latin index i is employed to denote spatial
indices 1,2,3, satisfy the anticommutation relations
{γµ, γν} = 2gµν = 2gµν. (4.7)
The γ5 is defined by
γ5 = γ5 = iγ
0γ1γ2γ3 (4.8)
and anti-commutes with all γµ:
{γ5, γµ} = 0. (4.9)
It has been emphasised in the literature that this rule leads to algebraic inconsistencies
[38, 39]. Indeed, the NDR is inconsistent with
Tr(γµγνγργσγ5) 6= 0 (4.10)
4.2. Renormalization of QCD 17
for dimensions of space-time D = 4− 2,  6= 0 . However the latter condition is often
considered to be necessary for an acceptable regularisation, since at D = 4 we must
find
Tr(γµγνγργσγ5) = 4iε
µνρσ . (4.11)
Provided one can avoid the calculation of traces like (4.11), which contain γ5 matrices,
it has been demonstrated in many explicit calculations [40] that the NDR gives correct
results consistent with schemes without the γ5 problem. As in our calculations we have
no closed fermion loops and thus no traces to perform, we can ignore the algebraic
inconsistencies of the NDR and apply the NDR-scheme without any modifications.
4.2 Renormalization of QCD
In order to eliminate the divergences in Green functions the fields and parameters in
the Lagrangian have to be renormalised through
Aa0µ = Z
1/2
3 A
a
µ q0 = Z
1/2
q q
g0,s = Zggsµ
ε m0 = Zmm,
(4.12)
where the index “0” indicates unrenormalised quantities. Aaµ and q are renormalised
fields, gs is the renormalised QCD coupling and m the renormalised quark mass. The
factors Zi (i = 3, q, g,m) are the renormalisation constants. They are divergent quanti-
ties, chosen in such a manner that the divergences disappear once the Greens functions
have been expressed in terms of renormalized quantities only. The unrenormalized
parameters g0,s and m0 are independent of the scale µ. This implies, in particular,
that gs must be µ-dependent. Since Zi have a perturbative expansion in gs (see below
eq. (4.16) they must also depend on µ. Consequently the renormalized mass m is also
µ-dependent.
4.2.1 The Counterterm Method
A straightforward way to implement renormalization is provided by the counterterm
method. Thereby parameters and fields in the original Lagrangian, considered as un-
renormalized (bare) quantities, are reexpressed through renormalized ones by means
of (4.12). Thus
L0QCD = LQCD + LC , (4.13)
where LQCD is given in (4.1). L0QCD is also given by (4.1) but with q replaced by q0
and similarly for Aaµ, gs and m. LC is the counterterm Lagrangian. It is simply defined
by (4.13). For instance:
Lq = q¯0i 6∂q0 −m0q¯0q0 ≡ q¯i 6∂q −mq¯q + (Zq − 1)q¯i 6∂q − (ZqZm − 1)mq¯q . (4.14)
LQCD given entirely in terms of renormalized quantities leads to the usual Feynman
rules given in appendix G. The counterterms (∼ (Z − 1)) can be formally treated as
new interaction terms that contribute to Green functions calculated in perturbation
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theory. For these new interactions also Feynman rules can be derived. For instance,
the Feynman rule for the counterterms in (4.14) reads (p is the quark momentum)
iδαβ[(Zq − 1) 6p− (ZqZm − 1)m] . (4.15)
The constants Zi are determined such that the contributions from these new inter-
actions cancel the divergences in the Green functions resulting from the calculations
based on LQCD in (4.13) only. There is some arbitrariness how this can be done because
a given renormalization prescription can in general subtract not only the divergences
but also finite parts. The subtractions of finite parts is, however, not uniquely defined.
This leads to the renormalization scheme dependence of Zi and of the renormalized
fields and parameters.
4.2.2 MS and MS Renormalization Schemes
The simplest renormalization scheme is the Minimal Subtraction Scheme(MS) in which
only divergences are subtracted. In this scheme, the renormalization constants are given
by
Zi =
αs
4pi
a1i
ε
+
(αs
4pi
)2(a2i
ε2
+
b2i
ε
)
+O(α3s) (4.16)
where aji and bji are µ-independent constants. An important virtue of this scheme is
that the renormalization constants do not have any explicit µ-dependence, but depend
on µ only through gs. Similarly, the renormalization constants Zi do not depend on
masses. The MS-scheme bellows thus to the class of mass independent renormalization
schemes.
Starting with the MS scheme, one can construct a whole class of subtraction schemes
which differ from MS by a different continuation of the renormalized coupling constant
to D dimensions. For these MS-like schemes we have
g0,s = Z
k
g g
k
sµ
ε
k where µk = µfk (4.17)
and fk is an arbitrary number which defines the particular scheme ”k”. Since different
schemes in this class differ from the MS scheme only by a shift in µ, the renormal-
ization constants for these schemes can be obtained from (4.16) by replacing gs by
gks characteristic for a given scheme. The constants aji and bji, being µ-independent,
remain unchanged. Of particular interest is the so-called MS scheme in which
µMS =
µeγE/2√
(4pi)
. (4.18)
Changing from the MS to the MS-scheme we observe from eq. (A.26) that in the
MS-scheme the terms −(γE − ln(4pi)), the artefacts of DR, are absent in all integrals.
Chapter 5
Effective Theory
For processes taking place at energy scales much lower than MW , the Standard Model
can be replaced by an so called ”effective theory”. This theory is built out only of SM
fields being much lighter then the W -boson.
5.1 Operator product expansion
The decay of a b-quark can be separated into two distinct parts: processes taking
place at energy scales much lower than MW , and processes taking place at energy
scales higher than MW . These parts are separated from each other conceptually and
practically. The conceptual difference between both energy ranges will be illustrated
in the following with the transition b→ cdu¯. In the left frame of fig. 5.1 the dominant
SM Feynman diagram of this process is shown. The amplitude of this tree-level process
c
d
u
c
W
b
ub d
Figure 5.1: The process b→ cdu¯ from a high-energy (left) and low-energy (right) point
of view.
is given by (fig. 5.1 multiplied by i) 1:
Afull =
−g22
2
VcbV
∗
ud(d¯γµPLu)
gµν
k2 −M2
W
(c¯γνPLb), (5.1)
1We use the term ”amplitude” in the meaning of an ”amputated Green function” multiplied by i.
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where k denotes the four-momentum flowing through the W propagator. The two
energy scales involved in this process are the W-mass MW (80 GeV) and the momentum
k, which is of the order of the mass mb (∼ 4 GeV). Since mb  MW and thus also
k MW it is justified to use the ratio k2/M2W as an expansion parameter. Expanding
the amplitude (5.1) in O(k2/M2
W
) we get:
Afull =
g22
2
VcbV
∗
ud(
[
1
M2
W
(d¯γµPLu)(c¯γ
µPLb) +O(k2/M2W )
]
, (5.2)
Since k, the momentum transfer through the W propagator, is very small as compared
to MW , terms of the order O(k2/M2W ) can be safely neglected and the full amplitude
Afull can be approximated by the first term on the r.h.s. of eq. (5.2). Now the result
of (5.2) may be also obtained from
Heff = 4GF√
2
VcbV
∗
ud((d¯γµPLu)(c¯γ
µPLb)︸ ︷︷ ︸
dimension 6 operator
+higher dimensional operators), (5.3)
where GF is the Fermi constant
GF =
g22
4
√
2M2
W
. (5.4)
The higher dimensional operators correspond to the terms O(k2/M2W ) in eq.(5.2). Ne-
glecting the latter terms corresponds to the neglect of higher dimensional operators.
In the following we will always neglect higher dimensional operators keeping only op-
erators of mass dimension 5 or 6. This simple example illustrates the basic idea of the
operator product expansion (OPE): the product of two charged current operators is
expanded into a series of local operators, whose contributions are weighted by effective
coupling constants, the Wilson coefficients [41]. These Wilson coefficient Ci can be de-
termined by the requirements that the amplitude Afull in the full theory is reproduced
by the corresponding amplitude in the effective theory.
Afull = Aeff =
4GF√
2
VcbV
∗
udCO, (5.5)
where O = (d¯γµPLu)(c¯γµPLb). This procedure is called ”the matching of the full
theory onto the effective theory”. The full theory is the one in which all particles
appear as dynamical degrees of freedom, whereas the effective theory is constructed by
integrating out the heavy fields, in our case the W . From eq. (5.5) we see that in our
simple example the Wilson coefficient is equal to 1. Taking into consideration these
QCD-effects, the effective Hamilton in eq. (5.3) changes to
Heff = 4GF√
2
VcbV
∗
ud(C1(µ)O1 + C2(µ)O2), (5.6)
where
O1 = (d¯αγµPLuβ)(c¯βγµPLbα), (5.7)
O2 = (d¯αγµPLuα)(c¯αγµPLbα) (5.8)
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with α and β being color indices. QCD effects lead to a new operator O1 differing
from the already existing operator O2 only in its colour structure. Along with the new
operator we have a new Wilson Coefficient C1. The Wilson coefficients C1 and C2, the
coupling constants for the interaction terms O1 and O2 become nontrivial functions of
O(αs) , MW and the renormalisation scale µ. If QCD is neglected, we have C1 = 0,
C2 = 1 and eq. (5.6) reduces to eq. (5.3).
The Wilson Coefficients Ci(µ), where i = 1, 2 in our simple example, depend on the
separation scale µ: All physics above the scale µ (short distance effects) is contained in
the Wilson coefficients, whereas low energy (long distance effects) are incorporated in
matrix elements involving the operators. This separation of long- and short distance
effects is the most important property of the OPE: The short-distance part (incorpo-
rated in the Wilson coefficients) is in general independent of any external state. Using
a high renormalization scale µ = µW of the order of the W -mass, the corresponding
coupling constant αs(µW ) is small. Thus the Wilson coefficients can be expanded in
O(αs) and be calculated in fixed order perturbation theory. The expansion of the
Wilson coefficient is given by
Ci(µW ) = C
(0)
i (µW ) +
αs
(4pi)
C
(1)
i (µW ) +
α2s
(4pi)2
C
(2)
i (µW ) +O(α3s)
= C
(0)
i (µW ) +
g2s
(4pi)2
C
(1)
i (µW ) +
g4s
(4pi)4
C
(2)
i (µW ) +O(g6s). (5.9)
5.2 Effective Hamiltonian
We use the framework of an effective low energy theory with five quarks, obtained by
integrating out the heavy degrees of freedom of masses Mheavy ≥ MW . These heavy
masses are t-quark, the W± and Z mass as well as the charged Higgs bosons H±, whose
masses MH are assumed to be of the same order of magnitude as MW . We only take
into account operators up to dimension six and set ms = 0 (with |∆B| = |∆S| = 1).
This is justified due to the strong suppression of higher dimension operators in the
operator product expansion (see section 5.1).
The effective theory Lagrangian relevant to b→ s+(light particles) decays has the
following form
Leff = LQCD×QED(u, d, s, c, b, e, µ, τ)
+
4GF√
2
{∑
Q=u,c
λQ(C
c
1OQ1 + Cc2OQ2 + Cc11OQ11)
+
∑
iA
[(λu + λc)C
c
i + λtC
t
i ]Oi
}
(5.10)
with A = {3...10, 31...36, evanescent} numbering the relevant operators Oi. The cor-
responding Hamiltonian is given by Heff = −Leff .
The quantities
λq = V
∗
qsVqb (q = u, c, t) (5.11)
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collect the dependence on the CKM matrix elements. From the unitarity of the CKM
matrix
λu + λc + λt = 0, (5.12)
we get with the approximation |λu|  |λc|, |λt|
λc = −λt, (5.13)
which removes any CP violating effect from the Hamiltonian. Thus we will refrain in
the following from using the unitarity of the CKM-matrix.
The first term in eq. (5.10) consists of kinetic terms of the light SM particles
as well as their QCD and QED interactions. The remaining two terms consist of
∆B = −∆S = 1 local operators of dimension ≤ 6, built out of those light fields:2
Since both the u- and c-quarks are treated as massless in the present calculation, the
Hamiltonian is symmetric under u ↔ c exchange. This symmetry has already been
taken into account in eq. (5.10), as the same Wilson coefficients C ci occur both in the
u-quark and the c-quark sectors. The values of the Wilson coefficients are found in
the matching procedure, which amounts to requiring equality of b → s+(light parti-
cles) Green functions calculated in the effective theory and in the full model (SM or
THDM), up to O[(external momenta and light masses)2/M2W ]. Contributions of order
g2ns to each Wilson coefficient originate from n-loop SM diagrams, which follows from
the particular convention for powers of gauge couplings in the normalisation of our
operators.
The operators Oi entering the effective Lagrangian can be divided into two classes:
physical operators O1-O10 and the non-physical operators. One has some freedom in
the choice of the operator bases, we followed the conventions given in [42].
5.2.1 Physical Operators
The physical operators Oi consist of the current-current operators OQ1,2 (Q = {u, c}),
the QCD penguin operators O3,...,6 (q = {u, d, s, c, b}), the electro-magnetic moment
type operator O7, the chromo-magnetic moment type operator O8 and finally the
semileptonic operators O9,10. They are given by
OQ1 = (s¯γµPLTaQ) (Q¯γµPLTab) , OQ2 = (s¯γµPLQ) (Q¯γµPLb) ,
O3 = (s¯γµPLb)
∑
q(q¯γ
µq) , O4 = (s¯γµPLTab)
∑
q(q¯γ
µTaq) ,
O5 = (s¯γµγνγρPLb)
∑
q(q¯γ
µγνγρq) , O6 = (s¯γµγνγρPLTab)
∑
q(q¯γ
µγνγρTaq) ,
O7 = eg2smb(s¯σ
µνPLb)Fµν , O8 = 1gsmb(s¯σµνPLTab)Gaµν ,
O9 = e2g2s (s¯γµPLb)
∑
(l¯γµl) , O10 = e2g2s (s¯γµPLb)
∑
(l¯γµγ5l),
(5.14)
where Ta (a = 1, ..., 8) are the SU(3)C colour generators defined in Appendix E , and
gs and e are the strong and electromagnetic coupling constants q and l appearing in
the sums run over the light quarks (q = u, ..., b) and the charged leptons, respectively.
2The s-quark mass is neglected here, i.e. it is assumed to be negligibly small when compared to
mb. No such assumption is made concerning mc or mt.
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We note that due to the particular conventions concerning the powers of the strong
coupling constant gs in the definition of our operators [43], the contributions of order
g2ns to each Wilson coefficient originate from n-loop diagrams. It should be noted that
the above basis of physical operators results from the SM, however in extensions of the
SM other physical operators could become relevant, too. In this theses we consider
THDM scenario for low values of tan β. In this case the SM operator basis suffices.
5.2.2 Non-Physical Operators
In addition to the physical operators several non-physical operators have to be included
in the matching procedure of full and effective theories. They can be divided in two
classes: EOM-vanishing operators and evanescent operators.
EOM-vanishing operators
The EOM-vanishing operators vanish by the QCD⊗QED equation of motion (EOM)
of the effective theory up to a total derivative. They appear in intermediate steps of
the off-shell calculation of the processes b → sγ (b → sg) and contribute to the final
results of Wilson coefficients of physical operators when going beyond leading order
matching.
Evanascent operators
Evanescent operators vanish algebraically in four dimensions, however in D 6= 4 dimen-
sions they are indispensable and contribute to Wilson coefficients of physical operators.
The name ”evanescent” originates from the fact that such operators vanish in 4 dimen-
sions due to the identity
γα1γα2γα3 = gα1α2γα3 − gα1α3γα2 + gα2α3γα1 + iεβα1α2α3γβγ5. (5.15)
This identity cannot be analytically extended to D dimensions. Thus diagrams con-
taining triple products of Dirac matrices cannot be reduced to anything simpler in
D-dimensions.
All non-physical operators appearing in our calculation are summarized in appendix
D, as far as the evanescent operators are concerned, only OQ11 and OE,Q1 from the sec-
tion D.2 are needed for the matching calculation.
Naive dimensional regularisation with fully anticommuting γ5 has been used in
our matching computation. Using this simple scheme could not cause any difficulties,
because the choice of the four-quark operator basis given in eq. (5.14) allowed us to
avoid the appearance of Dirac traces containing γ5 in the effective theory diagrams.
No such traces were present in the SM and THDM diagrams, either (for details see
chapter 4).
Chapter 6
Matching for Photonic
∆B = −∆S = 1 Penguins in the SM
The goal of this chapter is to find two-loop QCD contributions to Wilson coefficients
of operators in the effective theory giving leading electroweak contributions to the
∆B = −∆S = 1 transitions accompanied by either a real photon or a lepton pair
emission in the SM. In the latter case we will restrict ourselves to processes mediated
by a virtual photon. i.e. we do not consider SM diagrams where the W or Z boson
couple directly to the lepton line. This processes will be discussed in chapter 7
The techniques derived for the SM contributions will be applied in chapter 8 to
photonic and Z–penguins in the THDM. To describe the matching calculations for
photonic penguins we follow the very nice and clear introduction to the techniques of
matching calculations given in [42].
6.1 Preliminaries
Photonic ∆B = −∆S = 1 transitions accompanied by a real photon give contributions
to the Wilson Coefficients C7, decays accompanied by an off-shell photon decaying into
a lepton pair give contributions to the ”photonic” part of C9 (C9 gets also contributions
from W-boxes and Z-penguins). The simplest way to find the Wilson coefficients up to
O(αs)is to require equality of the off-shell 1PI amputated Green functions calculated
in the full SM and in the effective theory. In order to derive C7 up to O(αs)as well as
the contribution deriving from photonic penguins to C9 the following functions have
to be considered:
Up to one loop, we need to consider the b→ sγ, b→ s g and b→ scc¯ functions. At
two loops, only the b → sγ function is necessary. In the cases of b → sγ and b → s g,
we work at the leading order in αem and up to O[(external momenta)2/M2W ]. In the
b→ scc¯ case, external momenta can be neglected.
We set all the light particle masses to zero in the whole calculation. An exception
is the b-quark mass, which is being included up to linear order. This means that we
maintain mb only in Yukawa couplings and in the b-quark propagator numerators. The
terms of order m2b are neglected. One can justify this procedure by formally treating
the b-quark mass term as an interaction with an external scalar field.
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The Feynman integrands for the one- and two-loop Feynman diagrams are generated
with the help of the program FeynArts [44].
A priori the integrals of rare B-decays are quite complicated, as we have to deal
with two heavy masses: on the one hand the top-mass and on the other hand the
W -mass (SM) or the charged Higgs mass (THDM), as well as a complicated structure
of the momenta in the denominator. A typical propagator structure is given by
I =
1
(q21 −m21)n1(q21 −m22)n2(q2 + k1)2 −m22)n3((q1 + q2 + k2)−m22)n4
, (6.1)
where q1 and q2 are the loop momenta, k1 and k1 the external momenta, nj ≥ 0 and∑
j nj = 6. At the moment exact results for diagrams with more than one mass scale do
not exist beyond one-loop, as the exact calculation of two-loop graphs with two mass
scales is technically very demanding. Therefore we use the Heavy Mass Expansion
(HME) [45].
6.1.1 Heavy Mass Expansion
The HME is an asymptotic expansion in small momenta and masses. The basic idea
is to use the hierarchy of mass scales and momenta to reduce complicated two-loop
calculations to simpler ones. The following assumptions are made:
1. all the masses of a given Feynman diagram Γ can be divided into a set of large
M = {M1,M2, . . .} and small m = {m1, m2, . . .} masses,
2. all external momenta k = {k1, k2, . . .} are small compared to the scale of the
large masses M .
The ansatz is that the dimensionally regularised (unrenormalised) Feynman integral
FΓ associated with the Feynman diagram Γ can be written as
FΓ
M→∞∼
∑
γ
FΓ/γ ◦ Tkγ ,mγFγ(kγ , mγ,M), (6.2)
where the sum is performed over all subgraphs γ of Γ which fulfil the following two
conditions simultaneously:
• γ contains all lines with heavy masses (M),
• γ consists of connected1 components that are one-particle-irreducible with respect
to the lines with small masses (m).
The operator T performs a Taylor expansion in the variables k2i /M2j and m2l /M2j ,
where ki belongs to k
γ, the set of external momenta with respect to the subgraph γ.
ml belongs to the set of light masses m
γ of γ. Mj is the heavy mass of the propagator
to which the light mass or the external momenta belong to.
In our special case the only diagram contributing in the HME is the Taylor expan-
sion of the full diagram Γ, as all subdiagrams vanish in DR (see fig. 6.1).
1A graph is called connected when it can not be separated into two or more distinct pieces without
cutting any line.
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Figure 6.1: Expansion of the full theory in the HME for the example process b → γ. τ
symbolises the Taylor expansion in small masses and momenta as described in eq. (6.2).
Thick lines stand for heavy quarks (in our example the top mass), dashed lines heavy bosons
like the W±, pi± in the SM or the charged Higgs in the THDM. In line two we show the two
subdiagrams needed to be evaluated in the HME for the two-loop diagrams.
After Taylor expansion of the two-loop integrals we deal with the calculation of
a large number of rather simple integrals. Matching these results with effective low
energy theories we find out to which mass power we must expand the Taylor series
in the HME. In our case we have to match to an effective theory with operators of
mass dimension six2. Therefore it is sufficient to expand the full side up to second
order in external momenta and mb (neglecting m
2
b though). Expansion up to higher
order in the external momenta would correspond to Wilson coefficients of operators of
higher mass dimensions and can therefore be safely neglected. The Taylor expansion
of the Feynman integrands in external momenta, as well as setting all the light masses
to zero, creates spurious infrared divergences that we regularise dimensionally. As we
shall see, all these divergences cancel out in the matching conditions relating the full
and the effective theory Green functions, the spurious IR-divergencies get cancelled by
the UV-divergencies on the effective theory side.
6.1.2 Partial Fraction and Tensor Reduction
After Taylor expansion in external momenta and factorising them out, the integrals
remain dependend only on loop momenta and two heavy masses: MW and mt. Subse-
quent application of partial fraction decomposition allows a reduction of all the integrals
to those in which a single mass parameter occurs in the propagator denominators to-
gether with a given loop momentum. Finally, after reducing tensor integrals to scalar
ones, the non-vanishing integrals obtained at one and two loops are respectively as
2Note that the Fermi constant has mass dimension m−2 leading to the correct mass dimension of
the effective Lagrangian of m4.
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follows:
µ2
∫
dD q
(2pi)D
1
(q2 −m2)n ,
µ4
∫
dDq1 d
Dq2
(2pi)2D(q21 −m21)n1(q22 −m22)n2[(q1 − q2)2]n3
, (6.3)
which are known explicitly [46,47]. Explicit formulae for Taylor expansion, partial frac-
tion and tensor reduction as well as analytical results for all occurring scalar one- and
two-loop integrals are given in appendix A. In appendix C we introduce furthermore
all written routines performing these steps automatically.
6.2 The Full Side in the Standard Model
In this section we will show the basic steps in the derivation of the one- and two-loop
functions of the process b→ sγ, as well as the b→ s gluon and b→ scc¯ up to one-loop
precision. The latter are needed to recover one-loop contributions to certain Wilson
coefficients which take part in the two-loop b → sγ matching condition (see section
6.5). In the following section we will give the basic steps of the calculation of the
b→ sγ function up to two loops. As there is no tree-level contribution to this function,
the first contributions arise at one-loop.
6.2.1 b→ sγ at One-Loop Precision
The four 1PI diagrams arising at one-loop are presented in fig. 6.2.
γ γ γ γ
u, c, t u, c, t W± W± u, c, t u, c, t pi± pi±
b W± s b u, c, t s b pi± s b u, c, t s
Figure 6.2: One-loop 1PI diagrams for b → sγ in the SM. The charged would-be Goldstone
boson is denoted by pi±. There is no W±pi∓γ coupling in the background-field gauge.
We calculate the corresponding unrenormalized amputated Green function off shell,
in the background-field version of the ’t Hooft-Feynman gauge. The Feynman inte-
grands are expanded up to the second order in external momenta and mb (neglecting
m2b though). We refrain from using unitarity of the CKM matrix. The result can be
written in the following form:
i
4GF√
2
ePR
(4pi)2
N (1) (MW )
{
(V ∗usVub + V
∗
csVcb)
13∑
j=1
h
(1)
j Sj + V
∗
tsVtb
13∑
j=1
f
(1)
j (x)Sj
}
+ O(2),
(6.4)
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where PR =
1
2
(1 + γ5), N
(1)
 (MW ) = 1 − κ(MW ) + 2( 112pi2 + 12κ2(MW )), κ(MW ) =
γE − ln(4pi) + ln(M2W/µ2W ). Sk stands for Dirac structures depending on the incoming
b-quark momentum p and on the outgoing photon momentum k
Sj =
(
γµp/k/, γµ (p · k), γµp2, γµk2, p/kµ, p/pµ, k/pµ, k/kµ,
mbk/γµ, mbγµk/, mbp/γµ, mbγµp/, M
2
Wγµ
)
j
. (6.5)
We will see in the matching procedure (see section 6.5) that explicit results are needed
only for the coefficients at the structures S2, S8 and S10:
h
(1)
2 =
23
9
+ 145
54
, h
(1)
8 = − 49 + 754 + 59324, h(1)10 = 0,
f
(1)
2 (x) =
15x3−16x2+4x
3(x−1)4 ln x+
−8x3−105x2+141x−46
18(x−1)3
+
{
−15x3+16x2−4x
6(x−1)4 ln
2 x + 8x
4+115x3−150x2+48x
18(x−1)4 ln x +
−76x3−645x2+885x−290
108(x−1)3
}
,
f
(1)
8 (x) =
−3x4−15x3−6x2+20x−8
18(x−1)4 ln x +
71x3+78x2−111x+34
108(x−1)3 + 
{
3x4+15x3+6x2−20x+8
36(x−1)4 ln
2 x
+−71x
4−79x3+162x2−144x+48
108(x−1)4 ln x+
529x3−102x2+195x−118
648(x−1)3
}
,
f
(1)
10 (x) =
−3x2+2x
6(x−1)3 ln x+
5x2−3x
12(1−x)2 + 
{
3x2−2x
12(x−1)3 ln
2 x + −5x
3+2x2
12(x−1)3 ln x +
11x2−5x
24(x−1)2
}
(6.6)
with x = m2t /M
2
W .
6.2.2 b→ sγ at Two-Loop Precision
Let us now proceed to an evaluation of the first QCD correction to the considered
Green function. The corresponding two-loop diagrams are shown in fig. 9.1.
In analogy to eq. (6.4), we write the unrenormalized two-loop result as
i
4GF√
2
eg2sPR
(4pi)4
N (2) (MW )
{
(V ∗usVub + V
∗
csVcb)
13∑
j=1
h
(2)
j Sj + V
∗
tsVtb
13∑
j=1
f
(2)
j (x)Sj
}
+ O(),
(6.7)
where gs is the QCD gauge coupling andN
(2)
 (MW ) = 1−2κ(MW )+2(16pi2+2κ2(MW )).
The two-loop analogues of the coefficients given in eq. (6.6) are found to have the
following form:
h
(2)
2 = −27281 − 3740243 , h(2)8 = − 128812 − 1088243 − 314729 − 128pi
2
243
, h
(2)
10 =
20
9
+ 92
27
,
f
(2)
2 (x) =
1

{
8x(−45x3−34x2+53x−10)
9(x−1)5 ln x+
4(x4+641x3−501x2+83x−8)
27(x−1)4
}
+8x(7x
3−69x2+61x−14)
9(x−1)4 Li2
(
1− 1
x
)
+ 4x(45x
3+34x2−53x+10)
3(x−1)5 ln
2 x
+4(−6x
5−4497x4+2622x3+811x2−638x+88)
81(x−1)5 lnx +
2(−719x4+35822x3−35073x2+11492x−1802)
243(x−1)4 ,
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f
(2)
8 (x) =
1

{
4(243x4+486x3−419x2+130x−8)
81(x−1)5 ln x+
2(−185x4−3313x3+369x2+905x−368)
243(x−1)4
}
+4(32x
4+283x3−135x2−70x+64)
81(x−1)4 Li2
(
1− 1
x
)
+ 2(−243x
4−486x3+419x2−130x+8)
27(x−1)5 ln
2 x
+2(370x
5+7933x4−1370x3−683x2+238x−8)
243(x−1)5 ln x+
2(−3301x4−20714x3+4182x2+202x+191)
729(x−1)4 ,
f
(2)
10 (x) =
1

{
2x(36x2+x−10)
9(x−1)4 ln x +
11x3−169x2+132x−28
9(x−1)3
}
+ 2x(−15x
3+8x2−21x+10)
9(x−1)4 Li2
(
1− 1
x
)
+x(−36x
2−x+10)
3(x−1)4 ln
2 x + −22x
4+396x3−377x2+142x−16
9(x−1)4 ln x+
31x3−1071x2+630x−112
54(x−1)3 .
(6.8)
The last two elements we need to know on the SM side are the b→ s g and b→ scc¯
functions up to one-loop. They are used to recover one-loop contributions to certain
Wilson coefficients which take part in the two-loop b→ sγ matching condition.
6.2.3 b→ s g at One-Loop Precision
Similarly to the b → sγ case, there is no tree-level contribution to the b → s g Green
function in the SM. The one-loop contribution is given by the diagrams presented in
fig. 6.3.
b
u, c, t
g
u, c, t
s
Figure 6.3: One-loop 1PI diagrams for b → sg. The dashed lines is W ± or pi± in the SM
and H± in the THDM. The off-shell part of this contributions contributes to b → sqq¯.
In analogy to eq. (6.4), the result can be written as
i
4GF√
2
gsPRT
a
(4pi)2
N (1) (MW )
{
(V ∗usVub + V
∗
csVcb)
13∑
j=1
u
(1)
j Sj + V
∗
tsVtb
13∑
j=1
v
(1)
j (x)Sj
}
+ O(2),
(6.9)
where T a denotes the SU(3) generator corresponding to the outgoing gluon. The
coefficients at the structures S2, S8 and S10 read
u
(1)
2 =
4
3
+ 22
9
, u
(1)
8 = − 23 + 19 + 1154, u(1)10 = 0, (6.10)
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v
(1)
2 (x) =
−5x2+2x
(x−1)4 ln x +
−x3+15x2+12x−8
6(x−1)3
+
{
5x2−2x
2(x−1)4 ln
2 x+ x
4−16x3−30x2+24x
6(x−1)4 ln x+
−5x3+159x2+60x−88
36(x−1)3
}
,
v
(1)
8 (x) =
3x2+5x−2
3(x−1)4 ln x +
5x3−12x2−39x+10
18(x−1)3
+
{
−3x2−5x+2
6(x−1)4 ln
2 x+ −5x
4+17x3+54x2−36x+12
18(x−1)4 ln x +
19x3−192x2−57x−22
108(x−1)3
}
,
v
(1)
10 (x) =
x
2(x−1)3 ln x +
x2−3x
4(x−1)2 + 
{
−x
4(x−1)3 ln
2 x + −x
3+4x2
4(x−1)3 ln x +
x2−7x
8(x−1)2
}
.
(6.11)
6.2.4 b→ scc¯ up to One-Loop Precision
W
s c
b c
Figure 6.4: Tree-level b → scc¯ diagram on the SM side.
Contrary to the functions considered so far, the b → scc¯ function does acquire a
tree-level contribution in the SM. It is given by the diagram shown in fig. 6.4. For
vanishing external momenta, it gives3:
−i4GF√
2
V ∗csVcb(γµPL)⊗ (γµPL). (6.12)
Figure 6.5: One-loop b → scc¯ diagrams on the SM side, which do not vanish in dimensional
regularisation when all the light particle masses are set to zero.
The non-vanishing one-loop diagrams for the b→ scc¯ functions are shown in fig. 6.5.
When the external momenta are set to zero, we find the following result for the corre-
3The tensor product symbol Γ ⊗ Γ′ is used here to denote the tree-level (s¯Γc)(c¯Γ′b) amputated
Green function.
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sponding amputated Green function:
i4GF√
2
g2s
(4pi)2
V ∗csVcbN
(1)
 (MW )
{(−6

− 15− 39
2

)
(γµPLT
a)⊗ (γµPLT a)
+
(−1

− 3
2
+O()) [(γµγνγρPLT a)⊗ (γµγνγρPLT a)− 16(γµPLT a)⊗ (γµPLT a)]} +O(2).
(6.13)
The Dirac structure in the last line of the above equation vanishes in four dimensions.
However, there is no way to express it as ×(simpler structure). The coefficient at this
structure will give us the Wilson coefficient of an evanescent operator in the effective
theory [40, 48, 49]. The necessity of recovering this coefficient (as well as keeping O()
parts of other one-loop coefficients) is a price we have to pay for regularising infrared
divergences dimensionally. The above result is the last one we need to know on the
SM side in order to recover SM-contribution deriving from photonic penguins to the
Wilson coefficients C i7, C
i
9 (i = 1, 2). The results for the functions h
i
j, f
i
j , u
i
j, v
i
j for
i = 1, 2 and j = 2, 8, 10 have been derived with the help of the Mathematica packages
Fermions and Integrals described in detail in appendix A. They are in agreement with
the results published in [42]. In section 6.5 we shall study the same Green functions in
the effective theory framework.
6.3 QCD-Renormalisation of the Effective Lagrangian
The Lagrangian of the effective theory has been given in eq. (5.10). It is written in terms
of bare fields and parameters. In order to express it in terms of the QCD-renormalized
quantities, we replace the QCD gauge coupling, b-quark mass, quark fields and the
Wilson coefficients (see section 4.1.1) with
gs → Zgsgsµε, mb → Zmmb, q → Z1/2q q, CQi →
∑
j
CQj Zji.
(6.14)
After QCD renormalisation, the structure of the effective Lagrangian is the same
as in eq. (5.10), but only the photonic penguin contribution to the Wilson coefficients
CQi
4 are replaced by some other constants that we denote here by AQi . Below, we shall
need
AQj = Z
2
q
∑
i
CQi Zij for j = 1, 2, 4, 11,
AQ7 = ZqZ
−2
gs
[
Zm
∑
i
CQi Zi7 + (Zm − 1)
∑
i
CQi Zi(35)
]
,
AQ8 = ZqZ
−2
gs
[
Zm
∑
i
CQi Zi8 + (Zm − 1)
∑
i
CQi Zi(34)
]
,
AQ9 = ZqZ
−2
gs
∑
i
CQi Zi9. (6.15)
4Note that in this chapter CQi does not stand for the full Wilson-coefficient (which can get additional
SM-contributions from Z-penguins and W-boxes as well as contritutions from models beyond the SM
as the THDM), but only for contributions arising from photonic penguins in the SM. In chapter 9
Ct7 will be called − 12 [A7]W and Ct9 will appear as [C9]W .
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For simplicity, we shall use the MS scheme in the present section. The MS results for
the Wilson coefficients can be obtained from the MS ones by simply setting γE−ln(4pi)
to zero, i.e. replacing κ(MW ) by ln(M
2
W/µ
2
W ).
In the MS scheme, the renormalisation constants read [29, 50]
Zgs = 1 +
g2s
(4pi)2
(−1
2
β0
)
+O(g4s) with β0 = 11N−2f3 = 233 for f=5 active flavours,
Zq = 1 +
g2s
(4pi)2
(
−γ(0)q
)
+O(g4s) with γ(0)q = CF = N
2−1
2N
= 4
3
,
Zm = 1 +
g2s
(4pi)2
(
−1
2
γ
(0)
m
)
+O(g4s) with γ(0)m = 6 CF = 8,
Zij = δij +
g2s
(4pi)2
[
a01ij +
1

a11ij
]
+ g
4
s
(4pi)4
[
a02ij +
1

a12ij +
1
2
a22ij
]
+O(g6),
where N = 3 is the number of colours, f is the number of quark flavours and CF is the
quadratic Casimir operator in the fundamental representation (see section E.5). The
finite terms a0kij can be different from zero, if and only if, Pi is an evanescent operator
and Pj not.
Our off-shell operator basis is chosen in such a manner that as many operators as
possible are EOM-vanishing. This means that no linear combination of the remaining
operators is EOM-vanishing. In such a case, the EOM-vanishing operators do not
mix into the remaining ones, i.e. Zij = 0 when Pi is EOM-vanishing and Pj not.
In consequence, we only need to know explicitly the mixing among the physical and
evanescent operators.
The powers of coupling constants in front of our operators eq. (5.14, D.1, D.6) have
been chosen in such a way that terms of order g2n in the renormalisation constants
originate from n-loop diagrams in the effective theory. As one can see, the sum of
powers of gauge coupling constants in front of a given operator is always equal to
“(number of fields in this operator)-4”. In the original QCD and QED Lagrangians,
the powers of coupling constants are equal to “(number of fields)-2”. Here, two powers
are traded for GF that normalises the effective Lagrangian. All the renormalisation
constants in the effective theory up to two loops are known from former anomalous
dimension computations [43,51–54] (although some of them need to be transformed into
our operator basis (5.14)). Here, we shall need the one-loop renormalisation constant
matrix aˆ11 for {O1,O2,O4,O7,O8,O9,O11} only. According to [42, 55] it reads
aˆ11 =
O1 O2 O4 O7 O8 O9 O11
−2 4
3
−1
9
0 0 −16
27
∗ O1
6 0 2
3
0 0 −4
9
1 O2
0 0 −50
9
0 0 16
27
0 O4
0 0 0 16
3
− β0 0 0 0 O7
0 0 0 −16
9
14
3
0 0 O8
0 0 0 0 0 −β0 0 O9
0 0 0 0 0 0 ∗ O11
, (6.16)
where the stars denote entries not needed in this special matching calculation. In
addition, for the two-loop matching of photonic penguins in the charm sector, we need
the following entries from the matrices aˆ12 and aˆ22:
a1227 =
116
81
, a2227 = 0, a
01
(11)7 = 0,
a1229 =
776
243
, a2229 =
148
81
, a01(11)9 =
64
27
.
(6.17)
34 6. Matching for Photonic ∆B = −∆S = 1 Penguins in the SM
6.4 The Effective Theory Side
At this point, we are ready to calculate all the necessary 1PI Green functions on the
effective theory side. This turns out to be very simple, as all the particles in the
effective theory are massless in our approach.5 Consequently, all the loop diagrams
vanish in dimensional regularisation due to the cancellation between ultraviolet and
infrared divergences. In effect, we need to know only the tree-level matrix element of
the effective Lagrangian. The ultraviolet counterterms present in this matrix element
reproduce precisely the infrared divergences in the effective theory, which have to be
equal to the infrared divergences on the SM side. As we shall see in section 6.5, all the
1/n poles will indeed cancel in the matching condition.
External gluons in the Green functions considered on the Standard Model side have
been the background ones. Therefore, we can maintain only the background gluon field
in Leff , since only tree-level diagrams are non-vanishing on the effective theory side.
This is why we could omit EOM-vanishing operators proportional to quantum gluons in
our operator basis, even though the calculation is performed off-shell. For the purpose
of the present section, it is convenient to redefine O9 so that it contains a sum over all
the light charged fermions f weighted by their electric charges Qf
O9 = −e
2
g2
(s¯LγµbL)
∑
f
Qf (f¯γ
µf). (6.18)
This redefinition will be only used for the matching of photonic penguins in the SM
(THDM) and will thus not be valid for the matching of Z-penguin in chapters 7 and 8.
We now write down the effective theory counterparts of the Green functions con-
sidered in section 6.3. Their structure follows directly from tree-level Feynman rules
for the operators given in eqs. (5.14) and (D.1).
6.4.1 b→ s γ
First we will give the b→ s γ function (cf. eq. (6.4)):
i
4GF√
2
ePR
g2s
{
(V ∗usVub + V
∗
csVcb)
12∑
j=1
h˜jSj + V
∗
tsVtb
12∑
j=1
f˜jSj
}
(6.19)
with the coefficients at the structures S2, S8 and S10 given by
h˜2 = −4Ac35, h˜8 = 2Ac35 − Ac36, h˜10 = Ac7 + Ac35,
f˜2 = −4At35, f˜8 = 2At35 − At36, f˜10 = At7 + At35
(6.20)
to all orders in QCD. The above coefficients follow from the tree-level ”b → s γ-
Feynman rules generated by the operators.
5The b-quark mass is formally treated as a perturbative interaction with an external scalar field,
and we include only terms that are linear in this interaction.
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6.4.2 b→ s g
Similarly, for b→ s g we get:
i
4GF√
2
PRT
a
gs
{
(V ∗usVub + V
∗
csVcb)
12∑
j=1
u˜jSj + V
∗
tsVtb
12∑
j=1
v˜jSj
}
(6.21)
with
u˜2 = −4Ac34, u˜8 = 2Ac34 − Ac31, u˜10 = Ac8 + Ac34,
v˜2 = −4At34, v˜8 = 2At34 − At31, v˜10 = At8 + At34.
(6.22)
In both the b → sγ and b → s g cases, the coefficients at other structures depend
on AQ32 and A
Q
33, too. In each of these two cases, coefficients at 12 independent Dirac
structures Sj
6 are given by linear combinations of only 6 independent quantities.
It is just a consequence of QCD×QED gauge invariance of our effective Lagrangian.
Therefore, the coefficients at the structures Sk must satisfy 12−6 = 6 linear constraints.
This must be also the case for the SM Green functions, because they must match the
effective theory ones. These linear constraints of the SM Greens functions are
s
(i)
2 − s(i)7 = 0 s(i)6 − 2s(i)3 = 0 s(i)5 + s(i)6 + s(i)7 = 0
s
(i)
4 + s
(i)
8 − s(i)3 = 0 s(i)11 + s(i)12 = 0 s(i)9 + s(i)10 + s(i)11 = 0,
(6.23)
where s
(i)
k (s = (h, j, u, v), i = (1, 2)) is the coefficient of the Sk.-Dirac structure
of the considered process. These gauge constraints are only fullfilled after proper
renormalisation. Checking these constraints on the SM side has been an important
cross-check in our calculation.
6.4.3 b→ scc¯
b → scc¯ function is the last function to be considered on the effective theory side. It
takes the form
i
4GF√
2
V ∗csVcb {Ac1(γµPLT a)⊗ (γµPLT a) + Ac2(γµPL)⊗ (γµPL)
+ Ac11 [(γµγνγρPLT
a)⊗ (γµγνγρPLT a)− 16(γµPLT a)⊗ (γµPLT a)]}
+ [terms proportional to (AQ31 + A
Q
4 )]. (6.24)
6.5 Matching
The perturbative expansion of the Wilson coefficients is given in eq. (5.9). We shall first
recover the Wilson coefficients at all the EOM-non-vanishing operators up to one-loop.
Then, two-loop contributions to the coefficients at P7 and P9 will be found.
6The 13. Dirac structure M2W γµ gets completely renormalized away by the electroweak countert-
erm.
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6.5.1 QCD Renormalisation of the Full Side
It might be surprising that we can actually start the matching without having con-
sidered diagrams with UV counterterms on the SM side. Apart from the electroweak
counterterm proportional to s¯D/ b, we should include the QCD renormalisation of the
quark wave functions and masses.
The electroweak counterterm proportional to s¯D/ b is taken in the MOM scheme, at
q2 = 0 for the s¯∂/b term, and at vanishing external momenta for the terms containing
gauge bosons. It is achieved by an appropriate flavour-off-diagonal renormalisation of
the quark wave functions. The only effect of such a renormalisation in the present case
is that the coefficients at the structure S13 in eqs. (6.4), (6.7) and (6.9) are completely
renormalized away. This is welcome, because the structure S13 was absent from the
effective theory counterparts of these equations (eqs. (6.19) and (6.21)).
As far as the QCD renormalisation of the quark wave functions in internal lines
and in vertices is concerned, it combines to an overall factor, which could be obtained
by renormalising only those terms in the vertices that correspond to external fields in
a given Green function. However, one-loop external quark field renormalisation is the
same on the full and effective theory sides. Consequently, we can omit counterterms
with Zq on the SM side and simultaneously set Zq to unity on the effective theory side.
The same refers to the renormalisation of the b-quark mass, since mb is actually
treated as an external scalar field. We omit the corresponding counterterms on the full
theory side and simultaneously set Zm to unity on the effective theory side. This is
how we get rid of terms proportional to (Zm − 1) in eq. (6.15).
As far as the renormalisation of the QCD gauge coupling is concerned, no such
counterterms occur on the full theory side in our particular calculation. On the effective
theory side, we maintain all the necessary factors of Zgs.
The last relevant quantity that acquires QCD renormalisation on the full theory
side is the top quark mass. However, contributions from the corresponding counterterm
diagrams can be obtained by differentiating lower order results with respect to mt (see
below).
6.5.2 b→ scc¯ Matching
Let us first match the b→ scc¯ Green function up to one loop. The first thing to notice
is that terms proportional to AQ31 + A
Q
4 in the last line of eq. (6.24) are not important
at the considered order, because
AQ4 = −AQ31 +O(g4s). (6.25)
The reason for this relation is that the b→ sdd¯ 1PI Green function acquires its leading
contribution only at two loops in the SM. Lower-order tree-level contributions to this
function must vanish in the effective theory, which implies the above relation.
Similarly, from the fact that the b→ se+e− 1PI function vanishes at one-loop, we
find
AQ9 = +A
Q
36 +O(g4s), (6.26)
so long as the W -boson boxes and Z-boson penguins are not taken into account on the
SM side.
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Returning to the b → scc¯ function, we compare eqs. (6.12), (6.13) and (6.24), and
immediately find
Ac1 =
g2s
(4pi)2
N (1) (MW )
(
−6

− 15− 39
2

)
+ O(g4s , 2),
Ac2 = −1 + O(g4s),
Ac11 =
g2s
(4pi)2
(1− κ(MW ))
(
−1

− 3
2
)
+ O(g4s , ), (6.27)
which implies that (cf. eqs. (6.15)-(6.16) with Zq set to unity)
C
c(0)
1 = 0, C
c(0)
2 = −1, Cc(0)11 = 0, (6.28)
and
C
c(1)
1 = N
(1)
 (MW )
(
−6

− 15− 39
2

)
− 1

C
c(0)
2 a
11
21 + O(2)
= −15 + 6κ(MW ) + 
(
−39
2
+ 15κ(MW )− 3κ(MW )2 − 1
2
pi2
)
+O(2),
(6.29)
C
c(1)
2 = 0,
(6.30)
C
c(1)
11 = (1− κ(MW ))
(
−1

− 3
2
)
− 1

C
c(0)
2 a
11
2(11) + O()
= −3
2
+ κ(MW ) + O(). (6.31)
Indeed, all the 1/ poles have cancelled in the final results for the one-loop Wilson
coefficients.
The coefficient Cc2 is the only one that acquires a tree-level contribution in our
calculation. For all the other coefficients considered below, we have C
Q(0)
i = 0.
6.5.3 b→ s g Matching
Let us now turn to the b → s g matching. Solving the set of linear equations
{(6.22),(6.25)}, one finds
Ac4 =
(
1
2
u˜2 + u˜8
)
,
Ac8 =
(
1
4
u˜2 + u˜10
)
. (6.32)
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to all orders in QCD. Comparing the one-loop contributions on the full side eqs. (6.9)7
with the effective Lagrangian (6.21), one finds
Ac4 =
g2s
(4pi)2
N (1) (MW )
(
1
2
u
(1)
2 + u
(1)
8
)
+O(g4s , 2),
Ac8 =
g2s
(4pi)2
(1− κ(MW ))
(
1
4
u
(1)
2 + u
(1)
10
)
+O(g4s , 2), (6.33)
which implies that (cf. eqs. (6.15)-(6.16) with Zq and Zm set to unity)
C
c(1)
4 = N
(1)
 (MW )
(
1
2
u
(1)
2 + u
(1)
8
)
− 1

a1124C
c(0)
2 +O(2),
=
7
9
+
2
3
κ(MW ) + 
(
77
54
− 7
9
κ(MW )− 1
3
κ(MW )
2 − 1
18
pi2
)
+O(2),
C
c(1)
8 = (1− κ(MW ))
(
1
4
u
(1)
2 + u
(1)
10
)
+O(2). (6.34)
Similarly,
C
t(1)
4 = (1− κ(MW ))
(
1
2
v
(1)
2 (x) + v
(1)
8 (x)
)
+O(2),
C
t(1)
8 = (1− κ(MW ))
(
1
4
v
(1)
2 (x) + v
(1)
10 (x)
)
+O(2). (6.35)
6.5.4 b→ sγ Matching
Finally, we perform the b → sγ matching. Solving the trivial set of linear equations
{(6.20),(6.26)}, one finds
Ac7 =
(
1
4
h˜2 + h˜10
)
,
Ac9 =
(
1
2
h˜2 − h˜8
)
(6.36)
to all orders in QCD. Comparing eqs. (6.4), (6.7) and (6.19) we get
Ac7 =
g2s
(4pi)2
[
(1− κ(MW ))
(
1
4
h
(1)
2 + h
(1)
10
)
+O(2)
]
+
g4s
(4pi)4
[
(1− 2κ(MW ))
(
1
4
h
(2)
2 + h
(2)
10
)
+O()
]
+O(g6),
Ac9 =
g2s
(4pi)2
[
N (1) (MW )
(
−1
2
h
(1)
2 − h(1)8
)
+O(2)
]
+
g4s
(4pi)4
[
N (2) (MW )
(
−1
2
h
(2)
2 − h(2)8
)
+O()
]
+O(g6), (6.37)
7Without S13, since it has been renormalized away by the electroweak counterterm mentioned in
section 6.3 subsection.
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which implies that (cf. eqs. (6.15)-(6.17) with Zq and Zm set to unity)
C
c(1)
7 = (1− κ(MW ))
(
1
4
h
(1)
2 + h
(1)
10
)
+O(2),
=
23
36
+ 
(
145
216
− 23
36
κ(MW )
)
+O(2),
C
c(1)
9 = N
(1)
 (MW )
(
−1
2
h
(1)
2 − h(1)8
)
− 1

a1129C
c(0)
2 +O(2)
= −38
27
− 4
9
κ(MW ) + 
(
−247
162
+
38
27
κ(MW ) +
2
9
κ(MW )
2 +
1
27
pi2
)
+O(2)
(6.38)
and
C
c(2)
7 = (1− 2κ(MW ))
(
1
4
h
(2)
2 + h
(2)
10
)
− 1

[
a1227C
c(0)
2 + (a
11
77 + β0)C
c(1)
7 + a
11
87C
c(1)
8
]
+O()
= −713
243
+
4
81
κ(MW ) +O(),
C
c(2)
9 = N
(2)
 (MW )
(
−1
2
h
(2)
2 − h(2)8
)
− 1
2
(
a2229 + β0a
11
29
)
C
c(0)
2
−1

[
a1229C
c(0)
2 + a
11
19C
c(1)
1 + a
11
49C
c(1)
4
]
− a01(11)9Cc(1)11 +O()
= −524
729
− 16
3
κ(MW ) +
128
81
κ(MW )
2 +
128
243
pi2 +O(). (6.39)
Similarly, in the top sector we find
C
t(1)
7 = (1− κ(MW ))
[
1
4
f
(1)
2 (x) + f
(1)
10 (x)
]
+O(2)
= 3x
3−2x2
4(1−x)4 ln x +
46−205x+312x2−145x3
72(−1+x)4
+ 
[
κ(MW )
(
46−159x+153x2−22x3
72(−1+x)3 −
(−2x2+3x3) ln(x)
4(−1+x)4
)
+ −290+975x−933x
2+122x3
432(−1+x)3 −
x(−48+162x−157x2+22x3) ln(x)
72(−1+x)4 −
x2(−2+3x)ln(x)2
8(−1+x)4
]
+O(2),
C
t(1)
9 = (1− κ(MW ))
[
−1
2
f
(1)
2 (x)− f (1)8 (x)
]
+O(2)
= +3x
4−30x3+54x2−32x+8
18(1−x)4 ln x+
47x3−237x2+312x−104
108(1−x)3
+ 
[
κ(MW )
(
−104+312x−237x2+47x3
108(−1+x)3 −
(8−32x+54x2−30x3+3x4) ln(x)
18(−1+x)4
)
+ 988−2850x+2037x
2−301x3
648(−1+x)3 +
(−48+288x2−266x3+47x4) ln(x)
108(−1+x)4 −
(8−32x+54x2−30x3+3x4)ln(x)2
36(−1+x)4
]
+O(2),
(6.40)
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C
t(2)
7 = (1− 2κ(MW ))
[
1
4
f
(2)
2 (x) + f
(2)
10 (x)
]
− 1

γ(0)m x
∂
∂x
C
t(1)
7
− 1

[
(a1177 + β0)C
t(1)
7 + a
11
87C
t(1)
8
]
+O(),
C
t(2)
9 = (1− 2κ(MW ))
[
−1
2
f
(2)
2 (x)− f (2)8 (x)
]
− 1

γ(0)m x
∂
∂x
C
t(1)
9 −
1

a1149C
t(1)
4 +O().
(6.41)
Here, the x-derivative terms stand for contributions from the top-quark mass renor-
malisation on the full theory side. Instead of including these terms, we could just
calculate the corresponding one-loop SM diagrams with counterterm insertions. How-
ever, derivatives give us the same results much faster.
Plugging in the functions f
(2)
2 , f
(2)
8 , f
(2)
10 it is easy to see that all the 1/ poles indeed
cancel in C
t(2)
7 and C
t(2)
9 . As usual, the O() parts of the one-loop Wilson coefficients
have affected the results of the two-loop matching.
The results for C
c(0)
2 , C
c(1)
1 , C
c(1)
2 , C
Q(1)
4 , C
Q(1)
7 , C
Q(1)
9 , C
Q(2)
7 and C
Q(2)
9 obtained in
the present chapter are summarised in chapter 9 after passing to the MS scheme. In
the MS we have
κ(MW ) = ln(M
2
W
/µ2W ) = − ln(µ2W/m2t )− ln x (6.42)
and get for the top contributions
C
t(1)
7 = [A7]
0
W (x) +O(),
C
t(2)
7 = [A7]
1
W (x) +O(),
C
t(1)
9 = [C
ll¯
9 ]
0
W (x) +O(),
C
t(2)
9 = [C
ll¯
9 ]
1
W (x) +O() (6.43)
with the functions [A7]
0
W (x), [A7]
1
W (x), [C
ll¯
9 ]
0
W (x), [C
ll¯
9 ]
1
W (x) given in table 9.1.
All the other matching conditions summarised there have been found in an anal-
ogous manner. In the two-loop Z-penguin contributions to CQ9 and C
Q
10, the effect of
renormalising the s¯d/b term on the SM side is less trivial than in the photonic penguin
case and will be explained in detail in section 7.2. In the two-loop matching for Oc1 and
Oc2 scalar integrals with three non-vanishing masses are necessary [46]. These integrals
are given in section A.12.5. Nevertheless, the basic algorithm remains the same as in
the O7 and O9 cases.
Chapter 7
Matching for ∆B = −∆S = 1
Z-penguins and boxes in the SM
In order to complete calculation of all O(αs)-contributions to C7 and C9 we will calcu-
late in this chapter contributions from Z-penguins. Furthermore we will give a short
overview of the matching calculation for W-boxes in the SM, the last ingredient needed
to complete the matching calculation in the SM for C9 up to O(αs). In order to per-
form the complete two-loop matching for to C7 and C9 up to O(αs) we also have to
consider contributions deriving from Z-penguins and boxes.
7.1 ∆B = −∆S = 1 Z-Penguins
The one-loop contribution are given by the diagrams in fig. 7.1.
b u, c, t
Z
s
l l
b
l l
u, c, t
Z
u, c, t
s
Figure 7.1: One-loop diagrams for b → sl+l−. The dashed lines are W±/pi± in the SM resp.
H± in the THDM.
The unrenormalised one-loop result Green function can be written as
i
4GF√
2
e2
(4pi)2
(cWsW
4
)
N (1) (Mi){
t
(1)
i λt
(
1− 4s2W
s2W
s¯γµPLb
∑
(l¯γµl)− 1
s2W
s¯γµPLb)
∑
(l¯γµγ5l)
)}
+ O(2), (7.1)
where the index i = W stands for the SM contributions, the index i = H for contri-
butions deriving from Z-penguins in the THDM which will be discussed in in chapter
41
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8. We have again neglected contributions deriving from up quark loops, as λu  λc.
Furthermore we neglect contributions from charm quark loops, as their contributions
are suppressed by m
2
c
M2W
. We introduced the abbreviations
cW = cos θW , sW = sin θW . (7.2)
The coefficient derives t
(1)
W from Z-penguins with top quarks in the loop and is given
by:
t
(1)
W =
1
cWsW
[
(−3+2s2W )(2+x)
12
+
3(−2−25x+x2)+2s2W (2+x+3x2)
24(−1+x)
+
x(−12−24x+4s2W x−3x2+2s2W x2) ln(x)
12(−1+x)2
+ 
(
3(−2−33x+x2)+2s2W (2+x+7x2)
48(−1+x) +
−(x(24−78x+4s2W x+3x2+6s2W x2))
24(−1+x)2
+
x(−12−24x+4s2W x−3x2+2s2W x2)
24(−1+x)2
)]
. (7.3)
Let us now turn to the two-loop QCD corrections to the Z-penguins. The corresponding
Feynman diagrams are given in fig. 9.1. The unrenormalised two-loop Green function
can be written as
i
4GF√
2
e2g2s
(4pi)4
(cWsW
4
)
N (2) (Mi){
t
(2)
i λt
(
1− 4s2W
s2W
s¯γµPLb
∑
(l¯γµl)− 1
s2W
s¯γµPLb)
∑
(l¯γµγ5l)
)}
+ O(2), (7.4)
where t
(2)
W is given by
t
(2)
W =
1
2
(−3+2sW 2)x
3cW sW
+
(−1+x)(9+303x+123x2+33x3+2sW 2(−3−5x−29x2+x3))−6x(12+(60−8sW 2)x+(9−6sW 2)x2+(−3+2sW 2)x3) ln(x)
 9cW sW (−1+x)3
+ 1
18cW sW (−1+x)3 [(−1 + x) (−21 + 963x+ 855x
2 + 63x3 + 2sW
2 (7− 41x− 133x2 + 11x3))
− 4x (−78 + (402− 20sW 2)x− 12 (−9 + 5sW 2) x2 + (33 + 2sW 2)x3) ln(x)
+ 6x
(
33 + 189x+ 18x2 − 6x3 + 2sW 2
(
1− 15x− 6x2 + 2x3)) ln(x)2
− 12 (−1 + x) x (sW 2 (2− 8x) + 3 (7 + 4x+ 2x2))Li2(−1 + x
x
)
]
. (7.5)
Whereas in the case of photonic penguins the only effect of the electroweak renor-
malisation was to renormalise away completely the coefficients of S13 (and had thus no
further influence on the final Wilson coefficient), the influence of the electroweak renor-
malisation in the Z-penguins is less trivial. In the following section we will therefore
give details of the electroweak renormalisation.
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7.2 Electroweak Renormalisation
In this section we derive the electroweak counterterm for the s¯bZ-vertex. We start
from the kinetic term for the b and s quarks in the unrenormalised Lagrangian:
Lkin = b¯0L(i 6∂)b0L + s¯0L(i 6∂)s0L, (7.6)
where b0L = PLd
0. Introducing field renormalisation allowing off-diagonal pieces in b-s-
sector we get
b0L = Z11bL + Z12sL,
s0L = Z21bL + Z22sL. (7.7)
Inserting in (7.6) we find:
Lkin = (Z11b¯L + Z12s¯L)i 6∂(Z11bL + Z12sL) +
(Z21b¯L + Z22s¯L)i 6∂(Z21bL + Z22sL)
= Ldiagonalkin︸ ︷︷ ︸
in terms of renormalised fields
+Lnon−diagonalkin . (7.8)
The requirement that flavour non-diagonal propagation must be absent for the renor-
malised fields if we work in a mass (field) eigenbasis uniquely determines the electroweak
counterterm of a given regularisation prescription. Therefore we find the counter term
Lagrangian in the bottom-type quark sector by keeping only non-diagonal pieces in
eq.(7.8) :
Lnon−diagonalkin,sb = s¯Li 6∂dL(Z12Z11 + Z22Z21)
= κ′s¯i 6∂PLd, (7.9)
where
κ′ = Z12Z11 + Z22Z21. (7.10)
Now κ′ is determined just from the requirements that such non–diagonal propagation
must be absent in the b− s-sector.
Next, considering the corresponding unrenormalised neutral current Lagrangian for
bottom quarks we obtain:
LNC = − g2
2 cos θW
(
1− 2
3
sin2 θW
)
(b¯0γµPLb0) + s¯0γµPLs0) · Zµ. (7.11)
Due to the above non-diagonal field renormalisation the Lagrangian will also contain
the term:
∆LNC = Lnon−diagonalNC = −κ′
g2
2 cos θW
(
1− 2
3
sin2 θW
)
s¯γµPLb · Zµ, (7.12)
which is obtained from eq. (7.11) by using the relations (7.7) and keeping only flavour
non–diagonal pieces. Eq. (7.12) yields the electroweak counter term contribution for
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the s¯Zb vertex function once κ′ has been determined [56]. In the above derivation we
omitted right-handed fields which do not contribute at one-loop level to the Z-vertex.
In order to derive κ′ recall that the usual counter term in the Lagrangian
Lcounter = (Zq − 1)q¯i 6∂q (7.13)
gives the counter-term rule
i(Zq − 1)p/ (7.14)
at the level of diagrams (eq. (4.15)). Thus
Lcounter = κ′s¯i 6∂PLb (7.15)
gives the Feynman rule
b s iκ
′ 6p/PL.
κ′ can be derived by a simple one-loop calculation
b
u, c, t
s + b s = 0.
With
b
u, c, t
s = iAs¯k/PLb ⇒ κ′ = −A,
we get for the contributions deriving from top quark loops in the SM:
κ
′ SM
t,1 = −At = −
4GF√
2
e
4pi2
V ∗tsVtbN
(1)
 (MW )k
(1)
t,W , (7.16)
where
k
(1)
t,W =
1

(2 + x)
2
− 2− x + 2x
2 − 3x3 + 2x2 (2 + x) ln(x)
4(−1 + x)2
+ 
(−2 + x− 6x2 + 7x3 − 2x2 (2 + 3x) ln(x) + 2x2 (2 + x) ln(x)2)
8(−1 + x)2 +O(
2).
(7.17)
For the two-loop matching we have to evaluate to evaluate the electroweak-counterterm
up to O(g22αs). Thus the following two-loop self energy diagrams have to evaluated:
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The dashed lines are again W±/pi± in the SM and H± in the later discussed THDM
case. Performing the above two-loop integrals we obtain
κ
′ SM
t,2 = −At = −
4GF√
2
eg2s
(4pi)4
V ∗tsVtbN
(2)
 (MW )k
(2)
t,W , (7.18)
where
k
(2)
t,W =
2x
2
+
2 (3 + 2x+ 24x2 − 30x3 + x4 − 6x2 (−4− 3x+ x2) ln(x))
3(−1 + x)3
+
1
3 (−1 + x)3
[
(−1 + x) (7− 41x− 133x2 + 11x3)− 4x2 (−10− 30x+ x2) ln(x)
+ 6x
(
1− 15x− 6x2 + 2x3) ln(x)2 + 12 (−1 + x) x (−1 + 4x) Li2(−1 + x
x
)
]
.
(7.19)
After adding the electroweak counterterm Lagrangian the electroweak renormalised
Greens function can be obtained by making the following replacements in eq. (7.1) and
eq. (7.4):
t
(1)
i → t(1)i + ew k(1)t,i , t(2)i → t(2)i + ew k(2)t,i , (7.20)
where the factor
ew =
1
2 cos θW sin θW
(
1− 2
3
sin2 θW
)
(7.21)
derives from the Z-lepton pair vertex. Let us now summarise the strategy needed for
electroweak renormalisation:
• We know that weak interactions produce non-diagonal propagation in the (sb)-
sector.
• Similarly to the quark wave renormalisation in QCD (eq. (4.12)) we use the field
renormalisation as given in eq. (7.7).
• This produces a counter term in the kinetic terms which translates into the
counter term rule ik′ 6 ∂PL (where k′ is found from the equity of the countert-
erm and the corresponding one-loop (two-loop) correction), so that non-diagonal
propagation is not present in the renormalised theory.
• We have to express the rest of the Lagrangian through renormalised fields. This
produces in addition to the usual vertex Zbb¯ and Zs¯s a non diagonal vertex
which is represented by ∆LNC. This has to be added to the other diagrams. The
rest of L is the same, thus no other parts of the calculation are effected by this
electroweak renormalisation.
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• Last but not least we want to give the connection to a more standard notation
for electroweak counter terms: Bare and renormalised fields are connected via
q0 =
√
Zq =
√
1 + δZq '
(
1 +
1
2
δZ
)
q = q +
1
2
δZq. (7.22)
Thus (
b0L
s0L
)
=
(
1 +
1
2
δZL
)(
bL
sL
)
(7.23)
and corresponding terms with L → R which where not needed in our matching
calculation. Thus we get for the counterterm:
i
2
(δZLsb)p/ = ik
′ 6p/PL ⇒ k′PL = 1
2
δZLsb.
7.3 The Effective Side and Matching
The Z-contributions to the b → sl+l− Greens function on the effective side are given
by (cf. eq. (7.1)):
i4GF√
2
λt(C
t
9,Z,iO9 + Ct10,Z,iO10)
= 4GF√
2
(
g2s
(4pi)2
C
t(1)
9,Z,i +
g4s
(4pi)4
C
t(2)
9,Z,i
)
e2
g2s
(s¯γµPLb)
∑
(l¯γµl)
+ 4GF√
2
(
g2s
(4pi)2
C
t(1)
10,Z,i +
g4s
(4pi)4
C
t(2)
10,Z,i
)
e2
g2s
(s¯γµPLb)
∑
(l¯γµγ5l) +O(α2s). (7.24)
where i = W denotes SM Z-penguin contributions, whereas i = H denotes the THDM
Z-penguin contribution to the Wilson-coefficients, which will be discussed in section
8.3. We could avoid explicit QCD renormalisation by setting Zq to unity on both the
full and effective side.
Comparing eq. (7.24) and eq. (7.1,7.4) with (7.20) we finally obtain for the SM
Z-penguin contribution to C9 and C10:
C
t(1)
(9,Z,W ) =
1−4s2W
s2W
(1− κ) cW sW
4
(t
(1)
W + ew k
(1)
t,W ) + O(2)
=
1−4s2W
s2W
[
[C ll¯9 ]
1
W +
(−4+x)x
8(−1+x) −
x(2−6x+x2) ln(x)
8(−1+x)2 −
x(2+3x)ln(x)2
16(−1+x)2
]
+O(2),
C
t(1)
(10,Z,W ) = − 1s2W
[
[C ll¯9 ]
1
W +
(−4+x)x
8(−1+x) −
x(2−6x+x2) ln(x)
8(−1+x)2 −
x(2+3x)ln(x)2
16(−1+x)2
]
+O(2),
C
t(2)
(9,Z,W ) =
1−4s2W
s2W
(1− 2κ) cW sW
4
(t
(2)
W + ew k
(2)
t,W )− 1γ(0)m x ∂∂xCt(1)(9,Z,W ) + O()
=
1− 4s2W
s2W
[C ll¯9 ]
2
W + O(),
C
t(2)
(10,Z,W ) = −
1
s2W
[C ll¯9 ]
2
W + O(), (7.25)
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where [C ll¯9 ]
1
W and [C
ll¯
9 ]
2
W are given in table 9.1. [C
ll¯
9 ]
1
W was first calculated in [57],
[C ll¯9 ]
2
W in [56]. As before stands the x derivate for contributions from the top-quark
mass renormalisation on the full theory side.
7.4 Box Diagrams
The last piece missing in order to complete the calculation of the SM contributions
to C7 and C9 are the contributions deriving from box diagrams. In fig. (7.2) we show
the one-loop box diagram contributing to b → sl+l−, in fig. (9.2) the corresponding
two-loop diagrams.
b u, c, t s
νll l
Figure 7.2: One-loop box diagrams contributing to b → sl+l−. The dashed lines are W±
and/or Would-be-Goldstone-Bosons.
In order to calculate the full SM side the main routine for the calculation of the
one- and two-loop diagrams had to be slightly modified in order to be able to deal with
two fermion lines.
Furthermore, the evanescent operator
OE1 =
e2
g2s
(
(s¯γµ1γµ2γµ3PLb)(lγ
µ1γµ2γµ3PLl))− 4(s¯γµ1PLb)(l¯γµPLl)
)
=
e2
g2s
((s¯γµ1γµ2γµ3PLb)(lγ
µ1γµ2γµ3PLl)− 2(O9 −O10)) (7.26)
arises due to our D-dimensional matching calculation. This operator would vanish in 4
dimensions (see section D.2). Details of this matching calculation can be found in [58].
All published results have been confirmed. The corresponding Wilson coefficients can
be find in chapter 9.
Chapter 8
Matching for ∆B = −∆S = 1
penguins in the THDM
In this chapter we present the derivation of the analytic results for the two-loop cor-
rections to the Wilson coefficients C9(µW ) and C10(µW ) in type-I and type-II two-
Higgs-doublet models at the matching scale µW . They are important ingredients for
next-to-next-to-leading logarithmic predictions of various observables related to the
decays B → Xsl+l− (l = e, µ) in these models. Additionally we rederived the already
known two-loop correction to the Wilson coefficient C7(µW ) which is related to the
decay B → Xsγ. While these extra pieces are known for the coefficients C7 [14–18]
and C10 [59] for quite some time, the two-loop THDM contributions to C9 have been
first calculated in [60] and first published in [19]. We neglect diagrams with neutral
Higgs-boson exchange. This omission is justified in the type-II model, if the coupling
parameters (ml/MW ) tanβ and ml/(MW cos β) are sufficiently smaller than one. In
this case the operator basis is the same as in the SM. Only the matching calculation
for the Wilson coefficients gets changed by adding the contributions where the flavour
transition is mediated by the exchange of the physical charged Higgs boson instead of
W/Would-be Goldstone bosons. While these extra pieces are known for the coefficients
C7, C8 and C10 to two-loop precision for quite some time [14–18,59] the corresponding
results for C9 were first published by [19]. In order to calculate the O(αs) THDM-
contributions to C7, C9 and C10 the photonic and Z-penguin diagrams given in fig. 9.1,
where the dashed lines are now the charged Higgs-bosons, have to be calculated. Note
that only the contributions from the internal top quarks have to be taken into account
in these diagrams, as the charm contributions, which come with a relative suppression
factor of mbmc/m
2
t or m
2
c/m
2
t , only induce dimension 8 operators which are neglected
in our treatment. The different contributions to the Wilson coefficients will be denoted
as follows:
We write the one- and two-loop charged Higgs induced contributions to C9(µW )
and C10(µW ) in the form
C
(n)
9,H(µW ) = C
(t(n))
(9,γ,H)(µW ) + C
(t(n))
(9,Z,H)(µW )
= [D9]
(n−1)
H +
1− 4s2W
s2W
[C ll¯9 ]
(n−1)
H ,
C
(n)
10,H(µW ) = C
(t(n))
(10,Z,H)(µW ) = −[D9](n−1)H , (8.1)
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where sW = sin θW . Terms proportional to Z
(n) (Γ(n)) account for contribution the
n-loop Z0- (photon-) penguin diagrams. In eq. (8.1) we have additionally introduced
the functions
[C ll¯9 ]
(n−1)
H : b→ sl+l− mediated by n-loop Z-penguins in the THDM,
[D9]
(n−1)
H : off-shell part of n-loop 1PI b→ s γ in the THDM,
contributing to b→ sl+l−.
8.1 b→ s g
Let us now start with the calculation of Wilson coefficients deriving from gluonic one-
loop penguins with charged Higgs bosons. They will be needed to perform the two-loop
matching calculation of photonic penguin contributions to C7,H and C9,H . In analogy
to eq. (6.9) the corresponding Greens function can be written as
i
4GF√
2
gsPRT
a
(4pi)2
N (1) (MH)
{
V ∗tsVtb
13∑
j=1
v
(1,H)
j (y)Sj
}
+ O(2), (8.2)
where
y =
m2t
M2H
. (8.3)
The THDM Wilson coefficients deriving from gluonic one-loop penguins (see fig. (6.3))
are given by
C
t(1),H
4 = (1− κ(MH))
(
1
2
v
(1,H)
2 (y) + v
(1,H)
8 (y)
)
+O(2),
C
t(1),H
8 = (1− κ(MH))
(
1
4
v
(1,H)
2 (y) + v
(1,H)
10 (y)
)
+O(2). (8.4)
The derivation of eq. (8.4) is in analogy to the derivation of (6.35). With
v
(1,H)
2 (y) = Y
2
[
−(y(2+3y−6y2+y3))
6(−1+y)4 −
y2 ln(y)
(−1+y)4
+
(
y(−22−27y+54y2−5y3)
36(−1+y)4 +
y2(−6−6y+y2) ln(y)
6(−1+y)4 +
y2ln(y)2
2(−1+y)4
)]
,
v
(1,H)
8 (y) = Y
2
[
y(5−22y+5y2)
18(−1+y)3 +
y(−1+3y) ln(y)
3(−1+y)4
+
(
y(19−170y+19y2)
108(−1+y)3 −
y3(−27+5y) ln(y)
18(−1+y)4 −
y(−1+3y)ln(y)2
6(−1+y)4
)]
,
v
(1,H)
10 (y) = XY
[
−((−3+y)y)
4(−1+y)2 −
y ln(y)
2(−1+y)3 + 
(
−((−7+y)y)
8(−1+y)2 +
(−4+y)y2 ln(y)
4(−1+y)3 +
yln(y)2
4(−1+y)3
)]
(8.5)
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we get
C
t(1),H
4 = Y
2
[
3y2−2y
6(y−1)4 ln y +
7y3−29y2+16y
36(y−1)3
+
(
y(104−193y+23y2)
216(−1+y)3 −
(y2(18−36y+7y2) ln(y))
36(−1+y)4 −
(y(−2+3y)ln(y)2)
12(−1+y)4
+
−
„
y(−16+45y−36y2+7y3) ln
„
MH
2
µW
2
««
36(−1+y)4 −
y(−2+3y) ln
„
MH
2
µW
2
«
ln(y)
6(−1+y)4
)]
+O(2)
= [E4]
0
H +O(),
C
t(1),H
8 = XY
(
− y
2(y−1)3 ln y − y
2−3y
4(y−1)2
)
− Y 2
[
y2
4(y−1)4 ln y +
y3−5y2−2y
24(y−1)3
]
+
(
XY
y(−7+8y−y2+2(−4+y)y ln(y)+2ln(y)2)
8(−1+y)3
+Y 2
y(−22−27y+54y2−5y3+6y(−6−6y+y2) ln(y)+18yln(y)2)
144(−1+y)4
− ln M2H
µ2W
(
XY
x(−6+8x−2x2−4 ln(x))
8(−1+x)3 + Y
2 x(−12−18x+36x2−6x3−36x ln(x))
144(−1+x)4
))
) +O(2).
(8.6)
After passing to the MS-scheme, we replaced κ(MH) by ln
M2H
µ2W
in the above Wilson-
coefficients. In type-II models we have
C
t(1),H
8 = −
1
2
[F8]
(0)
H +O(). (8.7)
[E4]
(0)
H and [F8]
(0)
H are given in the summary table 9.2.
8.2 b→ sγ
Let us now start with the matching for photonic penguins in the THDM. The corre-
sponding one-loop diagrams are given in fig. 8.1.
b
t
γ
t
H± s b
H±
γ
H±
t s
Figure 8.1: One-loop 1PI diagram for b → sγ in the THDM. The off-shell part of this
diagram contributes to b → sl+l−.
The result of the calculation of the corresponding unrenormalised amputated Green
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function can be written as
i
4GF√
2
ePR
(4pi)2
N (1) (MH)V
∗
tsVtb
13∑
j=1
f
(1,H)
j (x)Sj + O(2), (8.8)
The one-loop photonic contributions to C7 and C9 are given by
C
t(1,H)
7 = (1− κ(MH))
[
1
4
f
(1,H)
2 (y) + f
(1,H)
10 (y)
]
+O(2),
[D9]
0
H = (1− κ(MH))
[
−1
2
f
(1,H)
2 (y)− f (1,H)8 (y)
]
+O(2). (8.9)
With
f
(1,H)
2 = Y
2
[
−(y(−7+5y+8y2))
18(−1+y)3 +
y2(−2+3y) ln(y)
3(−1+y)4
+
(
−(y(−59+49y+76y2))
108(−1+y)3 +
y2(−12+15y+8y2) ln(y)
18(−1+y)4 −
y2(−2+3y)ln(y)2
6(−1+y)4
)]
,
f
(1,H)
8 = Y
2
[
y(17−64y+71y2)
108(−1+y)3 −
y(4−12y+9y2+3y3) ln(y)
18(−1+y)4
+
(
y(43−308y+529y2)
648(−1+y)3 −
y3(−27+71y) ln(y)
108(−1+y)4 +
y(4−12y+9y2+3y3)ln(y)2
36(−1+y)4
)]
,
f
(1,H)
10 = X Y
[
−(y(−3+5y))
12(−1+y)2 +
y(−2+3y) ln(y)
6(−1+y)3
+
(
−(y(−5+11y))
24(−1+y)2 +
y2(−2+5y) ln(y)
12(−1+y)3 −
y(−2+3y)ln(y)2
12(−1+y)3
)]
(8.10)
we get
C
t(1,H)
7 = XY
(
−(y(3−8y+5y2))
12(−1+y)3 −
(4−6y)y ln(y)
12(−1+y)3
)
+Y 2
(
y(−42+72y+18y2−48y3−72y ln(y)+108y2 ln(y))
432(−1+y)4
)
+
[
Y 2
(
−(y(−59+49y+76y2+6Lt(−7+5y+8y2))Y 2)
432(−1+y)3
+
y(−7+18y2+6Lty(−2+3y))Y 2 ln(y)
72(−1+y)4 +
y2(−2+3y)Y 2ln(y)2
24(−1+y)4
)
XY
(
−(y(−5+11y+2Lt(−3+5y)))
24(−1+y)2 +
y(−3+6y+Lt(−4+6y)) ln(y)
12(−1+y)3
+y(−2+3y)ln(y)
2
12(−1+y)3
)]
+O(2) (8.11)
In type-II THDM models we have X = tan β, Y = cot β. Thus we can write
C
t(1,H)
7 = = [A7]
(0)
H +O(), (8.12)
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where [A7]
(0)
H is given in table 9.2. For the contribution from the off-shell part of b→ sγ
we get
[D9]
0
H = Y
2
(
Γ1 + 
[
−(y(220−455y+301y2+6Lt(38−79y+47y2)))
648(−1+y)3
+
y(38−81y+54y2+6Lt(4−6y+3y3)) ln(y)
108(−1+y)4 +
y(4−6y+3y3)ln(y)2
36(−1+y)4
])
+O(2)
(8.13)
Γ(1) reads [61]
Γ(1) =
− (38− 79y + 47y2) y
108(y − 1)3 +
(4− 6y + 3y3) y
18(y − 1)4 ln y.
(8.14)
The O()-pieces of the Wilson coefficients C t(1),H4 , Ct(1),H8 , Ct(1),H7 and [D9]H0 , which
were not published before, will be needed in the two-loop matching calculation.
Let us now proceed the corresponding two-loop contributions. The two-loop photonic
contributions to C7 and C9 are given by
C
t(2),H
7 = (1− 2κ(MH))
[
1
4
f
(2,H)
2 (y) + f
(2,H)
10 (y)
]
− 1

γ
(0)
m y
∂
∂y
C
t(1,H)
7
−1

[
(a1177 + β0)C
t(1,H)
7 + a
11
87C
t(1,H)
8
]
+O(),
[D9]
1
H = (1− 2κ(MH))
[
−1
2
f
(2,H)
2 (y)− f (2,H)8 (y)
]
− 1

γ
(0)
m y ∂∂y [D9]
0
H − 1a1149Ct(1,H)4 +O().
(8.15)
With
f
(2,H)
2 (y) = Y
2
(
1

[
4y(−19−45y+135y2+y3)
27(−1+y)4 −
8y2(−11+14y+9y2) ln(y)
9(−1+y)5
]
− 2y(622+3591y−9036y
2+719y3)
243(−1+y)4 +
8y2(11−23y+7y2)Li2(−1+yy )
9(−1+y)4
− 4y(28−385y+114y
2+921y3+6y4) ln(y)
81(−1+y)5 +
4y2(−11+14y+9y2)ln(y)2
3(−1+y)5
)
,
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f
(2,H)
8 (y) = Y
2
(
1

[
−2(355y−1377y2+1701y3+185y4)
243(−1+y)4 +
4(32y−89y2+12y3+189y4) ln(y)
81(−1+y)5
]
+
2y(335−4604y+13110y2−5540y3−3301y4)
729(−1+y)5 +
2y(−352+1591y−3636y2+4763y3+370y4) ln(y)
243(−1+y)5
− 2y(32−89y+12y
2+189y3)ln(y)2
27(−1+y)5 +
4y(32−81y+75y2+32y3)Li2(−1+yy )
81(−1+y)4
)
,
f
(2,H)
10 (y) =
1

[
−2XY (21y−47y2+8y3)
9(−1+y)3 −
(Y 2y(−4+5y+5y2))
9(−1+y)3
]
+
(−570y+1266y2−84Xy3)XY
54(−1+y)3 +
(−74y+133y2−53y3)Y 2
54(−1+y)3
+ Y 2
(
y(8−21y+14y2+10y3) ln(y)
9(−1+y)4 +
(1−2y)y2ln(y)2
(−1+y)4 +
2y2(7−14y+y2)Li2(−1+yy )
9(−1+y)4
)
+ XY
(
2(42y2−109y3+16y4) ln(y)
9(−1+y)4 +
2(−8y+14y2+3y3)ln(y)2
3(−1+y)4 +
16y(3−7y+2y2)Li2(−1+yy )
9(−1+y)3
)
(8.16)
we get for C
t(2,H)
7
C
t(2,H)
7 = X Y
(
16y(3−7y+2y2)Li2(−1+yy )
9(−1+y)3 +
−4y(7−13y+2y2)
3(−1+y)3 +
2y(33−64y+7y2) ln(y)
9(−1+y)4
+ Lt
(
−2y(21−47y+8y2)
9(−1+y)3 −
4y(−8+14y+3y2) ln(y)
9(−1+y)4
))
+ Y 2
(
2y2(18−37y+8y2)Li2(−1+yy )
9(−1+y)4 +
(
−(y(31+18y−135y2+14y3))
27(−1+y)4 −
2y2(−14+23y+3y2) ln(y)
9(−1+y)5
)
Lt
− (y(−797+5436y−7569y
2+1202y3))
486(−1+y)4 +
y(−7+463y−807y2+63y3) ln(y)
81(−1+y)5
)
. (8.17)
In type-II THDM models we obtain
C
t(2,H)
7 = −
1
2
[A7]
(1)
H +O() (8.18)
with [A7]
(1)
H given in table 9.2. For the photonic contribution to C9 we get
[D9]
1
H = Y
2Γ(2), (8.19)
where
Γ(2) = −380y4−528y3+72y2+128y
81(y−1)4 Li2
(
1− 1
y
)
+ 596y
4−672y3+64y2+204y
81(y−1)5 ln y
+ −6175y
4+9138y3−3927y2−764y
729(y−1)4
+
[
432y4−456y3+40y2+128y
81(y−1)5 ln y +
−352y4−972y3+1944y2−1052y
243(y−1)4
]
Lt. (8.20)
Note that the Γ(n) depend via y on the renormalisation scheme for the t-quark mass.
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8.3 b→ sZ
In this section we will give the matching equations for one-loop (fig. 7.1) and two-
loop Z-penguins (fig. 9.1) in the THDM. The corresponding unrenormalised one- and
two-loop Greens function are given in eq. (7.1-7.4) with i = H.
Comparing eq. (7.24) and eq. (7.1,7.4) with (7.20) we finally obtain for the THDM
Z-penguin contribution to C9 and C10:
C
(t(1))
(9,Z,H) =
1−4s2W
s2W
(1− κ) cW sW
4
(t
(1)
H + ew k
(1)
t,H) + O(2)
=
1−4s2W
s2W
[
[C ll¯9 ]
1
H + Y
2 xy
8
(
1+Lt
−1+y − (1+Lt) ln(y)(−1+y)2 −
ln(y)2
2(−1+y)2
) ]
+O(2),
C
(t(1))
(10,Z,H) = − 1s2W
[
[C ll¯9 ]
1
H + Y
2 xy
8
(
1+Lt
−1+y − (1+Lt) ln(y)(−1+y)2 −
ln(y)2
2(−1+y)2
) ]
+ O(2),
C
(t(2))
(9,Z,H) =
1−4s2W
s2W
(1− 2κ) cW sW
4
(t
(2)
H + ew k
(2)
t,H)− 1γ(0)m x ∂∂xC(t(1))(9,Z,H) − 1γ(0)m y ∂∂yC(t(1))(9,Z,H) + O()
=
1−4s2W
s2W
[C ll¯9 ]
2
H + O(),
C
(t(2))
(10,Z,H) = − 1s2W [C
ll¯
9 ]
2
H + O(), (8.21)
where [C ll¯9 ]
1
H and [C
ll¯
9 ]
2
H with Y
2 = cot2 β are given in table 9.2. The x- and y-derivatives
derive from top quark mass renormalisation on the full side. The function t
(1)
H (t
(2)
H )
deriving from one- (two-)loop Z-penguins as well as the function k
(1)
t,1 (k
(2)
t,2 ) deriving
from one- (two-)loop self energy diagrams are given as follows:
t
(1)
H =
x
y
Y 2
[
(−3+2sW 2)y
12cW sW
− y(3−2sW
2+8sW
2y−3y2−6sW 2y2+12y ln(y)−6y2 ln(y)+4sW 2y2 ln(y))
24cW sW (−1+y)2
+ 
(
y(3(1+y)+2sW 2(−1+7y))
48cW sW (−1+y) −
(1+2sW 2)y3 ln(y)
8cW sW (−1+y)2 +
y2(6+(−3+2sW 2)y)ln(y)2
24cW sW (−1+y)2
)]
,
k
(1)
t,H =
x
y
Y 2
[
1

y
2
− y(−1+4y−3y
2+2y2 ln(y))
4(−1+y)2 + 
y(1−8y+7y2−6y2 ln(y)+2y2 ln(y)2)
8(−1+y)2
]
,
t
(2)
H =
x
y
Y 2
[
1
2
(−3+2sW 2)y
3cW sW
+
1

(
y(−3+2sW 2−66y−28sW 2y+33y2+2sW 2y2)
9cW sW (−1+y)2 −
2y2(−12+9y−6sW 2y−3y2+2sW 2y2) ln(y)
3cW sW (−1+y)3
)
− 2y
2(15−6sW 2−81y−30sW 2y+33y2+2sW 2y2) ln(y)
9cW sW (−1+y)3
+
y(−3+2sW 2−27y−6sW 2y+18y2−12sW 2y2−6y3+4sW 2y3)ln(y)2
3cW sW (−1+y)3
+
y(2sW 2(5−84y+11y2)+3(−5−60y+21y2)+12(3+6y−6y2+sW 2(−2+4y))Li2(−1+yy ))
18cW sW (−1+y)2
]
,
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k
(2)
t,H =
x
y
Y 2
[
2y
2
− 2(y−15y
2+15y3−y4−18y3 ln(y)+6y4 ln(y))
3(−1+y)3
+
y(−5+89y−95y2+11y3−4y(−3−15y+y2) ln(y)+6(1−3y−6y2+2y3)ln(y)2+12(1−3y+2y2)Li2(−1+yy ))
3(−1+y)3
]
.
(8.22)
8.4 C9,H and C10,H in the Pole Mass Scheme
In this section we illustrate the dependence on the chosen renormalization scheme (pole
mass versus MS-scheme) on the THDM-contributions to C9 and C10 [19]. The relation
between the mass definitions in the MS- and pole mass scheme is given by
mt(µW ) = m
pole
t
(
1 +
2αS(µW )
pi
ln
mpolet
µW
− 4
3
αS(µW )
pi
)
+O(α2s), (8.23)
where mt(µW ) and m
pole
t are the top quark mass in the MS-scheme and pole mass
scheme, respectively.
All one-loop contributions [X0] depend only via x (SM) resp. x and y (THDM) on
the chosen renormalization scheme for the top mass. The corresponding contributions
in the pole mass scheme can thus be simply obtained by replacing the top mass in the
MS scheme by the top mass in the pole scheme in the definitions of x and y in eq. (9.1).
The two-loop contributions depend explicitly on the top-mass and thus gain additional
new terms by changing the renormalization scheme. In the pole mass scheme we get
[C ll¯9 ]
1,pole
H = = [C
ll¯
9 ]
1
H − Y 2
(
Lt +
4
3
)
TΓ, (8.24)
[D9]
1,pole
H = = [D9]
1
H − Y 2
(
Lt +
4
3
)
TZ, (8.25)
where
TΓ =
4 (31− 59y + 31y2 + 9y3) y
27(y − 1)4 −
16 (1− 3y2 + 3y3) y
9(y − 1)5 ln y, (8.26)
TZ =
(3− 4y + y2)xy
(y − 1)3 +
2xy
(y − 1)3 ln y, (8.27)
x =
(
mpolet
MW
)2
, y =
(
mpolet
MH
)2
, Lt = ln
µ2W
(mpolet )
2
. (8.28)
Note that in [C ll¯9 ]
1
H and [D
ll¯
9 ]
1
H of eq. (8.24-8.25) the pole mass expressions for x and y
have to be used.
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8.5 Impact of the Two-Loop Contributions on C10,H
In this section we briefly illustrate the impact of the two-loop correction on C10,H(µ)
(n),
the THDM contribution to the full Wilson-Coefficients C10(µ). We introduce a rescaled
Wilson coefficient (see eq. (5.9))
Cˆ10,H(µW )
.
=
1
Y 2
4pi
αs(µW )
C10,H(µW )
=
1
Y 2
(
C
(1)
10,H(µW ) +
αs(µW )
4pi
C
(2)
10,H(µW )
)
+O(α2s), (8.29)
where Y 2 = cot2 β both in type-I and type-II THDM models (see eq. (3.8)). In fig. 8.2
we plot the quantities
1
Y 2
C
(1)
10,H(µW ) and
1
Y 2
(
C
(1)
10,H(µW ) +
αs(µW )
4pi
C
(2)
10,H(µW )
)
, (8.30)
i.e. two approximations of Cˆ10,H as a function of the charged Higgs boson mass MH
for the MS- and for the pole mass scheme of the t-quark mass. As input parameters
we use αs(MZ) = 0.119, m
pole
t = 178.0 GeV, MW = 80.4 GeV and s
2
W = 0.231
[31, 62]. The upper frame shows these quantities at the relatively low matching scale
µW = MW . In this case m
pole
t and mt(µW ) are numerically almost identical, the one-
loop approximations (dotted and dashed lines) are close to each other. The inclusion
of the two-loop corrections, however, considerably lowers the (absolute) size of the
coefficient for all considered values of MH . In the lower frame a higher matching scale
of µW = 300 GeV is chosen. As in this case m
pole
t and mt(µW ) differ considerably,
the renormalization scheme dependence of the one-loop results is rather large. When
taking into account the two-loop corrections (solid and dash-dotted lines), the scheme
dependence is drastically reduced.
Looking at the renormalization group equation (RGE) [63] for Cˆ10,H, one finds that
Cˆ10,H does not run, i.e.
Cˆ10,H(µb) = Cˆ10,H(µW ), (8.31)
where the low scale µb is of the order of mb. In fig. 8.3 we show the dependence of
Cˆ10,H(µb) on the matching scale µW for MH = 300 GeV (upper frame) and MH =
600 GeV (lower frame). It can be clearly seen that the inclusion of the two-loop
contributions drastically lowers the dependence on µW for both chosen Higgs masses.
For both masses Cˆ10,H(µb) at two-loop precision is nearly µW -independent for µW > 250
GeV. For µW between MW and 250 GeV the two-loop Wilson coefficient varies about
±4% for a Higgs mass of 300 GeV (±6% for a Higgs mass of 600 GeV), whereas the
corresponding one-loop coefficient varies about ±11% (±12%).
Finally we illustrate the dependence of the Wilson coefficient C10,H(µb) on the cou-
pling constant Y 2 = cot2 β. In fig. 8.4 we plot the relation between the SM contribu-
tions and the sum of SM and THDM contributions to C10. We have chosen a matching
scale of µW = MW and a Higgs mass of 300 GeV and varied Y
2 = cot2 β between 1/100
and 1 corresponding to tanβ values between 1 and 10. We neglect contributions from
up quarks and use the unitarity of the CKM-matrix (eq. (2.23)) The inclusion of the
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Figure 8.2: Dependence of the rescaled Wilson coefficient Cˆ10,H(µW ) (see eq. (8.29)) on the
charged Higgs boson mass MH at the matching scale µW = MW (upper frame) and µW = 300
GeV (lower frame). The dashed (dotted) line is the one-loop contribution expressed in MS
scheme (pole mass scheme) of the t-quark mass, while the solid (dash-dotted) line includes
the two-loop corrections in the respective scheme.
THDM contribution lowers the value of C10(µb), the higher the chosen value of Y
2 is,
the stronger is this effect. For a value of cot β = tan β = 1 the Wilson coefficient
gets lowered by 15 % by the inclusion of the THDM contributions (considering only
one-loop contributions the Wilson coefficients gets lowered by 19 %).
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Figure 8.3: Dependence of the rescaled Wilson coefficient Cˆ10,H(µb) on the matching scale
µW (see eq. (8.29)) for MH = 300 GeV (upper frame) and MH = 600 GeV (lower frame).
The dashed line shows the one-loop contribution expressed in MS scheme for the t-quark
mass, while the solid line includes the two-loop corrections in the same scheme.
60 8. Matching for ∆B = −∆S = 1 penguins in the THDM
0 0.2 0.4 0.6 0.8 1
-5.6
-5.4
-5.2
-5
-4.8
-4.6
-4.4
PSfrag replacements
C1,MS10,SM +
αs
4pi
C2,MS10,SM + C
1,MS
10,H +
αs
4pi
C2,MS10,H
C1,MS10,SM + C
1,MS
10,H
C1,MS10,SM +
αs
4pi
C2,MS10,SM
C1,MS10,SM
MH = 300 GeV, µW = MW
MH = 600 GeV
µW (GeV) Y
2
Figure 8.4: Dependence of the Wilson coefficient C10,H(µb) on the coupling constant Y 2 =
cot2 β. The solid line includes one - and two-loop contributions from the SM and the THDM,
whereas the dashed lines includes only one-loop contributions from both the SM and the
THDM. The dashed-dotted line shows the one-loop and two-loop contribution from the SM,
whereas the dotted line shows only SM one-loop contributions.
Chapter 9
Wilson Coefficients
In chapters 6-8 we derived all necessary pieces to calculate the Wilson coefficients
C7(µW ), C9(µW ) and C10(µW ) in the SM and THDM up to O(αs)-precision. The
O(αs)-corrections are important ingredients for next-to-next-to-leading logarithmic
predictions of various observables related to the decays B¯ → Xsl+l− in these models.
But these observables do not only depend on the Wilson coefficients C7(µb), C9(µb) and
C10(µb) at the low-energy scale µb v mb, but also on the Wilson coefficients C1(µb)-
C6(µb) as well as C8(µb)
1. Therefore we will display in this chapter all relevant matching
results for B¯ → Xsll¯ in the SM and the THDM.
Most of Wilson coefficients given below have been approved by myself with the
help of the program routines Fermions and Integrals described in appendix A. The
rederivation of already published results was used to check thoroughly the written
software and to get a deeper insight in the complicated calculation of two-loop con-
tributions to Wilson Coefficients. We confirmed in all cases the published values. In
section 9.3 we list explicitly all (re)derived results.
Before giving the Wilson coefficients we want to summarise the used abbreviations:
x =
(
mMSt (µW )
MW
)2
, y =
(
mMSt (µW )
MH
)2
, (9.1)
Lt = ln
µ2W
mMSt
, L = ln
µ2W
m2W
, sW = sin θW . (9.2)
In these equations mMSt denotes the top quark mass in the MS scheme, MW the W
boson mass and MH the charged Higgs mass. The integral representations for the
functions Li2(z) and Cl2(x) are given in section A.13.2.
The calculation was performed in the background field formalism [30] in the t‘Hooft-
Feynman gauge. It allowed us to perform the matching without making use of the
CKM-matrix unitarity (see eq. (2.23)). The usage of the unitarity would remove any
CP-violating effects from the Hamiltonian (see also eq. (2.23)).
1The Wilson coefficients at the low energy scale can be obtained from the Wilson coefficients at
the matching scale µW v MW by solving the Renormalization Group equation (RGE) [42].
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9.1 Charm Sector
9.1.1 Charm Sector in the SM
The one- and two-loop matching conditions for diagrams in the charm sector can be
summarized as follows [50]:
C
c(1)
1 = −15− 6L, Cc(2)1 = T (x)− 798772 − 173 pi2 − 4756 L− 17L2,
C
c(1)
2 = 0, C
c(2)
2 = −12718 − 43pi2 − 463 L− 4L2,
C
c(1)
3 = 0, C
c(2)
3 =
680
243
+ 20
81
pi2 + 68
81
L + 20
27
L2,
C
c(1)
4 =
7
9
− 2
3
L, C
c(2)
4 = −950243 − 1081pi2 − 12427 L− 1027L2,
C
c(1)
5 = 0, C
c(2)
5 = − 68243 − 281pi2 − 1481L− 227L2,
C
c(1)
6 = 0, C
c(2)
6 = − 85162 − 5108pi2 − 35108L− 536L2,
C
c(1)
7 =
23
36
, C
c(2)
7 = −713243 − 481L,
C
c(1)
8 =
1
3
, C
c(2)
8 = − 91324 + 427L,
C
c(1)
9 = − 1s2w [B
ll¯
9 ]
0
c + [D9]
0
c C
c(2)
9 = − 1s2w [B
ll¯
9 ]
1
c + [D9]
1
cb
= − 1
4s2W
− 38
27
+ 4
9
L, = − 1
s2W
− 524
729
+ 128
243
pi2 + 16
3
L+ 128
81
L2,
C
c(1)
10 =
1
s2w
[Bll¯9 ]
0
c, C
c(2)
10 =
1
s2w
[Bll¯9 ]
1
c
= 1
4s2W
, = 1
s2W
,
where
T (x) = −(16x+ 8)√4x− 1 Cl2
(
2 arcsin
1
2
√
x
)
+
(
16x +
20
3
)
ln x+ 32x+
112
9
,
[Bll¯9 ]
0
c =
1
4
,
[Bll¯9 ]
1
c = 1,
[D9]
0
c = −
38
27
+
4
9
L,
[D9]
1
c =
524
729
+
128
243
pi2 +
16
3
L +
128
81
L2. (9.3)
9.1.2 Charm Sector in the THDM
Due to the Yukawa-coupling of the charged Higgs to the charm quark, the charm
contributions come with a relative suppression factor mcmb
m2t
or m
2
c
m2t
. They induce only
dimension 8 operators which are neglected in our treatment.
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9.2 Top Sector
The one-loop and two-loop matching conditions in the top sector are
C
t(1)
3 = 0, C
t(2)
3 = [G3]
1,
C
t(n)
4 = [E4]
(n−1),
C
t(1)
5 = 0, C
t(2)
5 = −
1
10
[G3]
1 +
2
15
[E4]
0,
C
t(1)
6 = 0, C
t(2)
6 = −
3
16
[G3]
1 +
1
4
[E4]
0,
C
t(n)
7 = [A7]
(n−1),
C
t(n)
8 = −
1
2
[F8]
(n−1),
C
t(n)
9 =
1− 4s2W
s2W
[C ll¯9 ]
(n−1) − 1
s2W
[Bll¯9 ]
(n−1) + [D9](n−1),
C
t(n)
10 =
1
s2W
([Bll¯10]
(n−1) − [C ll¯9 ](n−1)). (9.4)
The various functions [X]n in (9.4) indicate their origin when matching the b →
s+(light particles) Greens functions of the full and effective theory:
[A]: on-shell part of 1PI b→ s γ (see fig. 9.1),
[Bll¯]: b→ sl+l− mediated by box-diagrams(see fig. 9.2),
[C ll¯]: b→ sl+l− mediated by Z0 penguin diagrams (see fig. 9.1) ,
[D]: off-shell part of 1PI b→ s γ, contributing to b→ sl+l− (see fig. 9.1),
[E]: off-shell part of 1PI b→ sg, contributing to b→ sqq¯ (see fig. 6.3),
[F ]: on-shell part of 1PI b→ sg (see fig. 6.3),
[G]: 1PI two-loop diagrams b→ sqq¯.
The index n corresponds to the number of loops in the diagrams which can be classified
into tree-level (n = 0), NLO (n = 1) and NNLO (n = 2) contributions (see also chapter
6). Furthermore each function [X]n receives contributions from different virtual particle
exchange
[X]n =
∑
i={W,H}
[X]ni . (9.5)
The index i corresponds to
i = W : ”top quark – W boson”and ”top quark – Would-be-Goldstone-boson” SM-
loop-contributions,
i = H: ”top quark – charged Higgs boson” THDM-loop-contributions in type-II
THDM models
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receiving virtual gluon corrections at NNLO. Discarding the contributions H in the
sum of (9.5) one recovers the SM results. Besides different conventions for [A7] and
[D9] we followed the conventions given in [64]:
Figure 9.1: 1PI two-loop contributions to the functions [A7]1i , [C
ll¯
9 ]
1
i , [D9]
1
i (i = W,H) The
external solid quark lines solid denote the incoming b-quark and the outgoing s-quark, while
the wavy line denotes a virtual photon or a Z0-boson (gluon). The off-shell part of this
contributions decays to a l+l−-pair. The internal dashed lines denote the W±/pi± (SM)
and H± (THDM)-contributions, the solid lines the u, c, t-quark and the curly line the gluon,
respectively. The one-loop contributions can be obtained by removing the gluon line.
PSfrag replacements
b b b
ll
ll
ll llνl νl νl
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Figure 9.2: 1PI two-loop contributions to the functions [B ll¯9 ]
1
i (i = W,H) The internal dashed
lines denote the W± and/or pi±, the solid lines the u, c, t-quark and the curly line the gluon,
respectively. The one-loop contributions can be obtained by removing the gluon line.
9.2.1 Top Sector in the SM
The evaluation of Feynman diagrams contributing to b → s+(light particles) Greens
functions within the SM mediated by “top quark - W boson” loops yields the functions
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denoted by the index i = W in (9.5). The explicit form is summarized in table 9.1 [50].
The one-loop contributions [X]0W were calculated in [57, 65–67].
Contributions deriving from W-boson two-loop diagrams [X]1W have been first cal-
culated in the following papers: [A7]
1
W and [F8]
1
W in [14, 18, 68–71], [B
ll¯
9 ]
1
W and [C
ll¯
9 ]
1
W
in [56, 58, 72, 73] and [D9]
1
W , [E4]
1
W and [G3]
1
W in [42].
9.2.2 Top Sector in the THDM
Top Sector in the THDM of type II
The evaluation of Feynman diagrams contributing to b → s+(light particles) Greens
functions within the THDM of type II mediated by “top quark - charged Higgs boson”
loops and denoted by the index i = H in (9.5) yields the contributions summarised in
table 9.2 [64]. The one-loop contributions to charged Higgs bosons [X]0H were before
calculated in [61,74] The contributions from charged Higgs boson [X]1H have been cal-
culated by various groups:
• The on-shell part of 1PI b → s γ leading to [A7]1H and the on-shell part of 1PI
b→ s g leading to [F8]1H have been calculated in [14–18].
• [C ll¯9 ]1H originating from b→ sl+l− mediated by Z penguin diagrams has been first
published in [59] and has been published by myself and the Bern group in [19].
• The function [D9]1H arising from the off-shell part of 1PI b→ s γ contributing to
b→ l+l− have been calculated independently by two groups: the Bern group (C.
Greub, N. Salzmann and B. Toedtli) and myself. They have been first published
in [19]. The same results have been obtained in the PhD thesis of Christoph
Bobeth [60] and have been published in [64].
• The results for the functions [E4]1H and [G3]1H have been first published in [64].
Note that contributions deriving from the box diagrams ([B ll¯9 ]
1
H and [B
ll¯
10]
1
H) van-
ish due to the approximation of vanishing lepton masses.
It should be mentioned that the THDM-contributions to C9 and C10 do not depend
on X, but are proportional to Y 2. As Y 2 = cot β both in type-I and type-II these
contributions do not change by going from type-II to type-I models, thus [D9]
0,1
H and
[C9]
0,1
H given in table 9.2 have exactly the same form in type-I models.
9.3 List of all Derived Wilson Coefficients
The below table gives a complete list of all with the help of the programs Fermions
and Integrals (re)derived top-contributions to Wilson coefficients .
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Wilson Coefficient corresponding functions
C
t(1)
4 [E4]
0
W (x), [E4]
0
H(x)
C
t(1)
7 [A7]
0
W (x), [A7]
0
H(x)
C
t(1)
8 [F8]
0
W (x), [F8]
0
H(x)
C
t(1)
9 [B9]
0
W (x), [C9]
0
W (x), [C9]
0
H(x), [D9]
0
W (x), [D9]
0
H(x)
C
t(1)
10 [B10]
0
W (x), [C9]
1
W (x), [C9]
1
H(x)
C
t(2)
7 [A7]
1
W (x), [A7]
1
H(x)
C
t(2)
9 [B9]
1
W (x), [C9]
1
W (x), [C9]
1
H(x), [D9]
1
W (x), [D9]
1
W (x)
C
t(2)
10 [B10]
1
W (x), [C9]
1
W (x), [C9]
1
H(x)
In the charm sector the following SM-contributions have been rederived:
C
c(1)
1 , C
c(1)
2 , C
c(1)
4 , C
c(1)
7 , C
c(2)
7 , C
c(1)
9 , C
c(2)
9 , C
c(1)
10 , C
c(2)
10 .
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[A7]
0
W (x) =
3x3−2x2
4(1−x)4 ln x+
46−205 x+312 x2−145 x3
72 (−1+x)4 , (9.6)
[Bll¯9 ]
0
W (x) = [B
ll¯
10]
0
W (x)
= x
4(1−x)2 lnx +
1
4(1−x) , (9.7)
[[C ll¯9 ]
0
W (x) =
3x2+2x
8(1−x)2 lnx +
−x2+6x
8(1−x) , (9.8)
[D9]
0
W (x) =
3x4−30x3+54x2−32x+8
18(1−x)4 ln x +
47x3−237x2+312x−104
108(1−x)3 , (9.9)
[E4]
0
W (x) =
−9x2+16x−4
6(1−x)4 ln x+
−7x3−21x2+42x+4
36(1−x)3 , (9.10)
[F8]
0
W (x) =
3x2
2(1−x)4 lnx +
5x3−9x2+30x−8
12(1−x)3 , (9.11)
[A7]
1
W (x) =
−16x4+122x3+80x2−8x
9(1−x)4 Li2
(
1− 1
x
)
+ 372x
4+1413x3−997x2+65x−4
81(1−x)5 ln x
−−94x4−18665x3+20682x2−9113x+2006
486(1−x)4
+
[
6x4+46x3−28x2
3(1−x)5 lnx +
34x4+101x3+402x2−397x+76
27(1−x)4
]
Lt, (9.12)
[Bll¯9 ]
1
W (x) = [B
ll¯
10]
1
W (x)
= −2x
(1−x)2 Li2
(
1− 1
x
)
+ −x
2+17x
3(1−x)3 ln x+
13x+3
3(1−x)2 +
[
2x2+2x
(1−x)3 ln x +
4x
(1−x)2
]
Lt, (9.13)
[C ll¯9 ]
1
W (x) =
−x3−4x
(1−x)2 Li2
(
1− 1
x
)
+ 3x
3+14x2+23x
3(1−x)3 ln x+
4x3+7x2+29x
3(1−x)2
+
[
8x2+2x
(1−x)3 ln x+
x3+x2+8x
(1−x)2
]
Lt, (9.14)
[D9]
1
W (x) = −380x
4−1352x3+1656x2−784x+256
81(1−x)4 Li2
(
1− 1
x
)− 304x4+1716x3−4644x2+2768x−720
81(1−x)5 lnx
−−6175x4+41608x3−66723x2+33106x−7000
729(1−x)4
−
[
648x4−720x3−232x2−160x+32
81(1−x)5 ln x +
−352x4+4912x3−8280x2+3304x−880
243(1−x)4
]
Lt, (9.15)
[E4]
1
W (x) =
515x4−614x3−81x2−190x+40
54(1−x)4 Li2
(
1− 1
x
)
+ −1030x
4+435x3+1373x2+1950x−424
108(1−x)5 ln x
+−29467x
4+45604x3−30237x2+66532x−10960
1944(1−x)4
+
[
−1125x3+1685x2+380x−76
54(1−x)5 ln x +
133x4−2758x3−2061x2+11522x−1652
324(1−x)4
]
Lt, (9.16)
[F8]
1
W (x) =
4x4−40x3−41x2−x
3(1−x)4 Li2
(
1− 1
x
)
+ −144x
4+3177x3+3661x2+250x−32
108(1−x)5 ln x
+−247x
4+11890x3+31779x2−2966x+1016
648(1−x)4
+
[
17x3+31x2
(1−x)5 ln x +
−35x4+170x3+447x2+338x−56
18(1−x)4
]
Lt, (9.17)
[G3]
1
W (x) =
10x4−100x3+30x2+160x−40
27(1−x)4 Li2
(
1− 1
x
)
+ 30x
3−42x2−332x+68
81(1−x)4 ln x
+−6x
3−293x2+161x+42
81(1−x)3 +
[
90x2−160x+40
27(1−x)4 ln x +
35x3+105x2−210x−20
81(1−x)3
]
Lt, (9.18)
Table 9.1: Top-contributions to SM-Wilson coefficients
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[A7]
0
H =
3y2−2y
6(y−1)3 ln y +
−5y2+3y
12(y−1)2 + cot
2 β
{
3y3−2y2
12(y−1)4 ln y +
−8y3−5y2+7y
72(y−1)3
}
, (9.19)
[Bll¯9 ]
0
H = [B
ll¯
9 ]
1
H = [B
ll¯
10]
0
H = [B
ll¯
10]
1
H = 0, (9.20)
[C ll¯9 ]
0
H =
x
8y
cot2 β
{
−y2
(y−1)2 ln y +
y2
y−1
}
, (9.21)
[D9]
0
H = − cot2 β
{
−3y4+6y2−4y
18(y−1)4 ln y +
47y3−79y2+38y
108(y−1)3
}
, (9.22)
[E4]
0
H = cot
2 β
{
3y2−2y
6(y−1)4 ln y +
7y3−29y2+16y
36(y−1)3
}
, (9.23)
[F8]
0
H =
y
(y−1)3 ln y +
y2−3y
2(y−1)2 + cot
2 β
{
y2
2(y−1)4 ln y +
y3−5y2−2y
12(y−1)3
}
, (9.24)
[A7]
1
H =
32y3−112y2+48y
9(y−1)3 Li2
(
1− 1
y
)
+ 14y
3−128y2+66y
9(y−1)4 ln y +
−8y3+52y2−28y
3(y−1)3
+
[
−12y3−56y2+32y
9(y−1)4 ln y +
−16y3+94y2−42y
9(y−1)3
]
Lt
+ cot2 β
{
16y4−74y3+36y2
9(y−1)4 Li2
(
1− 1
y
)
+ 63y
4−807y3+463y2−7y
81(y−1)5 ln y
−1202y4−7569y3+5436y2−797y
486(y−1)4 +
[
−6y4−46y3+28y2
9(y−1)5 ln y +
−14y4+135y3−18y2−31y
27(y−1)4
]
Lt
}
,
(9.25)
[C ll¯9 ]
1
H =
x
y
cot2 β
{
−y3+2y2
(y−1)2 Li2
(
1− 1
y
)
+ −3y
3+11y2
3(y−1)3 ln y +
4y3−12y2
3(y−1)2
+
[
2y2
(y−1)3 ln y +
1y3−3y2
(y−1)2
]
Lt
}
, (9.26)
[D9]
1
H = − cot2 β
{
380y4−528y3+72y2+128y
81(y−1)4 Li2
(
1− 1
y
)
+ 596y
4−672y3+64y2+204y
81(y−1)5 ln y
+ −6175y
4+9138y3−3927y2−764y
729(y−1)4
+
[
432y4−456y3+40y2+128y
81(y−1)5 ln y +
−352y4−972y3+1944y2−1052y
243(y−1)4
]
Lt
}
, (9.27)
[E4]
1
H = cot
2 β
{
515y4−906y3+99y2+182y
54(y−1)4 Li2
(
1− 1
y
)
+ 1030y
4−2763y3−15y2+980y
108(y−1)5 ln y
+ −29467y
4+68142y3−6717y2−18134y
1944(y−1)4
+
[
−375y3−95y2+182y
54(y−1)5 ln y +
133y4−108y3+4023y2−2320y
324(y−1)4
]
Lt
}
, (9.28)
[F8]
1
H =
−17y3+25y2−36y
3(y−1)3 Li2
(
1− 1
y
)
+ −34y
3+7y2−165y
6(y−1)4 ln y +
29y3−44y2+143y
4(y−1)3
+
[
−34y2−38y
3(y−1)4 ln y +
7y3−16y2+81y
3(y−1)3
]
Lt
+ cot2 β
{
−13y4+17y3−30y2
3(y−1)4 Li2
(
1− 1
y
)
+ −468y
4+321y3−2155y2−2y
108(y−1)5 ln y
+4451y
4−7650y3+18153y2−1130y
648(y−1)4 +
[
−17y3−31y2
3(y−1)5 ln y +
7y4−18y3+261y2+38y
18(y−1)4
]
Lt
}
, (9.29)
[G3]
1
H = cot
2 β
{
10y4+30y2−20y
27(y−1)4 Li2
(
1− 1
y
)
+ 30y
3−66y2−56y
81(y−1)4 ln y +
6y3−187y2+213y
81(y−1)3
+
[
−30y2+20y
27(y−1)4 ln y +
−35y3+145y2−80y
81(y−1)3
]
Lt
}
. (9.30)
Table 9.2: THDM-contributions to Wilson-coefficients
Chapter 10
Cold Dark Matter and the decays
τ˜ → τ a˜ γ and τ˜ → τ a˜
WMAP [75] measured the cold dark matter (CDM) density to be
0.095 < ΩCDMh
2 < 0.130. (10.1)
The SM offers no suitable particle to describe this density: as the neutrinos are at
most hot dark matter, we are obliged to search for CDM candidates beyond the SM.
If low energy supersymmetry is realised and R-parity1 is conserved, than the lightest
supersymmetric particle (LSP) is a natural candidate for CDM [76, 77]. The LSP is
massive and stable and has to be neutral in order to be a good DM candidate.
In the (C)MSSM the LSP is pretty naturally a neutralino with weak couplings.
The most popular LSP candidate is the lightest neutralino χ arising already in the
MSSM. It is a mixture χ = Z11B˜+Z12W˜3 +Z13H˜
0
b +Z14H˜
0
t of the respective fermionic
partners (denoted by a tilde) of the electrically neutral gauge bosons B and W3, and
Higgs bosons Hb and Hu. Its thermal abundance falls relatively often in the right ball
park. This scenario is known under the Weakly Interacting Massive Particle (WIMP)-
scenario. For low tanβ the ”bulk” region is already excluded by LEP searches [22,24,25]
and not much parameter space is left. An outcome of this situation is a fine tuning of
the left parameter space. An alternative is to go even behind the CMSSM and consider
another candidate, the axino. It is a very weakly interacting particle which does not
belong to the WIMP candidates. In the following two sections we will give a short
introduction to the physics of axions and their supersymmetric partner, the axinos.
1The general superpotential of MSSM contains terms where the baryon and the lepton numbers
are violated. In order to cure this, a new symmetry, called R-parity, where the quantum number is
given by
R = (−1)3(B−L)+2S (10.2)
for a particle with spins S and baryon- and lepton number B and L. This symmetry has a great
influence on the phenomenology of the MSSM, since it requires that supersymmetric particles always
are produced in pairs. Otherwise this would lead to results in conflict with observation, for instance
flavour changing neutral currents. In addition to that, the conservation of R-parity means that the
LSP is absolutely stable making it thus a good candidate for cold dark matter [76, 77].
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10.1 Axions
Very light neutral (pseudo) scalar bosons which couple to stable matter arise if there
is a global symmetry in the theory that is spontaneously broken in the vacuum. If the
symmetry is exact, it results in a massless Nambu-Goldstone (NG) boson. If there is
a small explicit breaking of the symmetry, either already in the Lagrangian or due to
quantum mechanical effects such as anomalies, the would-be Nambu-Goldstone boson
acquires a finite mass; then it is called a pseudo-NG boson. Axions (A0) associated
with spontaneously broken Peccei-Quinn symmetry [20,78] are typical examples of such
pseudo-NG bosons.
An axion gives a natural solution to the strong CP problem [31]: why the effective
θ-parameter in the QCD-Lagrangian
Leff = Θeff αs
8pi
F µνaF˜ aµν (10.3)
is so small:
Θeff . 10
−9, (10.4)
as required by the current limits on the neutron electric dipole moment, even though
Θeff ∼ O(1) is perfectly allowed by QCD gauge invariance. Θeff is the effective
Θ-parameter after the diagonalisation of the quark masses. F µνa is the gluon field
strength and F˜ aµν =
1
2
µνρσF
ρσa. An axion is a pseudo-NG boson of a spontaneously
broken Peccei-Quinn symmetry, which is an exact symmetry at the classical level, but
is broken quantum mechanically due to the triangle anomaly with the gluons. As a
result of the triangle anomaly, the axion acquires an effective coupling to gluons
L =
(
Θeff − φA
fA
)
αs
8pi
F µνaF˜ aµν , (10.5)
where φA is the axion field. The axion decay constant fA is often defined with this
Lagrangian [79]. The QCD nonperturbative effect induces a potential for φa = ΘefffA
cancelling Θeff , thus solving the strong CP problem. The mass of the the axion is
inversely proportional to fA. It is generated at the QCD transition by instanton’s
effects [80] and is given by
ma = 6.2× 10−5eV
(
1011 GeV
fA
)
. (10.6)
The original axion model [20, 78] assumes fA ∼ v, where v = (
√
2GF )
− 1
2 is the
scale of electroweak symmetry breaking. It has two Higgs doublets as minimal ingredi-
ent. By requiring tree-level flavour conservation the axion mass and this couplings are
completely fixed in terms of the parameter tan β, the ratio of the vacuum expectation
values of two Higgs fields (see section 3). This model is experimentally ruled out [31].
A popular way to save the Peccei-Quinn idea are the so called invisible axion models
[21], [81]: The idea is to introduce a new scale fA  v weakening the A0 coupling and
thus avoiding all the existing experimental limits. Two classes of models are discussed
in the literature: The KSVZ axion model [21,26] introduces a new heavy quark carrying
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Peccei-Quinn charge, while the usual quarks and leptons do not. In the DFSZ or
”GUT”- axion model [81,82] no additional quarks are needed, but two Higgs doublets
are required and all quarks and leptons carry Peccei-Quinn charges.
Both type of models contain at least one electroweak singlet scalar boson which acquires
an expectation values and breaks Peccei-Quinn symmetry. The invisible axion with a
large decay constant fA ∼ 1012 GeV was found to be good candidate for the cold
dark matter component of the universe. The constraints on the invisible axion from
astrophysics are derived from interactions of the axion with either photons, electrons
or nucleons. A model independent generic limit for the axion mass is given by mA ≤
0.01 eV [31].
10.2 Axinos
The axino arises as the spin-1/2 superpartner of the axion by extending the MSSM with
the Peccei-Quinn mechanism in order to solve the strong CP problem. Depending on
the model and the SUSY breaking scheme, the mass of the axino can range between the
eV and the GeV scale [83]. The axino is a singlet with respect to the gauge groups of
the SM. The axino’s interactions are suppressed by the Peccei-Quinn scale fa & 5×109
GeV and the (reduced) Planck scale [31]. Therefore in the axino LSP case the next-
to-lightest supersymmetric particle (NLSP) - which could be a neutralino or a slepton
typically has a long lifetime. For axino cold dark matter, an NLSP with a mass of 100
GeV has a lifetime of O (1 sec) [83]. Because of their extremely weak interaction, the
direct detection of axinos seems hopeless.
Likewise, their direct production at colliders is very strongly suppressed. Instead,
one expects a large sample of NLSPs from pair production or cascade decays of heavier
superparticles provided the NLSP belongs to the MSSM spectrum. These NLSPs
will appear as quasi-stable particles which will eventually decay into the axino LSP. A
significant fraction of these NLSP decays will take place outside of the detector and thus
will escape detection. For the charged slepton NLSP scenario, however, there have been
recently proposals which discuss how such NLSPs could be stopped and collected for an
analysis of their decays into the LSP. It was found that up toO(103-104) andO(103-105)
of charged NLSPs can be trapped per year at the Large Hadron Collider (LHC) and
the International Linear Collider (ILC), respectively, by placing 1-10 ktons of massive
additional material around planned collider detectors [27, 28, 83]. In the following we
assume that the NLSP is a charged slepton. We focus on the case where the τ˜ is the
NLSP. In general the τ˜ is a linear combination of τ˜R and τ˜L, τ˜ = cos θτ τ˜R+sin θτ τ˜L. For
simplicity, we concentrate on a pure right-handed τ˜R, which is a good approximation
at least for small tanβ [83]. Then the neutralino - stau coupling is dominated by the
bino coupling. In addition, we assume for simplicity that the lightest neutralino is a
pure bino. We will give the relevant interaction Lagrangians (section 10.3) and give
the total decay rate of the three body decay τ˜R → τ a˜ γ (section 10.5) and of the
two-body τ˜R → τ a˜ (sec. 10.6) in supersymmetric KSVZ models. These decays have
previously been considered in [83, 84]. In these papers the decay rate was estimated
with the help of an effective Lagrangian integrating out the heavy (s)quarks introduced
in supersymmetric KSVZ models. Here a more rigorous approach is performed. We
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will calculate the decay rate with the help of the Heavy-Mass-Expansion (HME) [45]
(for an introduction to this method see sec. 6.1).
10.3 Superpotential and Lagrangians
In order to calculate the decay rate of τ˜R → τRa˜ and τ˜R → τRa˜γ we consider the
following superpotential:
W = y Φ Q1 Q2, (10.7)
where Φ, Q1 and Q2 are axion and heavy quark multiplets
Q1 = Q˜1 +
√
2 q1θ + F1θθ, (10.8)
Q2 = Q˜2 +
√
2 q2θ + F2θθ, (10.9)
Φ = φ +
√
2 χθ + Fφθθ, (10.10)
where θ is an anticommuting commutator and F1, F2 are auxiliary fields of mass di-
mension 2, to shorten the notation the indices of the component fields χ, q1 and q2 are
suppressed. These two-component, complex, anticommuting objects are part of the
4-component fermions defined by [85]
a˜ =
(
χα
χ† α˙
)
, a˜ = (χα, χ†α˙) : axino : Majorana fermion, (10.11)
Q =
(
q1 α
q† α˙2
)
, Q = (qα2 , q
†
1 α˙) : heavy quark : Dirac Fermion (10.12)
with α = 1, 2 and α˙ = 1, 2 2.
The expectation value of φ is given by
〈φ〉 = fa. (10.13)
contributions. As the neutralino-stau coupling is dominated by the bino coupling in
the low tan β region the relevant fields are given by
a˜ Q˜1 Q˜2 Q B B˜ γ Z τ
U(1)em : Q 0 eQ −eQ eQ 0 0 0 0 −1
U(1)Y : Y 0 ey −ey ey 0 0 0 0 −1
We make the assumption, that the heavy quarks are SU(2)-singlets, thus ey = eQ in
the following. In the supersymmetric limit, heavy (s)quark masses are given by
mQ˜1 = mQ˜2 = mQ˜ = y〈φ〉 = yfa. (10.14)
2A short introduction to the two-component notation is given in appendix F
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Here and hereafter, we take y and 〈φ〉 = fa to be real by field redefinitions.
The interaction Lagrangians are given by [86]
iLeaQQ˜1 = −i y Q PL a˜ · Q˜1 − i y a˜ PR Q · Q˜?1, (10.15)
iLeaQQ˜2 = −i y Q PR a˜ · Q˜?2 − i y a˜ PL Q · Q˜2, (10.16)
iLgauge, Z = i e(eQsW )
cW
ZµQ γ
µQ
−e(eQsW )
cW
Zµ(Q˜
?
1 ∂
µ Q˜1 − Q˜1 ∂µ Q˜?1)
−e(eQsW )
cW
Zµ(Q˜2 ∂
µ Q˜?2 − Q˜?2 ∂µ Q˜2), (10.17)
iLgauge = −i e(eq) AµQ γµQ
+e(eq)Aµ(Q˜
?
1 ∂
µ Q˜1 − Q˜1 ∂µ Q˜?1)
+e(eq)Aµ(Q˜2 ∂
µ Q˜?2 − Q˜?2 ∂µ Q˜2), (10.18)
(10.19)
iLQB˜Q˜1 = −i
√
2
e
cW
eQ B˜ PL Q · Q˜?1 − i
√
2
e
cW
eQ Q PR B˜ · Q˜1, (10.20)
iLQB˜Q˜2 = i
√
2
e
cW
eQ B˜ PR Q · Q˜2 + i
√
2
e
cW
eQ Q PL B˜ · Q˜?2. (10.21)
From the above Lagrangians we can derive the Feynman rules given in section G.4.3.
10.4 The Bino-Photon-Axino-Loop
In both the two body τ˜R → τ a˜ and the tree-body decay τ˜R → τ a˜ γ the bino-photon-
axino-loops given in fig. 10.1 appears. Therefore we will calculate in this section the
unintegrated sum of all this four one-loop diagrams. Using the Feynman rules given in
section G.4.3 we get for the matrix elements in the supersymmetric limit (eq. (10.14)):
iM(QQQ˜1) = i6
√
2 e eQ
e
cW
eQ y u¯a˜(p)(−PR)(∫
dq4
(2pi)4
prop (q/ +mQ)(γ
µ)(q/ + k/ +mQ)
)
(−PR)u e˜B(k + p) · ∗µ(k)
= −cγ u¯a˜(p)PR
(∫
dq4
(2pi)4
prop (γµk/ + 2qµ)
)
u e˜B(k + p) · ∗µ(k), (10.22)
iM(QQQ˜2) = i6
√
2 e eQ
e
cW
eQ y u¯a˜(p)(−PL)(∫
dq4
(2pi)4
prop (q/ +mQ)(γ
µ)(q/ + k/ +mQ)
)
PLu e˜B(k + p) · ∗µ(k)
= cγ u¯a˜(p)PL
(∫
dq4
(2pi)4
prop (γµk/ + 2qµ)
)
u e˜B(k + p) · ∗µ(k), (10.23)
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Figure 10.1: The bino-photon-axino loops.
iM(QQ˜1Q˜1) = i6
√
2 e eQ
e
cW
eQ y u¯a˜(p)(∫
dq4
(2pi)4
prop (−)(kµ + 2qµ) (−PR) (p/ − q/ +mQ)
)
(−PR) u e˜B(k + p) · ∗µ(k)
= cγ u¯a˜(p)PR u e˜B(k + p) · ∗µ(k)
∫
dq4
(2pi)4
prop (kµ + 2qµ), (10.24)
iM(QQ˜2Q˜2) = i6
√
2 e eQ
e
cW
eQ y u¯a˜(p)∫
dq4
(2pi)4
prop (−)(kµ + 2qµ) (−PL) (p/ − q/ +mQ)PL u e˜B(k + p) · ∗µ(k)
= −cγ u¯a˜(p)PL u e˜B(k + p) · ∗µ(k)
∫
dq4
(2pi)4
prop (kµ + 2qµ), (10.25)
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where
cγ =
√
2 mQ e
2 e2Q
y
cW
prop =
1
((q − p)2 −m2Q)(q2 −m2Q)((q + k)2 −m2Q)
. (10.26)
Thus we get for the sum of the diagrams containing two fermion legs
iM(QQQ˜1) + iM(QQQ˜2) = −cγ u¯a˜(p)γ5
(∫
dq4
(2pi)4
prop (γµk/ + 2qµ)
)
u e˜B(k + p) · ∗µ(k).
(10.27)
The diagrams containing two scalars give
iM(QQ˜1Q˜1) + iM(QQ˜2Q˜2) = cγ u¯a˜(p)γ5 u e˜B(k + p) · ∗µ(k)
∫
dq4
(2pi)4
prop (kµ + 2qµ).
(10.28)
Then we get for the sum of the four one-loop-diagrams
iMoneloop = −cγ u¯a˜(p)γ5 (γµk/ − kµ)u e˜B(k + p) · ∗µ(k)
∫
dq4
(2pi)4
prop
= −cγ u¯a˜(p)γ5
(
1
2
[γµ, k/]
)
u e˜B(k + p) · ∗µ(k)
∫
dq4
(2pi)4
prop. (10.29)
For the sum of all four one-loop diagrams we obtainPSfrag replacements
τ˜τ
k
pτ
p
pτ − k
pτ + p
p+ k
−p− k B˜ γ
a˜
(a)
(b)
−cγ γ5
(
1
2
[γµ, k/]
) ∫
dq4
(2pi)4
prop. (10.30)
Reverting the fermion flow we obtain with the help of the flip rule (G.6)PSfrag replacements
τ˜τ
k
pτ
p
pτ − k
pτ + p
p+ k
−p− k B˜ γ
a˜
(a)
(b)
cγ γ
5
(
1
2
[γµ, k/]
) ∫
dq4
(2pi)4
prop. (10.31)
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In the following sections we will discuss the three body decay τ˜R → τ a˜ γ , which
arises first at one-loop precision and the two body decay τ˜R → τ a˜ arising first at
two-loop precision. Whereas the squared matrix element of the three body decay is of
O(α3em), the corresponding two body decay is of O(α4em). This suppression of the two
body decay by O(αem) could be partly compensated by a the bigger phase space of
this decay. In the following sections we will give an exact calculation of the three body
decay rate, as well as an estimation of the two body decay rate under the assumption
that the bino mass is much bigger than the stau mass.
10.5 The Three-Body Decay τ˜R → τ a˜ γ
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Figure 10.2: Three-body decay τ˜R → τ a˜ γ. The blob symbolises the sum of the four
one-loop diagrams given in fig. 10.1.
The three-body decay τ˜R → τγa˜ shown in fig. 10.5 occurs first at one loop level.
The photon energy Eγ and the cosine cos θ of the opening angle between the photon
and the tau direction seem to be the most accessible observables of these decays.
Therefore we express the differential decay rate in these variables. The connection
between differential decay rate and squared matrix element is given by [30]
dΓ =
1
2mτ˜
dΠ3
∑
spins
|M(τ˜R → τ γ a˜)|2. (10.32)
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The integral over final-state momenta in eq. (10.32) has the structure∫
d Π3 =
∫
d3pτ
(2pi)3
1
2Eτ
∫
d3pea
(2pi)3
1
2Eea
∫
d3pγ
(2pi)3
1
2Eγ
(2pi)4δ(4)(pτ˜ − pτ − pa˜ − pγ)
=
m2τ˜
128pi3
∫ 1− Aea
1−xγ
1−xγ−Aea
dxτ
∫ 1−Aea
0
dxγ
=
m2τ˜
128pi3
∫ 1−Aea
0
dxγ
∫ −1
−1
d cos θ
xγ/2 (1− Aea − xγ)
[1− (xγ/2)(1− cos θ)]2 . (10.33)
From eq. (10.31) we get for the matrix element
iM(τ˜R → τ γ a˜) = icγ u¯(pτ )PL
(
(−pa˜/ − p/γ +m eB)12γ5[γµ, p/γ]
(pa˜ + pγ)2 −m2eB∫
dq4
(2pi)4
1
((q − pa˜)2 −m2Q)(q2 −m2Q)((q + pγ)2 −m2Q)
)
v(pa˜).
(10.34)
As the mass of the heavy squarks is supposed to be of the O(109 GeV) we can neglect
the external momenta pa˜ and pγ in the propagators of the loop integral. Thus we get
for the matrix element
iM(τ˜R → τ γ a˜) = −i e
3 eQ
32 pi2 c2Wfa
u¯(pτ )PL
(
(−pa˜/ − p/γ +m eB)γ5[γµ, p/γ]
(pa˜ + pγ)2 −m2eB
)
v(pa˜).
(10.35)
Squaring this matrix element we obtain∑
spins
|M(τ˜R → τ γ a˜)|2 =
α3eme
2
Q
16pif 2a c
4
W
32
pa˜ · pγ
(
2 pa˜ · pγ pa˜ · pτ +
(−mea2 +m eB2) pγ · pτ)
((pa˜ + pγ)2 −m2eB)2
.
(10.36)
Introducing
xγ ≡ 2Eγ
mτ˜
, xτ ≡ 2Eτ
mτ˜
Aea ≡ m
2ea
m2τ˜
, A eB ≡
m2eB
m2τ˜
(10.37)
we can write the squared matrix elements in terms of these new variables:∑
spins
|M(τ˜R → τ γ a˜)|2 =
α3eme
2
Q
16pic4W
8m2τ˜
f 2a
F
(ea)
diff(xγ, xτ , Aea, A eB), (10.38)
where
F
(ea)
diff(xγ , xτ , Aea, A eB) = 1− A eB − xγ − (Aea−A eB)
2
(A eB−1)
(A eB+xτ−1)
2 − (Aea−A eB) (−2+2A eB+xγ)A eB+xτ−1 .
(10.39)
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Thus we get for the total decay rate
Γ(τ˜R → τγa˜) = α
3
eme
2
Q
2pic4W
m2τ˜
f2a
m2τ˜
128pi3
1
2mτ˜
∫ 1− Aea
1−xγ
1−xγ−Aea dxτ
∫ 1−Aea
0
dxγF
(ea)
diff(xγ, xτ , Aea, A eB)
=
α3eme
2
Q
512pi4c4W
m3τ˜
f2a
[
1
6
+ 15Aea
4
− 2Aea2 − 23Aea312 − 3Aea
2
2A eB
+ 3Aea
3
2A eB
− 13A eB
4
− 5AeaA eB
2
+
23Aea
2 A eB
4
+
7A2
eB
2
− 7Aea A
2
eB
2
− Aea
2 (3A eB+Aea (−3+2A eB)) ln(Aea)
2A2
eB
− (
Aea−A eB)
2
(−1+A eB) ((3−7A eB)A eB+Aea (3+A eB)) ln(
−1+A
eB
−Aea+A eB
)
2A2
eB
]
. (10.40)
From eq. (10.40) we obtain with 3
mτ˜ = 100 GeV, m eB = 110 GeV, mea = 10 GeV,
eQ = 1, αem (MZ) = 1/129, fa = 10
11GeV (10.41)
for the total decay rate
Γ(τ˜R → τγa˜) = 2.1 · 10−28 GeV = 3.2 · 10−4 s−1, (10.42)
where we have used the conversion factor between GeV and inverse seconds:
1GeV = 1.51925 · 1024s−1. (10.43)
Taking the limit Aea → 0 and not changing all over variables we obtain
Γ(τ˜R → τγa˜) = 2.2 · 10−28 GeV = 3.3 · 10−4 s−1. (10.44)
This weak dependence on the chosen value of Aea is illustrated in fig. 10.5, where we
varied the value of Aea between 0 and 1/100. For all other parameters we have chosen
the values given in eq. (10.41).
In fig. (10.4) we varied the bino mass between 100 GeV and 200 GeV and fixed all
other values to the values given in eq. (10.41). Increasing A eB from 1 to 2.5 the total
decay rate varies about ±87%, whereas varying A eB between 2.5 and 4 the total decay
rate varies only about ±33%. Varying A eB over the whole range from 1 to 4 changes the
total decay rate about ±93%. The above changes demonstrate the strong dependence
of the total decay rate on the relation of bino and stau mass, especially for low values
of A eB. Doubling the stau, bino and axino mass to
mτ˜ = 200 GeV, m eB = 220 GeV, mea = 20 GeV,
(10.45)
the total decay rate increases by a factor 8, as it is proportional to m3τ˜ and the dimen-
sionless variables A eB and Aea remain unchanged by doubling the masses of stau, bino
and axino. Thus we get
Γ(τ˜R → τγa˜) = 16.7 · 10−28 GeV = 25.3 · 10−4 s−1. (10.46)
3Note that the actual limits for the stau mass in [31] (mτ˜ > 81.9GeV, CL=95%, mτ˜R − m0χ1 >
15GeV) are obtained under the assumption that the neutralino is the LSP. In our model we make the
assumption that the axino is the LSP.
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Figure 10.3: Dependence of the total decay rate Γ on Aea for mτ˜ = 100GeV and m eB =
110 GeV.
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Figure 10.4: Dependence of the total decay rate Γ on A eB for mτ˜ = 100GeV and m2ea/m2τ˜ =
10−2.
The observables which seem to be most accessible are the photon energy Eγ and cos θ,
the opening angle between the photon and the tau direction. Therefore we will addi-
tionally give the double differential decay rate expressed in the observable variables xγ
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and cos θ
d2Γ(τ˜R → τ γ a˜)
dxγ d cos θ
=
mτ˜
512pi3
xγ(1− Aea − xγ)
[1− (xγ/2)(1− cos θ)]2
∑
spins
|M(τ˜R → τ γ a˜)|2, (10.47)
where ∑
spins
|M(τ˜R → τ γ a˜)|2 =
α3eme
2
Q
2pic4W
m2τ˜
f 2a
F
(ea)
diff(xγ , cos θ, Aea, A eB) (10.48)
and
F
(ea)
diff(xγ , cos θ, Aea, A eB) =
x2γ(1−Aea−xγ)[1+cos θ+Aea(1−cos θ)][1+cos θ+A eB(1−cos θ)]
{xγ(1 + cos θ) + 2Aea − A eB[2− xγ(1− cos θ)]}2 .
(10.49)
Eq. (10.49) corresponds to the first line of eq. (7) of [83]. Numerical Integration of
eq. (10.47) reproduces the life times given in eq. (10.42) and (10.44) 4.
10.5.1 Differential Distribution in the Three-Body Decay
Finally, we consider the differential distributions of the visible decay products in the
three–body decay τ˜R → τ + γ + a˜ in terms of the quantity
1
Γ(τ˜R → τ γ a˜ )
d2Γ(τ˜R → τ γ a˜)
dxγd cos θ
(10.50)
which is independent of the total NLSP decay rate and the Peccei–Quinn scale. In
fig. 10.5 we plot the normalised differential distributions of the visible decay products
in the decays τ˜R → τγa˜ for the axino LSP scenario for mτ˜ = 100 GeV, m eB = 110 GeV,
m2ea/m2τ˜ = 10−2. The events are peaked in the regions where the photons carry a large
energy fraction.
10.6 The Two-Body Decay τ˜R → τ a˜
The two-body decay τ˜R → τ a˜ arises first at two-loop level by the diagrams given in
fig. 10.6. Its total decay rate is proportional to α4em and is thus suppressed by a factor
αem compared to the three-body decay. This suppression by αem could be (partially)
compensated by the bigger phase space factor
Π2 =
m2τ˜ −m2a˜
8pim2τ˜
, (10.51)
of the two-body decay. In this section we will calculate the two-body decay rate in
order to find out if the two- or three-body decay give rise to the dominant contribution
to the total decay rate of staus into axinos.
4Eq. (10.47) is in agreement with eq. (4) of [83], if we set in eq. (10.47) e2Q = 2C
2
aY Y and consider
only the first line of eq. (7).
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Figure 10.5: The normalized differential distributions of the visible decay products in the
decays τ˜R → τγa˜ for the axino LSP scenario for mτ˜ = 100GeV, m eB = 110GeV, m2ea/m2τ˜ =
10−2. The contour lines represent the values 0.2, 0.4, 0.6, 0.8, and 1.0, where darker shading
implies a higher number of events.
As in the case of the three-body decay we concentrate on a pure right-handed τ˜R.
In contrast to the three-body decay we also have to consider a Z-boson when calculat-
ing the ”effective” vertex. With a Z-boson in the loop the sum of the four one-loop
diagrams eq. (10.31) gets changed to
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Figure 10.6: Two-body decay τ˜ → τ a˜
PSfrag replacements
τ˜τ
k
pτ
p
pτ − k
pτ + p
p+ k
−p− k B˜ Z
a˜
(a)
(b)
cZ γ
5
(
1
2
[γµ, k/]
) ∫
dq4
(2pi)4
prop1, (10.52)
where
cZ = (−
√
2mQ
e2
c2W
e2QysW ),
prop1 =
1
((q − pea)2 −m2Q)(q2 −m2Q)((q + k)2 −m2Q) . (10.53)
We start our calculation with diagram (a) of fig. 10.6. With the help of the Feynman
rules given in section G and the the sum of the one-loop diagrams given in eq. (10.31)
and eq. (10.31) we get for an incoming right handed τ˜R and a photon (Z) in the loop
iMR(a) k = −i
∫
dq4
(2pi)4
∫
dk4
(2pi)4
prop1 prop2k
u¯(pτ )
(
ieγµ i(−k/ + pτ/ ) (−i
√
2ePL) i(−)(k/ + p/ea −m eB) ckγ5
1
2
[γµ, k/]
)
v(pa˜)
= ie4mQy
eQ
cW
fk
∫
dq4
(2pi)4
∫
dk4
(2pi)4
prop1 prop2 k
u¯(pτ )
(
γµ (−k/ + pτ/ ) PL (k/ + p/ea −m eB) γ5[γµ, k/]
)
v(pa˜),
(10.54)
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where k = γ, Z and
prop2 γ =
1
(k2)(k − pτ )2((k + pea)2 −m2eB)
,
prop2Z =
1
(k2 −M2
Z
)(k − pτ )2((k + pea)2 −m2eB)
,
fγ = −eQ, fZ = −eQ s
2
W
c2W
. (10.55)
Next we calculate the the matrix elements of diagram (b) in fig. 10.6. Replacing k with
−pa˜ + k and p with pa˜ we get from eq. (10.31) for the effective vertex
PSfrag replacements
τ˜τ
k
pτ
pa˜
pτ − k
p+ k
−pa˜ + k
B˜
γ
a˜(a)
(b)
ck γ
5
(
1
2
[γµ,−pa˜/ + k/]
)∫
dq4
(2pi)4
prop3
= −ck γ5
(
1
2
[γµ, pa˜/ − k/]
)∫
dq4
(2pi)4
prop3, (10.56)
where
prop3 =
1
((q − pa˜)2 −m2Q)(q2 −m2Q)((q − pa˜ + k)2 −m2Q)
. (10.57)
Thus we get for an incoming right handed τ˜ 5
iMR(b) k =
∫
dq4
(2pi)4
∫
dk4
(2pi)4
prop3 prop4 k
u¯(pτ )
(
−ie
√
2ePL i(−k/ +m eB)
(
−cγγ5 1
2
[γµ, pea/ − k/]
))
v(pa˜)
(−i) i e(2pτ + pa˜ + k)µ i
= ie4mQy
eQ
cW
fk
∫
dq4
(2pi)4
∫
dk4
(2pi)4
prop3 prop4 k
u¯(pτ )
(
PL(−k/ +m eB) γ5[γµ, pea/ − k/]
)
v(pa˜) (2pτ + pa˜ + k)
µ, (10.58)
where
prop4 γ =
1
(k2 −m2eB)((k + pτ )2 −m2τ˜ )(k − pea)2)
,
prop4 Z =
1
(k2 −m2eB)((k + pτ )2 −m2τ˜ )(k − pea)2 −M2Z)
. (10.59)
5The corresponding expression iML(a) and iML(b) for incoming lefthanded τ˜s can be simply ob-
tained from eq. (10.54) and (10.58) by replacing PL with −PR.
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The integrals in eq. (10.54) and 10.58) are without approximations extremely difficult
(not?) to solve analytically. In section A we explain on the example of rare B-decays
the necessary steps to solve two-loop-integrals depending on two different mass scales
and external momenta. The basic idea is to reduce the integrals to scalar integrals only
depending on loop momenta and heavy masses with the help of the Heavy Mass Ex-
pansion (HME). Recurrence relations (see appendix B) bring then the scalar integrals
to integrals where the highest power of each occurring propagator is 1. These ”master
integrals” can be solved analytically. The explicit formulae are given in section A.12.
Details of these steps (and necessary intermediate steps) can be found in sections A.5
-A.9. In the two-body decay have to distinguish the following mass scales:
- particles with zero or small masses: photon, tau (mτ = 1.8 GeV), axino (mea .
1/10 mτ˜ ),
- particles with masses of O(100 GeV): stau, Z, bino,
- heavy quarks.
We can divide the above mass scales in two classes: the ”heavy” masses (heavy quarks
and squarks) and light masses (all other particles).
Applying the HME we have to Taylor expand all subdiagrams which
- contain all heavy masses MQi and MQ˜i (i = 1, 2) and
- consist of connected components that are 1PI with respect to lines with the small
masses
in small masses and small momenta (for details see section 6.1.1.). On the example
of diagram (a) of fig. 10.6 we show in fig. 10.7 the two subdiagrams which fulfil these
requirements. With the above sketched procedure we get for the decaying right handed
τ˜ for contributions deriving from the Taylor expansion of the full diagrams (a) and (b)
in small masses m eB, MZ , mτ˜ and in the external momenta pa˜ and pτ :
iMR(a)k = ie4mQy eQcW fk 1256pi8 1mQ
[
−4ma˜
mQ
+ 5
√
x+ 3

(
ma˜
2mQ
− x
)]
u¯(pτ )PLv(pa˜) +O
(
p4
m4Q
)
,
iMR(b)k = ie4mQy eQcW fk 1256pi8
ma˜
m2Q
[
7
4
− 1

3
2
]
u¯(pτ )PLv(pa˜) +O
(
p4
m4Q
)
, (10.60)
where
x =
m2eB
m2Q
(10.61)
and p is of the order of the external momenta. The above divergencies are only cancelled
by calculating diagrams of type II in fig. 10.7. Thus we have to Taylor expand the loop
containing the heavy masses in the external momenta of the loop (pa˜ and k) and
multiply this integral with the remaining legs and vertices of the outer loop (see eq.
(6.2)). The calculation of these integrals is work in progress and will be included in a
forthcoming publication.
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Figure 10.7: HME expansion of diagram (a) of fig. 10.6: The arising subdiagrams are the
full diagram (diagram I) and the loop containing the heavy quarks and squarks (diagram II).
The T symbolises the Taylor expansion in the small masses and the external momenta of the
corresponding subdiagram.
Summing the contributions from all arising subdiagrams the total decay rate is
given by
Γ(τ˜R → τ a˜) = 1
2mτ˜
Π2
∑
spins
|M(τ˜R → τ a˜)|2, (10.62)
where
Π2 =
1
4pi
m2τ˜ −m2a˜
2m2τ˜
. (10.63)
Appendix A
Calculation of the Integrals of the
Full SM and THDM Side
In the following we will display the major steps in performing the calculation of the
arising integrals in b → sl+l− and b → s γ and b → s g decays in the SM and THDM
with the help of the Mathematica notebook ”mastertwo.nb”. This notebook calls all
routines described in the following sections. In the initialisation step a routine ”init.m”
calls the following subprograms:
• constants.m: The FeynArts-output is loaded and all necessary declarations of
momenta, masses and indices are made. By setting flags (further details can be
found in the header of the program) it is defined which kind of process should
be calculated (self-energies, penguins or boxes) and which model should be used
(SM or THDM).
• Fermions: This package written by Patrick Liniger summarises all necessary rou-
tines needed to perform the Dirac Algebra. For a detailed documentation of this
program we refer to his PhD-thesis [87].
• Integrals: This package summarises all routines concerning the tensor reduction,
partial fraction and integrations of scalar integrals.
The usage of all occurring routines is explained in the head of the packages ”Integrals”
and ”Fermions”. The same information is obtained by using the online Mathematica-
help function by typing ?routine-name. The new written routines are furthermore
documented in section C1.
A.1 Generation of the Feynman Integrands
The one- and two-loop Feynman integrands are generated with the help of the program
FeynArts [88]. As we used the Background field (BGF)-formalisms even for diagrams
1The packages Fermions and Integrals are combined to the package MasterTwo which can be
downloaded from http://krone.physik.unizh.ch/∼sschilli/MasterTwoWebPage.html. A man-
ual describing all functions of MasterTwo is in preparation.
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including QCD-corrections we had to modify the existing model files for the QCD-
extension of the SM-model and the THDM (further details of the generation of model
files can be found in the FeynArts manual [88]).
A.2 Translation of the FeynArts Output
The Feynman-amplitudes generated by FeynArts are not appropriate for the routines
used in mastertwo.nb. In a first section of the program the integrands generated by
FeynArts are therefore transformed in such a way that the integration of the integrands
can be performed fully automatically by the routines described in the following sec-
tions with the help of the routine. This part of mastertwo.nb depends very much on
the concrete process to be calculated and has to be adapted when using new model
files, calculating different processes, using new versions of FeynArts etc.. For the cal-
culated B- and τ˜ -decays this translation is automatically performed by the function
FeynArtstoMasterTwo.
A.3 Dirac Algebra
The routine DiracAlgebra performs standard transformations of the Dirac Algebra in
the called naive dimensional regularisation scheme (NDR) described in section 4.1.1.
The hermitian conjugate of γµ is taken to be
γµ† = γ0γµγ0, (A.1)
so that according to the definition (4.8) we have
γ5 † = γ5 (A.2)
From the definitions (4.7) and (4.8) it follows that
(γ0)2 = 1 (γi)2 = −1, (γ5)2 = 1. (A.3)
Scalars and mass factors are automatically factored out from the fermion chain such
that it contains only gamma matrices and slashed momenta. From eq. (4.8) we get for
the projectors PR = (1 + γ
5)/2 and PL = (1− γ5)/2
γ0PR = PLγ
0, γ0PL = PRγ
0. (A.4)
Subsequent application of eq. (A.4) brings all the projectors to the left of the Fermion
chains. The routine ContractAllIndices then performs all Lorentz contractions pos-
sible at this stage. This step significantly increases the number of fermion chains, but
decreases the number of Lorentz indices simplifying the subsequent tensor reduction.
A.4 Colour Algebra
Integrals with outgoing gluons or quarks can lead to a quite complicated colour struc-
tures. Therefore it is necessary to provide a program performing the colour algebra
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automatically. This is done by the routine color.m .
The following relations can be derived in the fundamental representation of SU(N)
with the help of eq. (E.2) and (E.14 – E.15) 2:
f bacTcTb =
1
2
i NTa, (A.5)
TcTdf dbafacb = TcTdNδdc =
N2 − 1
2N
N =
N2 − 1
2
. (A.6)
From (A.5) and (E.16) we get
TaTefadcf dekf ckb =
N
2
TaTefabe = −iN
2
4
Tb. (A.7)
Eq. (A.5)-(A.7) with N = 3 are implemented in the rule colorrules.
A.5 Taylor Expansion
The expansion of each propagator in external momenta up toO[(external momenta)2/M2],
where M is a heavy mass (MW or MH in the case of rare B-decays) is explicitly given
by
1
(qi + k)2 −M2 =
1
q2i −M2
[
1− k
2 + 2kqi
q2i −M2
+
4(kqi)
2
(q2i −M2)2
]
+O[k4/M4],
(A.8)
1
(q1 + q2 + k)2 −M2 =
1
(q1 + q2)2 −M2[
1− k2+2kq1+2kq2
(q1+q2)2−M2 +
4(kq1)2+4(kq2)2+8q1kq2
((q1+q2)2−M2)2
]
+O[k4/M4],
(A.9)
where qi (i = 1, 2) are the loop momenta, M is a heavy mass and k an arbitrary
external momentum. The expansions in external momenta are implemented in the
routine TaylorExpansion. Analogously we get for the expansion in small masses
1
q2i −m2
=
1
q2i
[
1 +
m2
q2
]
+O[m4/q4], (A.10)
where m is a small mass. This expansion is implemented in the routine TaylorMass,
but was not applied in the matching calculations, as we directly set all the light masses
(except the bottom mass) to zero, thus remaining in zeroth order of the expansion
(A.10).
A.6 Scaling
After factoring the Taylor expanded integrands all light masses (in our case only the
bottom mass) and external momenta are scaled with a factor x. As we are only
2For a short introduction to Lie Algebras we refer to section E and [89].
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interested in Wilson coefficients corresponding to operators of mass dimension six, we
set all terms xn with n > 2 to zero. Keeping terms with n > 2 would correspond to
the calculation of contributions to Wilson coefficients of higher mass dimensions.
A.7 Partial Fraction Decomposition
The remaining integrals depend only on loop momenta and two heavy masses: mt and
MW (SM) or MH (THDM). Subsequent application of the partial fraction decomposi-
tion
1
(q2 −m21)(q2 −m22)
=
1
m21 −m22
[
1
q2 −m21
− 1
q2 −m22
]
, (A.11)
q2
(q2 −m21)(q2 −m22)
=
1
m21 −m22
[
m21
q2 −m21
− m
2
2
q2 −m22
]
(A.12)
allows a reduction of all the integrals to those in which a single mass parameter occurs
in the propagator denominators together with a given loop momentum.
A.8 Simplification of the Numerator
With the following relations the numerators successively get rid of loop momenta:
(q2)n
(q2 −m2) = (q
2)n−1 +
(q2)n−1m2
(q2 −m2) , (A.13)
(q1q2)
n
(q21 −m21)(q22 −m22)((q1 + q2)2 −m23)
=
1
2
(q1q2)
n−1
[
1
(q21 −m21)(q22 −m22)
− 1
(q22 −m22)((q1 + q2)2 −m23)
− 1
(q21 −m22)((q1 + q2)2 −m23)
+
m23 −m21 −m22
(q21 −m21)(q22 −m22)((q1 + q2)2 −m23)
]
;n ≥ 1.
(A.14)
The sections ”Partial Fraction Decomposition” and ”Simplification of the Numerator”
are summarised in the routines PartialFractionOne (one-loop case) and PartialFraction
(two-loop case).
A.9 Tensor Reduction
After Taylor expansion, partial fractioning and simplification of the numerators, the
integrands of rare B-decays have at most four free Lorentz indices. Furthermore -
provided all the light particle masses are set to zero - the corresponding integrals
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always have at least one massless term in their denominators. In this case all two-loop
integrals are relatively simple. A typical integrand has the following form:
I =
qα1 q
β
1 q
γ
1 q
δ
2
(q21 −m21)a(q22 −m22)b((q1 + q2)2)c
. (A.15)
The only entries depending on Lorentz indices are the loop momenta (being the inte-
gration variables) and the metric tensors. As integrals over an antisymmetric integrand
with symmetric integration boundaries are zero, all integrands with an odd number of
loop momenta qαi , (i = 1, 2) in the nominator can be set to zero. The idea of the tensor
reduction is to express tensor integrals in terms of scalar integrals:
For the one loop case we get∫
dDqqαqβA(q2) =
1
D
∫
dDq2gαβA(q2), (A.16)∫
dDqqαqβqγqδA(q2) =
1
D2 + 2D
∫
dDq4(gαβgγδ + gαγgβδ + gαδgβγ)A(q2),
(A.17)∫
dDqqα1qα2 . . . qα2kA(q2) =
Γ− 2
Γ(2− +k)
∫
dDq2kXA(q2), (A.18)
where A(q2) is an arbitrary scalar function depending on Lorentz invariants of the loop
momentum q. Usually it is a product of powers of propagators
1
(q2 −m21)n1
(A.19)
times a polynomial of q2. X stands for permutations of metric tensor components
gαjαk . The tensor reduction for the one-loop case is implemented in the routine
UnderIntegration for up to nine Lorentz indices. The above relations can be gener-
alised to the case of two-loop integrals [90]∫
dDq1d
Dq2 q
α
1 q
β
2A(q
2
1, q
2
2, q1q2) =
1
D
∫
dDq1d
Dq2q1 · q2gαβA(q21, q22, q1q2), (A.20)∫
dDq1d
Dq2 q
α
1 q
β
1 q
γ
1 q
δ
2A(q
2
1, q
2
2, q1q2) =
1
D2 + 2D
∫
dDq1d
Dq2 q
2
1 q1 · q2
(gαβgγδ + gαγgβδ + gαδgβγ)A(q21, q
2
2, q1q2), (A.21)∫
dDq1d
Dq2 q
α
1 q
β
1 q
γ
2 q
δ
2A(q
2
1, q
2
2, q1q2) =
1
D3 +D2 − 2D
∫
dDq1d
Dq1A(q
2
1, q
2
2, q1q2)[(
(1 +D)q21q
2
2 − 2(q21q22)2
)
gαβgγδ
+
(−q21q22 +D(q21q22)2(gαβgγδ + gαγgβδ + gαδgβγ))] ,
(A.22)
where A(q21, q
2
2, q1q2) is an arbitrary scalar function of q1 and q2. It is usually a product
of powers of propagators
1
(q21 −m21)a(q22 −m22)b)((q1 + q2)2 −m23)c
(A.23)
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times a polynomial in q21, q
2
1, q1q2, but the concrete form of this function has no impor-
tance for the tensor reduction.
The routine TensorReduction performs the tensor reduction for two-loop inte-
grals. In the case of factorising integrals (corresponding to c = 0 in the integrand of
eq. (A.15)), the one-dimensional tensor reduction calling the routine UnderIntegration
is performed. From the tensor reduction we obtain additional terms of q21, q
2
2 or q1q2
in the numerator. Second usage of the identities described in section A.8 finally leads
to a numerator not depending on loop momenta.
A.10 Substitutions
In rare B-decays we always have to deal with the special case that one of the occurring
masses in the propagators is zero. This simplifies the loop integration significantly. Fac-
toring out all scalar constants the two-loop integrals of rare B-decays are proportional
to ∫
dDq1d
Dq2
1
(q21)
n3(q22 −m22)n2((q1 + q2)2 −m21)n1
=
∫
dDq1d
Dq2
1
(q21 −m22)n2(q22)n3((q1 + q2)2 −m21)n1
=
∫
dDq1d
Dq2
1
(q21 −m21)n1(q22 −m22)n2((q1 + q2)2)n3
. (A.24)
The last line of eq. (A.24) is the ordering of propagator denominators needed for
the following loop integration routines. This form is characterised by the fact that
the propagator denominator with overlapping loop momenta has always no additional
mass term (m3 = 0).
With the help of the routine subrule which is part of the function SimplifyPropagator
all denominators are brought into this form. The ordering of the propagator denom-
inators is very important, as the two-loop integrals are represented in the program
generally as a non-commuting list.
A.11 Scalar One-Loop Integrals
The non-vanishing integrals obtained at one-loops are given by:
µ2
∫
dD q
(2pi)D
1
(q2 −m2)n =
µ2
(2pi)D
piD/2 Γ(1 + )
(m2)n−D/2
C(1)n
=
1
16pi2
1
(m2)n−2
((
µ2
m2
)
22pi Γ(1 + )
)
C(1)n
=
1
16pi2
1
(m2)n−2
N (1) (m) C
(1)
n , (A.25)
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where
N (1) (m) =
(
µ2
m2
)
22pi Γ(1 + )
= 1− κ + 2
(
1
12
pi2 +
1
2
κ(m)2
)
+O()3, (A.26)
κ(m) = γE − ln(4pi) + ln m
2
µ2
(A.27)
and arbitrary n and m. The prefactors of C
(1)
n are chosen such that C
(1)
n is free of
common factors of the one-loop integration. The factor N
(1)
 (m1) summarises the -
dependent part of the common prefactors. Defining the Pochhammer symbol
(a)k =
Γ(a+ k)
Γ(a)
=

a(a + 1)(a+ 2)...(a+ k − 1), k ≥ 1,
1, k = 0,
1/[(a− 1)(a− 2)...(a− |k|)], k ≤ −1,
(A.28)
for integer k and complex a, we can write C
(1)
n in a compact way [91]:
C(1)n = i
(−1)n
(n− 1)!(1 + )n−3, (A.29)
which vanishes for n ≤ 0. The routine facruleone calculates integrals proportional
to eq. (A.25), but the trivial prefactor 1/(16pi2) is not included in the definition of
facruleone. Thus the output of facruleone hast to be multiplied by 1/(16pi2) in
order to get integrals of the form eq. (A.25).
A.12 Scalar Two-Loop Integrals
Including all phase-space factors we get for the D-dimensional two-loop integral
µ4
(2pi)2D
∫
dDq1 d
Dq2
(q21 −m21)n1(q22 −m22)n2 [(q1 − q2)2]n3
=
µ4piD Γ(1 + )2
(2pi)2D(m21)
n1+n2+n3−DC
(2)
n1n2n3
=
1
256pi8
1
(m21)
n1+n2+n3−4
((
µ2
m21
)2
24pi2 Γ(1 + )2
)
C(2)n1n2n3
=
1
256pi8
1
(m21)
n1+n2+n3−4N
(2)
 (m1) C
(2)
n1n2n3,
(A.30)
with arbitrary integer powers n1, n2 and n3 and with m1 and m2 6= 0.
N
(2)
 (m) is given by
N (2) (m) = (N
(1)
 (m))
2 =
(
µ2
m2
)2
24pi2 Γ(1 + )2
= 1− 2κ + 2
(
1
6
pi2 + 2κ(m)2
)
+O()3. (A.31)
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C
(2)
n1n2n3 is free of common factors of all two-loop-integrals, whereas the constantN
(2)
 (m)
collects all -dependent parts of the common prefactors. All two-loop- integrals repre-
sented are represented in the program as a non-commuting list of the form
Gm1,m2,0n1,n2,n3 =
µ4
(2pi)−4
∫
dDq1d
Dq2
1
(q21 −m21)n1(q22 −m22)n2((q1 + q2)2 −m23)n3
=
1
(m21)
n1+n2+n3−4N
(2)
 (m1) C
(2)
n1n2n3
. (A.32)
The trivial phase space factor 1/(256pi8)) not included in eq. (A.32) and is thus not
part of the output of the corresponding integration routines. The output of all the
integration routines described in the following subsections has thus to multiplied by
1/(258pi8) to get the results for the standard integrals of the form of general two-loop
integral (A.30). Performing the integration in eq. (A.32) we have to distinguish the
following cases: two of the masses are equal, the second mass m2 vanishes, both masses
m1 and m2 are different and one of the powers ni (i = 1, 2, 3) is zero. As the first three
cases have the prefactorN
(2)
 (m1)/((m
2
1)
n1+n2+n3−4) in common we will only display the
corresponding values of C
(2)
n1n2n3.
A.12.1 Vanishing Integrals
All the two-loop integrals defined in eq. (A.32) vanish when either n1 or n2 is non-
positive. Finally we should mention that by calculating the integrals we used the fact
that for all massless integrals we have [92]∫
dDq
1
q2α
= 0. (A.33)
This properties are implemented in the rule deletprop being part of the function
SimplifyPropagator.
A.12.2 Two Equal Masses
With the help of Feynman-parameterisation [50] we get for two equal masses
C(2)n1n2n3 = (−1)n1+n2+n3+1
(2− )−n3(1 + )n1+n3−3(1 + )n2+n3−3
(n1 − 1)!(n2 − 1)!(n1 + n2 + n3 − 4 + 2)n3
, (A.34)
which is implemented in the routine TwoEqual.
A.12.3 Two Masses Zero
If also the second massm2 = 0 we again derive with the help of Feynman-parameterisation
C(2)n1n2n3 = (−1)n1+n2+n3+1
(1 + 2)n1+n2+n3−5(1 + )n2+n3−3(1− )1−n2(1− )1−n3
(n1 − 1)!(n2 − 1)!(n3 − 1)!(1− )(1− 13pi22 +O(3))
.
(A.35)
This case is implemented in the routine TwoZero.
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A.12.4 Two Different Masses
If m1 6= m2 and none of the two masses vanishes the routine ScalInt reduces all
integrals with three positive indices to the master integral Gm1 m2 01 1 1 with the help of
recurrence relations. C
(2)
111 is given by
C
(2)
111 =
1
2(1− )(1− 2)[
−1 + x
2
+
2

x ln x + (1− 2x) ln2 x + 2(1− x)Li2
(
1− 1
x
)
+ O()
]
,
(A.36)
where we have introduced the mass relation
x =
m22
m21
. (A.37)
The derivation of the recurrence relation is discussed in detail in section B.
A.12.5 Three Different Masses
In the two-loop matching for Oc1 and Oc2 scalar integrals with three different masses of
the form ∫
dDq1d
Dq2
(2pi)2D
1
(q21 −m21)n1(q22 −m21)n2((q1 − q2)2 −m22)n3
=
∫
dDq1d
Dq2
(2pi)2D
1
(q21 −m21)n1(q22 −m22)n3((q1 + q2)2 −m21)n2
=
∫
dDq1d
Dq2
(2pi)2D
1
(q21 −m22)n3(q22 −m21)n1((q1 + q2)2 −m21)n2
. (A.38)
With the help of the recurrence relations eq. (B.9), (B.11) and (B.12) we can reduce
all these integrals to the following master integral:
Gm1 m2 m11 1 1 =
µ4
(2pi)−4
∫
dDq1d
Dq2
1
(q21 −m21)n1(q22 −m22)n2((q1 + q2)2 −m21)n3
= m21N
(2)
 (m1)C
a (2)
111 , (A.39)
where C
a (2)
111 is given by [46]
C
a (2)
111 =
1
(1− )(1− 2)
[
− 1
2(
1 +
x
2
)
+
1

(x1 log(x))− 1
2
(
x1 log(x)
2)+ (2− x
2
)
φ(x)
]
. (A.40)
If
x =
m22
m21
 1 (A.41)
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then φ(x) is given by
φ(x) = 4
√
x
4− x Cl2 (2 arcsin
(√
x
2
)
), (A.42)
where Cl2 is Clausen’s integral function defined in section A.13.2.
The substitutions of eq. (A.38), the recurrence relations eq. (B.9), (B.11) and (B.12)
as well as the integration of the master-integral (A.39) are implemented in the integra-
tion routine ScalInt.
A.12.6 Factorising Two-Loop Integrals
When two indices are positive, but one of the ni in eq. (A.32) equals zero, the two-loop
integrals reduce to products of oneloop integrals. Without restriction we can choose
n3 = 0
3. Then we get from eq. (A.29)
Gm1,m2,0n1,n2,0 =
1
(m21)
n1−2(m22)n2−2
N (1) (m1)N
(1)
 (m2) C
(1)
n1
C(1)n2
=
N
(1)
 (m1)N
(1)
 (m2)
(m21)
n1+n2−4 C
(2)
n1n20 +O(3), (A.43)
where
C
(2)
n1n20 = C
(1)
n1 C
(1)
n2 =
(−1)n1 (−1)n2
(n1 − 1)!(n2 − 1)!(1 + )n1−3(1 + )n2−3. (A.44)
If m1 6= m2 we get
N (1) (m1)N
(1)
 (m2) =
N2 (m1)
(m21)
n1+n2−4
(
1− ln(x)  + 1
2
ln2(x) 2
)
xn2−2 (A.45)
with x defined in eq. (A.37).
If both masses equal m1, we simply have
(N (1) (m1))
2 = N (2) (m1) (A.46)
(see eq. (A.31)), if both masses equal m2 we derive
(N (1) (m2))
2 = (1− 2 log(x) + 22 log(x)2) N (2) (m1). (A.47)
The routine FacInt integrates all factorising two-loop integrals of the form of (A.43)
expressing all -dependent prefactors of C
(2)
n1n20
in terms proportional to N
(1)
 (m1) as
described in eq. (A.45-A.47).
3All other cases can by simple substitutions be transformed to this case.
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A.13 Polylogarithms and Clausens’s Function
A.13.1 Polylogarithms
In NLO - calculations we often have to deal with dilogarithms. They are a special case
of the polylogarithm
Lin(x) =
∞∑
k=1
xk
kn
for|x| ≤ 1 (A.48)
for n = 2.
The dilogarithm can thus be defined as the sum [89]
Li2(x) =
∞∑
n=1
xn
k2
for|x| ≤ 1 (A.49)
or the integral
Li2(x) = −
∫ x
0
ln(1− t)
t
dt = −
∫ 1
0
ln(1− xt)
t
dt
= −
∫ 1
1−x
ln(t)
1− tdt =
∫ 1
0
ln(t)
t− 1/xdt. (A.50)
The major functional equations for the dilogarithm are given by
Li2(x) + Li2(−x) = −1
2
Li2(x
2), (A.51)
Li2(1− x) + Li2(1− 1/x) = −1
2
ln2(x), (A.52)
Li2(x) + Li2(1− x) = pi
2
6
− ln(x) ln(1− x), (A.53)
Li2(−x) + Li2(1− x) + 1
2
Li2(1− x2) = −pi
2
12
− ln(x) ln(x+ 1). (A.54)
The definitions of eq. (A.50) correspond to the definitions used in Mathematica [93].
Unfortunately this is not the case for the conventions used in Maple [94]. We have the
following connections between both conventions
LiMathematica2 (1− x) = LiMaple2 (x). (A.55)
A.13.2 Clausen’s Function
Define
Sn(x) ≡
∞∑
k=1
sin(kx)
kn
, (A.56)
Cn(x) ≡
∞∑
k=1
cos(kx)
kn
, (A.57)
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and write
Cln(x) ≡
{
Sn(x), n even
Cn(x), n odd.
(A.58)
Then the Clausen function Cln can be given symbolically in terms of polylogarithm
as [95]
Cln(x) =
{
1
2
[Lin(e
−ix)− Lin(eix)], n even
1
2
[Lin(e
−ix) + Lin(eix)], n odd.
(A.59)
In NLO - calculations we often have to deal with the special case n = 2. Then eq. (A.59)
becomes the Clausen’s integral function
Cl2(x) = S2(x) = =[Li2(eix)] = −
∫ x
0
dt ln |2 sin
(
t
2
)
|. (A.60)
Appendix B
Recurrence Relations
B.1 General Recurrence Relations
We will first give a general derivation of the recurrence relations for arbitrary masses
m1, m2 m3 for the integral
Gm1,m2,m3n1,n2,n3 =
µ4
(2pi)−4
∫
dDq1d
Dq2
1
(q21 −m21)n1(q22 −m22)n2((q1 + q2)2 −m23)n3
.
(B.1)
From this general expression, which will be needed for the calculation of two-loop
integrals in the case τ˜ → τ a˜, we will then derive the recurrence relations for the special
case m3 = 0.
The derivation of the recurrence relations starts with the following identities [46]:∫
dDq1d
Dq2
∂
∂qµ1
(
qµ1
(q21 −m21)n1(q22 −m22)n2((q1 + q2)2 −m23)n3
)
= 0, (B.2)∫
dDq1d
Dq2
∂
∂qµ2
(
qµ2
(q21 −m21)n1(q22 −m22)n2((q1 + q2)2)−m23)n3
)
= 0, (B.3)∫
dDq1d
Dq2
∂
∂qµ1
(
qµ1
(q21 −m21)n1((q1 + q2)2 −m22)n2(q22 −m23)n3
)
= 0, (B.4)
Substitutions of the integration variables in eq. (B.2) lead to (B.3-B.4). With the help
of the Gaussian integral theorem we can transform the integral to a vanishing surface
integral with symmetric boundaries and an asymmetric integrand. In oder to simplify
the notation we will use
Gm1,m2,m3n1,n2,n3 ≡ Gn1,n2,n3 (B.5)
in this section. From eq. (B.2) we get
(D − 2n1 − n3)Gn1,n2,n3 = 2n1m21Gn1+1,n2,n3 + a3(Gn1−1,n2,n3+1 −Gn1,n2−1,n3+1)
+a3(m
2
1 −m22 +m23)Gn1,n2,n3+1, (B.6)
where we have used Gm1,m2,m3n1,n2,n3 = Gn1,n2,n3. From eq. (B.3) or directly by replacing
n1 ↔ n2 and m1 ↔ m2 in eq. (B.6) we get
(D − 2n2 − n3)Gn1,n2,n3 = 2n2m22Gn1,n2+1,n3 + a3(Gn1,n2−1,n3+1 −Gn1−1,n2,n3+1)
+a3(m
2
2 −m21 +m23)Gn1,n2,n3+1. (B.7)
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From (eq. (B.4)) we obtain
(D − 2n1 − n2)Gn1,n2,n3 = 2n1m21Gn1+1,n2,n3 + a2(Gn1−1,n2+1,n3 −Gn1,n2+1,n3−1)
+a2(m
2
1 +m
2
2 −m23)Gn1,n2+1,n3. (B.8)
The last three equations connect integrals with the sum of powers a1 + a2 + a3 with
integrals where the sum of the powers is lowered by 1. They form an equation system,
which can be used to extract the integrals Gn1+1,n2,n3, Gn1,n2+1,n3 Gn1,n2,n3+1. Solving
this equation system we obtain the following recurrence relations:
Gn1+1,n2,n3 =
1
n1 m
2
1 ∆(m1, m2, m3){[
n2 (m
2
1 −m23)(m21 −m22 +m23) + n3 (m21 −m22)(m21 +m22 −m23)
D m21 (−m21 +m22 +m23)− a1 ∆ (m1, m2, m3)
]
Gn1,n2,n3
+n2 m
3
2(m
2
1 −m22 +m23) [Gn1,n2+1,n3−1 −Gn1−1,n2+1,n3 ]
+n3 m
2
3(m
2
1 +m
2
2 −m23) [Gn1,n2−1,n3+1 −Gn1−1,n2,n3+1]} (B.9)
with the determinant of the corresponding equation system
∆(m1, m2, m3) = 2(m
2
1m
2
2 +m
2
1m
2
3 +m
2
2m
2
3)− (m41 +m42 +m43). (B.10)
Replacing n1 ↔ n2 and m1 ↔ m2 in eq. (B.9) we get
Gn1,n2+1,n3 =
1
n2 m
2
2 ∆(m1, m2, m3){[
n1 (m
2
2 −m23)(m22 −m21 +m23) + n3 (m22 −m21)(m21 +m22 −m23)
D m22 (−m22 +m21 +m23)− a2 ∆(m1, m2, m3)
]
Gn1,n2,n3
+n1 m
2
1(m
2
2 −m21 +m23) [Gn1+1,n2,n3−1 −Gn1+1,n2−1,n3 ]
+n3 m
2
3(m
2
1 +m
2
2 −m23) [Gn1−1,n2,n3+1 −Gn1,n2−1,n3+1]} . (B.11)
Replacing n1 ↔ n3 and m1 ↔ m3 in eq. (B.9) we obtain
Gn1,n2,n3+1 =
1
n3 m
2
3 ∆(m1, m2, m3){[
n1(m
2
3 −m2)2)(m22 −m21 +m23) + n2(m23 −m21)(m21 +m23 −m22)
D m23(−m23 +m21 +m22)− a3 ∆(m1, m2, m3)
]
Gn1,n2,n3
+a1 m
2
1(m
2
2 −m21 +m23) [Gn1+1,n2−1,n3 −Gn1+1,n2,n3−1]
+a2 m
2
2(m
2
1 +m
2
3 −m22) [Gn1−1,n2+1,n3 −Gn1,n2+1,n3−1]} . (B.12)
The general recurrence relations (B.9), (B.11) and (B.12) are implemented in the rule
recurrence which is part of the integration routine ScalIntAxino.
B.2 Recurrence Relations for Rare FCNC Decays
Mediated by Penguins and W-Boxes
At least one mass is zero in the integrals appearing in the considered rare B-decays
mediated by by penguins and W–boxes 1 . Without restrictions we can choose this
1This is not the case for the decay b → scc¯, where three mass scales are present and the more
general recurrence relations described in the previous section have to be used.
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mass to be m3. To shorten the notation we will now set
Gm1,m2,0n1,n2,n3 ≡ Gn1,n2,n3 (B.13)
in this section. Taking the limit m3 → 0 we get from eq. (B.9) and B.11)
G(n1+1) n2 n3 =
1
m21 n1(1−x)
{[D − n1 − n2 − n3 + x(n1 − n3)]Gn1n2n3
+ xn2
[
G(n1−1)(n2+1)n3 −Gn1(n2+1)(n3−1)
]}
,
(B.14)
Gn1 (n2+1) n3 = − 1m22n2x(1−x) {[x(D − n1 − n2 − n3) + n2 − n3]Gn1n2n3
+ n1
[
G(n1+1)(n2−1)n3
]}
,
(B.15)
where x = m22/m
2
1 [46]. From eq. (B.12) we see that the limit m3 → 0 does not exist
for Gn1,n2,n3+1. The recurrence relation for Gn1,n2,n3+1 in this limit can be derived from
eq. (B.9) by eliminating Gn1+1,n2,n3 with the help of eq. (B.11) and Gn1,n2+1,n3 with the
help of eq. (B.12). Thus we obtain
Gn1 n2 (n3+1) =
1
m21n3(1−x)2
{[(1 + x)(−D) + 2n2 + (1 + 3x)n3]Gn1n2n3
+ 2xn2
[
Gn1(n2+1)(n3−1) −G(n1−1)(n2+1)n3
]
+ (1− x)n3
[
Gn1(n2−1)(n3+1) −G(n1−1)n2(n3+1)
]}
.
(B.16)
Eq. (B.3-B.16) are implemented in the rule recurrenceb. Furthermore this rule is part
of the integration routine ScalInt.
Appendix C
Documentation of Basic Functions
of Integrals
In this appendix we give a detailed documentation of the routines mentioned in section
A. For the documentation of the routines in Fermions needed to perform the Dirac
Algebra and the contraction of free indices we refer to [87].
C.1 Declarations
The following declarations are inherited from Fermions:
DeclareIndex[µ] declares any index µ you wish to use.
DeclareMomentum[p] declares any momentum p you wish to use.
DeclareMass[m] declares any mass m you wish to use with DeclareMass[m]. It can
be used afterwards as Dirac[m] or Dirac[p + m].
In order to make the functions TaylorExpansion, TaylorMass, Scaling and Substi-
tution (see below) to run properly, we have to distinguish between small masses and
heavy masses as well as between loop momenta and external momenta. Thus the
general declarations of masses and momenta have to be replaced by the following dec-
larations:
DeclareLoopMomentum[q] declares any loop momentum q appearing in one and two
dimensional loop integrals. The declaration of loop momenta is needed for the
correct usage of TaylorExpansion and Substitution.
DeclareExternalMomentum[k] declares any external momenta k appearing in one and
two dimensional loop integrals. Needed for the correct usage of TaylorExpansion
and Scaling.
DeclareHeavyMass[M] declares any heavy mass M. Needed for the correct usage of
TaylorMass.
DeclareSmassMass[m] declares any small masses m. Needed for the correct usage of
Scaling.
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Momenta defined by DeclareLoopMomentum[q] and DeclareExternalMomentum[k]
inherit the properties of DeclareMomentum, masses defined by DeclareHeavyMass[M]
and DeclareSmallMass[m] inherit the properties of DeclareMass.
Propagators like
1
(q12 −m12)n1(q2 + k1)2 −m22)n2((q1 + q2 + k2)2 −m32)n3 , (C.1)
are represented as a list of the following form:
AD[den[q1,m1], ..., den[q1,m1],| {z }
n1 terms
den[q2 + k1,m2], ..., den[q2 + k1,m2],| {z }
n2 terms
den[q1 + q2 + k2,m3], ..., den[q1 + q2 + k2,m3]| {z }
n3 terms
].
(C.2)
C.2 Taylor Expansion
TaylorExpansion[expr] expands each propagator den[a, M] of expr in external mo-
menta up to O[(external momenta)2/M2], where M has to be declared as heavy
mass with DeclareHeavyMass[M] (see eq. (A.8)).
TaylorMass[expr] expands each propagator den[a, m] of expr up to second order in
the small mass m. This routine functions only if m is declared as small mass with
DeclareSmallMass[m] (see eq. (A.10).
Scaling[expr] scales all external momenta and light masses with a factor x. All
terms with xn with n > 2 are set to zero (see section A.6). External momenta
have to be declared with DeclareExternalMomentum, light masses have to be
declared with DeclareSmallMass.
C.3 Tensor Reduction
UnderIntegration[expr,var] performs the one-dimensional tensor reduction of expr
in var. It assumes that the denominator of expr is an arbitrary scalar function
depending on Lorentz invariants of var. It can handle expressions expr with up
to 9 Lorentz Indices.
UnderTwo[expr,var] works just like UnderIntegration, with one difference: it
doesn’t give out the various intermediate messages that indicate what the pro-
gram is doing at a given time.
TensorReduction[expr,var1,var2] performs a two dimensional tensor reduction of
expressions expr with up to 5 Lorentz Indices assuming that the denominator of
expr is an arbitrary scalar function of the variables var1 and var2. If the numer-
ator of expr depends only on var (var2) it performs a one-dimensional tensor
reduction in var (var2) using UnderTwo[expr,var](UnderTwo[expr,var2]).
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TensorReductionTwo[expr,var,var2] works like TensorReduction without inter-
mediate Print-messages and a Taylor expansion of the output up to second order
in eps.
The routines for the one-dimensional tensor reduction UnderIntegration and UnderTwo
are modified versions of routines I got via private communication by the courtesy of
Kai Bieri.
C.4 Partial Fraction
PartialFraction[expr] makes a partial fraction decomposition (see section A.7 of
the denominators of the form (C.2) in the two-loop case. Not appropriate for
one-loop calculation, as it sets denominators with only one loop-momentum to
zero. Furthermore it gets the numerators successively rid of loop momenta as
described in section A.8.
PartialFractionOne[expr] same as PartialFraction without setting denomina-
tors depending only on one loop momentum to zero.
C.5 Preparation of Loop Integrations
Substitution[expr] makes substitution in the integrands of factorising two-loop-
integrals such that the propagator structure contains no overlapping loop mo-
menta.
SimplifyPropagator[expr] transforms propagator structures in such a way that the
routines for Loop Integration work properly. In a first step it the rule delete
sets all vanishing integrals to zero (see A.12.1). Then propagators like
AD[den[q1,m1], ..., den[q1,m1],| {z }
n1 terms
den[q2,m2], ..., den[q2,m2],| {z }
n2 terms
den[q1 + q2,m3], ..., den[q1 + q2,m3]| {z }
n3 terms
]
(C.3)
are brought to the form
AD[i[m1, n1], i[m2, n2], i[m3, n3]]. (C.4)
Propagator structures with all ni > 0 and thus three list entries in eq. (C.4) are
transformed to
G[i[m1, n1], i[m2, n2], i[m3, n3]]. (C.5)
If one of the ni, (i = 1, 2, 3) in C.3 is zero, we deal with a factorising integral.
If e.g. n3 in (C.3) is zero, the propagator structure is then according to (C.4)
represented as
AD[i[m1, n1], i[m2, n2]]. (C.6)
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In a last step subrule applies the substitution rules (A.24) and (A.38) to all
non-factorising integrands of the form (C.5). Thus at the end all non-factorising
propagator structures are either of the form G[i[m1, n1], i[m2, n2], i[0, n3]] or
G[i[m1, n1], i[m2, n2], i[m1, n3]].
C.6 Two-Loop Integration
C.6.1 General Remarks
Taylor Expansion: The output of all routines for two-loop integration is Taylor ex-
panded in eps until 0. order.
Constants: The constant N2[m1] corresponds to N(2)(m1) as defined in (A.31).
Phase Space Factor: The trivial phase space factor 1/(256pi8) has been omitted in
the definition of loop integration routines below. In order to obtain the result for
standard integrals of the form
Gm1,m2,m3n1,n2,n3
(2pi)8
=
µ4
(2pi)2D
∫
dDq1dDq2
1
(q21 −m21)n1(q22 −m22)n2((q1 + q2)2 −m23)n3
the output of all routines has to be multiplied by 256 pi8 (see also comments
under eq. (A.32)).
C.6.2 Two-Loop-Integration Functions
TwoEqual[expr]replaces in expr expressions of the form G[i[m1, n1], i[m1, n2], i[0, n3]],
with the analytical result of the corresponding scalar twoloop integral Gm1,m1,0n1,n2,n3
as defined in eq. (A.32).
TwoZero[expr]replaces in expr expressions of the form G[i[m1, n1], i[0, n2], i[0, n3]],
with the analytical result of the corresponding scalar twoloop integral Gm1,0,0n1,n2,n3
as defined in eq. (A.32).
ScalInt[expr]replaces in expr expressions of the form G[i[m1, n1], i[m2, n2], i[0, n3]]
with the analytical result of the corresponding scalar twoloop integral Gm1,m2,0n1,n2,n3
as defined in eq. (A.32).
ScalIntAxino[expr] replaces in expr expressions of the form G[i[m1, n1], i[m2, n2], i[m1, n3]]
with the analytical result for scalar twoloop integrals of the form Gm1,m2,m1n1,n2,n3 as
defined in eq. (A.39).
FacInt[expr] replaces in expr factorising two-loop integrals of the form
AD[i[m1, n1], i[m2, n2]] with the analytical result for scalar twoloop integrals of the
form Gm1,m2,0n1,n2,0 as defined in eq. (A.43).
Appendix D
Non-Physical Operators
The class of non-physical operators can be subdivided into the Equation-Of-Motion
(EOM)-vanishing operators and evanescent operators.
D.1 EOM-Vanishing Operators
The EOM-vanishing operators appear only in an off-shell calculation of b → s γ
(b → s g) Greens functions. Their Wilson coefficients contribute to the process b →
s l+l− (b → s qq), when the off-shell photon (gluon) decays into a lepton (quark)
pair. The used background field version maintains explicit gauge invariance allowing
to perform the matching without making use of the CKM-matrix unitarity. Therefore
our relevant EOM-vanishing operators contain background photon (gluon) fields and
are invariant with respect to gauge transformations of the background field.
The gauge invariant EOM-vanishing operators O31,...,36 can be chosen as [50]
O31 = 1
g
(s¯γµPLT
ab)DνGaµν +O4, (D.1)
O32 = 1
g2
mbs¯D/D/ Pb,
O33 = i
g2
s¯D/D/D/ PLb,
O34 = i
g
[
s¯
←
D/ σµνPLT
ab Gaµν −Gaµν s¯TaσµνD/ PLb
]
+O8,
O35 = ie
g2
[
s¯
←
D/ σµνPLbFµν − Fµν s¯σµνD/ PLb
]
+O7,
O36 = e
g2
(s¯γµPLb)∂
νFµν − O9. (D.2)
Our sign convention in the covariant derivative acting on a quark field ψ is
Dµψ =
(
∂µ + igG
a
µT
a + ieQψAµ
)
ψ. (D.3)
The corresponding sign convention in the covariant derivative acting on the gluon field-
strength tensor Gµν is
DνabG
b
µν = (∂νδab + gsfabcG
c,ν)Gbµν . (D.4)
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We can assume that the EOM-vanishing operators in eq. (D.1) contain only the back-
ground gluon field, because nothing but their tree-level matrix elements is needed for
the off-shell matching.
D.2 Evanescent Operators
In intermediate steps of the calculation structures like
(γµ1γµ2γµ3γµ4PA)(γ
µ1γµ2γµ3γµ4PB) (D.5)
with PA, B being either PL or PR. Due to the appearance of the matrix γ5 they cannot
be reduced using D dimensional Dirac algebra. Only after the matching all divergencies
cancel and the limit D → 4 can be taken. Therefore so called evanescent operators
must be introduced in the effective theory. The name ”evanescent” originates from the
fact that such operators vanish in 4 dimensions. The following evanescent operator
appears when calculating box diagrams in the SM for the process b → sl+l− 1. It is
defined by ( [58], [73])
OE1 = (s¯γµ1γµ2γµ3PLb)(b¯γµ1γµ2γµ3PLl)− 4s¯γµ1PLb)(l¯γµPLl) (D.6)
For completeness we give also the evanescent operators appearing in the calculation
of the anomalous dimension ( [96], [97]) of the process b → sγ, b → g, b → sqq are
defined as follows
OQ11 = (s¯γµ1γµ2γµ3PLTaQ)(Q¯γµ1γµ2γµ3PLTab)− 16OQ1 ,
OQ12 = (s¯γµ1γµ2γµ3PLQ)(Q¯γµ1γµ2γµ3PLb)− 16OQ2 ,
O15 = (s¯γµ1γµ2γµ3γµ4γµ5PLb)
∑
q
(q¯γµ1γµ2γµ3γµ4γµ5q)− 20O5 + 64O3,
O16 = (s¯γµ1γµ2γµ3γµ4γµ5PLTab)
∑
q
(q¯γµ1γµ2γµ3γµ4γµ5Taq)− 20O6 + 64O4,
OQ21 = (s¯γµ1γµ2γµ3γµ4γµ5PLTaQ)(Q¯γµ1γµ2γµ3γµ4γµ5PLTab)− 20OQ11 − 256OQ1 ,
OQ22 = (s¯γµ1γµ2γµ3γµ4γµ5TPLQ)(Q¯γµ1γµ2γµ3γµ4γµ5PLb)− 20OQ12 − 256OQ2 ,
O25 = (s¯γµ1γµ2γµ3γµ4γµ5γµ6γµ7b)
∑
q
(q¯γµ1γµ2γµ3γµ4γµ5γµ6γµ7q)− 336O5 + 1280O3,
O26 = (s¯γµ1γµ2γµ3γµ4γµ5γµ6γµ7Tab)
∑
q
(q¯γµ1γµ2γµ3γµ4γµ5γµ6γµ7Taq)− 336O6 + 1280O4.
As before, the symbol Q stands either for u or for c.
The explicit form of the evanescent operators defines the meaning of the ”MS”
scheme in the effective theory. Changing the evanescent operators by terms propor-
tional to  = 2 − D/2 will not affect the property of the operators to vanish in the
limit D → 4, but it will change the actual value of the Wilson coefficients, anomalous
dimensions and matrix elements of physical operators.
1The corresponding diagrams in the THDM vanish, as the coupling of the charged Higgs is pro-
portional to the mass of the lepton.
Appendix E
Basics about Lie Algebras
E.1 Lie Group
A continously generated group contains elements arbitrarily close to the identity, such
that the general element can be reached by the repeated action of these infinitesimal
elements. Then any infinitesimal group element g can be written as
g(α) = 1 + iαaTˆ
a
+O(α2), (E.1)
where the coefficients of the infinitesimal group parameters αa are Hermitian opera-
tors Tˆ
a
, called the generators of the symmetry group. A continuous group with this
structure is called a Lie group.
E.2 Lie Algebra
The set of generators Tˆ
a
of a Lie group must span the space of infinitesimal group
transformations, so the commutator of generators Tˆ
a
must be a linear combination of
generators. Thus the commutation relations of the generators Tˆ
a
can be written as [30]
[Tˆ
a
, Tˆ
b
] = if abcTc, (E.2)
where the numbers f abc are the so called structure constants. From the definition (E.2)
follows directly that they are antisymmetric in the first two indices; fabc = −fbac. It
can be shown that in every irreducible representation (see E.5) the structure constants
are totally antisymmetric [89]. The vector space spanned by the generators with the
additional operation of commutation, is called a Lie Algebra.
The elements of a Lie algebra satisfy the Jacobi identity 1
[Tˆ
a
, [Tˆ
b
, Tˆ
c
]] + [Tˆ
b
, [Tˆ
c
, Tˆ
a
]] + [Tˆ
c
, [Tˆ
a
, Tˆ
b
]] = 0 (E.3)
leading with (E.2) to the relation
fabcf ecd + f cbefaed + f dbeface = 0. (E.4)
1The Jacobi identity is an axiom that must be satisfied in order for a given set of commutation
rules to define a Lie algebra.
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E.3 Classification of Lie Algebras
• compact : Lie-Algebra with finite number of generators.
• semi-simple: If one of the generators Ta commutes with all the others, it generats
an independent continuous Abelian group. Such a group, which has the structure
of the group of phase rotations
Ψ → eiαΨ (E.5)
is called U(1). If the algebra contains no such commuting elements, so that the
group contains no U(1) factors, the algebra is called semi-simple.
• simple: Semi-simple Algebra which cannot be divided into two mutually com-
muting sets of generators.
E.4 Casimir Operator
For any simple Lie Algebra, the operator
Tˆ
2
= Tˆ
a
Tˆ
a
(E.6)
commutes with all group generators
[Tˆ
b
, Tˆ
a
Tˆ
a
] = (if bacTˆ
c
)Tˆ
a
+ Tˆ
a
(if bacTˆ
c
) (E.7)
= if bac{Tˆc, Tˆa} = 0 (E.8)
due to the antisymmetry of f abc in an irreducible representation. This means that Tˆ
2
is
an invariant of the algebra. It takes a constant value on each irreducible representation.
Thus the matrix representation of Tˆ
2
is proportional to
TarT
a
r = CF (r) · 1, (E.9)
where the index r indicates the chosen representation, 1 is the d(r)× d(r) dimensional
unit matrix and CF (r) is a constant called the quadratic Casimir operator.
E.5 Representations
• irreducible representation of a group :
representation that has no nontrivial invariant subspaces.
• fundamental representation:
In SU(N) the basic irreducible representation (often called the fundamental rep-
resentation) is the N -dimensional complex vector.
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– SU(2):
For SU(2) the fundamental two-dimensional representation is the spinor
representation, which is given in terms of Pauli matrices by
Ta =
σa
2
(E.10)
They satisfy
Tr[Ta,Tb] =
1
2
δa,b (E.11)
– SU(N):
We choose the generators of SU(N) so that three of them are the generators
(E.10) acting on the first two components of the N -vector ξ. Then we adopt
as normalisation for any N ×N matrices of the fundamental representation
Tr[Ta,Tb] =
1
2
δab. (E.12)
From eq. (E.2 and E.12) and noting that the Ta together with the unitary
matrix 1 form a set of of hermitian N ×N matrices we can derive the useful
formula [92]
TaijT
a
kl =
1
2
[
δilδjk − 1
N
δijδkl
]
. (E.13)
An immediate consequence of eq. (E.13) is that
(TaTa)ij = CF (f)δij =
N2 − 1
2N
, (E.14)
where CF (f) =
N2−1
2N
is the quadratic Casimir operator in the fundamental
representation. From eq. (E.2),(E.12) as well as (E.14 ) we get [92]
facdf bcd = Nδab (E.15)
With the help of the Jacobi identity E.4 we obtain
f cbaf debfkae = −N
2
f cdk. (E.16)
∗ SU(3)C :
The standard basis for the fundamental representation of SU(3)C are
the Gell-Mann-Matrices:
T1 =
1
2
 0 1 01 0 0
0 0 0
 , T2 = 1
2
 0 −i 0i 0 0
0 0 0
 , T3 = 1
2
 1 0 00 −1 0
0 0 1
 ,
T4 =
1
2
 0 0 10 0 0
1 0 0
 , T5 = 1
2
 0 0 −i0 0 0
i 0 0
 , T6 = 1
2
 0 0 00 0 1
0 1 0
 ,
T7 =
1
2
 0 0 00 0 −i
0 i 0
 , T8 = 1
2
√
3
 1 0 00 1 0
0 0 −2
 .
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• adjoint representation:
Representation to which the generators of the algebra belong. The representation
matrices are given by the structure constants:
(Tb)ac = if
abc (E.17)
With this definition, the statement that Ta satisfies the Lie algebra
([Tb,Tc])ae = if
bcd(Td)ae, (E.18)
is just a rewriting of the Jacobi-identity for the structure constants eq. (E.4).
Appendix F
On Dirac Fermions and Weyl
Spinors
In this chapter we will introduce the two-component fermion notation. We will specify
our conventions1. by showing how they correspond to the four-component fermion
language. A four-component Dirac fermion ψD
2 with mass M is described by the
Lagrangian
LDirac = iψDγµ∂µψD −MψDψD . (F.1)
We use a spacetime metric gµν = diag(1,−1,−1,−1). For our purposes it is convenient
to use the Weyl or chiral representation of the 4×4 gamma matrices given in 2×2
blocks by
γµ =
(
0 σµ
σµ 0
)
; γ5 =
(
1 0
0 −1
)
, (F.2)
where
σ0 = σ0 =
(
1 0
0 1
)
; σ1 = −σ1 =
(
0 1
1 0
)
;
σ2 = −σ2 =
(
0 −i
i 0
)
; σ3 = −σ3 =
(
1 0
0 −1
)
. (F.3)
are the Pauli sigma matrices. In this basis, a four component Dirac spinor is written
in terms of 2 two-component, complex, anticommuting objects (ξ)α with α = 1, 2 and
(χ†)α˙ with α˙ = 1, 2:
ψD =
(
ξα
χ†α˙
)
; ψ
D
=
(
χα ξ†α˙
)
. (F.4)
The undotted (dotted) indices are used for the first (last) two components of a Dirac
spinor. The heights of these indices are important; for example, comparing eq. (F.1)-
(F.4), we observe that the matrices (σµ)αα˙ and (σ
µ)α˙α defined by eq. (F.3) carry indices
1Besides the different metric we will follow the conventions used by ref. [85]
2In this section Dirac spinors have an additional subscript D to distinguish them from Majorana
spinors with the subscript M. In all other chapters Dirac spinors are given without this additional
index.
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with the heights as indicated. The spinor indices are raised and lowered using the
antisymmetric symbol 12 = −21 = 21 = −12 = 1; 11 = 22 = 11 = 22 = 0,
according to
ξα = αβξ
β; ξα = αβξβ; χ
†
α˙ = α˙β˙χ
β˙†; χα˙ † = α˙β˙χ†
β˙
. (F.5)
This is consistent since αβ
βγ = γββα = δ
γ
α and α˙β˙
β˙γ˙ = γ˙β˙β˙α˙ = δ
γ˙
α˙. The field ξ is
called a “left-handed Weyl spinor” and χ† is a “right-handed Weyl spinor”. The names
fit, because
ψD L = PLψD =
(
ξα
0
)
; ψD R = PRψD =
(
0
χ†α˙
)
. (F.6)
The hermitian conjugate of a left-handed Weyl spinor is a right-handed Weyl spinor
(ψα)
† = (ψ†)α˙ and vice versa (ψ†α˙)† = ψα. Therefore any particular fermionic degrees
of freedom can be described equally well using a Weyl spinor which is left-handed
(with an undotted index) or by one which is right-handed (with a dotted index). By
convention, all names of fermion fields are chosen so that left-handed Weyl spinors do
not carry daggers and right-handed Weyl spinors do carry daggers, as in eq. (F.4).
It is useful to abbreviate expressions with two spinor fields by suppressing undotted
indices contracted like αα and dotted indices contracted like α˙
α˙. In particular,
ξχ ≡ ξαχα = ξααβχβ = −χβαβξα = χββαξα = χβξβ ≡ χξ (F.7)
A minus sign appeared in eq. (F.7) from exchanging the order of anticommuting
spinors, but it disappeared due to the antisymmetry of the  symbol. Likewise we find
(ξχ)∗ ≡ ξ†χ† = ξ†α˙χα˙ † = ξ†α˙α˙β˙χ†β˙ = χ
†
β˙
β˙α˙ξ†α˙ = χ
α˙ †ξα˙ † = χ†ξ†.
In a similar way,
ξ†σµχ = −χσµξ† = (χ†σµξ)∗ = −(ξσµχ†)∗ (F.8)
stands for ξ†α˙(σ
µ)α˙αχα, etc. With these conventions, the Dirac Lagrangian eq. (F.1)
can now be rewritten:
LDirac = iψDγµ∂µψD −MψDψD (F.9)
= iξ†σµ∂µξ + iχ
†σµ∂µχ−M(ξχ + ξ†χ†), (F.10)
where we have dropped a total derivative piece i∂µ(χ
†σµχ) which does not affect the
action.
A four-component Majorana spinor can be obtained from the Dirac spinor of
eq. (F.4) by imposing the constraint χ = ξ, so that
ψM =
(
ξα
ξ†α˙
)
; ψM =
(
ξα ξ†α˙
)
. (F.11)
The Lagrangian for a Majorana fermion with mass M
LMajorana = i
2
ψMγ
µ∂µψM − 1
2
MψMψM (F.12)
115
in the four-component Majorana spinor form can therefore be rewritten
LMajorana = iξ†σµ∂µξ − 1
2
M(ξξ + ξ†ξ†) (F.13)
in the two-component Weyl spinor representation.
If one has any expression involving bilinears in four-component spinors
ψ1 =
(
ξ1
χ†1
)
and ψ2 =
(
ξ2
χ†2
)
, (F.14)
then one can translate into two-component Weyl spinor language (or vice versa) using
the dictionary:
ψ1PLψ2 = χ1ξ2; ψ1PRψ2 = ξ
†
1χ
†
2; (F.15)
ψ1γ
µPLψ2 = ξ
†
1σ
µξ2; ψ1γ
µPRψ2 = χ1σ
µχ†2. (F.16)
Next we will show how the Standard Model quarks and leptons can be described in
this notation. The complete list of left-handed Weyl spinors can be given the following
names
Qi = (u d), (c s), (t b) (F.17)
ui = u, c, t di = d, s, b (F.18)
Li = (νe e), (νµ µ), (ντ τ) (F.19)
ei = e, µ, τ , (F.20)
where i = 1, 2, 3 is the family index. The unbarred fields are the left-handed pieces
of a Dirac spinor, while the barred fields are the names given to the conjugates of the
right-handed piece of a Dirac spinor. For example, e is eL and e is the same as e
†
R.
Together they form a Dirac spinor:(
e
e†
)
≡
(
eL
eR
)
(F.21)
with similar equations for all of the other quark and charged lepton Dirac spinors (the
neutrinos of the Standard Model are not part of a Dirac spinor).
Appendix G
Feynman Rules
In this appendix we give all Feynman rules used in this work. We used the Feynman-
t’Hooft-gauge for all massive gauge bosons. All external gluons are background fields.
Quarks and leptons carry generation indices {I, J} running from 1 − 3. All vertices
are properly symmetrised.
G.1 Conventions and Abbreviations
G.1.1 Conventions
• In the following it will always be assumed that the elementary charge e > 0.
• Sign convention of the SU(2) covariant derivative:
Dµ = ∂µ + σg2Wµ
Unfortunately two different sign conventions are used in the Standard Model and
THDM model-files of FeynArts [88]: σ is − in the SM and + in the THDM model
files. There is a simple rule for translating the two conventions: replace sW by
−sW and add an additional minus sign for each Higgs field that appears in a
coupling. In order to combine SM and THDM results in a stringent way, we have
used
σ = −
in the SM and in the self-written files THDM. This self-written files are simply
modifications of the SM model files where only the THDM interactions needed
for the rare B decays are added.
• Arrows on scalars indicate the charge flow. Momenta follow the charge flow.
• We assume that three matter generations exist, so the capital letters I, J, ... run
from 1-3 indicating the three matter generations.
• When implementing the vertices into a FeynArts-model file, it has to be taken
into consideration that in FeynArts all momenta always point to the vertex.
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G.1.2 Abbreviations
The following abbreviations will be used:
• F=Fermion, V=Vector, S=Scalar.
• sW = sin ΘW , cW = cos ΘW , where ΘW is the Weinberg angle.
G.2 Propagators
1. Scalar particles (Higgs bosons):
i
p2 −m2
2. Vector bosons:
µ ν
−igµν
p2 −m2
3. Fermions:
Fermions are denoted by solid lines. For Dirac fermions, each line carries an arrow
which indicates the fermion number flow. Momentum flows from left to right. Thin
arrows beneath the propagator denote the orientation of the fermion flow.
Dirac Fermions:
p
iS(p) =
i
pµγµ −m =
i (p/ +m)
p2 −m2
p
iS(−p) = i−pµγµ −m =
i (−p/ +m)
p2 −m2
Majorana fermions:
p
iS(p) =
i
pµγµ −m =
i (p/ +m)
p2 −m2
A more detailed discussion of Majorana fermions can be found in section G.4.3.
The propagators of gluons, quarks and squarks should be multiplied by a factor δab,
where a and b are as usual colour indices.
G.3 External Lines
Mass shell condition for external lines
p2 = m2. (G.1)
Momentum flows always from left to right and is denoted by small arrows above the
external lines. Thin arrows beneath the external line denote the orientation (fermion
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flow).
p p p
us(p)
p p p
v¯s(p)
p p p
u¯s(p)
p p p
vs(p)
k
Incoming vector λµ(k)
k
Outgoing vector ∗ λµ (k)
s = 1, 2 denotes the spin states, λ = 1, 2 the polarization states.
G.4 Vertices
In the following we will only display the vertices actually needed for our calculations.
G.4.1 Standard Model
FFV-couplings
1. Quark-quark-gauge boson
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γµ uI
uJ
−ieγµQuδIJ = −2
3
ieγµδIJ
γµ dI
dJ
−ieQdγµδIJ = 1
3
ieγµδIJ
Z0µ uI
uJ
− ie
2sW cW
γµ(PL − 4
3
s2W )δ
IJ
Z0µ dI
dJ
ie
2sW cW
γµ(PL − 2
3
s2W )δ
IJ
Wµ dI
uJ
− ie√
2sW
V JI
?
γµPL
Wµ uI
dJ
− ie√
2sW
V IJγµPL
gaµ qIα
qJβ
−igs(T a)αβγµδIJ
2. Lepton-lepton-gauge boson
γµ eJ
eI
ieγµδIJ
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Z0µ eJ
eI
ie
2sW cW
γµ(PL − 2s2W )δIJ
Z0µ νJ
νI
− ie
2sW cW
γµPLδ
IJ
Wµ νJ
eI
− ie√
2sW
γµPLδ
IJ
FFS-coupling
3. Quark-quark-Would-be Goldstone-boson
φ+ uI
dJ
ie√
2sW
V IJ
[
muI
MW
PL − mdJ
MW
PR
]
φ− dI
uJ
ie√
2sW
V JI
?
[
−mdI
MW
PL +
muJ
MW
PR
]
G.4.2 THDM
SSV-coupling
1. Charged Higgs particle-gauge boson
γµ H−
k
H−
p ie(p + k)µ
Z0µ H−
k
H−
p −iec
2
W − s2W
2sW cW
(p+ k)µ
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FFS-coupling
2. Leptons and quarks -charged Higgs particles
H− dI
uJ
i
e√
2sWMW
(XmdIPL +XmuJPR)V
JI?
H+ uI
dJ
i
e√
2sWMW
(YmuIPL +XmdJPR)V
IJ
G.4.3 The Axino Diagram’s Vertices
Fermion Flow and Majorana Fermions
Since photinos and axinos are Majorana fermions one has to cope with fermion num-
ber violating interactions when calculating the τ˜ decays. As soon as fermion-number
violating couplings are present, the fermion flow cannot be defined in the standard
way. Feynman rules for Majorana fermions which yield nonetheless the correct rela-
tive minus signs between different interfering diagrams contributing to a process are
proposed in [98]. The basic idea is to introduce an arbitrary continuous fermion flow
for all fermion chains. Instead of ordering the fermion propagators according to the
given fermion number flow, one chooses a direction for the fermion lines. This means
that the fermion number flow is replaced by a fermion flow which corresponds to an
orientation of each complete fermion chain. Is it possible to reverse the interaction
Lagrangian ψ1 Γ ψ2 by introducing the charge-conjugate fields
ψc = Cψ
T
; ψc = −ψTC−1, (G.2)
where the charge-conjugation matrix C fulfils
C† = C1 , CT = −C, CΓTC−1 = ηi Γi (G.3)
(no summation over i) with
η =
{
1 for Γ ∈ {1, γ5, γ5γµ}
− 1 for Γ ∈ {γµ, σµν}. (G.4)
Thus
ψ1 Γ ψ2 = g
i
abcΦcψ1 aΓi ψ2 b = g
i
abcΦc(ψ1 aΓi ψ2 b)
T = (−1)giabcΦcψT2 bΓTi ψ
T
1 a
= giabcΦc(−ψT2 b)ΓTi ψ
T
1 a = g
i
abcΦcψ
C
2 bC Γ
T
i C
−1 ψC1 a
= = giabcΦcψ
C
2 bηiΓi ψ
C
1 a
=: ψ2 Γ ψ1, (G.5)
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where the so called ”flip rule” is given by
Γ′ = CΓTC−1 = η Γ =
{
Γ for Γ ∈ {1, i γ5, γ5γµ}
−Γ for Γ ∈ {γµ, σµν}. (G.6)
For Majorana fermions we have
ψc = ψ. (G.7)
Hence, when stating Feynman rules we can restrict ourselves to one fermion flow -
even when dealing with vertices including Majorana fermions. Changing the fermion
flow can be necessary, if the chosen directions is opposite to the actual fermion flow
(arbitrarily chosen by a program like FeynArts).
The following Feynman rules are derived from the Lagrangians given in eq.(10.15)-
(10.21). We will not display the Feynman rules for all three matter generations as in
the case of the SM and THDM, but we will restrict ourself to the third generation, the
matter generation we considered in our calculations.
In order to simplify our notation it is supposed that the fermion flow is always parallel
to the momentum flow. Fermion flow and fermion number flow are supposed to have
the same orientation. Opposite orientation of the fermion flow can be obtained by
replacing Γ by Γ′ = ±Γ according to eq. (G.6).
FFV-coupling
γµ Q
Q
−ie eQγµ
Zµ Q
Q
−i e
2sW cW
γµ(−2eQs2W ) = i
sW
cW
γµe eQ
FFS-coupling
Q˜1 Q
a˜
−iyPL
Q˜∗1 a˜
Q
−iyPR
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Q˜∗2 Q
a˜
−iyPR
Q˜2 a˜
Q
−iyPL
Q˜∗1 B˜
Q
−i
√
2
e
cW
eQ PL
Q˜1 Q
B˜
−i
√
2
e
cW
eQ PR
Q˜2 B˜
Q
i
√
2
e
cW
eQ PR
Q˜∗2 Q
B˜
i
√
2
e
cW
eQ PL
The τ˜ τ B˜-vertices are given by
τ˜ ∗R B˜
τR
i
√
2
e
cW
eτPR = −i
√
2
e
cW
PR
τ˜R τR
B˜
i
√
2
e
cW
eτPL = −i
√
2
e
cW
PL
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τ˜ ∗L B˜
τL
−i
√
2
e
cW
eτPL = i
√
2
e
cW
PL
τ˜L τL
B˜
−i
√
2
e
cW
eτPR = i
√
2
e
cW
PR
SSV-coupling
Arrows an scalars denote the momentum flow.
γµ τ˜
k
τ˜
p −ie eτ (p+ k)µ = ie (p+ k)µ
Zµ τ˜R
k
τ˜R
p −i e
cW
(−eτ )sW (p+ k)µ = −ie sW
cW
(p+ k)µ
γµ Q˜1
k
Q˜1
p −ie eQ(p+ k)µ
γµ Q˜2
∗k
Q˜2
∗
p −ie eQ(p+ k)µ
γµ Q˜1
∗k
Q˜1
∗
p ie eQ(p+ k)
µ
γµ Q˜2
k
Q˜2
p ie eQ(p+ k)
µ
The above rules for the squark-squark-photon couplings can also be written as
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γµ Q˜1
∗−k
Q˜1
p −ie eQ(p+ k)µ
γµ Q˜2
−k
Q˜2
∗
p −ie eQ(p+ k)µ
γµ Q˜1
−k
Q˜1
∗
p ie eQ(p+ k)
µ
γµ Q˜2
∗−k
Q˜2
p ie eQ(p+ k)
µ
G.5 Formulation of the Feynman Rules
With the above ingredients the Feynman amplitudes are obtained as follows [98]:
• Draw all possible Feynman diagrams for a given process.
• Fix an arbitrary orientation (fermion flow) for each fermion chain.
• Start at an external leg (for closed loops at some arbitrary propagator) and write
down the Dirac matrices proceeding opposite to the chosen orientation (fermion
flow) through the chain.
• Insert the appropriate analytic expression for each internal propagator, external
line and vertex. If the orientation (fermion flow) is opposite to the flow of fermion
number the reversed vertices Γ′, propagators S(-p) and spinors have to be taken.
• Multiply by a factor (-1) for every closed loop.
• Multiply by the permutation parity of the spinors in the obtained analytical
expression with respect to some reference order.
• Majorana fermions behave exactly like real scalar or vector fields as far as the
determination of the combinatorial factor is concerned.
Appendix H
Numerical Input Parameters
Below we give a compilation of input parameters that were used in the numerical parts
of this thesis. All input parameters, if not quoted differently, are from [31, 62]
Running quark mass:
m
(pole)
t = 178 GeV
QCD and electroweak parameters:
αS(MZ) = 0.119 ΛM¯S
(5) = (225± 85) MeV
αem(MZ) = 1/129 MW = 80.4 GeV
sin θW = 0.231 MZ =
MW
cos θW
= 91.2
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