Abstract: Robust state estimation for a subclass of nonlinear systems is considered in this paper through a comparison of two methodologies. The comparison is based on modus operandi complexity, calculation time and interval observation quality. The first approach is based on a fundamental property of flat systems which states that the state of the system can be written as a function of the so-called flat outputs and their derivatives up to some order. Moreover, it is only assumed that the measurement noise and the disturbances are bounded without any additional information such as stationarity, uncorrelation or type of probabilistic distribution. Therefore, the interval state estimation is expressed as a set inversion problem which is solved using interval analysis. The second approach is based on coordinate transformation in order to obtain a partially linear cooperative presentation of the nonlinear system for which a closed-loop interval observer is designed. Both methods ensure to enclose the set of system states that is consistent with the model and the measurement noise bounds. The performance of each technique is discussed. Numerical examples are given throughout the paper to illustrate the performances of the proposed techniques.
INTRODUCTION
Since the precursor work reported in (Schweppe [1973] ), many set-membership techniques for state estimation have been widely investigated to deal with approximate model structures and limited precision of computers; see (Alamo et al. [2008] ) for a survey. Most of the literature is related to linear systems, and very few results are available to deal with nonlinear and changing dynamics ones. Usually, the admissible set of the state vector is approximated by several types of geometrical forms such as ellipsoids (Chernousko [2005] ), zonotopes (Alamo et al. [2005] ) or intervals (Jaulin [2009] , Raïssi [2004] ), whether the model is linear or not. This approach is basically different from the technique based on classical observers theory since the interval observers provide guaranteed lower and upper bounds for the estimate at any instant. In is paper, set-membership state estimation is investigated for an important subclass of nonlinear systems, the so-called flat systems; see (Fliess et al [1992] ). Flatness property offers an easy way to parameterize the dynamical behavior of a system using "flat outputs". Consider a nonlinear system described by:
where ‫ܠ‬ Ԗ Թ ୬ is the state vector and the initial state belongs to a compact set ሾ‫ܠ‬ ሿ ൌ ൣ‫ܠ‬ , ‫ܠ‬ ൧. ‫ݕ‬ Ԗ Թ and ‫ݑ‬ Ԗ Թ are respectively the measurement and the input. Without any loss of generality only Single Input Single Output (SISO) systems are considered here. Finally, ݂: ‫ܦ‬ ‫ك‬ Թ ୬ ՜ Թ ୬ and
: ‫ܦ‬ x Թ ՜ Թ are two smooth vector fields and ݄: Թ ՜ Թ is a smooth map. This paper presents two different approaches for robust state estimation of flat systems: Constraint Satisfaction based approach and Closed Loop Interval Observer. The first approach consists in formulating the state estimation into a Constraint Satisfaction Problem (CSP) where the state vector constitutes the variables set and a mapping, relating the state to the flat outputs and their derivatives is taken as the constraints. Branch and prune algorithms (Goldsztejn [2006] , Benhamou and Granvilliers [2006] , Neumaier [2004] ), based on consistency, are used to compute an outer approximation of the solution set of the CSP. The second approach has been introduced initially in (Gouzé et al. [2000] , Bernard and Gouzé [2004] , Moisan et al. [2009] ) for a subclass of nonlinear systems described by ‫ܠ‬ሶ ൌ ‫ܠܣ‬ ࢸሺ. ሻ ሺ2ሻ where the nonlinearity is captured in the function ࢸሺ. ሻ which depends on the output and/or the state vectors. The observer gain is chosen such that the observation error is cooperative (Smith [1995] ). In this case, two suitable point observers are designed to compute a lower and an upper bound for the domain of the state vector. This approach has been extended in (Raïssi et al. [2010] ) to a large class of nonlinear systems based on a LPV (Linear Parameter-Varying) transformation of the original nonlinear model. The main limitation of the interval observers proposed in (Gouzé et al. [2000] ) is that most of nonlinear systems cannot be described by ሺ2ሻ. In this paper, we will show that such a drawback could be avoided for flat systems through a nonlinear change of coordinates based on the Exact Linearization (Isidori [1985] ). Nevertheless, the methods proposed in (Gouzé et al. [2000] ) cannot be applied for the obtained linear form. Thereby, a second change of coordinates is necessary in order to obtain an interval observer. Note that the convergence of both bounds can be tuned such that the estimated interval width tends to zero in the ideal case or, at least, tends to a small value for practical cases. This approach is fundamentally different from the first one since the convergence of CSPbased estimators depends only on the tolerance chosen for the branch and prune algorithm. In addition, the evaluation of the derivatives of the flat outputs up to a given order is needed for CSP observers. The paper is structured as follows. Section 2 recalls the basic definitions for nonlinear observability, flatness notions and interval analysis. In section 3, the CSP observer technique is detailed and illustrated through an example that will also be used in section 4 to support the closed-loop interval observer approach. The performance of both methods is discussed and finally some concluding remarks are given.
PRELIMINARIES
Flatness and observability Definition 2.1 ( Rouchon [2008] ): System ሺ1ሻ is said to be flat with a flat output ‫ݕ‬ if and only if one can describe the system states and input ሺ‫,ܠ‬ ‫ݑ‬ሻ only from the flat output and a finite number of its derivatives, i.e.: ‫ܠ‬ ൌ ൫‫,ݕ‬ ‫ݕ‬ሶ , … , ‫ݕ‬ ሺሻ ൯ ܽ݊݀ ‫ݑ‬ ൌ ‫,ݕ‪ሺ‬ݏ‬ ‫ݕ‬ሶ , … , ‫ݕ‬ ሺାଵሻ ሻ ሺ3ሻ where and ‫ݏ‬ are respectively a smooth vector field and a map. A system is also said to be flat if its relative degree ‫ݎ‬ ൌ ݊, (Waldherr et al. [2007] System ሺ1ሻ is said to be locally observable if and only if the following rank condition is fulfilled:
where ݊ is the system dimension. From its definition, a flat system is obviously observable.
Interval tools
A real interval ሾܽሿ ൌ ሾܽ, ܽሿ is a connected and closed subset of Թ. The set of all real intervals of Թ is denoted by ঌԹ. Real arithmetic operations are extended to intervals (see Moore [1966] , Hansen [2004] We can now present the first state estimation technique based on Constraint Satisfaction applied to flat systems. Since the derivatives of the flat output are required, a High Order Sliding Mode differentiator is used in the sequel because of its robustness properties (Levant [1998] ).
CONSTRAINT SATISFACTION BASED OBSERVER
The numerical observer presented in this section is based on the form ሺ3ሻ which can be rewritten as ):
The function can be obtained by successive derivatives of the flat output with respect to time. The goal is to estimate the state vector ‫ܠ‬ based on the expression ሺ6ሻ at the sampling times ‫ݐ‬ . Denote respectively by ‫܆‬ ‫ܒ‬ , ‫܈‬ ‫ܒ‬ , the domains of ‫ܠ‬ and ‫ܢ‬ at ‫ݐ‬ . Note that if no prior information about the domain of ‫ܠ‬ is available, we can select ‫܆‬ ‫ܒ‬ ൌሿ െ ∞, ∞ሾ. Thus, the state estimation method consists in computing all the values of ‫ܠ‬ satisfying:
The system ሺ7ሻ is called a Constraint Satisfaction Problem (CSP). The idea is to remove parts of the search domain ‫܆‬ ‫ܒ‬ for the model states that are inconsistent with the measured data ‫ݕ‬ and their derivatives up to order ‫.‬ The ideal case is to keep only the values that are consistent with the data. However, this task is harder and we look only for an enclosure of the solution set. Denote by ‫܁‬ ‫ܒ‬ the searched solution set at ‫ݐ‬ . An outer enclosure of ‫܁‬ ‫ܒ‬ could be computed by interval analysis. The idea is to use an interval narrowing operator (or a contractor) ‫ܥ‬ that reduces the size of the search domain ‫܆‬ ‫ܒ‬ . This operator removes some parts from ‫܆‬ ‫ܒ‬ that do not contain a solution for ሺ7ሻ. It satisfies the soundness and completeness properties (Neumaier [2004] ): ‫܆‪ሺ‬ܥ‬ ‫ܒ‬ ሻ ‫ك‬ ‫܆‬ ‫ܒ‬ and Cሺ‫܆‬ ‫ܒ‬ ሻ ‫ת‬ ‫܁‬ ‫ܒ‬ ൌ ‫܆‬ ‫ܒ‬ ‫ת‬ ‫܁‬ ‫ܒ‬ . Most narrowing operators use interval propagation techniques that are based on an interval extension of the local Waltz filtering (Waltz [1972 (Waltz [ , 1975 , Chun [1999] ). Usually, the narrowing process is not optimal and the contracted set ‫܆‬ ‫ܒ‬ ᇱ ‫ؠ‬ ‫܆‪ሺ‬ܥ‬ ‫ܒ‬ ሻ still contains inconsistent values. In such a case, the domain ‫܆‬ ‫ܒ‬ ᇱ is split along its widest side. Both halves are then subjected to the same narrowing process. This procedure ends when the generated domains have reached a smallest tolerable size ߝ fixed by the user. Finally, a list ‫܁‬ ത ‫ܒ‬ containing consistent state boxes is obtained; it satisfies: ‫܁‬ ‫ܒ‬ ‫ك‬ ‫܁‬ ത ‫ܒ‬ . Since the map is assumed to be smooth, the enclosure ‫܁‬ ത ‫ܒ‬ converges towards the exact solution set ‫܁‬ ‫ܒ‬ when the tolerance ߝ tends to 0 which means that the convergence of the observer is governed by ߝ. Furthermore, the estimator requires the evaluation of the derivatives up to an order ‫‬ of the noisy measurements. This task is achieved in this paper using a High Order Sliding Mode (HOSM) differentiator. Besides the control context, sliding mode techniques are also used for observation, fault detection (Rolink et al. [2006] ) and differentiation (Levant [1998 (Levant [ , 2001 ). Let ݂ሺ‫ݐ‬ሻ be the signal to be differentiated and ‫ݖ‬ , ‫ݖ‬ ଵ … ‫ݖ‬ some estimates for the signal ݂ሺ‫ݐ‬ሻ and its derivatives. ݂ሺ‫ݐ‬ሻ ൌ ݂ ሺ‫ݐ‬ሻ ݁ሺ‫ݐ‬ሻ and ݁ሺ‫ݐ‬ሻ is a bounded Lebesgue-measurable noise with unknown features and an unknown base signal ݂ ሺ‫ݐ‬ሻ with the nth derivative having a known Lipschitz constant C > 0. The n thorder HOSM differentiator is given by:
Coming back to the problem at hand, the main assumption in this paper is that the measurement error ݁ is bounded with a prior known bound ݁. Thus, ‫ݕ‬ domain is given by:
where ‫ݕ‬ is the measurement. The derivatives are estimated via the n th -order HOSM differentiator ሺ8ሻ. It has been proved in (Levant [2001] 
Example
The CSP observer methodology is illustrated through a numerical example. Consider the following system:
The goal is to estimate ‫ݔ‬ ଵ and ‫ݔ‬ ଶ .
Step 1. It is easy to prove that:
which means that the system ሺ9ሻ is flat.
Step 2. A third order HOSM differentiator is used to estimate the first and second derivatives of the output ‫.ݕ‬ The second derivative Lipschitz constant ‫ܥ‬ is taken as ‫1=ܥ‬ (the measurable output function is a cosine function) and ߤ ൌ ߤ ൌ 1.1 1 .
Since ‫ݔ‬ ଷ is the measured flat output, we do not need to estimate it and its estimate enclosure is given by ሾ‫ݖ‬ െ ݁, ‫ݖ‬ ݁ሿ, where ݁ ൌ 0.001 and ‫ݖ‬ is the measurement estimate. The expression of ‫ݔ‬ ଵ is simple and derives from the flat output second derivative: ‫ݔ‬ ଵ ൌ െ‫ݕ‬ሷ .
Based on the accuracy ܽܿܿ expression, ݅ ൌ 2 here, we have: Finally, the system ሺ10ሻ can be rewritten as:
The prior search domain for ‫ݔ‬ ଵ and ‫ݔ‬ ଶ is: The bounds of the state variables are plotted in figures 1.a and 1.b. The set-membership approach ensures that the actual trajectory belongs to the estimated bounds. In addition, the signal domain thickness is an indicator of the estimation quality. The convergence of this observer is ensured by the tolerance ߝ, that increases the computation time. What can be an alternative to this problem is the design of an interval observer.
CLOSED-LOOP INTERVAL OBSERVER

Partial linear formulation
The idea here is to linearize the system (1) in order to design an observer with a linear observation error. Several linearization approaches exist among which Exact Linearization Via Feeback (Isidori [1985] ). Suppose that (1) has a relative degree ‫ݎ‬ ൌ ݊ at the neighborhood of a point ‫ܠ‬ ൌ ‫ܠ‬ ‫ܔ‬ . Then, as shown in (Isidori [1985] ), the change of coordinates ‫ܠ‬ ՜ ሺ‫ܠ‬ሻ defined by:
transforms the nonlinear system ሺ1ሻ into a partially linear one described by: has a relative degree ݊ at ‫ܠ‬ ‫ܔ‬ . This lemma ensures that flat systems could be transformed into a partial linear form that simplifies the design of nonlinear observers. Once the system is transformed into ሺ13ሻ, the second issue is about designing an interval observer with two bounds described by two similar dynamical systems. Basically, the proposed observer will be a Luenberger-like one with the gain ‫ۺ‬ as a tunning parameter for the convergence.
Interval observer design
In the following, two Luenberger-based observers are designed based on the partial linear form ሺ13ሻ to estimate reliable lower and upper bounds for the actual state trajectory of ሺ1ሻ. Firstly, let us recall some results which will be useful to introduce the main result summarized in the proposition 4.4. Definition 4.2.1 Given a system described by ሺ1ሻ where the initial state ‫ܠ‬ belongs to ሾ‫ܠ‬ , ‫ܠ‬ ሿ, ݅. ݁. ‫ܠ‬ ‫ܠ‬ ‫ܠ‬ , for which the system has bounded solutions. A dynamical system described by:
where is a smooth vector field, is called an interval observer for (1) if: 1. there exists a solution for ሺ15ሻ for all ‫ݐ‬ 0; 2. for any initial condition satisfying‫ܠ‬ ‫ܠ‬ ‫ܠ‬ , the solution of ሺ15ሻ verifies: െ∞ ൏ ‫ܠ‬ሺ‫ݐ‬ሻ ‫ܠ‬ሺ‫ݐ‬ሻ ‫ܠ‬ሺ‫ݐ‬ሻ ൏ ∞. Usually, the design of ሺ15ሻ is based on the theory of cooperative systems which are recalled in the following definition. Definition 4.2.2 (Smith [1995] ): A dynamical nonlinear system described by ‫ܠ‬ሶ ൌ ሺ‫ܠ‬ሻ is said to be cooperative over a domain ሾ‫ܠ‬ሿ if all off-diagonal terms of f Jacobian matrix are non-negative over ሾ‫ܠ‬ሿ, ie:
For linear systems, ሺ16ሻ leads to the following proposition: Proposition 4.3 (Gouzé et al [2000] ) Given a linear system of the form: ‫ܠ‬ሶ ൌ ‫ܠܣ‬ ߛሺ‫ݐ‬ሻ; ‫ܠ‬ሺሻ ൌ ‫ܠ‬ ሺ17ሻ where ‫ܣ‬ is cooperative ሺܽ 0, ݅ ് ݆ሻ and ߛሺ‫ݐ‬ሻ 0.If ‫ܠ‬ then ‫ܠ‬ሺ‫ܜ‬ሻ , ‫‬ ‫ݐ‬ 0. In the following, assume that the maps ܽሺ. ሻ and ܾሺ. ሻ are Lipschitz continuous which constitutes a standard assumption in classical observers design (Aboky et al. [2002] ). Moreover, by the definition of flat systems the system ሺ13ሻ is observable. Then, there exists a gain L such that: ‫ܢ‬ ො ሶ ൌ ሺ‫ܣ‬ െ ‫ܢ‪ሻ‬ܥۺ‬ ො ܽሺ‫ܢ‬ ොሻ‫ݑ‬ ܾሺ‫ܢ‬ ොሻ ‫ݕۺ‬ ሺ18ሻ is a classical (point) observer for ሺ13ሻ. Furthermore, by assumption, the functions ܽ and ܾ are assumed bounded, then the equation ሺ18ሻ could be rewritten as: ‫ܢ‬ ො ሶ ൌ ‫ܣ‬ ‫ܢ‬ ො ‫ݓ‬ ሺ19ሻ where ‫ܣ‬ ൌ ‫ܣ‬ െ ‫ܥۺ‬ ܽ݊݀ ‫ݓ‬ ൌ ܽሺ‫ܢ‬ ොሻ‫ݑ‬ ܾሺ‫ܢ‬ ොሻ ‫.ݕۺ‬ Satisfying simultaneously both stability and cooperativity for the matrix ‫ܣ‬ is quite unfeasible with the same gain L in the z basis. Therefore, the interval observer proposed in (Mazenc and Bernard [2010] ) for Linear-Time Invariant systems could be extended to flat systems using ሺ19ሻ. A new change of coordinates is then performed in order to work in a basis offering stability and the cooperativity property to the system (19). This is done via the jordanization of the matrix ‫ܣ‬ . Finally, the proposed interval observer is given in the following proposition: Proposition 4.4: Consider the linear time-invariant change of coordinates defined by: ൌ ‫ܢܲ‬ and ‫ܬ‬ ൌ ‫ܣܲ‬ ܲ ିଵ , where ܲ is the transition matrix. It then transforms the system (19) into the cooperative system:
where ା and ି are respectively the lower and the upper bounds of the state vector in the basis. The bounds of ‫ܢ‬ and ‫ܠ‬ would then be derived from an interval evaluation of the maps ܲ ିଵ and ି ሺ‫ܢ‬ሻ using interval analysis.
Proof: It takes two steps to prove that ሺ20ሻ is an interval observer for ሺ1ሻ. We must first prove the error positivity and then establish the convergence.
Step 1. Since ܽሺ. ሻ and ܾሺ. ሻ are assumed bounded, we can write: ܽ൫‫,ܢ‬ ‫ܢ‬൯ ܽሺ‫ܢ‬ሻ ܽ൫‫,ܢ‬ ‫ܢ‬൯ and ܾ൫‫,ܢ‬ ‫ܢ‬൯ ܾሺ‫ܢ‬ሻ ܾ൫‫,ܢ‬ ‫ܢ‬൯ and consequently w is also bounded and Lipschitz continuous. Thus, one can write in the basis: ሺܲ‫ܟ‬ሻ ି ሺܲ‫ܟ‬ሻ ሺܲ‫ܟ‬ሻ ା . ሺ21ሻ Denote by ෨ ା ൌ ା െ and ෨ ି ൌ ି െ respectively the upper and the lower error. The aim is to prove that ෨ ା and ෨ ି at any time t. The dynamics of ା is described by: ෨ା ሶ ൌ ‫.ܬ‬ ෨ ା ሺܲ‫ܟ‬ሻ ା െ ሺܲ‫ܟ‬ሻ ሺ22ሻ From ሺ21ሻ one can easily deduce that ሾሺܲ‫ܟ‬ሻ ା െ ሺܲ‫ܟ‬ሻሿ is always positive and the matrix ‫ܬ‬ cooperativity ensures the positivity of ෨ ା . A similar methodology leads to the negativity of the lower bound.
Step 2. Since a(.) and b(.) are assumed to be Lipschitz continuous and bounded functions, there exists ‫܅‬ ߳ Թ ା such that ሺܲ‫ݓ‬ሻ ା െ ሺܲ‫ݓ‬ሻ ‫܅‬ ‫ݐ‬ 0. Furthermore, the gain L is chosen such that the matrix J is cooperative and stable. Thus, based on the lemma 1 in (Moisan and Bernard [2006] ), the observation error (18) ் . Flatness has already been proved and this property implies a relative degree ‫ݎ‬ ൌ ݊ ൌ 3. Subsequently, we can proceed to the linearization step with the following change of coordinates:
This implies that the state space representation ሺ13ሻ is defined by the matrices:
and a "conventional observer" could be built as: 
CONCLUDING REMARKS
Robust state estimation for flat systems has been studied in this paper through two set-membership methods: Constraint Satisfaction based Observer and Interval Observer. It is shown that as far as we restrict the study to flat systems, the first method gives better estimation performance; the price to pay is higher computational time. Actually this computing time increases exponentially with the state dimension, in addition the number of bisections also increases with the tolerated precision, i.e when ߝ becomes small. The Interval Observer method also offers interesting results and requires less computation time however the major problem remains the choice of the observer gain L. In this paper, this choice was made after several trials without any analytic analysis. Finally, this study only deals with systems having a relative degree ‫ݎ‬ ൌ ݊. To avoid this restriction, for the Interval Observer method, the linearization could be performed using techniques such as System Immersion (SI) or Dynamic Observer Error Linearization (DOEL) ). Note that the Constraint Satisfaction based observer technique can also be used but it becomes harder to implement since the flatness property is no longer preserved.
