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MODERN SET
JUN TANAKA
1. Introduction
In this paper, we intend to generalize the classical set theory as much as possible.
we will do this by freeing sets from the regular properties of classical sets; e.g., the
law of excluded middle, the law of non-contradiction, the distributive law, the
commutative law,etc.... The fuzzy set theory succeeded in freeing sets from the
law of excluded middle and the law of contradiction. However, in order to extend
our language, it is more or less unreasonable to keep the commutative law and
the distributive law. This modern idea of sets keeps the concept of membership
functions but their value are not necessarily in [0,1]; nor do these modern sets form
a lattice necessarily. Especially noteworthy is that modern sets are more general
than generalized fuzzy set, (Please refer to Nakajima [6]). Here is the hierarchy
of generality: Modern sets ≥ L-fuzzy set ≥ Generalized Fuzzy set ≥ fuzzy set ≥
classical set. These modern sets become the classical sets under the restriction to
Ox, Ix for all x in X, and no further conditions are required
The world of natural languages can not be ruled by a single classical logic because
the real physical world consists of many aspects, each of which obeys a different
logic. As is well-known, the distributive law does not always hold in every logic
system. For example, in classical and intuitionistic logic it holds, but in quantum
logic it fails.
The Commutative law seems invalid when we talk about anything with temporal
order in our daily conversation since every event in time is not reversible. ”He is a
student and a male”. I can also say, ”He is a male and a student” but mean the
same thing. The two significations commute of course. ”I have a health insurance
and a car insurance”. In this case, the two significations commute. But how about
this case ”He went to a supermarket and then a drug store”. In this case, the two
significations do not commute anymore since there is temporal order. Furthermore,
we have no expression for ”He went to a supermarket and then a drug store” in
classical logic or fuzzy logic. In other words, the properties from classical logic,
which we take for granted, do not express our thoughts that well.
2. Preliminaries : Extension of Lattice
In this section, we shall briefly review the well-known facts about lattice theory
(e.g. Birkhoff [1], Iwamura [4] ), propose an extension lattice, and investigate its
properties. (L,∧,∨) is called a lattice, if it is closed under operations ∧ and ∨, and
satisfies, for any elements x,y,z in L:
(L1) the commutative law: x ∧ y = y ∧ x and x ∨ y = y ∨ x
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(L2) the associative law:
x ∧ (y ∧ z) = (x ∧ y) ∧ z and x ∨ (y ∨ z) = (x ∨ y) ∨ z
(L3) the absorption law: x ∨ ( y ∧ x ) =x and x ∧ ( y ∨ x ) = x.
Hereinafter, the lattice (L,∧,∨) will often be written L for simplicity.
A mapping h from a lattice L to another L′ is called a lattice-homomorphism, if
it satisfies
h(x ∧ y) = h(x) ∧ h(y) and h(x ∨ y) = h(x) ∨ h(y), ∀x, y ∈ L.
If h is a bijection, that is, if h is one-to-one and onto, it is called a lattice-
isomorphism; and in this case, L′ is said to be lattice-isomorphic to L.
A lattice (L,∧,∨) is called distributive if, for any x,y,z in L,
(L4) the distributive law holds:
x ∨ (y ∧ z) = (x ∨ y) ∧ (y ∨ z) and x ∧ (y ∨ z) = (x ∧ y) ∨ (y ∧ z)
A lattice L is called complete if, any subset A of L, L contain the supremum ∨
A and the infimum ∧ A. If L is complete, then L itself includes the maximum and
minimum elements, which are often denoted by 1 and 0, or I and O, respectively.
Definition 1. Complete Heyting algebra (cHa)
A complete lattice is called a complete Heyting algebra (cHa), if
∨i∈I (xi ∧ y) = (∨i∈I xi) ∧ y
holds for ∀xi, y ∈ L (i ∈ I); where I is an index set of arbitrary cardinal number.
A distributive lattice is called a Boolean algebra or a Boolean lattice, if for any
element x in L, there exists a unique complement xC such that x ∨ xC = 1 and
x ∧ xC = 0.
It is well-known that for a set E, the power set P(E) = 2E . The set of all subsets
of E, is a Boolean algebra.
3. Preliminaries : Generalized fuzzy sets
In this section we will consider an algebraic structure of a family of fuzzy sets.
We will show that the following three families are mutually equivalent: a ring of
generalized fuzzy subsets, an extension of (Boolean) Lattice P(X), and a set of
L-fuzzy sets (introduced by Gouen [3]).
Definition 2. A family GF(X), which is closed under operations ∨ and ∧, is called
a ring of generalized fuzzy subsets of X, if it satisfies:
(1) GF(X) is a complete Heyting algebra with respect to ∨ and ∧,
(2) GF(X) contains P(X) = 2X as a sublattice of GF(X),
(3) the operations ∨ and ∧ coincide with set operations
⋃
and
⋂
, respectively,
in P(X), and
(4) for any element A in P(X), A∨X= X and A∧∅ = ∅.
Definition 3. Let Lx be a lattice which is assigned to each x in X, and let L
denote {Lx | x ∈ X}. An L-fuzzy set A is characterized by an L-valued membership
function µA which associates to each point x in X an element µA(x) in Lx.
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Theorem 1. If each Lx is a cHa, then LF(x), the family of all L-fuzzy sets, is a
ring of generalized fuzzy subsets of X.
We will show that LF(X) satisfies all the conditions in Definition 2. First, by the
definition, LF(X) is closed under ∧ and ∨. (1) LF(X) is a cHa, because each Lx
is a cHa. Condition (2) LF(X) k P(X) and (3) ∨ = ∪ and ∧ = ∩ in P(X) follow
from the fact that any element of P(X) is defined with the element of LF(X) whose
membership function takes just two values, 1 and 0. (4) It follows from µX(x)=1
and µ∅(x) = 0 that A ∪ X = X and A ∩ ∅ = ∅, for any A in LF(X).
4. Modern Sets
Definition 4. Boolean Algebra
In conformity with Birkhoff’s book [1], the fundamental operations of intersection
and union of elements will be defined by
x ∩ y intersection
x ∪ y union
As is well known, it follows from the definition of Boolean algebra that there exists
a unit element I and a null element O for which we have the following:
x ∩ I = x and x ∩O = O
x ∪ I = I and x ∪O = x ∀x ∈ X
Note that ∩ and ∪ commute at this point.
Definition 5. Weak Boolean algebra
Let H be an algebraic space with two distinct operators ∗∧ , ∗∨ from H to itself.
H is called a Weak Boolean Algebra if ∃ distinct O, I ∈ H such that
O ∗∧ I = O and I ∗∧ O = O O and I commute
O ∗∧ O = O and I ∗∧ I = I
O ∗∨ I = I and I ∗∨ O = I O and I commute
O ∗∨ O = O and I ∗∨ I = I
Please note that ∗∧ ∗∨ are associated with ∧ and ∨, respectively. O and I are
associated with the minimum element and the maximum element, respectively.
Definition 6. Modern Sets
Suppose a weak Boolean Algebra Hx is assigned to each x in X and let H denote
{Hx|x ∈ X}. Each modern set A is characterized by a membership function µA
such that for each x ∈ X, µA assigns an element µA(x) ∈ Hx. We define H(X) as
the family of all modern sets. When A is a set in the ordinary sense of the term (in
P(X)), its membership function can take on only two values Ox and Ix with µA(x)
= Ox or Ix according to whether x does or does not belong to A. The operations
∗∨x and ∗∧x coincide with the set operations
⋃
and
⋂
, respectively, in P(X).
A modern set is empty if and only if its membership function is identically Ox
for all x in X.
Two modern sets A and B are equal if and only if µA(x) = µB(x) for all x in X.
If Hx is partially ordered by ≤ for each x, then we can define containment as
follows: A is contained in B if and only if µA(x) ≤ µB(x) for all x in X.
4 JUN TANAKA
Union. The union of two modern sets A and B with respective membership
functions µA(x) and µB(x) is a modern set, written as C = A ∨ B, whose member-
ship function is related to those of A and B by
µC(x) = µA(x) ∗∨x µB(x), x ∈ X
Note that the order does matter if Hx is not commutative.
Intersection The intersection of two modern sets A and B with respective
membership functions µA(x) and µB(x) is a modern set, written as C = A ∧ B,
whose membership function is related to those of A and B by
µC(x) = µA(x) ∗∧x µB(x), x ∈ X
The notion of complement was not given in Definition 5 since we can trivially
define the complement on a Modern Set for each x in X such as ·C : Hx → Hx
where
({Ox})
C = Ix and ({Ix})
C = Ox
even while ({Ax})C can be anything for all Ax ∈ Hx, Ax 6= Ox, Ix such that
(({Ax})C)C = {Ax}
Theorem 2. For any modern sets A, B , C whose membership function take on
values Ox or Ix, (L1)-(L4) hold.
Proof. Since the proof is more or less clear, herein we will briefly indicate the proof
for the commutative and distributive cases. Let’s check the commutative law. Call
C = A ∨ B. We only have to check the four possible cases:
Ox ∗∧ Ix = Ox and Ix ∗∧ Ox = Ox
Ox ∗∧ Ox = Ox and Ix ∗∧ Ix = Ix for all x ∈ X
Thus, µC(x) = µA(x) ∗∨x µB(x) = µB(x) ∗∨x µA(x). Therefore, C = A ∨ B = B ∨
A.
We can show the commutative law for intersection similarly.
We will show the two most important cases of the distributive law briefly. Call
C = A ∨ ( B ∧ C ).
Ox ∗∨ (Ix ∗∧ Ox) = Ox ∗∨ Ox = Ox = Ix ∗∧ Ox = (Ix ∗∨ Ox) ∗∧ (Ox ∗∨ Ox)
Ox ∗∨ (Ix ∗∧ Ix) = Ox ∗∨ Ix = Ix = Ix ∗∧ Ix = (Ox ∗∨ Ix) ∗∧ (Ox ∗∨ Ix)
for all x ∈ X
Please check the rest of cases. That should not be too difficult.

Theorem 3. Hx is commutative for all x in X iff H = {Hx |x ∈ X} is commutative.
Proof. It is obvious. 
Theorem 4. Hx is distributive for all x in X iff H = {Hx |x ∈ X} is distributive.
Proof. It is obvious. 
Theorem 5. Similar equivalent statement (as above) hold for the absorption law,
the law of excluded middle, the law of non-contradiction, the associative law, etc...
MODERN SET 5
Remark 1. As you see from the previous theorems, if (Hx, ∗∨x, ∗∧x , ·
C ) is defined
to be in the sense of fuzzy sets such as ∗∨x = max, ∗∧x = min, (·)
C = 1- (·) in the
interval [0,1], then H(X) becomes the family of fuzzy sets.
If Hx satisfy the definition of Lattice for each x in X , then H(X) becomes a
family of L-fuzzy set. If Hx additionally satisfy the definition of a complete Heyting
algebra, it is a ring of generalized fuzzy subsets.
Proof. The proof is clear. 
Example 6. We will present an example of a non-commutative modern set. Let
Hx be a space of linear bounded operators on a Hilbert space H for each x in X.
Then we take the zero Ox and the identity Ix in Hx. We define the composition ◦ =
∗∧x and the addition + = ∗∨x . In order to create a weak Boolean Algebra, we must
define an equivalence class ∼ as A ∼ B iff A = B or there exist n, m ∈ N − {0}
such that A = nIx and B = mIx.
Ox(Ix) = Ox and Ix(Ox) = Ox Ox and Ix commute
Ox(Ox) = Ox and Ix(Ix) = Ix
Ox + Ix = Ix and Ix +Ox = Ix Ox and Ix commute
Ox +Ox = Ox and Ix + Ix = 2Ix = Ix
Now we have a weak Boolean Algebra Hx where the composition operation is typ-
ically not commutative. Thus H(X) is a family of modern sets of non-commutative
type if one of Hx is not commutative under the composition. Needless to say, if all
of Hx is commutative under the composition, then H(X) satisfies the commutative
law.
Example 7. Let (M, n×n , + , ·) be an n×n matrix space closed under addition
+ and matrix multiplication ·. Then call the matrix multiplication identity I and
the addition identity matrix O. Now we take · = ∗∧x and + = ∗∨x. By considering
the same equivalence class as in Example 6, we can create a modern set from the
n×n matrix space.
Theorem 8. Gelfand Theorem
If U is a commutative a C∗-algebra, then U is ∗-isomorphism to C(X), some
compact Hausdorff space X.
Remark 2. For a given commutative C∗-algebra, we have a representation of it
as a space of continuous functions on some compact Hausdorff by theorem 8. Thus
we can always create a commutative Modern set from any commutative C∗-algebra
under the same construction as in Example 6.
We give the following definition and theorem as more examples of Modern Sets.
Definition 7. By a representation of a C∗-algebra U on a Hilbert space H, we
mean a ∗ homomorphism ϕ from U into B(H). If in addition, ϕ is one-to-one, it is
called a faithful representation.
Theorem 9. The Gelfand-Neumark Theorem
Each C∗-algebra has a faithful representation on some Hilbert space.
Example 10. For a given C∗-algebra, we have a representation of it as bounded
linear operators on a Hilbert space by theorem 9. Thus we can always create a
Modern set from any C∗-algebra under the same construction as in Example 6.
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5. Conclusion and observation
As we mentioned in the Introduction, systematic expression of our thought re-
quires room for at least the non-commutative property. I strongly believe that this
new logic system will open up a new blanch of Artificial Intelligence. Property-like
verbs such as ”be”, ”have”, and ”own” seem valid in classical logic. However, most
of the other verbs are required to be non-commutative with respect to objects and
time. This modern set does not need to be commutative, in some sense, this is
closer to the system of our thought. We need further investigation to improve the
systematic expression of our thought in order to create a real Artificial Intelligence.
I dream the day will come, when we make a real AI.
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