ABSTRACT Polar codes have been applied in many applications due to the excellent decoding performance as well as relatively low encoding and decoding complexity. In the cell search procedure for the fifth generation (5G) systems, part of the common information bits (CIBs) is transmitted in successive transmission blocks. In this paper, multiple-block combined decoding (MBCD) schemes are proposed for both non-systematic and systematic polar codes to enhance cell search. In the proposed MBCD schemes, the log-likelihood ratios (LLRs) of the CIBs are combined to improve the reliabilities of the corresponding sub-channels. The common information sets are further optimized. For both schemes, low-complexity optimization methods are proposed. Meanwhile, the closed-form expression of block error rate (BLER) performance is derived, which is verified by simulation results. The simulation results show that the proposed MBCD schemes can significantly improve the BLER performance, leading to a latency reduction in cell search.
I. INTRODUCTION
Polar codes, as the first family of capacity-achieving codes, have attracted much attention since introduced by Arikan in 2008 [1] . Although it has been theoretically proven that polar codes asymptotically achieve the symmetric capacity of binary-input discrete memoryless channels (B-DMCs) under successive cancellation (SC) decoding, the channels are not fully polarized when code length is short, and the block error rate (BLER) performance with SC decoding is worse than other channel codes, such as low density parity check (LDPC) codes and turbo codes. Systematic polar codes were proposed in [2] . Although the bit error rate (BER) performance of systematic polar codes is better, the BLER performance is not improved.
Many decoding algorithms have been proposed to improve the performance of polar codes with short code length. In [3] , successive cancellation list (SCL) decoding was proposed, where many candidates of decoding paths are considered,
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from which the one with the highest reliability is selected to be the decoder's output. This decoding algorithm helps polar codes approach the performance of maximum likelihood (ML) decoding. Then, in [4] , cyclic redundancy code (CRC) aided SCL (CA-SCL) decoding was proposed, where CRC is used for the selection of the decoding path. With the help of CA-SCL decoding, the BLER performance of polar codes outperforms the performance of other channel codes.
Many works [5] - [11] in the literature have been done to reduce the encoding and decoding complexity of polar codes. In [5] , a simplified SC decoder was proposed, where local decoders for rate-one constituent codes were simplified, which can also be extended to the SCL and CA-SCL decoder. In [6] , a low-complexity SCL decoder was designed. In [7] - [11] , irregular polar codes were proposed to reduce both encoding and decoding complexity.
Thanks to the proven capacity-achieving property in B-DMCs and low-complexity encoding and decoding with SC decoding [1] , polar codes have been selected as the coding schemes for control channels and broadcast channels in the fifth generation (5G) systems. Lots of works have been done to further improve the performance and flexibility of polar codes. In [12] and [13] , two efficient rate matching methods were proposed. In [14] , a polar code construction method called polarization weight (PW) was proposed, which efficiently simplifies the selection of information set. Furthermore, a novel blind detection method with polar codes was proposed in [15] - [17] .
We consider enhancement of cell search in 5G system. Cell search is the procedure that a user equipment (UE) uses to acquire time and frequency synchronization information of a cell, and retrieves the physical layer cell ID. In the cell search, basic system information and timing information are broadcast periodically, and a UE needs to receive signals from broadcast channels. Due to the repetition of some information bits over successive transmission blocks in broadcast channels, we propose to combine log-likelihood ratios (LLRs) of the common information bits (CIBs) to improve the BLER performance. Similar ideas can be found in Long Term Evolution (LTE) systems, where the LLRs are combined during the Viterbi decoding process of Tail Biting Convolutional Codes (TBCCs). However, to our best knowledge, there is no other work on polar codes that improves the BLER performance for cell search in 5G systems.
In this paper, in order to combine the estimation of partially repeated information bits in successive polar code blocks, the multiple-block combined decoding (MBCD) method is proposed based on non-systematic polar codes. Meanwhile, the common information set, i.e., the set of the indices of information sub-channels corresponding to information bits shared by all blocks, is optimized. Then the performance of MBCD with systematic polar codes is also evaluated, and a greedy algorithm is proposed to decide the index set of systematic bits. Numerical analysis and simulation results show that the proposed MBCD method with both non-systematic and systematic polar codes can achieve significant BLER performance gain over conventional decoding where each block is decoded separately. The main contributions of this paper are listed as follows: i) Inspired by the existence of CIBs among successive transmission blocks in broadcast channels, we propose two MBCD schemes for non-systematic polar codes and systematic polar codes, respectively. In the MBCD process, the LLRs of CIBs are combined, and the reliabilities of subchannels can be improved. Meanwhile, although the analysis of the proposed MBCD method is based on SC decoding, it can also be extended to SCL or CA-SCL decoding, thus providing better BLER performance.
ii) For both MBCD schemes, the impact of the common information set on BLER performance is studied. To achieve optimal performance with low complexity, two efficient common information set optimization methods are proposed. For non-systematic polar codes, the least reliable sub-channels are selected to transmit the common information bits, while for systematic polar codes, a greedy algorithm is proposed to design the common information set. Furthermore, since the estimation results using Gaussian approximation match well the BLER performance through simulation [18] , we derive the closed-form expressions for BLER of MBCD schemes based on Gaussian approximation. Both theoretical analysis and simulation results verify the effectiveness of proposed MBCD schemes.
The remainder of this paper is organized as follows. In Section II, we give a brief introduction to both nonsystematic and systematic polar codes, and the background of cell search in 5G is provided. The proposed efficient MBCD schemes for non-systematic and systematic polar codes are introduced in Section III and Section IV, respectively. In Section V, we derive the closed-form expressions of BLER for both MBCD schemes. Numerical results and analysis are presented in Section VI. Section VII concludes the paper.
II. PRELIMINARIES A. POLAR CODES
Polar codes are based on the phenomenon of channel polarization Thanks to the recursive construction, the generator matrix of polar codes can be efficiently obtained as
, where ⊗n represents nth Kronecker power.
Let u = (u 1 , u 2 , . . . , u N ) and x = (x 1 , x 2 , . . . , x N ) denote the source word and codeword, respectively. The encoding process of polar codes can be expressed as x = uG N . Before encoding, the reliabilities of sub-channels corresponding to u are estimated. The information bits are assigned to the most reliable sub-channels, i.e., information sub-channels, while the other sub-channels are filled with frozen bits that are set as zeros. The set of information bits and frozen bits are denoted by A and F, respectively. Gaussian approximation [19] , as an efficient construction method for polar codes, utilizes the distribution of LLRs to estimate the reliability of each sub-channel. Let E L
N can be calculated recursively as follows:
where E L
, and the function f (x) is approximated as [19] f (x) = e αx γ +β , if x < 10;
where α = −0.4527, β = 0.0218, and γ = 0.86. Based on Gaussian approximation, the error probability of the ith sub-channel under additive white Gaussian noise (AWGN) channels can be calculated by [18] 
where
The block error probability of a polar code under SC decoding can be calculated by [18] 
Thus, for the construction of polar codes with K information bits under AWGN channels, the sub-channels corresponding to the K largest E L (i) N are selected to transmit information bits.
B. SYSTEMATIC POLAR CODES
Note that the frozen set F is the complementary set of information set A. The codeword can be decomposed as
where G A and G F are the sub-matrices of G made up of rows with indices in A and F, respectively. To construct a systematic code, denoting the index set of systematic bits and index set of non-systematic bits by B and B C , respectively, the codeword can be derived from (6) as
where G AB is the sub-matrix of G with row index in A and column index in B. Thus, the bits transmitted over information sub-channels are derived as
The set B is conventionally set to be the same as A so that G AB is invertible. Substituting u A into (7), the codeword can be obtained.
C. CELL SEARCH IN 5G
Cell search is an essential procedure in 5G systems that takes a considerate amount of time, where a user acquires time and frequency synchronization information of a cell [20] . The user also needs to carry out cell search to support mobility, e.g., handover and cell reselection. In the cell search procedure, a user tries to find, synchronize and identify a cell, and then, acquire basic system information needed for communications. Specifically, on the one hand, a user has to detect two downlink synchronization signals, i.e., the primary synchronization signal (PSS) and the secondary synchronization signal (SSS). On the other hand, a user also has to detect the basic system information and timing information broadcast by the base station through the synchronization signal block (SSB) over physical broadcast channels (PBCHs). The SSBs are periodically transmitted in one half frame, i.e., there are multiple SSBs in a half frame, and a user needs to monitor SSBs and decode the information in PBCHs. In this paper, we focus on the detection of PBCHs.
As specified in [21] , the payload generation process of PBCH in 5G is shown in Fig. 1 . The first sequence is the information sequence of PBCH, which is scrambled with the second sequence. Firstly, 24 basic information bits are attached with 4 least significant bits (LSBs) of the system frame number (SFN), 1 half-frame bit which is used to indicate whether the current half-frame is a front half-frame or a rear half-frame, and 3 most significant bits (MSBs) of the SSB index. Then, the resulting 32 bits are scrambled with the scramble sequence and attached with a 24-bit CRC for error detection as well as error correction at the end of the SCL decoder. Finally, the obtained 56 bits are sent to a regular polar encoder for channel coding. For details of the cell search procedure, we refer the readers to [20] - [22] . A User tries to decode the first 24 bits to acquire basic system information of a cell, and to decode the last 8 bits in payload to acquire timing information.
Note that in periodic broadcasts, because the three MSBs of the SSB index are different among successive transmission blocks, the received signals cannot be directly combined to improve the BLER performance. Thus the successive transmission blocks are conventionally decoded separately, and because the system information transmitted through successive transmission blocks is essentially the same, i.e., only the 3 MSBs of SSB index are different but can be easily derived through those decoded in successive transmission blocks, once one of them is decoded successfully, the cell search procedure is considered to be successful.
The number of SSBs located in a half-frame varies with the subcarrier spacing in 5G system. For 15 kHz or 30 kHz subcarrier spacing, the number of SSBs can be four or eight, while for 120 kHz or 240 kHz subcarrier spacing, the number of SSBs is 64. In this paper, without loss of generality, we consider the subcarrier spacing to be 30 kHz.
III. MBCD WITH NON-SYSTEMATIC POLAR CODES
In this section, we propose a MBCD method for the cell search using non-systematic polar codes, and optimize the locations of CIBs.
A. MBCD METHOD
Note that in the transmission within a half-frame, 3 MSBs of SSB index are different, leading to different CRCs. Thus, there are 27 different bits among the total 56 payload bits of K successive transmissions of PBCHs within a half-frame. Due to the repetition of some information bits over successive transmission blocks, we proposed the proposed MBCD method, which works as follows. In case of all the decoding processes of these K blocks failing, the MBCD method for these blocks can be applied to improve the decoding performance. We follow the general structure of SC decoding described in [3] , and use the LLRs instead of the probabilities and outline the decoding process of the CIBs and the different information bits (DIBs) separately as specified in Algorithm 1, where 
calculate L(i)
if ϕ ∈ F then 4: setû ϕ to the frozen value of u ϕ for all K blocks 5:
setû ϕ to 0 for all K blocks 16: setû ϕ to 0 for the ith block 17: else 18: setû ϕ to 1 for the ith block 19: end if 20: end for 21: end if 22: end if 23: end for In summary, we first calculate the LLRs corresponding to each transmission block. For the CIBs, we sum the LLRs of all blocks, and make a decision for all K blocks according to the sign of the resulting LLR, since these information bits are transmitted over the same sub-channels in K successive transmissions. For the information bits that are different across multiple blocks, a single decision is made for each block according to the sign of the corresponding LLR.
B. OPTIMIZATION OF THE COMMON INFORMATION SET
Since the error probabilities of sub-channels estimated by Gaussian approximation match those obtained through Monte Carlo simulation well, we utilize Gaussian approximation to analyze and optimize the proposed MBCD schemes. For the successive transmission blocks of PBCH, the additive white Gaussian noise is independent and identically distributed (IID). Thus, after channel combining and splitting, the noise of sub-channels for the successive transmission blocks is also IID. Therefore, denoting the LLR of the ith bit combined as in Algorithm 1, i.e., L
where C denotes the common information set.
Combining (9) with (4) and (5), we can find that different selections of the common information set can lead to different BLERs. To improve the decoding performance, the common information set needs to be optimized. To make it clear, we formulate the optimization problem as follows:
For the configuration of PBCH, there are C 29 56 ≈ 7 × 10 15 possible solutions, which is too complicated to compute exhaustively. To select the common information set efficiently, we firstly evaluate the performance where the CIBs are transmitted over different information sub-channels, and we have the following proposition.
Proposition 1: In the MBCD scheme, considering all possible allocations of the CIBs within the information subchannels, transmitting the CIBs over the least reliable information sub-channels leads to the most significant reduction of error probabilities of the corresponding sub-channels.
Proof: Without loss of generality, we consider to assign a CIB to one of two information sub-channels with different reliabilities, the LLRs of which are x 1 and x 2 , respectively, where x 2 > x 1 > 0. The following function h(x) is defined to indicate the error probability reduction of corresponding sub-channels applying the MBCD scheme:
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where K > 1. Differentiating (14), we have
Therefore, we have h(x 2 ) < h(x 1 ). Generalizing x 1 and x 2 to all possibilities of LLRs, we complete the proof.
As an example, we take two sub-channels, the E[LLR]s of which are E L Fig. 3 shows the variation of the error probability of sub-channels used to transmit CIBs. As can be seen, compared with transmitting the CIBs on the sub-channels with E L Meanwhile, since we have
to reduce P(E), we aim at reducing the largest error probability P(C i ) for j ∈ A, j = i, which gives the steepest gradient of P(E). Thus, we propose the optimal common information set selection method, i.e., assigning the CIBs to the least reliable information sub-channels. The effect is two fold. On the one hand, the largest error probabilities are decreased, leading to the largest reduction of total error probability according to (16) . On the other hand, the reduction of error probabilities of combined sub-channels are more significant as shown in Fig. 3 . Note that although log-scaled error probabilities are often used to compare the reliabilities of sub-channels, here we do not use the logarithm scale when showing the difference of error probabilities before and after combining, since in (16) the BLER in its original form is differentiated over error probability.
To validate the proposed optimal selection method, we estimate and compare the error performance of the following three selection schemes as well as a single codeword based on Gaussian approximation. The length of codewords is chosen as 128.
Scheme 1 Assigning the CIBs to the least reliable information sub-channels.
Scheme 2 Assigning the whole information bits to the information sub-channels in the same order as the subchannel index.
Scheme 3 Assigning the CIBs to the most reliable information sub-channels. Fig. 4 shows the error probability of information subchannels under the three schemes. For clarity, we only show the error probabilities above 10 −20 . As can be seen, the distribution of error probability under our proposed scheme, i.e., scheme 1, is most centralized, i.e., the error probabilities are neither too high nor too low, and the error probabilities under scheme 2 is less centralized, while the error probabilities under scheme 3 spread widely apart.
Furthermore, the BLER performance of the three schemes are estimated. As shown in Fig. 5 , the proposed selection method, i.e., scheme 1, performs the best, and scheme 2 shows the worse performance, while scheme 3 achieves almost no performance gain compared with separate decoding of each single codeword. This is because in scheme 1, the common information bits (CIBs) are assigned to least reliable information sub-channels, and combining LLRs in these sub-channels can evidently improve the overall decoding performance. In scheme 2, some CIBs are assigned to more reliable sub-channels, while in scheme 3, the CIBs are assigned to most reliable sub-channels. For the most reliable sub-channels, the original reliabilities are already high, thus combining LLRs in these sub-channels can hardly improve the over decoding performance.
Besides the advantage of a significant overall error probability reduction, with the proposed scheme, we can find that the indices of the less reliable sub-channels are generally smaller than those of the more reliable sub-channels. Thus, choosing the least reliable sub-channels as common information sub-channels and combining the LLRs of information bits corresponding to least reliable sub-channels is equivalent to increasing the reliabilities of the sub-channels with small indices, thus it can also limit error propagation of SC decoding. We perform the comparison in Fig. 4 mainly for validating the effectiveness of our proposed selection method of common information set for non-systematic polar codes. Detailed simulation results and analysis are presented in Section V.
IV. MBCD WITH SYSTEMATIC POLAR CODES
For non-systematic polar codes, the combining of LLRs can only operate at each sub-channel, which requires K copies of SC decoders to simultaneously decode K codewords. However, for systematic polar codes, the CIBs exist in the codewords. Thus, before decoding, we can combine the LLRs corresponding to CIBs, and K blocks can be decoded either simultaneously or successively, which is more suitable for the situation when the number of decoders is limited. Thus, for systematic polar codes, the decoding complexity can be regarded the same as common SC decoding. Meanwhile, since the combination of LLRs is performed before the decoding process rather than during the decoding process as has been done for non-systematic polar codes, a different approach is proposed for systematic polar codes.
Before encoding, the common information set and the different information set, i.e., the set of information bits that are different among all blocks, are assigned to x B . u A is then derived according to (9) . Note that in systematic polar codes, the information set A and the index set of systematic bits B are the same. Therefore, choosing appropriate index set of systematic bits is important. The selection of index set of systematic bits contains two parts, i.e., the set of CIBs C and the set of DIBs D. To determine the optimal index set of systematic bits, the following optimization problem is formulated:
Note that for systematic polar codes, LLRs of coded bits are combined, as stated in (19) and (20), which is different from (12) and (13), and E[L 
A. GREEDY SOLUTION OF THE INFORMATION SET
To solve the above problem efficiently, we propose a greedy algorithm for selection of index set of systematic bits, as specified in Algorithm 2. 
Estimate the error probability of each subchannel based on Gaussian approximation and (5) 7:
Select N I − |C| − 1 most reliable sub-channels from O, denoted by I
8:
Calculate the block error probability based on (6) with A = I ∪ C ∪ {j}, denoted by P j (E) 9: end for 10: Select the minimum P m (E) 11 :
1 ] for t ∈ C 16: Estimate the error probability of each sub-channel based on (5) 17: Select N D most reliable sub-channels, denoted by I 18: D = I In summary, in each iteration, a CIB index is decided according to the corresponding block error probability estimated with Gaussian approximation. After the common information set has been decided, the error probability of each sub-channel is estimated again to decide the different information set. VOLUME 7, 2019 For systematic polar codes, we observe that the indices of information sub-channels obtained with Algorithm 2 are very likely to be the same as those for a single codeword. This is because with the increase of the E[LLR]s corresponding to physical channels, all the E[LLR]s corresponding to subchannels increase, and the E[LLR]s corresponding to more reliable sub-channels are more likely to increase more. Thus, no matter which physical channels are selected to transmit common information bits, it's very likely the resulting indices of information sub-channels are the same. However, the selection of channels that transmit common information bits would impact the distribution of the error probabilities of sub-channels, thus influencing the BLER performance. Therefore, it's important to design the common information set optimally.
B. COMPLEXITY ANALYSIS OF ALGORITHM 2
In Algorithm 2, the complexity of step 6 that estimates P(E) is O(N logN ). The complexity of step 7 is O(N ). Steps 6 and 7 run (N −n C ) times in an outer iteration, i.e., the iteration from line 2 to line 13. The complexity of step 10 is O(N c ). Therefore, the whole complexity of Algorithm 2 is (N 2 N C logN ) . In contrast, the complexity of conventional construction method, Gaussian approximation, is O(N logN ).
V. BLER PERFORMANCE ANALYSIS FOR MBCD SCHEMES
In this section, we derive the BLER performance of the proposed MBCD schemes. Because the information bits among successive transmission blocks within one half-frame are related, in order to provide a fair comparison, the transmission is considered to be successful once one of the K codewords is successfully decoded.
A. BLER OF MBCD WITH NON-SYSTEMATIC POLAR CODES
In the MBCD of non-systematic polar codes, the decoding processes of CIBs among different transmission blocks are not independent, while for DIBs, the decoding processes among different transmission blocks are independent. The probability that CIBs and DIBs can be correctly decoded can be computed by
respectively, where P(C i ) is calculated based on (5) with
N stated as (10) . Based on this, the probability that all K transmission blocks cannot be decoded correctly can be calculated by
B. BLER OF MBCD WITH SYSTEMATIC POLAR CODES
In the MBCD of systematic polar codes, the LLRs of coded bits are independently combined, thus the decoding processes of information bits among different blocks are independent. Therefore, the error probability can be calculated by
VI. SIMULATION RESULTS AND DISCUSSION
In this section, we present the simulation results under BI-AWGN channels, and compare the BLER performance of the two proposed MBCD schemes as well as conventional decoding of K successive transmissions of PBCHs. To provide a fair comparison, for conventional decoding, the transmission is also considered to be successful once one of the K codewords is successfully decoded. Note that although the number of PBCHs located in a halfframe considered in this paper is 4 or 8, correct decoding with fewer transmissions results in lower cell search latency. Therefore, the values of K in simulation are chosen as 2, 4 and 8. To show the effectiveness of proposed schemes under various codeword lengths, we choose N as 128 and 256. The number of CIBs and DIBs is 29 and 27, respectively, as stated in Section II.
A. DERIVED BLER VS SIMULATED BLER
To validate the BLER derived in (21)- (24), we obtain the BLERs of MBCD schemes via simulations and compare them with the calculated BLER. Fig. 5 shows the BLER of multiple polar code blocks with code length N = 128 and the number of successive transmission blocks K = 4 under MBCD and conventional decoding, respectively. We denote conventional decoding as CD, and we denote the MBCD schemes with non-systematic polar codes and systematic polar codes as MBCD (non-systematic) and MBCD (systematic), respectively. It can be seen that the calculated BLERs match the simulation results well, especially for MBCD (non-systematic). For systematic polar codes, there exist a slight gap between calculated BLER and simulation results at low SNRs. This is because the expectation of LLRs of coded bits are not IID because of combination of LLRs of systematic bits, which results in estimation error of Gaussian approximation [23] , especially for low SNRs.
B. BLER FOR VARIOUS SCHEMES UNDER VARIOUS CODE LENGTHS
To compare the BLER performance of two schemes under various code lengths, we obtain the BLER under SC decoding with transmission block number K = 4, as shown in Fig. 7 . It can be seen that the trends of BLER performance for both schemes are the same. Both schemes can provide significant performance gain, and MBCD (systematic) is more effective, especially for short code lengths.
With the increase of code length, the performance gain with systematic polar codes becomes less significant, which is due to the reduction of the ratio of combined coded bits. On the contrary, as code length grows, the performance gain with non-systematic polar codes becomes more significant. This can be explained from two perspectives. On the one hand, the ratio of the combined information bits remains unchanged. On the other hand, for longer code length, channels are further polarized, and P(R D ) becomes larger and combination of LLRs leads to greater increase of P(R C ) compared with short code length. Therefore, MBCD (systematic) is more effective for short code lengths, while MBCD (nonsystematic) is more effective with longer code lengths.
C. BLER FOR VARIOUS TRANSMISSION BLOCK NUMBERS
In Fig. 8 , we show the simulated BLER performance of multiple polar code blocks with different number of transmission blocks using MBCD and conventional decoding. As can be seen, with more transmission blocks, the performance gain of MBCD becomes more significant, since more LLRs are combined together. The increase of performance gain with systematic polar codes is more prominent than that with non-systematic polar codes. The reason is that, the LLRs of systematic coded bits are combined, and the reliabilities of sub-channels are re-estimated based on Gaussian approximation, which results in the most significant increase of performance gain.
D. LATENCY OF CELL SEARCH
With MBCD schemes, multiple polar coded blocks can be decoded simultaneously. Therefore, the MBCD schemes do not increase the latency of cell search. Furthermore, because MBCD schemes can provide performance gain, when two transmission blocks cannot be correctly decoded separately, applying MBCD is more likely to succeed in correct decoding and avoids waiting for more transmission blocks, thus reducing the latency of the cell search procedure. Since in the cell search procedure, the latency of transmission is much larger than that of decoding the transmission blocks, the latency of cell search mainly lies on the number of trans-mission blocks. In this section, we analyze the latency of MBCD for both systematic and non-systematic polar codes and conventional decoding method in terms of the number of transmission blocks. Specifically, for conventional decoding, the transmission blocks are transmitted and decoded consecutively, and once a block has been decoded successfully, the cell search procedure is considered to be successful. On the other hand, for MBCD schemes, information of the current received block and the previous blocks are combined. The cell search procedure is considered to be successful once a block has been decoded successfully. We set the maximum number of transmission blocks as 4, and compare the average number of transmission blocks of the three decoding methods through simulation. The result is shown in Fig. 9 .
As can be seen from Fig. 9 , the proposed MBCD schemes for both non-systematic and systematic polar codes can significantly reduce the latency of the cell search procedure. Meanwhile, MBCD (systematic) shows better performance than MBCD (non-systematic). This is because the BLER performance of MBCD (systematic) is better, which provides a higher probability that the cell search procedure can be completed with fewer transmission blocks.
E. EXTENSION TO ADVANCED DECODING ALGORITHMS
Although the evaluation of BLER and latency performance in this paper is under SC decoding, advanced decoding algorithm, such as SCL decoding and CA-SCL decoding can also be used, providing better decoding performance. For MBCD (systematic), the combination of LLRs is completed before decoding, and the decoding processes are independent of each other. Therefore, the SCL and CA-SCL decoding can be used. For MBCD (non-systematic), it should be noted that the common information bits are transmitted over the least reliable information sub-channels, the indices of which are generally smaller. Therefore, most information bits corresponding to small indices of sub-channels among different transmission blocks are the same, and the decoding paths corresponding to those bits are the same. In this way, the SCL decoding can also be used for MBCD (non-systematic).
In CA-SCL decoding, CRC is used to help output the most reliable decoding path. Since the CRCs among different transmission blocks are different, the check process will be operated over each transmission block independently, and will not affect the BLER performance of CA-SCL decoding. Note that due to the existence of different information bits among transmitted blocks, it's possible that for different blocks, different paths and different decoded information may be obtained during the decoding process. However, as we specify in Section II.C, once one of the successive transmission blocks is decoded successfully, the cell search procedure is considered to be successful. Thus, once one of the decoding results passes CRC, we consider the decoding to be successful, since the false alarm rate (FAR) of CA-SCL decoding is quite small.
VII. CONCLUSION
In this paper, we studied the cell search with polar codes in 5G systems, and proposed to combine LLRs of CIBs when decoding multiple transmission blocks. The MBCD schemes with both non-systematic polar codes and systematic polar codes were proposed, and for both schemes, the common information sets were optimized. Meanwhile, the closedform expressions for BLER of MBCD schemes were derived. Simulation results verified the analysis results and demonstrated the improvement on the BLER performance under MBCD schemes. Furthermore, compared with conventional decoding, MBCD schemes can also reduce the latency in cell search. 
