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Many-body theories such as dynamical mean-field theory (DMFT) provide a description of the
local electron correlation effects that are missing in current density functional theory (DFT)
calculations. This thesis presents DFT with DMFT (DFT+DMFT) studies for various materials in
which the predicted description of the local electron correlations yields improved agreement with
the experiment for certain quantities.
Here, the methodology of the newly developed ELK-TRIQS interface is presented, including
how to calculate DFT+DMFT wave functions which can be used to calculate DFT+DMFT wave-
function-dependent quantities. This is first illustrated by calculating the electron localisation
function (ELF) in monolayer SrVO3 and CaFe2As2, which provides a means of visualising their
chemical bonds. Monolayer SrVO3 ELFs are sensitive to the charge redistribution between the
DFT, one-shot DFT+DMFT and fully charge self-consistent DFT+DMFT calculations. In both
tetragonal and collapsed tetragonal CaFe2As2 phases, the ELF changes weakly with correlation
induced charge redistribution of the hybridised As p and Fe d states.
The magnetic Compton profiles (MCPs) of Ni and the Compton profiles of V, using both DFT
and DFT+DMFT, are presented. For Ni, the theoretical MCPs were calculated using the full
potential linear augmented plane wave method with the numerically exact continuous-time quan-
tum Monte Carlo DMFT solver, along with the Korringa-Kohn-Rostoker (KKR) method with the
perturbative spin-polarised T-matrix fluctuation exchange approximation DMFT solver. The spin
magnetic moments decrease with the intra-atomic Coulomb repulsion U , which is also reflected
in the corresponding MCPs. The total magnetic moment obtained from the superconducting
quantum interference device measurements can be reproduced by intermediate values of U . How-
ever, the MCP shape still disagrees with the experiment. The spectral function reveals that the
minority X2 Fermi surface pocket shrinks and gets shallower with respect to the DFT calculations.
For V, The addition of DMFT improves the Compton profile directional differences significantly,
but these differences are fairly independent of the U values used. There are improvements in
the spectral function with respect to the corresponding experimental quantities, except for the
N-hole ellipsoid Fermi surface pocket sizes which worsen. For both Ni and V, there is a vital need
to include the missing electron correlations beyond the DFT+DMFT picture.
With the increasing interest in superlattice systems described by DMFT, here the metal-
insulator transition (MIT) of strongly correlated 3d electrons in SrVO3 superlattices is shown
to be due to quantum confinement. By producing excellent agreement between experiment and
theoretical spectroscopic quantities, the underlying physics in these systems is captured by DMFT.
New light is shed on the microscopic mechanism of the MIT and previously reported anomalous
subband mass enhancement, both of which arise as a direct consequence of the quantization of
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2.1 (a) The ‘free’ and ‘nearly-free’ electron band structures along a path starting and
ending at the BZ boundaries of ±π/a and passing though the 1BZ centre (k = 0). The
Fermi energy is denoted as εF. The ‘free’ electron (b) 3D isotropic Fermi surface and
(c) (Fermi-Dirac) occupation function along one of the reciprocal axes and evaluated at
different temperatures T. (This occupation function will be same along any k-path
starting at k = 0 and ending at the 1BZ boundary due to the isotropic nature of the
‘free’ electron Fermi surface.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 (a) The interacting (‘nearly-free’) Fermi-liquid spectral function with its corresponding
non-interacting ‘nearly-free’ electron band structure overlaid on top; both are plotted
along the same k-path as in Fig 2.1 (a). The spectral function was constructed at
T = 0 K by using Eqs. 2.40 and 2.43 in Eq. 2.45. The natural log of the spectral function
was used for clarity, and the Fermi energy is denoted as εF. (b) The comparison of
the occupation functions used in the non-interacting electron model (the Fermi-Dirac
function) and in the interacting Fermi-liquid model; both occupation functions are
plotted along one of the reciprocal axes starting from the centre of the 1BZ (k = 0)
to the 1BZ boundary. The interacting occupation function used here is the empirical
formula, using z = 0.713 (which is the height of the discontinuity at kF [ZkF ]), proposed
by Schülke et al. [46]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1 A flow chart illustrating the Kohn-Sham self-consistent cycle. The initial guess of
the electron density ρ(r) is used to construct the Kohn-Sham Hamiltonian. The
resulting Kohn-Sham (auxiliary) wave functions and energy eigenvalues from solving
the Hamiltonian are then used to generate the new electron density and total energy,
which are compared with those generated in the previous cycle (if present). If these
quantities are not the same within the convergence criteria then the new electron
density is used to construct a new Kohn-Sham Hamiltonian and this cycle continues.
The cycle stops when the convergence criteria have been satisfied. . . . . . . . . . . . . 24
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3.2 The effect of local correlations on the density of states leading to the Mott insulator.
This was modelled by solving the single band Hubbard model using the DMFT equa-
tions (see Section 3.4.1) on the half-filled Bethe lattice using the iterative perturbative
theory solver, such as in Ref. [85, 86]. Here, a range of U values were used with
the hopping integral magnitude t = 0.5 and non-interacting band width W = 4t. The
energy axes of the plots are with respect to the Fermi level which equals 0 here. (a)
The non-interacting density of states with bandwidth W and interaction U = 0. (b)
The weak correlation regime where the electrons can be described as QPs. The Fermi
liquid model accounts for the narrowing of the peak. (c) Strong correlation metal
regime where the spectrum has the characteristic three-peak structure comprised
of the QP peak and Hubbard bands. (d) The Mott insulator which occurs when the
electron interactions are sufficiently strong enough to cause the QP peak to vanish as
a result of transferring its spectral weight to the Hubbard bands. Here, the Hubbard
band peaks are at ±U/2 and the energy difference between the peaks is equal to U.
Note that this figure is similar to that in Ref. [87]. . . . . . . . . . . . . . . . . . . . . . 35
3.3 An illustration of the multi-orbital interaction terms within the Hubbard-Kanamori
Hamiltonian. (a) is the intra-orbital Coulomb interaction given by the first term of
Eq. 3.42. (b) and (c) are the inter-orbital interactions with anti-parallel and parallel
spins, respectively; these are described by the second term of Eq. 3.42. (d) demonstrates
the spin-flip interaction given in the first term within the square brackets of Eq. 3.42,
and (e) illustrates the pair-hopping interaction as described in the second term within
the square brackets of that equation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Illustrations of the Hubbard model (a) and the Anderson impurity model (b). (a) shows
the single band Hubbard model with the electrons hopping (with kinetic energy t)
across the lattice, but there is a Coulomb repulsion energy penalty (U) for double
occupation on the same site. (b) represents the Anderson impurity model where an
impurity is embedded within a bath. The bath is a source of electrons, which flow to and
from the impurity, where the bath and the hybridisation of the bath with the impurity
are described by the hybridisation function ∆(z) (where z here represents either the
real or Matsubara frequencies). In effect, this hybridisation function replaces the
lattice (excluding the impurity site) with an effective (dynamical) mean-field. . . . . . 40
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3.5 A flow chart of how the DMFT equations can be solved self-consistently. First, a non-
interacting Hamiltonian H0 and an initial guess of the impurity self-energy Σ
imp
mm′(z)
(where z defines either the real or Matsubara frequencies) are used to generate the
local Green’s function Glocmm′(z) via Eqs. 3.38 and 3.51. This is then used to generate
the impurity bare Green’s function G 0mm′ (z) (Eq. 3.52) which in turn is used to generate
the interacting impurity Green’s function Gimpmm′(z) via an impurity solver. The cycle
continues if Gimpmm′(z) 6=Glocmm′(z) outside of a tolerance. In that case, a new Σ
imp
mm′(z) is
determined from the Dyson equation shown in Eq. 3.49, which is then approximated
to being the lattice self-energy Σlatmm′(k, z) (Eq. 3.50). This new self-energy is used to
generate a new Glocmm′(z) and the cycle continues until convergence has been achieved. 41
3.6 The flow chart illustrating the one-shot (OS) and fully charge self-consistent (FCSC)
DFT+DMFT methods used in this thesis (ignoring spin indices for simplicity), where
the different steps used by the OS and FCSC DFT+DMFT methods are represented by
the dashed yellow and solid purple arrows, respectively. The details of these methods
are discussed in Sections 3.7.1, 3.7.2, and 3.7.3. First, the Wannier projectors Pα,σmν (k)
are generated from the converged DFT calculation and are used (along with the Kohn-
Sham energy eigenvalues) to calculate the local Green’s function Glocmm′(z) (where
z defines either the real or Matsubara frequencies), which leads onto solving the
DMFT equations shown in Fig. 3.5. The subtle difference here is that projection
methods are used in the DMFT cycle, for example, the lattice self-energy is determined
by upfolding the impurity self-energy (see Section 3.7.2). For the OS method, The
calculation ends when Gimpmm′(z)=Glocmm′(z) within a tolerance. The FCSC method, on
the other hand, builds on the OS method (and often uses the converged results from
the OS calculation) to generate the DFT+DMFT wave functions and occupations
as described in Section 3.7.3. These are then used to generate a new (DFT+DMFT)
electron density ρ(r) and if this is equal to the electron density from the previous
cycle, as well as Gimpmm′(z)=Glocmm′(z), within a tolerance, then the FCSC DFT+DMFT
calculation stops. Otherwise, the new (DFT+DMFT) electron density generates a new
Kohn-Sham Hamiltonian which is then used to determine a new set of Kohn-Sham
wave functions and energy eigenvalues. Subsequently, these are used to generate a
new set of Wannier projectors and the FCSC DFT+DMFT calculation continues until
convergence has been reached. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
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The field of condensed matter physics has been the pivotal component in the continual advances
and innovation in modern day technologies. A poignant example of the impact of condensed
matter physics research is the semiconductor revolution [1]. The continual improvement of
semiconductor components has allowed for the electronic devices to reduce in size as well as
increasing in computational power. Such a profound development of electrical components led to
Gordon Moore in 1965 to propose that the number of components that could be crammed into an
integrated circuit would double every two years for the foreseeable future; this is now commonly
referred to as Moore’s law [2].
Over the last several decades, the experimental probes and theoretical techniques have
become more sophisticated which has helped to unravel the origin of certain material properties,
where this is the focus of certain topics within modern day research. These topics range from
topological [3] and unconventional superconductors [4], Hund and Mott materials [5–7], and the
quantum critical point [8]. It was only very recently that the highly desired room temperature
superconductivity has been achieved [9], but it has some way to go before it will have practical
applications. However, all of these phenomena come down to the complex electron correlations
within the materials of interest. Within the so-called “strongly correlated” materials, where
the (screened) interaction energy between electrons is comparable with their kinetic energy,
their electron-electron interactions lead to many-body behaviour beyond the Fermi-liquid regime
and are responsible for the emergence of qualitatively new phenomena [10]. Examples of such
materials are transition metal oxides which have properties as diverse as colossal magnetoresis-
tance, high-temperature superconductivity, and Mott insulating phases, each of which have huge
potential for future device and technology applications [11–13]. It is the study of the electronic
structure in crystalline materials which has unravelled the previously unexplained secret driving
force behind the observed phases of matter, which could be used for future technologies. Therefore,
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there is a drive to synthesise new materials with properties from these prominent electron corre-
lations, but in order to do so effectively, an understanding of the electron correlations present in
real materials, as well as powerful predictive tools, is needed. This way, the technological push
will be able to continue.
The motivation of this thesis is to understand and address the discrepancies between the
experimental data and start-of-the-art theoretical techniques for several materials in which the
electron correlations play a significant role, either in the case where the material is “strongly
correlated” or “weakly correlated” (in which the interaction energy between electrons is relatively
small compared with their kinetic energy, such that the system can be described within the
Fermi-liquid regime). The focus will be on improving the theoretical description of real materials
with the (many-body) dynamical mean-field theory (DMFT) merged with density functional
theory (DFT) – the DFT+DMFT method – and how this better agrees with the experimental data.
Not only will the spectroscopic properties be presented here, as has been done for a plethora
of many-body studies for real materials, but so will the relatively rarely investigated wave-
function-dependent quantities of materials, such as the electron momentum density (EMD). Here,
a wave-function-dependent quantity is an observable which is an explicit function of the wave
functions and occupation functions. Importantly, these wave-function-dependent quantities do
not require analytic continuation, which avoids the issues which may arise from that method.
These quantities give another valuable perspective of the electron correlations in the electronic
structure. Comprehending the importance of these electron correlations is vital for resolving and
understanding the discrepancies within the presented materials, and this will lead onto clearer
interpretations of the vast amount of exotic behaviour the electron correlations are responsible
for in other materials.
The first important milestone in understanding the electronic structure came from the
discovery of the electron itself, which is a charged particle with an intrinsic magnetic moment
known as spin, and obeys both the Pauli exclusion principle and Fermi-Dirac statistics. Without
these properties, matter would behave very differently. The next step was the description of
how electrons manifest themselves in atoms and then crystalline solids, as explained within the
quantum mechanical framework. These concepts of crystal structures led to the fundamental
theories of electronic structure properties. More complex models build on these fundamental
concepts. If it was not for the ever evolving theoretical models, the observed physical phenomena
(such as those previously mentioned) would still remain a mystery. Although many physical
phenomena have been understood for many decades, they have mainly been predicted in simpler
“toy” theoretical models which do not have the complexity of real materials. Chapter 2 of this
thesis will discuss the core concepts and theories which are needed for this thesis.
The biggest challenge in solving the many-body Hamiltonian for the electrons in real materials
is that it would require solving the system for all ∼ 1024 electrons present. However, there is
a way to reformulate this problem to make it computationally solvable by using DFT. This is
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a powerful tool used to predict the electronic structure of real materials, but it has practical
limitations. The main limitation is that the approximations used in DFT are unable to describe
the complex electron correlations in many materials. Therefore, it has been the ambition to
improve upon these limitations to get better agreement with experimental quantities. Within the
last 30 years or so, significant developments have been made to predict the missing information
in DFT calculations. These ever evolving improvements have been implemented for real material
calculations, with the focus being on the DFT+DMFT method in this thesis. However, DMFT has
its own approximations and limitations. These concepts will be the focus of Chapter 3.
This thesis presents the interface between the ELK code [14] and the toolbox for research
on interacting quantum systems (TRIQS) library [15] (both of which are open source), so that
DFT+DMFT calculations can be performed with these codes. The results of testing this interface
are shown in Chapter 4. The benchmarking of this interface with the previous established
WIEN2K interface [16] is also discussed in that chapter, along with introducing the calculation
of the DFT+DMFT electron localisation function (ELF) wave-function-dependent quantity. This
was computed with the DFT+DMFT wave functions (and occupations) for monolayer SrVO3 and
CaFe2As2. However, the ELF does not have an experimental counterpart to compare with.
With the further development of the theoretical techniques, it is important to ensure that
there are sufficient high quality experimental data to compare the theory to. Not only will
improving the theoretical models aid in (hopefully) better experiment-theory comparisons, but the
comparisons will help to understand the effect the improvement in the theory has on describing
real materials. One of the important concepts of the electronic structure is the Fermi surface –
the isosurface which separates occupied and unoccupied electron states. Many properties are
associated to the Fermi surface, such as the conduction, magnetism, structural phase and so
on [17]. Compton scattering is a technique which can measure the Fermi surface and is the
subject of Chapter 5. There are many other techniques which can measure the Fermi surface
such as quantum oscillations (such as de Haas van Alphen), angle-resolved photoemission
spectroscopy (ARPES), and 2D angular correlation of annihilation radiation (2D-ACAR). Each
of these techniques have their own advantages and disadvantages which will be discussed. The
DFT+DMFT results of Ni and V in Chapter 5 will focus on the comparison of experimental
data from Compton scattering measurements with the related quantities derived from the wave-
function-dependent EMD. Compton scattering is the only experiment which can truly probe
the many-body ground-state electron wave function [18–21]. This chapter will also present and
discuss other experiment-theory comparisons using the materials’ calculated spectral function
and the corresponding experimental quantities.
Chapter 6 discusses the DFT+DMFT study on SrVO3/SrTiO3 superlattices (SLs) previously
measured with resonant inelastic X-ray scattering (RIXS) and X-ray absorption spectroscopy
(XAS) [22]. These correlated SLs have been experimentally proven to show a metal insulator
transition (MIT) with respect to the number of SrVO3 layers. This chapter reproduces the
3
CHAPTER 1. INTRODUCTION
experimental results as well as explaining the origin of the MIT – here, a quantum confinement
induced transition – made possible by the strong correlations present. This may have significant
implications in the research of electronics with correlated materials.
Finally, Chapter 7 summarises the work presented in this thesis as well as providing an
outlook into other theoretical methods which account for the remaining deficiencies within
DFT+DMFT. Including these theories will improve upon the theoretical description and hopefully
reduce the experiment-theory discrepancies for (at least) the materials discussed in this thesis.
Parts of this thesis are based on results which have been presented in Refs. [23–25]. For
clarity, each relevant chapter will explicitly state which reference the chapter is based on and
who else contributed to the presented work.
The calculations presented in this thesis were performed using the computational facilities of
the Advanced Computing Research Centre, University of Bristol [26]. The VESTA package [27]











2.1 Core condensed matter concepts
From the discovery of the electron by J. J. Thomson [28, 29] to the Drude model [30, 31], it has
been the ambition to understand the dynamics of electrons in materials and how this relates to
the material’s macroscopic properties. To that point, decent predictions can be made by using
relatively simple models. However, more sophisticated models, some of which have been used
in this thesis, have been developed with their own successes and failures. Before those types of
models are discussed in depth, this chapter will establish the fundamental concepts needed for
the work presented in this thesis.
For further reading, the fundamental concepts, and the free and nearly-free electron models
are taught in many condensed matter undergraduate courses and a lot of the material can
be found in the following Refs. [32–37]. The second half of this chapter delves into second
quantization and other concepts required for many-body theory; useful references for this content
include Refs. [37–40]. This chapter ends with a discussion of Fermi-liquid theory which is
described in references such as Refs. [32, 37, 39, 41, 42]. This chapter draws on ideas developed
in some of the aforementioned references.
In this thesis, the presented equations will be in terms of natural (atomic) units. In these
units, the electric charge (e), reduced Planck constant (~), electron mass (me), and Bohr radius
(a0) values1 are equal to one (and therefore they do not appear in the equations).
Crystals, or crystalline solids, in terms of condensed matter physics refer to materials which
can be described by a Bravais lattice – a lattice structure with each lattice point representing
a basis of atoms. The Bravais lattice has translation symmetry which means that a unit cell
1This also means that the Coulomb constant ([4πε0]−1) is equal to one.
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can be used to describe any region of the lattice (assuming that the shape of the unit cell is
constructed such that it encloses the space without overlapping or leaving voids when it is
translated throughout the system). One choice for the smallest unit cell in real-space is called the
Wigner-Seitz cell and the cell boundaries are derived from points which are equidistant from the
nearest-neighbour lattice points. The three-dimensional (3D) real-space translation or position
(R) can be mathematically represented by
(2.1) R= n1a1 +n2a2 +n3a3,
where ai is the ith dimension lattice basis vector and ni is an integer for the ith dimension.
However, in many X-ray diffraction experiments such as Laue diffraction, the reciprocal lattice is
measured instead of real-space lattice. The reciprocal lattice (G) is the equivalent of the real-space
lattice in Fourier space with the condition
(2.2) G ·R= 2nπ,
where n is an integer and G is expressed as
(2.3) G= hb1 +kb2 + lb3
with coefficients h, k, l, and the reciprocal lattice vectors bi being related to the real-space lattice
vectors by
(2.4) b1 = 2π a2 ×a3a1 · (a2 ×a3)
; b2 = 2π a3 ×a1a1 · (a2 ×a3)
; b3 = 2π a1 ×a2a1 · (a2 ×a3)
.
It is more natural to work within reciprocal space as many quantities which are compared
with experiment (such as energy eigenvalues) are more easily obtained in this formalism. The
reciprocal lattice has the same translational symmetry condition as real-space and as such,
has a smallest reciprocal lattice unit cell derived in the same manner as the Wigner-Seitz cell.
This cell in reciprocal space is called the first Brillouin zone (1BZ). By the use of rotation and
other symmetry operations, the 1BZ can be reduced into a smaller fraction of the cell called the
irreducible Brillouin zone (IBZ). The use of the IBZ instead of the 1BZ in computational modelling
drastically reduces the computation time.
Now that the framework of modelling materials with a lattice structure has been established,
the behaviour of electrons in such systems can be investigated.
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2.1.1 Free and nearly-free electron systems
To understand the outputs of real material models, the solutions of simpler systems such as
the free electron model and the nearly-free electron model are needed to be understood. In
these models, the electrons are treated as being within a perfect lattice system and they are
independent of each other2. The free electron model is formulated using the time-independent
Schrödinger equation
(2.5) HΨ j(r)= ε jΨ j(r),
where Ψ j(r) is the jth independent electron wave function at position r, ε j is the energy eigen-
value of that electron, and H is the Hamiltonian operator which has the form
(2.6) H = 1
2
∇2,
where ∇ is the differential operator. There is no potential term in this Hamiltonian. The solution
to a Schrödinger equation describing the perfect lattice system requires the Born-von Karman
boundary condition which avoids any surface effects in the system. Therefore, for an independent









where V is the volume of the crystal and k is the k-point within the crystal, along with the
Born-von Karman boundary condition (in 3D) (2πmxLx ,
2πmy
L y
, 2πmzLz ), where L i is the length of the
system for dimension i and mi is an integer of the dimension i. For large values of L i3, these
solutions give a quasi-continuous εk verses k spectrum.
To start to model a more realistic crystal system (which we will assume has a perfect lattice
with the Born-von Karman boundary condition), an additional potential term needs to be added
to the Hamiltonian. The time-independent Schrödinger equation with a potential term in the
Hamiltonian is
(2.8) H = 1
2
∇2 +v(r),
2Note that the free electron model has zero periodicity in the system as there is no periodic potential term in the
Hamiltonian (the periodic term in the electron’s “Bloch wave function” is constant). Here instead, we assume that the
free electron model is of the electrons within a lattice with no periodic potential (the potential is assumed to be zero),
which is referred to as the empty lattice approximation.
3Otherwise, this leads to (distinct) discrete energies and momenta, with this discrete nature being referred to as
quantization. This leads to other physical phenomena which is the subject of Chapter 6.
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where v(r) is the potential term and has discrete translational invariance v(r) = v(r+R). The
solutions of this Hamiltonian produce wave functions of the form
(2.9) Ψk(r)= eik·ruk(r),
where uk(r) is a function which has translational symmetry uk(r) = uk(r+R). These wave
functions are the general form of the solution to this Hamiltonian which are derived from Bloch’s
theorem. This important theorem allows the wave function to be written in a form similar to the
plane-waves in the free electron model, but with an additional function which incorporates the
periodicity of the crystal potential. The nearly-free electron model is a similar system to the free
electron model with a system of independent electrons4, but the potential term is simple and
weak.
The inclusion of this weak potential term causes noteworthy changes to the solutions of this
system with respect to the free electron model. In Fig. 2.1 (a), the quasi-continuous εk verses k
spectrum is plotted (along a path of desired k values) for both models. A consequence of solving
the nearly-free model is the introduction of distinct bands with band gaps between them. The
εk verses k spectrum in Fig. 2.1 (a) is commonly referred to as a band structure which, by
translational invariance, the entire energy spectrum can be translated into the 1BZ (the energy
spectrum has been plotted within the reduced zone scheme). For 3D systems, band structures are
normally plotted along high-symmetry directions in the BZ(s).
The other important condition required in these models is the conservation of the number of
electrons. Due to the electrons being fermions (and obeying Fermi-Dirac statistics), the number





with D(ε) being the density of states (DOS) and f (ε,T) is the Fermi-Dirac function at temperature





(2ε)1/2 and f (ε,T)= [1+exp(βε)]−1,
where β equals to (kBT)−1 with kB referring to the Boltzmann constant. For a metal at 0 K, the
D(ε) f (ε,T) function steps down sharply to zero at a certain energy (with this step being smoothed
out for non-zero temperatures). This energy is referred to as the Fermi level, εF (or Fermi
energy at 0 K). The (3D) isosurface at εF in the 1BZ is called the Fermi surface, see Fig. 2.1 (b).
Formally, the Fermi surface is defined as the boundary between occupied and unoccupied (crystal)
momentum states. This boundary can be seen in the electron occupation function nk where there
4Technically electron quasiparticles.
8


















T = 0 K
T = 290 K
Figure 2.1: (a) The ‘free’ and ‘nearly-free’ electron band structures along a path starting and
ending at the BZ boundaries of ±π/a and passing though the 1BZ centre (k = 0). The Fermi
energy is denoted as εF. The ‘free’ electron (b) 3D isotropic Fermi surface and (c) (Fermi-Dirac)
occupation function along one of the reciprocal axes and evaluated at different temperatures T.
(This occupation function will be same along any k-path starting at k = 0 and ending at the 1BZ
boundary due to the isotropic nature of the ‘free’ electron Fermi surface.)
is a sharp discontinuity at 0 K at the Fermi wave vector kF in Fig. 2.1 (c). This discontinuity is
smeared at non-zero temperatures, as shown in Fig. 2.1 (c).
In the nearly free electron model, it is possible to have a completely filled band (which
corresponds to two electrons per unit cell in this model, due to Pauli’s exclusion principle) at the
Fermi level – this results in the system being an insulator. For an insulator, D(ε) is zero at the
Fermi level (as all of the states are occupied) and as such, insulators do not have a Fermi surface
and the Fermi level is often defined to be the mid-point of the energy band gap.
2.2 Introduction to many-body theory concepts
Up to this point, we have looked at the non-interacting case of electrons, but treating the
interactions becomes a difficult task. There are tricks in which this can be simplified for certain
systems, such as using canonical transformations [43, 44], or performing perturbation theory
which is only valid for small perturbations. When those methods cannot solve the problem, an
9
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alternative strategy (which is the subject of this chapter) is to use the methods from quantum
field theory, namely Feynman diagrams [38, 45]. This section will introduce simple concepts
relating to how to go about solving the many-body theory, along with the tools required to do so.
The previous sections have discussed electrons in terms of their wave functions. However, the
system can be represented in the Heisenberg formalism where the operators evolve with time
instead of the wave function – this formalism is used within many-body theories.
First, the single-electron propagator, G(r2,r1, t2 − t1), needs to be defined. This is the prob-
ability amplitude of adding an electron at (r1,t1) to the ground state interacting system and
then observe that system in its ground state with the added electron at (r2,t2). During this time
interval, the propagator will describe all the interactions this electron has with the interacting
medium5. The square of the modulus of the probability amplitude |G|2 is equal to the probability
of the propagation occurring. The propagator is in fact called a Green’s function6. Therefore, from
this point onwards, the propagator will be referred to as the Green’s function.
The general form of the Green’s function is given by (in k-space)
(2.12) G(k2,k1, t2 − t1)=−i
〈
Ψ0
∣∣∣T {ck2 (t2) c†k1 (t1)}∣∣∣Ψ0〉 ,
where |Ψ0〉 is the ground state interacting system, c(†)k1 (t1) is the annihilation (creation) operator
at state k1 and t1. Here these operators are in the Heisenberg picture, with the time evolution
defined as
(2.13) c(†)k1 (t1)= e
iHt1 c(†)k1 e
−iHt1 .








= ck2(t2)c†k1(t1) for t2 > t1
=−c†k1(t1)ck2(t2) for t2 ≤ t1.
Lastly, from the time ordering, the Green’s function can be split into two Green’s functions called
the retarded (G+) and advanced (G−) Green’s functions
(2.15) G(k2,k1, t2 − t1)=G+(k2,k1, t2 − t1)+G−(k2,k1, t2 − t1)
with both types of Green’s function having the following expressions
5Note that this definition can be extended to the two particle propagator, and so on, with additional particles
added at different intervals.
6A “true” Green’s function is an operator used to solve differential equations, which in this case would be used to
solve the Hamiltonian.
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(2.16)
G+ (k2,k1, t2 − t1)=−iθt2−t1
〈
Ψ0
∣∣∣[ck2 (t2) , c†k1 (t1)]+∣∣∣Ψ0〉
G− (k2,k1, t2 − t1)=+iθt1−t2
〈
Ψ0
∣∣∣[ck2 (t2) , c†k1 (t1)]+∣∣∣Ψ0〉 ,
where [ ]+ means the anticommutator, and θt2−t1 is a (Heaviside) step function7 with the property
(2.17) θx

= 1, for x > 0
= 12 , for x = 0
= 0, for x < 0.
Now that the Green’s function has been defined, we can look at the free electron Green’s
function as an example of a non-interacting system. At t2, the free electron wave function ψ(k1)
of the added free electron which started at t1 is equal to ψ(k1)e−iεk1 (t2−t1). The Green’s function is
calculated by the overlap of this time-evolved state with ψ(k2). Therefore, by using t = t2− t1 and
the fact that the free electron wave functions are orthonormal, so only the k1 =k2 =k electron
wave function remains in the overlap, the (free electron) non-interacting Green’s function is
(2.18) G0(k, t)
{
=−i [θtθεk−εF e−iεk t −θ−tθεF−εk e−iεk t] , t 6= 0
=+iθεF−εk , t = 0.





where the term iδk is an infinitesimal small imaginary part which is needed to ensure that the
(free electron) non-interacting Green’s function converges to a solution when performing the
Fourier transform. Here, δk has the form
(2.20) δk
{
=+δ, εk > εF
=−δ, εk < εF.
Here, δk has this change of sign above and below the Fermi level to ensure that only the occupied
states are included in the (complex contour) integrals. Another way to think of this is that the
sign of δk relates to the zero temperature (non-interacting) occupation function.
Now that the (free electron) non-interacting Green’s function has been derived, the next step
would be to calculate the full interacting Green’s function G(k,ω). All of the interactions the
7Here we have used the definition of θ0 = 1/2.
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particle has with the interacting medium (in this case, of the single electron Green’s function) are
described in terms of Feynman diagrams, which gives a visual aid to the probability amplitudes
of the different types of interactions present. The total Green’s function (probability amplitude)
will be the sum of all of the possible Feynman diagrams existing in this system. However, it still
remains a challenge to sum all the diagrams and as such, a lot of the many-body physics Green’s
functions are described by partial sums of certain types of diagrams. How these partial sums
are done or further details about Feynman diagrams will not be discussed in detail here. Only a
passing knowledge about them is required for this thesis and further elaboration will require a
lot more explanation (Ref. [38] is a nice introduction to Feynman diagrams within many-body
theory).
In fact, the interacting Green’s function is related to the non-interacting Green’s function
by the Dyson equation. This can be derived by considering an interacting Hamiltonian H to be
a linear sum of the non-interacting Hamiltonian H0 and the interactions V (assuming this is






with I being the identity matrix (with dimensions equal to the number of particles (electrons)
in the system). Hence the Green’s function can be expressed as G(0)(ω)= [ωI−H(0)]−1, which is
referred to as the resolvant operator. Expanding the terms in Eq. 2.21 for the interacting system
in terms of H0 and V , and then multiplying the left side by the non-interacting Green’s function
and subsequently using the non-interacting resolvant operator gives
(2.22)
(






where these matrix expressions arise from discretising the real-space or (crystal) momentum of
the system. Rearranging gives the Dyson equation of this system,
(2.23) G(ω)=G0(ω)+G0(ω)VG(ω).
For the general many-body interacting system (which can be similarly derived by considering
the Feynman diagrams of the interactions [38]), the Dyson equation is expressed as
(2.24) G(k,ω)=G0(k,ω)+G0(k,ω)Σ(k,ω)G(k,ω),
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where the continuum limit is taken such that these quantities are a function of both continuous
k and ω. This expression can be reduced to8
(2.25) G(k,ω)−1 =G0(k,ω)−1 −Σ(k,ω).
The Σ(k,ω) term is called the self-energy. The self-energy contains all of the many-body inter-
actions the electron has with the interacting medium. The real part of the self-energy can shift
the energy eigenvalues and the imaginary part introduces smearing in the DOS9, depending on
which interactions are included – see “Fermi liquid theory” in Section 2.3 as an example of this.
To determine the electron properties from the Green’s function such as the DOS, occupation










A−(k,ω)ei(ω−µ)tdω, t ≤ 0,













A+(k,ω)+ A−(k,ω)]dω= 1 (sum rule) .
Another important quantity that can be derived from the Green’s function is the occupation
function nk, which is given by
(2.29) nk =−i lim
t→0−
G(k, t),
where 0− means an infinitesimal time interval below t = 011. Also, nk can be evaluated via the
spectral function using
8For the case of a system with no external potential [38].
9The imaginary part of the self-energy is related to the lifetime of the electron quasiparticle - see Section 2.3.
10The additional energy of the ground state with the added electron: µ= E0(N +1)−E0(N), where E0(N) is the
ground state energy of N electrons
11This limit is used to ensure that nk converges; the same reason as why δ is used for the non-interacting Green’s
function. This is the case for any quantity including 0− (or 0+).
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where we have integrated up to µ to included all of the occupied states.
The Green’s function so far has been assumed to be propagating at zero temperature. To
introduce temperature to the Green’s functions, we must use grand canonical statistical methods
from thermodynamics. Therefore, the Green’s function at temperature T is defined as
(2.31)





















where %= e−β(H−µN) and is defined as the distribution operator. In real space, this temperature
dependent Green’s function is difficult to work with as it will involve an expansion in terms of
temperature which will complicate the problem even further. However, by treating time as a
complex variable with t on the real axis and β on the imaginary axis, the imaginary time (τ)
relates to the temperature. Therefore, the presented formalism used to calculate the interacting
Green’s function at zero temperature can be kept when dealing with finite temperatures, but
imaginary time dependent Green’s functions are used instead. The real time (or frequency)
dependent Green’s function can be obtained by using analytic continuation methods (see Section










for 0 < τ1,τ2 < β. This imaginary Green’s function is similar to the finite temperature Green’s




The imaginary time Green’s function obeys the quasi-periodic boundary condition on the interval
(-β,β) such that
(2.34) G(k,τ)=−G(k,τ+β) for −β< τ< 0.
12Note that the imaginary time dependent Green’s function is an entirely different function from its real time
counterpart. It is written in the same manner here as this is commonly done.
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The imaginary Green’s function is periodic beyond the (-β,β) interval. This Green’s function can be
Fourier transformed to a frequency space on the imaginary axis, which is called the “Matsubara
frequency” space, G(k, iωn). Here, the frequencies are discretised with
(2.35) ωn = (2n+1)π
β
,
for fermions. The temperature dependent (free electron) non-interacting Green’s function has the
form
(2.36) G0 (k,τ2 −τ1)=−
[
θτ2−τ1 f
+(εk −µ,T)−θτ1−τ2 f (εk −µ,T)
]
e−(εk−µ)(τ2−τ1),
which includes the Fermi-Dirac distribution built into it [here, f +(εk −µ,T)= 1− f (εk −µ,T)]. In
Matsubara frequency space, the (free electron) non-interacting Green’s function is
(2.37) G0(k, iωn)= 1iωn −εk +µ
.
The Dyson equation (Eqs. 2.24 and 2.25) has the same form but ω is replaced by iωn. The useful
energy dependent information about the Green’s function will require analytically continuing
back into the real time/frequency domain. However, nk can still be determined on the imaginary
time domain by using Eq. 2.29, but it has a alternate form of
(2.38) nk =− lim
τ→0−
G(k,τ).









This avoids any of the issues which arises from the analytic continuation process.
Now this section has briefly introduced all the tools required to calculate interacting sys-
tems in this thesis. Before ending this chapter, Fermi-liquid theory (which is an example of an
interacting electron system) will be reviewed to see what happens when the electron-electron
interactions are included.
2.3 Fermi liquid theory
As the free and nearly-free electron models have been discussed, and the mathematical formalism
used for interacting electron systems has been described, the next step is to see what happens to
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Figure 2.2: (a) The interacting (‘nearly-free’) Fermi-liquid spectral function with its corresponding
non-interacting ‘nearly-free’ electron band structure overlaid on top; both are plotted along
the same k-path as in Fig 2.1 (a). The spectral function was constructed at T = 0 K by using
Eqs. 2.40 and 2.43 in Eq. 2.45. The natural log of the spectral function was used for clarity, and
the Fermi energy is denoted as εF. (b) The comparison of the occupation functions used in the
non-interacting electron model (the Fermi-Dirac function) and in the interacting Fermi-liquid
model; both occupation functions are plotted along one of the reciprocal axes starting from the
centre of the 1BZ (k = 0) to the 1BZ boundary. The interacting occupation function used here
is the empirical formula, using z = 0.713 (which is the height of the discontinuity at kF [ZkF]),
proposed by Schülke et al. [46].
an electron model when the electrons are no longer independent of each other. The best place to
start is to look at Fermi liquid theory, as understanding the main results of this will be sufficient
for the rest of the thesis.
Let’s start with the free electron gas in which it is assumed that the interactions can be
adiabatically turned on, and k and σ (spin) are still good quantum numbers. Before turning on
the interactions, some concepts about electron scattering should be established. When an electron
is excited from an occupied state to an empty state above the Fermi level (by thermal fluctuations
for example), this electron will most likely come from an occupied state around the Fermi level
(as less energy is required to excite them). The excited electron will then leave an empty state
behind. It is easier to treat these empty states like particles, which are called holes13. There will
be an energy region around the Fermi level in which the creation of electron-hole pairs occur. The
electrons away from the Fermi level will require higher energies to scatter above the Fermi level
and as such are less likely to be excited.
Turning the interactions on adiabatically, the electrons can interact with one another to
create an electron-hole pair. Consequently, this interacting system is an excited state of the
ground state non-interacting system. As an interacting electron moves in the system, it will
13These hole excitations have the same properties as electrons, but they have opposite charge and exists below the
Fermi level.
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interact with nearby electrons which in turn will interact with it. Therefore, these interactions
cause a “cloud” of constantly scattering electrons and holes around the moving electron. This
defines the electron quasiparticle (QP) – a bare electron with an interaction cloud14. Within this
QP, the holes surround and screen the negative charge from the bare electron. As long as the QPs
are sufficiently far apart from each other (such that their interaction clouds do not overlap), the
interactions between QPs are weak due to the screening. Therefore, these QPs can be treated
as being (nearly) independent of one another. However, they have different properties compared













where the QP effective mass is influenced by band structure effects and electron-electron interac-









Due to the interactions between the electrons (and the medium), the QPs will scatter to a new
state after an average time τk, called the QP lifetime. On the other hand, the electrons in the
non-interacting system have an infinite lifetime. The QPs in the interacting electron gas have a
finite lifetime (derived from the momentum and energy conservation arguments) of
(2.43) τ−1k = a (εk −εF)2 +b(kBT)2,
where a and b are constants. This is specific to the QP picture. Generally τ−1k is related to the
imaginary part of the self energy by
(2.44) τ−1k =−ImΣ (k,Ek) .
14QPs are not limited to the electron-electron interaction picture. Even in the nearly-free electron model, the
system is made up of QPs as these electrons are surrounded by the “cloud” of the periodic Coulomb charge from the
(perfect) lattice ions. This leads to an effective mass in this model, but the lifetime is still infinite as the charge from
the lattice ions is periodic. (Any imperfections in the lattice, on the other hand, will disrupt this charge periodicity
which in turn causes the electrons to scatter; hence the QPs will then have a finite lifetime).
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The consequence of this can be seen in the spectral function, A(k,ω). To illustrate this, let’s
look at the QP band structure. From Fig 2.2 (a), in the non-interacting case, the bands are
infinitesimally narrow (in energy) as the lifetime is infinite (so the non-interacting A(k,ω) is a





(ω−εk +µ−ReΣ (k,ω))2 + (ImΣ (k,ω))2
,
for the general case.
Note that the QP picture holds if these excitations are considered to be well-defined and
independent of one another. This means that these excitations require a reasonably long lifetime.
Consequently, this imposes the condition of
(2.46) τ−1k ¿ Ek −EF = E′k,
where EF (= εF −µ) is the interacting Fermi level. The QP picture breaks down for energies
further away from the Fermi level. However, the electrons further below the Fermi level are
less likely to be involved in the interactions (for reasons stated before) unless strong external
perturbations are involved in the model.













This Zk (at 0 K) is within the range 0 ≤ Zk ≤ 1 for interacting systems, whereas it is equal
to either 0 or 1 for unoccupied or occupied states, respectively, in the non-interacting system.
One way Zk manifests itself physically is in nk, where Fig 2.2 (b) shows this nk distribution
at 0 K. There still exists a discontinuity at kF which means that the Fermi surface (in Fig. 2.1
(b)) still exists when the interactions are included, but kF may shift depending on the included
electron-electron correlations. This discontinuity has a magnitude of ZkF .
The QP residue is linked to many other modifications to the observables such as the band
width reduction [as seen in Fig. 2.2 (a)] and the (correlated) mass enhancement m∗/m, where
m refers to the effective mass of the independent electron system15. This enhancement due to
correlations can be determined from
15The effective mass here refers to the electron mass which has been altered by band structure effects.
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∂|kF| Re[Σ (k,EF)]||k|=|kF| can be either negative or positive resulting in the correlated
effective mass being larger or smaller than the effective mass (m) of the independent electron





which is always larger than the effective mass (m) of the independent electron system.
There are many alterations to other electron properties in this interaction model which
have not been discussed here. The interactions described in this section are relevant for this
thesis and it is only a segment of the vast types of interactions an electron can have with the
interacting medium. This is why diagram techniques help to quantify the types of interactions
and how to calculate the interacting Green’s function from (a portion of) them. Please refer to the











ELECTRONIC STRUCTURE THEORETICAL METHODS
The many-body Hamiltonian of a crystal is known, but the issue lies in solving this problem for
modelling a real material. The Hamiltonian describing a perfect crystal system of electrons and




























where the first and second terms are describing the kinetic energy of the electrons and ions,
each with mass me(=1 in natural units) and mI , respectively. The third and fourth terms are
the electron-electron and ion-ion Coulomb repulsion. The fifth term is the attractive electron-ion
Coulomb term. The complexity of this Hamiltonian can be further reduced by assuming that the
motion of the electrons are instantaneous in response to the ionic motions, meaning that the
motion of the electrons and ions can be decoupled – this is the Born-Oppenheimer approximation
[49, 50]. From this, the motion of the ions is neglected and therefore the ions are treated as
being static. Consequently, the interaction energy between the ions is constant and as such, this
term only offsets the Hamiltonian (i.e. it only shifts the energies but it does not change the wave
functions) and so it can also be ignored. Therefore, the many-body crystal Hamiltonian is reduced

















The electronic structure of the crystal is responsible for many of the material’s properties. The
Hamiltonians in both Eqs. 3.1 and 3.2 cannot be solved by a set of independent particles due to
the significant interaction terms between the particles. Consequently, Eqs. 3.1 and 3.2 are only
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solvable by using a coupled system of equations with approximately 1024 variables describing
the electrons, which is numerically infeasible. Therefore, alternative methods are required to
simplify the many-body Hamiltonian to be solvable within a certain degree of accuracy.
The first notable attempts to solve the electronic structure many-body problem were the
Hartree [51] and Hartree-Fock (HF) [52–55] methods. These methods assumed that the electron
many-body wave function can be approximated as a product of a set of independent single-electron
orbitals which can be used to self-consistently solve a set of single-body Schrödinger equations
containing mean-field (Coulomb) interaction terms. The HF method improves upon the Hartree
method by representing the single-electron orbitals in terms of the Slater determinant [54, 56].
This Slater determinant takes into account the exact electron-electron exchange interactions by
incorporating the anti-symmetric fermionic property of electrons. Even with this improvement,
many electron correlations in the system are still unaccounted for because the single Slater
determinant approximation is not able to take into account the electron correlations from the
electrons’ Coulomb charge.
The continual work into solving the many-body problem led to the formulation of density
functional theory (DFT). This is such a powerful tool that it continues to be used to this day and
has been used throughout this thesis. The next few sections will discuss the formulation of DFT
and the basis used for the calculations presented. However, DFT calculations use approximations
to account for the correlations, but these approximations will be missing electron correlations
which are vital to explain certain observed physical phenomena. Even though there are function-
als which try to describe these missing electron correlations, there has been work into combining
many-bodies theories with DFT to capture some of these missing electron correlations.
This thesis uses the dynamical mean-field theory (DMFT) many-body technique in conjunction
with DFT (the DFT+DMFT method) to improve the description of the local electron correlations
compared with DFT. This chapter will review the origins, core concepts, and implementations of
DMFT and then it will finish with the discussion of the DFT+DMFT method used within this the-
sis. The analytic continuation method, which was required to extract the spectroscopic quantities
from the DFT+DMFT calculations presented in this thesis, will be reviewed. Additionally, this
chapter will define what wave-function-dependent quantities are in the context of this thesis.
3.1 Density functional theory
DFT tackles the many-body problem by reformulating it in terms of the electron density instead of
using the electron wave function (therefore DFT is not a wave function method). This consequently
reduces the problem down to be a solvable system with three degrees of freedom instead of a
problem with ∼ 1024 degrees of freedom. To get the electronic structure from DFT, an auxiliary
effective single-body (non-interacting) static Hamiltonian, with a static and time independent
effective potential encapsulating the interactions of the many-body system, is solved. This section
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will discuss the key concepts of DFT. Further details (such as extension to spin systems, including
relativistic effects and so on) are discussed in Refs. [47, 48, 54, 55].
3.1.1 Hohenberg-Kohn theorems
This section will discuss the Hohenberg-Kohn theorems [57], the proof of which are given in the















which is a generalised version of Eq. 3.2 for a system of interacting electrons in an external
potential vext(r); this external potential term will include the electron-ion Coulomb term (and it
can be extended to include other potential terms such as magnetism, spin orbit coupling, and
so on). The first Hohenberg-Kohn theorem states that for any interacting particle system with
an external potential vext(r), this potential is uniquely determined (except for an addition of a
constant) by the ground-state particle density ρ0(r), i.e.
(3.4) ρ0(r)⇔ vext(r).
This leads to the second theorem which states that a universal energy functional E[ρ] can be
defined in terms of ρ(r), which in turn is valid for any vext(r). The ground-state energy of the
system is a global minimum of E[ρ] where the density which minimises it is ρ0(r);
(3.5) E[ρ0]≤ E[ρ].
This means that E[ρ] alone is sufficient to determine the ground-state energy and density. These
theorems are also valid for spin dependent systems as well. The energy functional can be written
as
(3.6) E[ρ]= T[ρ]+U[ρ]+V [ρ],
which is similar to Eq. 3.3, but with T[ρ] describing the kinetic energy of the system, U[ρ]
describing the electron-electron interaction energy, and V [ρ] being the interaction energy from
external fields, which relates to vext(r). The T[ρ] and U[ρ] are universal operators as they are
independent of vext(r).
These theorems allow the many-body problem to be reformulated in terms of the electron
density from which the many-body potential and wave function can be determined. However,
even though this formalism is still exact for the many-body system, it does not give any insight
into solving the problem. This is done by using the Kohn-Sham approach [58] and here is where
the approximations emerge and ultimately cause discrepancies with experiment.
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3.1.2 Kohn-Sham equations
?
Figure 3.1: A flow chart illustrating the Kohn-Sham self-consistent cycle. The initial guess of the
electron density ρ(r) is used to construct the Kohn-Sham Hamiltonian. The resulting Kohn-Sham
(auxiliary) wave functions and energy eigenvalues from solving the Hamiltonian are then used to
generate the new electron density and total energy, which are compared with those generated
in the previous cycle (if present). If these quantities are not the same within the convergence
criteria then the new electron density is used to construct a new Kohn-Sham Hamiltonian and
this cycle continues. The cycle stops when the convergence criteria have been satisfied.
The Kohn-Sham approach [58] uses an auxiliary system of non-interacting particles to solve
the many-body problem, with each orbital having the wave function ψν(r) (where ν labels the
orbital). This is often referred to as the Kohn-Sham system and it is based on two assumptions.
The first assumption is that ground-state density of the Kohn-Sham system represents the true
ρ0(r) and the second one is that the Kohn-Sham Hamiltonian uses an effective local potential
Veff(r).
To understand where the Kohn-Sham equations come from, the energy functional in Eq. 3.6
can be rearranged to be
(3.7)
E[ρ] = Ts +UH[ρ]+ [(T[ρ]−Ts)+ (U[ρ]−UH[ρ])]+V [ρ]
= Ts +UH[ρ]+Exc[ρ]+V [ρ],
such that all of the unknown electron-electron interaction terms are grouped into the exchange-
correlation term, Exc[ρ]. This Exc[ρ] contains the electron kinetic energy and electron-electron
Coulomb interactions beyond the known forms of the single particle kinetic energy Ts (which
doesn’t depend of ρ) and Coulomb electron density interaction (Hartree interaction) UH[ρ]. It
should be noted that Exc[ρ] can be split into the Ex[ρ] and Ec[ρ] terms, which describe the
exchange and correlation independently. Here, Êx[ρ] describes the lowering of the energy due to
the antisymmetric nature of electrons (i.e. like-spin electrons avoiding each other). On the other
hand, Êc[ρ] lowers the energy of the system due to the electrons (of either spin) avoiding each
other (due to Coulomb interactions). This tendency of the electrons to avoid each other gives rise
to a region around each electron with reduced probability of finding another electron, which is
referred to as exchange-correlation hole.
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Using this, Lagrange multipliers (from the constraint that the Kohn-Sham orbitals are indepen-

















where εν is the νth electron energy eigenvalue (which is technically the Lagrange multiplier
[54, 55]). These auxiliary electron wave functions are then used to calculate the ground-state





with nν representing the (Fermi-Dirac) occupation number of the νth orbital. Equations 3.9, 3.11
and 3.12 are referred to as the Kohn-Sham equations. The ground-state of this electronic system
is determined by solving the Kohn-Sham equations via a self-consistent method by updating ρ(r)
after each cycle until it has converged within a certain tolerance. The electronic structure also







which also has to be converged within a specified tolerance in the DFT calculation. The self-
consistent cycle of solving the Kohn-Sham equations is illustrated in Fig. 3.1.
All but the Exc[ρ] energy functional is exactly known in the Kohn-Sham system. Therefore,
approximations are made to estimate Exc[ρ] which can lead to either good or bad agreement with
experimental quantities (such as band gaps, magnetic moments, and so on), depending on the
electron correlations present in the system.
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3.1.3 Exchange-correlation approximation functionals
Although Exc[ρ] is approximated to solve the Kohn-Sham equations, there are some general









where εxc(ρ)|r [= εx(ρ)|r+εc(ρ)|r] is the exchange-correlation energy density and ηxc(r,r’) is the
exchange-correlation hole distribution which is linked to εxc(ρ)|r by





Here, ηxc(r,r’) [= ηx(r,r’) + ηc(r,r’)] is the hole density describing the reduction in the probability
of encountering an electron at r’ given an electron at r due to the exchange-correlation effects
[48, 54, 55]. The physical meaning of Eq. 3.14 is that Exc[ρ] is given by the Coulomb interaction of
the electron with its exchange-correlation hole which is reduced in magnitude by a kinetic energy
contribution corresponding to the energy required to remove the hole. The ηxc(r,r’) function obeys






It is understanding this ηxc(r,r’) function which enables improvements to the approximations
used to estimate Exc[ρ]. These possible improvements are constrained by the sum rules. The
exact form of εx(ρ)|r is known through HF theory, but it is εc(ρ)|r which remains elusive and
hence explains why approximations are needed for both quantities in order to satisfy the sum
rules.
The first universally successful exchange-correlation functional was the local density approxi-
mation (LDA), which is based around a homogeneous electron gas (HEG) with constant electron
density. The energy densities are approximated by εHEGx (ρ)|r and εHEGc (ρ)|r. Here εHEGx (ρ)|r is
explicitly known and has the form of











but εHEGc (ρ)|r has no analytic form. However, εHEGc (ρ)|r has been determined by fitting an
expression to the highly precise quantum Monte Carlo (QMC) calculations of this electron system,
done by Ceperley and Alder [59], which is the most commonly used parameterised form. This led
to the commonly used LDA functional described in Ref. [60] and the corresponding form of the
LDA potential is
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which can be determined and used in the Kohn-Sham equations. The LDA functional can be
extended to include spin, which is referred to the local spin density approximation (LSDA) [60].
The L(S)DA functional is widely successful and still used to this day, but it does fail to
describe many aspects of many systems. L(S)DA is no good for determining accurate values for
molecular bond energies, band gaps in insulators and systems in which the electron density
varies significantly, such as in Fe [61, 62]. Therefore, the gradient of the electron density needs to
be considered.
The next improvement of the exchange-correlation approximation encapsulated the electron
density gradient. Therefore, functions of form εxc(ρ,∇ρ)|r (which depend on both the density
and its gradient, as well as satisfying the sum rules) are used1. These function types give the
generalised gradient approximation (GGA) of the exchange-correlation energy functional with
























which is then used in the Kohn-Sham equations. The different GGA functionals which exist in
the literature differ by the manner in which εxc(ρ,∇ρ)|r was constructed [65]. One commonly
used GGA functional is that of Perdew-Burke-Ernzerhof (PBE) [64], and this is the one which
was used for the GGA calculations in this thesis.
The GGA functionals are a major improvement to the L(S)DA (which was their main intention),
resulting in GGA calculations predicting the correct structure of magnetic Fe. However, GGA
tends to overestimate band gaps whereas L(S)DA tends to underestimate them. L(S)DA and
GGA are the main approximations for the exchange-correlation energy functionals which give
agreeable results depending on the system they are used for.
There are other exchange-correlation energy functionals which can be used, such as the meta-
GGA functionals which include the kinetic energy density term τ(r) in the exchange-correlation
energy density function. The inclusion of the kinetic energy density enables meta-GGAs to
treat different chemical bonds. In Chapter 4, the recent strongly constrained and appropriately
1Note that initial work of including the gradient term in the exchange-correlation approximation involved using
an expansion series and was called the ‘Gradient Expansion Approximation’, but due to it not being able to satisfy the
sum rules L(S)DA does, it produced worse results compared with L(S)DA [63, 64].
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normed (SCAN) meta-GGA functional [66] was used. The SCAN functional satisfies all 17 exact
constraints that a meta-GGA can, and is appropriately normed on systems for which semi-local
functionals can be exact or nearly-exact. The SCAN meta-GGA produces accurate energies of
rare-gas atoms and nonbonded interactions (such as Hydrogen and van der Waals bonds). The
SCAN functional did not use fits to any real (bonded) system in its construction, and thus
is considered non-empirical. However, SCAN tends to over estimate the magnetic moment in
itinerant ferromagentic materials [67, 68]. In Ref. [68], they concluded that there is currently no
single GGA or meta-GGA functional which produces satisfying results for itinerant metals and
strongly correlated anti-ferromagnetic (AFM) oxides.
Finally, a better treatment of non-local exchange can be included by using hybrid functionals
which combine the DFT correlation description with the HF exchange. The list is endless with
more obscure functionals which are found to work well in certain systems, but which are not
generally useful. However, the exchange-correlation functionals which go beyond L(S)DA and
GGA (and potentially meta-GGA) do not tend to be universally better.
3.1.4 Wave function basis
There are many different electron wave function bases that can be used, all depending on what
approach is best to determine the electronic structure of the system. These approaches range
from using pseudo-potentials to approximate the potential for the regions around the atoms
[69] to using Green’s functions instead of wave functions in the Korringa-Kohn-Rostoker (KKR)
method [70]. In this thesis, the DFT calculations used the full potential (FP) method with the
augmented plane-waves with local orbitals (APW+lo) basis, which will be described in this section.
This is also nicely described in Ref. [69].
The potential is strongly varying and spherical symmetric around the atomic sites, but it
varies smoothly in between these sites. Therefore, the FP method splits the potential into two
separate regions. The first is referred to as the muffin-tin (MT) region (Sα) which is spherically
centred around each atomic site (α), but which does not overlap with the other MTs in the crystal.
The second region describes the space between the MTs and is referred to as the interstitial
region (I). The potential in the MT is expanded in terms of spherical harmonics with lattice
symmetry constraints, whereas the potential is expanded in terms of a Fourier series in the
interstitial region. This results in the potential of the form [69, 71]
(3.21) V (r)=
{ ∑
lm,αVlm,α (rα)Ylm (r̂α) for r ∈ Sα∑
G VG exp(iG ·r) for r ∈ I.
Here, Vlm,α (rα) are the radial coefficients of the potential which have the lattice symmetry, VG
are the Fourier coefficients describing the potential, Ylm (r̂α) are the spherical harmonics, and lm
are the angular momentum indices.
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The consequences of having two separate regions to describe the lattice is that there will also
be two sets of basis functions to describe the Kohn-Sham orbitals ψν(r). The Kohn-Sham orbitals









ν,k are the coefficients of the expansion in terms of the basis functions φ
G
ν,k(r). Conse-
quently, the Kohn-Sham equations only need to determine these coefficients for the occupied
orbitals such that the total energy is minimised. This is done by solving the secular equation (for
each k point within the IBZ)
(3.23) (H−εν,kS)cν,k = 0,
where cν,k is the eigenvector with elements cGν,k for each of the basis functions and both H and
S are square Hermitian matrices (with a size equal to the number of basis functions) of the
Kohn-Sham Hamiltonian and wave function overlaps, respectively, with elements of the form
(3.24) HG,G′ =<φGν,k|H|φG
′




ν,k(r) wave functions are split into atomic-like orbitals in the MT and plane-wave
functions in the interstitial region. This is the core concept of the augmented plane-wave (APW)
method. These wave functions have the form
(3.25) φGk (r)=
{ ∑
lm,α Alm,αul,α(r,E l,α)Ylm(r̂α) for r ∈ Sα
Ω−1/2
∑
G cGei(k+G).r for r ∈ I.
The interstitial plane-waves are normalised to the 1BZ volume Ω and have expansion coefficients
of cG. The MT wave functions are described by the spherical harmonics together with an energy














)= 0 r ∈ Sα,
where V (r) here is the spherical part of the potential within the MT. Finally, Alm,α are the
MT expansion coefficients with the criteria of matching the plane-wave coefficients at the MT
boundary. This ensures that the wave function is continuous over the MT boundary (a core
condition of the APW method). This results in
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cG jl (|k+G|Rα)Y ∗lm(k+G),
where Rα is the MT radius of atom α and jl (|k+G|Rα) is the Bessel function of order l.
The biggest problem with using just APWs is that the radial functions are energy dependent
meaning that this is a non-linear energy eigenvalue problem. Consequently, solutions to the
Kohn-Sham equations can only be determined if E l,α equals the Kohn-Sham energy eigenvalues.
This makes solving the Kohn-Sham system too computationally demanding.
This led to the linearised augmented plane-wave (LAPW) method [72] which overcomes this
energy dependence issue by expanding the radial function as a Taylor series in terms of the energy.
This series can be truncated to (and include) the energy derivative radial function u̇l,α(r,E l,α),
where this function is evaluated at some fixed energy E l,α. This means that the wave functions
have variational freedom in energy ε as the energy dependent radial function is in terms of a
linear combination of the radial functions evaluated at E l,α, i.e.
(3.28) ul,α (rα,ε)= ul,α
(
rα,E l,α




)2) denotes the quadratic errors in this combination. Therefore, the wave func-




lm,α[Alm,αul,α(r,E l,α)+Blm,αu̇l,α(r,E l,α)]Ylm(r̂α) for r ∈ Sα
Ω−1/2
∑
G cGei(k+G).r for r ∈ I,
where Blm,α are the matching coefficients for u̇l,α(r,E l,α), where these coefficients are determined













)= rul,α (r,E l,α) r ∈ Sα.
Even though the Kohn-Sham eigenvalues can be determined from one diagonalisation of the
secular equation with the LAPWs, this method requires a greater number of plane-waves (which
increases the plane-wave cutoff) to describe the basis and hence increases the basis size. Another
noteworthy point is the possible appearance of ghost bands. The valence states within the MT
are approximately orthogonal to the semi-core states which do not vanish at the MT boundary,
and therefore choosing a fixed E l,α to describe both states is difficult and can lead to producing
these undesirable ghost bands.
These issues can be avoided by using a set of local orbitals with the APW basis, and this is
known as the APW+lo method. This method benefits from the smaller APW basis along with the
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variational freedom in energy (as with the LAPW method) and a better description of the valence
and semi-core states. In this method, the APW radial functions are evaluated at fixed energy E1l,α











lm coefficients are defined such that the value and the gradient of the local
orbital go to zero at the MT boundary. Also, ul,α(r,E2l,α) is the radial function evaluated at the
fixed energy E2l,α. The local orbitals are not subject to the (L)APW matching conditions, which
leaves the size of the plane-wave cutoff unaffected. More local orbitals can be used to better
describe the valence and semi-core states if required. All of this results in reduced computational
cost and increased speed compared with the LAPW method.
The APW+lo basis is used by the ELK [14] and WIEN2K [71] DFT codes, both of which were
used in this thesis. The codes, in their default configurations, are slightly different when solving
the Kohn-Sham equations. The MT wave functions within ELK are APW+lo by default, but they
can include more radial terms and local orbitals (with more radial terms). Therefore, the general












α j(r)δl,l j ,
where Mαl is the number of APW radial functions [u
α
jl(r)] and coefficients for a given l of atom
α, and Nα is the number of local orbitals for atom α. Also, ELK solves non-collinear potential
terms using spinor wave functions and formulating the Kohn-Sham equations in terms of a 2×2
spinor block (see Ref. [73]). It solves the additional spin-dependent potentials using a second
variational approach. ELK solves the spin independent Hamiltonian first (the first-variational
step) and then adds the spin-dependent potentials to the Hamiltonian and solves this by using
the first-variational Kohn-Sham wave functions as a basis set. On the other hand, the default
version of WIEN2K uses collinear spin potentials in its Hamiltonian and solves the two spin
Hamilitonians separately. However, spin-orbit coupled (SOC) systems are calculated by using a
second-variational step in WIEN2K, but is restricted to being collinear. Consequently, there will
be differences between certain quantities used in calculating the electronic structure, namely
the local orbitals and the SOC symmetry set used in WIEN2K compared with ELK. The (minor)
differences in the results of calculated electronic structures from different DFT codes have been
explored in Ref. [74].
3.1.5 The success and failures within DFT implementations
It should be emphasised that DFT calculations will only reproduce the true electron density
and total energy of the system. The electronic structure calculated via this simplified auxiliary
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single-body system is only a sophisticated mean-field approximation to it. However, calculated
band structures and Fermi surfaces use the Kohn-Sham eigenvalues as they produce qualitatively
good agreement with the experiments of certain materials. However, other quantities which
depend on the Kohn-Sham energy eigenvalues, such as the band widths and band gaps, are
often inconsistent with observations for the universal (LDA and GGA) exchange-correlation
approximation functionals.
The biggest problem with DFT implementations is the Exc[ρ]. For delocalised electrons in
real space (electrons with wide energy bandwidths), their kinetic energy dominates and as
such current Exc[ρ] approximations work fairly well (i.e. it works fairly well where the electron
correlations are weak). However, there are still important electron correlations which are missing
within the universal Exc[ρ] approximations. For example, for localised electrons in real space
(electrons with narrow energy band widths), the Coulomb interaction is significant with respect
to the kinetic energy which in turn causes strong correlations between the electrons. Therefore,
the DFT approximation fails to adequately predict the behaviour of localised electrons (such as
d and f orbitals). Although it is theoretically possible to describe this with the correct Exc[ρ],
there is (currently) no existing exact exchange-correlations functional which can predict these
properties for all materials, therefore, alternative theories are required.
3.2 The Hubbard model
Another approach to the many-body problem is to reformulate it in terms of a real space picture
(using the second quantization formalism) where the basis set of independent electron wave
functions are (atomic-like) localised orbitals, see Refs. [75–77] for further details. As the effective
single-body electron-electron Coulomb potential ve f f (ri) (from Kohn-Sham2) along with the form














represents the screened Coulomb interaction, where in reality screening is
a dynamical process which involves collective charge fluctuations on the scale of the plasma
frequency3.




, can be reintroduced into
the single-body Hamiltonian with the form
2For the Kohn-Sham system, ve f f (ri)= vH (ri)+vxc(ri).
3The dynamical screened Coulomb interaction W(ω) is used in Hedin’s equations (and in Hedin’s GW approxi-
mation) [78]. The static limit W(ω−→ 0) of this screened interaction is normally used in the Hubbard model [79, 80].
Also, there may be some plateaus in W(ω) at certain frequency ranges (see for example [81]), so it may be reasonable
to use a static U corresponding to these values.
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(3.34)
H = H0 +Hint
H = H0 + Ṽee,
where H0 is the single-body Hamiltonian (such as HKS). This new Hamiltonian is a complicated
quantity (which of course cannot be solved by a set of independent electron orbitals). However, this
complexity can be reduced by only considering the dominant contributions to the Hamiltonian.
This leads to the Hubbard model Hamiltonian [82–84] which usually restricts the interactions to
the (assumed dominant) contributions from the nearest-neighbour and next-nearest neighbour
atomic sites. Also, the residual Coulomb potential has been reduced to the local intra-atomic
Coulomb interaction Um,m′,m′′,m′′′ (i.e. the residual screened Coulomb potential on the atomic
site)4, with the m, m′, m′′, m′′′ variables representing the single particle state indices (most
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where tmm′ i j is the electron hopping integral between nearest-neighbour and next-nearest
neighbour atomic sites i and j. The c†mσi (cmσi) terms are the electron creation (annihilation)













where U is the on-site (intra-orbital) Coulomb interaction strength, nmσ= c
†
mσcmσ and the
electron spin indices are explicitly expressed for the on-site Coulomb interaction term (as it does
not complicate the equation to do so). Breaking down the Hubbard Hamiltonian in Eqs. 3.35 and
3.36, the first term describes the kinetic energy (tmm′ i j) of the electrons ‘hopping’ around the
atomic sites. The hopping integral can be related to the Fourier transform of the non-interacting
energy dispersion relation εmm′k by











where φim(r) are atomic-like electron orbitals [these are ‘tightly bound’ around the atoms and
normally described by atomic orbitals (such as MTs) or Wannier wave functions (which are
4Here, Um,m′,m′′,m′′′ is rotationally invariant, see Section 3.3.1.
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described in Section 3.7.1)]. If H0 is HKS, the energy eigenvalues εmm′k will be of the Kohn-Sham
system (in the lm basis) and this is the foundation of the tight-binding method [76]. As we are
using second quantization, the lattice Green’s function (ignoring any spin dependence for now5)






with the lattice self-energy Σlatmm′(k, z), and z defines either the real or Matsubara frequencies
(i.e. this relates to the retarded or Matsubara Green’s functions, respectively). For the Hubbard
model with Hint = 0 (no Coulomb interaction term), the Hubbard Hamiltonian will revert to the
tight-binding description of the Kohn-Sham system.
The second term in the Hubbard Hamiltonian(s) expresses both the energy cost of double occu-
pation of the atomic orbital and the inter-orbital Coulomb interaction, as well as Hund’s physics
which describes the preferred arrangement of maximal spin and orbital angular momentum (all
of this is captured in Um,m′,m′′,m′′′). The form of Um,m′,m′′,m′′′ will be discussed in Section 3.3.1. In
the case where tmm′ i j = 0, the electrons are unable to hop between the atomic sites and so the
electron wave functions become localised.
Even though the solution Hubbard Hamiltonian can be determined in the limit where one
of the terms dominate, the interplay of these terms away from these limits are difficult to solve
and is subject to modern day research. These terms compete with each other as the kinetic part
favours the electrons being as mobile as possible, while the interaction energy is minimal when
electrons stay apart from each other which results in them being localised on the atomic sites.
Strongly correlated electron systems are neither fully itinerant nor fully localised.
There are certain Hubbard models which can be solved exactly, such as the one-dimensional
(1D) chain [77, 88] and the half-filled (where there is one electron per atomic site) Bethe lattice6
model [85–87]. These solutions bring the correlation physics lost in the DFT calculations, such
as the Mott insulator [90]. This insulating phase is a collection of localised electrons bound to
atoms because of the Coulomb cost being too great for the double occupied states to exist. The
density of states of these localised electrons form peaks at the ionisation energy7 and the electron
affinity8 of the atom (these are the local “atomic” excitations and are broadened by the hopping
of electrons away from the atom) [87]. These atomic-like states are referred to as the “Hubbard
bands”. The metal-insulator transition (MIT) can be modelled by increasing the magnitude of
5For magnetic systems, Σlatmm′ (k, z) will be spin dependent. For DFT+DMFT, however, εmm′k could also be spin
dependent if the DFT+DMFT calculation used spin-polarised DFT inputs - this means that there are two methods to
calculate magnetic DFT+DMFT outputs, see Section 5.3 for example.
6The Bethe lattice is a (Cayley tree) lattice which has infinitive connectivity (dimensions) to each site and no
translational symmetry. This lattice simplifies the DMFT equations and enables the problem to be solved with the
Bethe ansatz [86]. The Bethe ansatz is an exact method to calculate the eigenvalues and eigenvectors of certain types
of quantum many-body model systems [89].
7The energy required to remove an electron from an atom.
8The energy required to add an electron to an atom.
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Figure 3.2: The effect of local correlations on the density of states leading to the Mott insulator.
This was modelled by solving the single band Hubbard model using the DMFT equations (see
Section 3.4.1) on the half-filled Bethe lattice using the iterative perturbative theory solver, such
as in Ref. [85, 86]. Here, a range of U values were used with the hopping integral magnitude
t = 0.5 and non-interacting band width W = 4t. The energy axes of the plots are with respect to
the Fermi level which equals 0 here. (a) The non-interacting density of states with bandwidth
W and interaction U = 0. (b) The weak correlation regime where the electrons can be described
as QPs. The Fermi liquid model accounts for the narrowing of the peak. (c) Strong correlation
metal regime where the spectrum has the characteristic three-peak structure comprised of the
QP peak and Hubbard bands. (d) The Mott insulator which occurs when the electron interactions
are sufficiently strong enough to cause the QP peak to vanish as a result of transferring its
spectral weight to the Hubbard bands. Here, the Hubbard band peaks are at ±U /2 and the energy
difference between the peaks is equal to U . Note that this figure is similar to that in Ref. [87].
the (single band Hubbard model) Coulomb interaction U until a critical value, UMIT, where it
is energetically unfavourable for the system to be metallic, and hence transitions to the (Mott)
insulating state9. Figure 3.2 (for a half-filled system within the single band DMFT framework)
illustrates this MIT, which is the result of the transfer of spectral weight from the QP peak to the
Hubbard bands of the (strongly) correlated metallic state. This spectral weight transfer forms
a three peak structure for intermediate U values [i.e. Fig. 3.2 (c)]. This three peak structure is
9Note that this Mott MIT is present in the multi-orbital Hubbard Hamiltonian. It is clearer to discuss this by
knowing that the full Coulomb interaction term can be being parameterised by U and the Hund’s coupling term (J) -
see Section 3.3.1. Therefore, the MIT still happens by changing this U through UMIT.
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composed of the QP peak at the Fermi level which is surrounded by the upper and lower Hubbard
bands (in energy)10. As in Fermi liquid theory, the QP peak relates to the excited electron-hole
states discussed in Section 2.3.
3.3 Incorporating the interaction Hamiltonian
As the Hubbard model includes the interactions lost in the exchange-correlation approximations,
the DFT+U method (which refers to any DFT functional plus the Hubbard U term) [47, 91–94]
was the first method to incorporate the interaction Hamiltonian with DFT, and it improves upon
the DFT calculations by introducing the local intra-atomic Coulomb interaction from the Hubbard
model to describe the correlated local (d and f ) orbitals which are static in this method. This
is done by adding the Coulomb interaction term as a functional of the orbital density matrix n̂
(corresponding to the local states). Therefore, the DFT+U energy functional of this system is
(3.39) EDFT+U[ρ, n̂]= EDFT[ρ]+Ee−e[n̂]−EDC[n̂],
where EDFT [ρ] is the total energy functional from the DFT method, Ee−e[n̂] is the Coulomb
interaction term energy functional. As parts of both EDFT[ρ] and Ee−e[n̂] describe the same
electron-electron interactions, this leads to the double counting of these contributions which
EDC[n̂] (the double counting term) approximates and is used to remove them.
To implement the DFT+U method, the Coulomb interaction term is applied to the desired
atoms with the localised (d or f ) orbitals. In the FP APW+lo basis, the orbital density matrix,
Coulomb interaction, and double counting are constructed in the MT basis of the desired orbitals.
For further details about the full implementation of the DFT+U calculation in the FP APW+lo
basis (used within ELK), see Ref. [93]. Although this thesis does not include any DFT+U calcu-
lations, a lot of the parameterisation used in DFT+U is used in (DFT+)DMFT (where the local
orbitals are not static). The rest of this section will discuss the different forms in which the local
intra-atomic Coulomb interaction can be parameterised, how the interaction Hamiltonian is
simplified for certain systems to reduce the cost of the calculation, and the different types of
double counting. These parameters are needed for the DFT+DMFT calculations presented in this
thesis.
3.3.1 Parameterisation of the residual Coulomb potential
When performing calculations dependent on Um,m′,m′′,m′′′ , this parameter needs to be calculated,
but the true value of this in the material is not known. However, it can be estimated through
use of the constrained-LDA (cLDA) or constrained random phase approximation (cRPA) [79,
10The lower Hubbard band is the lower energy peak and is affiliated to the ionisation energy, and the upper
Hubbard band (higher energy peak) relates to the electron affinity.
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Figure 3.3: An illustration of the multi-orbital interaction terms within the Hubbard-Kanamori
Hamiltonian. (a) is the intra-orbital Coulomb interaction given by the first term of Eq. 3.42. (b)
and (c) are the inter-orbital interactions with anti-parallel and parallel spins, respectively; these
are described by the second term of Eq. 3.42. (d) demonstrates the spin-flip interaction given
in the first term within the square brackets of Eq. 3.42, and (e) illustrates the pair-hopping
interaction as described in the second term within the square brackets of that equation.
80, 91, 94, 95]. On the other hand, this parameter may be estimated empirically to match with
experimental results, but this must be done with care as the calculation may not include all
exchange and correlations required to describe the true physical phenomena.






)= 4π2k+1 ∑kq=−k 〈m ∣∣∣Y kq ∣∣∣m′′〉〈m′ ∣∣∣Y k∗q ∣∣∣m′′′〉 ,
where Fk are the Slater integrals [56, 96] and Y kq are the spherical harmonics [79, 95]. These
integrals relate to both the intra-orbital Coulomb interaction strength (U) and the Hund’s













where J=(F2 +F4)/14 and F4/F2 = 0.625 for d orbitals11. These U and J parameters are conven-
tionally quoted for the DFT+U or DFT+DMFT calculations in the literature. The interaction
Hamiltonian is constructed to be rotationally invariant, which means that Um,m′,m′′,m′′′ is inde-
pendent of the spin and orbital basis being used.
The interaction Hamiltonian can be simplified (which reduces computational costs) in systems
with cubic symmetry, such as transition metal oxides. For these types of systems, the interaction
Hamiltonian can be reduced to the Hubbard-Kanamori interaction Hamiltonian (HKanint ). In this
thesis, the d orbitals in correlated cubic symmetric systems are investigated, where the fivefold
11TRIQS uses 0.63 instead.
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degeneracy of the d orbitals is partially lifted, resulting in a threefold degenerate orbital set
(t2g = [xy, xz, yz]) and a twofold degenerate orbital set (eg = [z2, x2− y2]) in the cubic environment.
The Hubbard-Kanamori Hamiltonian describes the density-density, spin-flip, and pair-hopping





























where H.c stands for Hermitian conjugate. These new Kanamori parameters connect to the Slater
integrals for the t2g orbitals via [79, 96]
(3.43)
UK =Ummmm = F0 + 449 (F2 +F4)=U + 87 J
U ′K =Umm′mm′
(
m 6= m′)= F0 − 249 F2 − 4441 F4
JK =Umm′m′m
(
m 6= m′)=Ummm′m′ (m 6= m′)= 349 F2 + 20441 F4,
along with UK = U ′K + 2JK . These equalities between the Slater integrals and the Kanamori
parameters hold assuming that the spherical symmetry of the system holds12. When not restrict-
ing the orbitals used with this Hamiltonian to the t2g subspace, the equality of the Kanamori
parameters and the Um,m′,m′′,m′′′ matrix elements no longer holds, meaning that there are more
than three parameters needed to describe the interaction Hamiltonian.
3.3.2 Double counting
As DFT already treats electronic interactions on the mean-field level, care is needed to avoid
treating the Hartree interaction twice. In this regard, a correction is subtracted from the DMFT
self energy (or DFT+U energy functional) – the so-called double counting correction. The exact
double counting is still unknown for DFT+U and DFT+DMFT calculations, but a good approxi-
mation can be used depending on factors such as which interaction Hamiltonian was used and
the occupancy of the correlated orbitals. This section will give the list of double counting terms
(just the potential expressions) used in this thesis.
The (spin dependent) fully-localised limit (FLL) double counting originates from DFT+U [98]










where ησmm′ is the spin-resolved occupancy matrix of the correlated orbital and δmm′ is the
Kronecker delta. This approximation is used when the trace of ησmm′ is an integer, or close to
12Note that often for cubic systems they are not spherically symmetric [96].
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an integer. For systems where this trace is not an integer, the (spin-dependent) around the






= (U − J)(ησmm′ −nσδmm′),
where nσ = Nσ/(2l+1), with Nσ =Tr[ησmm′].
However, note that care may need to be taken for the Hubbard-Kanamori Hamiltonian, as the
U interactions are different for inter- and intra-orbital interactions (as discussed in Section 3.3.1).
Therefore, one may need to average U over the diagonal and off-diagonal elements, see Refs. [99,
100] for further details. Alternatively, there are other double counting approximations used for
this Hamiltonian, for example, see Ref. [101].
3.4 Dynamical mean-field theory
The DFT+U method includes the local intra-atomic Coulomb interaction as a static term to the
Hamiltonian, which leads to improved descriptions of materials which are (Mott) insulators.
However, there are still many materials in which DFT+U poorly describes the strong local
correlations present. In certain materials, the (temporal) dynamics of the electrons hopping to
and from the atomic sites are important. The treatment of these dynamical fluctuations leads to
DMFT, which models the dynamics of the electrons present within the correlated orbital without
being biased to either the strong or weak local interaction limits. The ‘mean-field’ part of DMFT
comes from the model being spatially static. The key premise of DMFT is to map the many-body
Hubbard model onto an Anderson impurity model (AIM) [102], which approximates the many-
body system by considering the dynamical interactions between an impurity and an effective
bath [86]. There are a few models which can derive the DMFT equations, such as the Cavity
method [86] and the Wolff method [86, 103], but this thesis will focus on the AIM description.
This section introduces DMFT along with its approximations and the self-consistent cycle. A good
description of the DMFT method can be found in Refs. [87, 101, 104].
3.4.1 Anderson impurity model
The AIM describes the interaction between an impurity and a bath (of electrons in the system)
and was originally used to solve the Kondo problem13 [108, 109]. In the context of DMFT, we
13The Kondo effect describes the scattering mechanism of conduction electrons in a metal due to magnetic
impurities (which have a local magnetic moment due to the spin of unpaired electrons in its atomic-like d or f shell)
[105], which accounts for the log(1/T) contribution to the electrical resistivity in agreement with previous experimental
measurements [106]. For low temperatures (below the Kondo temperature TK ), the log(1/T) description breaks down
which led to the Kondo problem (which was the result of the derivation of the Kondo effect being from perturbation
theory). Therefore, methods beyond perturbation theory (such as the AIM) were introduced to tackle this problem, see
Ref. [107] for more details about the solution to the Kondo problem.
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Figure 3.4: Illustrations of the Hubbard model (a) and the Anderson impurity model (b). (a)
shows the single band Hubbard model with the electrons hopping (with kinetic energy t) across
the lattice, but there is a Coulomb repulsion energy penalty (U) for double occupation on the
same site. (b) represents the Anderson impurity model where an impurity is embedded within a
bath. The bath is a source of electrons, which flow to and from the impurity, where the bath and
the hybridisation of the bath with the impurity are described by the hybridisation function ∆(z)
(where z here represents either the real or Matsubara frequencies). In effect, this hybridisation
function replaces the lattice (excluding the impurity site) with an effective (dynamical) mean-field.
approximate the lattice problem described by the Hubbard Hamiltonian as an AIM (both models



















The first term in Eq. 3.46 describes the energies of the bath, where εbathn is the energy of the
bath with b†nσ (bnσ) representing the bath’s electron creation (annihilation) operator. Whereas
εlocmm′ and c
†
mσ (cm′σ) are the impurity non-interacting energy and creation (annihilation) operator.
The Hint term describes the many-body interaction on the impurity. Finally, the hybridisation
between the impurity and the bath is described by the last term in the AIM Hamiltonian, with
matrix elements ζmn.
To solve this Hamiltonian for the impurity, the bath contribution needs to be integrated out.







where z defines either the real or Matsubara frequencies. This function describes the dynamic
hopping of electrons to and from the impurity originating from the bath (i.e. it describes the
coupling of the impurity and the bath). Therefore, the effective impurity bare Green’s function
(the non-interacting Green’s function of the impurity), G 0mm′(z), can be expressed by
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?
Figure 3.5: A flow chart of how the DMFT equations can be solved self-consistently. First, a
non-interacting Hamiltonian H0 and an initial guess of the impurity self-energy Σ
imp
mm′(z) (where
z defines either the real or Matsubara frequencies) are used to generate the local Green’s function
Glocmm′(z) via Eqs. 3.38 and 3.51. This is then used to generate the impurity bare Green’s function
G 0mm′(z) (Eq. 3.52) which in turn is used to generate the interacting impurity Green’s function
Gimpmm′(z) via an impurity solver. The cycle continues if G
imp
mm′(z) 6=Glocmm′(z) outside of a tolerance.
In that case, a new Σimpmm′(z) is determined from the Dyson equation shown in Eq. 3.49, which is
then approximated to being the lattice self-energy Σlatmm′(k, z) (Eq. 3.50). This new self-energy is
used to generate a new Glocmm′(z) and the cycle continues until convergence has been achieved.
(3.48) G 0mm′(z)= (z−εlocmm′ −∆mm′(z))−1.
The interacting impurity Green’s function (Gimpmm′(z)) is calculated by using an impurity solver,




)−1 − (Gimpmm′(z))−1 .
For DMFT, the AIM equations are linked back to the lattice of the Hubbard model by
approximating that the lattice self-energy is local (k-independent) meaning that
(3.50) Σlatmm′(k, z)≈Σimpmm′(z).









)−1 = (Glocmm′(z))−1 +Σimpmm′(z).
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This means that a new Gimpmm′(z) can be calculated from the impurity solver, which then
produces a new impurity self-energy to be used to generate the next G 0mm′(z). This DMFT self-
consistent cycle, which is illustrated in Fig. 3.5, continues until Gimpmm′(z) = G
loc
mm′(z) within a
tolerance. Often, an initial guess of Σimpmm′ (z) is used at the start of the DMFT self-consistent cycle.
It should be noted that there can potentially be two converged solutions depending on the choice
of the initial Σimpmm′(z). This has been seen in the hysteresis of the UMIT value [6, 104]. The DMFT
solutions are exact in the limits of no interaction (U = 0), HAIM = Hint, and for the Bethe lattice
(i.e. infinite coordination).
3.4.2 Continuous-time quantum Monte Carlo impurity solver
As discussed in the last section, an impurity solver is needed to calculate Gimpmm′(z) from the
G 0mm′(z) and Hint inputs. This is where the great computational expense lies. There have been
many impurity solvers implemented for this problem, each having their own strengths and flaws.
Without going into detail about the solvers, there are some general remarks that can be made.
Solvers (such as continuous-time quantum Monte Carlo [CTQMC] [110], exact diagonalisation
[111], fork tensor-product states [112], and so on) which capture the entire physics of the model
do so at the cost of time and computational resources. There are other solvers which remedy this
resource issue (such as iteration perturbation theory [86], fluctuating exchange approximation
(FLEX) [113], and so on), but at the cost of losing certain descriptions of the physical processes
(as these solvers often come from perturbation theory). Also, certain solvers only operate on the τ
(or iωn) axis (such as CTQMC), which requires analytic continuation to get the t (or ω) dependent
quantities to be compared with the experiment. Analytic continuation has its own challenges
and will be discussed in Section 3.5. The current popular choice of solver is the CTQMC. The
CTQMC solvers have different formulations, namely the interaction expansion (CTINT) [114], the
auxiliary-field (CTAUX) [115], and the hybridisation expansion (CTHYB) [116]. This thesis used
the CTHYB solver. The rest of this chapter will introduce the general concepts of how the CTHYB
solver works. The full derivation is beyond the scope of this thesis, but further information can
be found in Ref. [110].
The CTQMC solvers actually sample the partition function Z . This time-ordered (denoted by
Tτ) function is dependent on the Hamiltonian (H) which itself can be split into two terms Ha and
Hb (H = Ha +Hb). These two terms are the generic form for any CTQMC solver, but for CTHYB,
Ha represents the bath and the impurity, whereas Hb represents the hybridisation between the
bath and impurity. Therefore, Z has the form
(3.53)





=∑∞k=0(−1)k ∫ β0 · · ·∫ βτk−1 Tr(e−βHa Hb (τk) · · ·Hb (τ1))dτk · · ·dτ1,
where the second line has expanded Z as a power series of Hb(τk), with k representing the
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perturbation order. As Ha can be separated again by the bath and impurity contributions, this





∫ · · ·∫ ∑ j1··· jk ∑ j′1··· j′k(
Tr
[





) · · · c j1 (τ1) c†j′1 (τ′1)]det∆)dτ1 · · ·dτ′k,
where j represents “flavour” (i.e. spin, site, orbital and so on) indices, Hloc is the impurity
Hamiltonian containing the impurity’s non-interacting and interacting terms from HAIM (in
Eq. 3.46), and Zbath is the bath partition function which has an analytic expression. It should be
noted that the hybridisation function here is a k× k matrix with elements ∆xy =∆ jx j y(τx −τy).
This partition function is a complicated expression, but it can be thought of in another way. It is
made up of different configurations which represent whether a creation or annihilation operator
acts at τk over the entire range of τ (i.e. a (τ) timeline describing the dynamics of the electrons
hopping on and/or off the impurity). Therefore, Z is calculated by sampling many different
configurations. New configurations are purposed by using the Markov chain process in which the
likelihood and acceptance of the proposed change to the configuration which, if accepted, updates
previous configuration (an example could be inserting/removing an operator). This process is
often calculated by using the Metropolis-Hastings algorithm [117, 118]. If the new configuration
is accepted, this is added to the previous list of configurations which is then used to sample Z . A
reliable Z is calculated from a sufficiently large number of sampled configurations. The impurity
Green’s function is then determined by re-weighting the Z (or more specifically, it is determined
from the ∆−1).
The expansion coefficients of Z have been assumed to be positive or zero, as the contribution
(the weight as it’s most commonly described) of each configuration has been determined by
probability densities. However, in actuality these weights could be negative, due to factors such
as the anti-commutation relations between fermionic operators, meaning that they cannot be
strictly treated with probability densities. The way around this is to sample the average of the
observable(s) 〈A〉 [which represents quantities such as the impurity Green’s function] with the
absolute weight (|p|) and re-weight the measurements by
(3.55) 〈A〉 = 〈A sgn(p)〉|p|〈sgn(p)〉|p|
,
which can be evaluated by sampling the numerator and denominator separately with respect
to the absolute weight |p|. This equation introduces the sign function (sgn(p)=p/|p|) where the
average of this sign function has the form
(3.56) 〈sgn(p)〉|p| =
∫
sgn(p(x))|p(x)|dx∫ |p(x)|dx = ZZ|p| = e−β∆F ,
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where 〈sgn(p)〉|p| has been determined by integrating over all configurations (x). This means
that better statistics are required to calculate 〈A〉 if the average sign is smaller than unity. The
last part of the equality relates the sign to the free energy difference ∆F between the system
with partition function Z and the “bosonic” system with partition function Z|p| composed of
positive weights |p|. Consequently, this means that the average sign decreases exponentially as
the temperature is lowered or if the volume of the system increases. This is referred to as the
sign problem and it is (believed to be) inherent to CTQMC solvers. This is also basis dependent,
so to help reduce the effect of the sign problem, a diagonal basis in ∆(z) should be chosen as the
frequency dependence of the off-diagonal elements are less clearly defined.
The error (noise) from the CTHYB output impurity Green’s function (and self-energy) in-
creases with |ωn| which could lead to instabilities and/or nonphysical behaviour in the DMFT
cycle. This is addressed in this thesis by fitting a tail to the Green’s function and self-energy. The
Green’s function and self-energy tend to zero for high frequencies, so their tails are fitted by a
high-frequency Laurent expansion of the Green’s function or self-energy, up to a finite order.
3.5 Analytic continuation
As mentioned in previous sections, the real frequency quantities are derived by analytically
continuing them from the imaginary time (or Matsubara axis). This is an ill-posed problem
meaning that directly continuing the imaginary time (or Matsubara frequency) quantities will be
very sensitive to the numerical noise (such as from the CTQMC solver or any other contribution).
This has resulted in many different analytical continuation algorithms to tackle this problem with
methods such as Padé [119], maximum entropy method (MEM) [120], and stochastic optimisation
[121] being the current popular choices. This thesis used the MEM for analytically continuing
the imaginary time dependent quantities. These quantities in τ-space were used instead of the
corresponding Matsubara frequency dependent quantities as only the real part of the spectral
function A(ω) is connected to the real part of G(τ) and the same for the imaginary parts of
these quantities [whereas the real and imaginary parts of G(iωn) and A(ω) are coupled]. This
section introduces the MEM analytic continuation formalism which follows the key concepts of
the methodology presented in [120, 122], and the implementation within the TRIQS library is
discussed in [123–125].





This is handled numerically by discretizing the Green’s function (Gn = G(τn)) and spectral
function (Am = A(ωm)) into vectors such that G = KA, where K is the kernel of the transform
with the matrix elements
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(3.58) Kmn = e
−ωmτn
1+ e−ωmβ∆ωm.
Getting G(τ) from A(ω) is straightforward, but calculating A(ω) using A = K−1G is the afore-
mentioned ill-posed problem. The origin of this problem comes from the K kernel matrix which
is almost singular due to the exponentials in the matrix elements (i.e. it has a large condition
number). This means that calculating the inverse is prone to large numerical errors.
The premise of analytic continuation techniques is to calculate a spectral function which
reproduces the features of G(τ) [Grec =KA], but with reduced effects from the noise. Unfortunately,
minimising the misfits χ2 of G and Grec leads to uncontrollable errors [119]. This leads to the
MEM adding an entropic term S(A) to be minimised as well. The entropy term prevents overfitting








where D(ω) is the default model. For this thesis, a flat D(ω) model was used [this corresponds to
having no prior knowledge about A(ω)]. So, the new minimised term Qα thus has the form of
(3.60) Qα = 12χ
2 −αS(A),
where α is a weight (sometimes called the “hyperparameter”) given to the entropy term which
needs to be optimised to get the desired A(ω). The consequences of minimising this Qα function
instead is to have a resulting A(ω) which does not over-fit the noisy spectrum of G(τ) when using
an appropriate value of α. If large values of α are used, A(ω) tends to D(ω).
Previous implementations of MEM either under-fits or over-fits the data when using their α
parameters [123, 124]. In this thesis, the value of α was calculated by the LinearFitAnal yser
method [123–125]. This consists of fitting two lines to the log[χ2(log[α])] vs. log[α] spectra. The
first line fits the noise region (low α values), which has a slope of zero and the other line fits
the information region (in which log[χ2(log[α])] behaves linearly). The intersection of these lines
gives the optimal α.
Within this thesis, the local Green’s function is analytically continued using the aforemen-
tioned process, but analytically continuing the local self-energy, on the other hand, requires a
slightly different method. Strictly speaking, there is currently no direct analytic continuation
formula which relates the self-energy on the real axis to the self-energy on the imaginary axis.
Instead, an auxiliary Green’s function (Gaux(τ)) is constructed from the self-energy, which is then
continued. The steps to get the analytically continued self-energy from Gaux(τ) are: construct
Gaux(iωn) from Σ(iωn); inverse Fourier transform Gaux(iωn) to get Gaux(τ); analytically continue
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Gaux(τ) to get Aaux(ω); construct Gaux(ω+ i0+) from Aaux(ω) using the Kramers-Kronig relations;
then finally obtain Σ(ω+ i0+) from Gaux(ω+ i0+). This thesis uses the inversion method in which
Gaux(z) (where z is either ω or iωn) has the form
(3.61) Gaux(z)= [z+C−Σ(z)]−1,
where C is a constant usually set to C = Σ(∞)+µ where Σ(∞) is the high-frequency expansion of
Σ(z). The other possible Gaux(z) expression (which was not used in this thesis) is
(3.62) Gaux(z)=Σ(z)−Σ(∞).
It should be noted that Gaux(z) in Eq. 3.62 is not a true Green’s function as its off-diagonal
elements do not have the correct analytic high-frequency behaviour (it has 1/ωn instead of the
true Green’s function high frequency behaviour of 1/(ωn)2). Lastly, the analytically continued
spectral function directly from the Green’s function using MEM is susceptible to artificial noise
around ω = 0, as discussed in Ref. [126]. However, this may be suppressed when using the
analytically continued self-energy to calculate the spectral function.
3.6 Wave-function-dependent quantities
There are certain quantities which can be extracted from the Matsubara frequency and/or
imaginary time axes without the need of analytical continuation, circumventing any of the
aforementioned issues from this technique. There are several which have been used previously,
such as the DFT+DMFT electron density, discussed in Section 3.7.3, as well as other quantities
extracted directly from the Matsubara (and imaginary time) Green’s functions and self-energies
– see, for example, Section 6.4. The work in this thesis introduces two DFT+DMFT quantities
which also do not require analytic continuation: the electron localisation function (ELF) and
electron momentum density (EMD), which are discussed in Sections 4.2 and 5.2, respectively.
In this thesis, the ELF, EMD, and electron density are referred to as wave-function-dependent
quantities. What this means is that these quantities are explicitly determined from the wave
functions (and occupations), or in other words, they are functions of the wave functions (for
example, the electron density is calculated from the square modulus of the occupied wave
functions in Eq. 3.12). It should be noted that all of the calculated quantities are implicitly
dependent on the wave functions of the system as the wave functions are needed to solve the
Hamiltonian. However, certain quantities are not computed from the wave functions, such as the
spectral function. This function is determined from the imaginary part of the Green’s function,
which in turn is determined from the energy eigenvalues (and so on) of the system. The wave
functions from DFT, DFT+DMFT or otherwise are not needed to compute the spectral function,
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Figure 3.6: The flow chart illustrating the one-shot (OS) and fully charge self-consistent (FCSC)
DFT+DMFT methods used in this thesis (ignoring spin indices for simplicity), where the dif-
ferent steps used by the OS and FCSC DFT+DMFT methods are represented by the dashed
yellow and solid purple arrows, respectively. The details of these methods are discussed in
Sections 3.7.1, 3.7.2, and 3.7.3. First, the Wannier projectors Pα,σmν (k) are generated from the con-
verged DFT calculation and are used (along with the Kohn-Sham energy eigenvalues) to calculate
the local Green’s function Glocmm′(z) (where z defines either the real or Matsubara frequencies),
which leads onto solving the DMFT equations shown in Fig. 3.5. The subtle difference here is that
projection methods are used in the DMFT cycle, for example, the lattice self-energy is determined
by upfolding the impurity self-energy (see Section 3.7.2). For the OS method, The calculation
ends when Gimpmm′(z)=Glocmm′(z) within a tolerance. The FCSC method, on the other hand, builds
on the OS method (and often uses the converged results from the OS calculation) to generate
the DFT+DMFT wave functions and occupations as described in Section 3.7.3. These are then
used to generate a new (DFT+DMFT) electron density ρ(r) and if this is equal to the electron
density from the previous cycle, as well as Gimpmm′(z)=Glocmm′(z), within a tolerance, then the FCSC
DFT+DMFT calculation stops. Otherwise, the new (DFT+DMFT) electron density generates a
new Kohn-Sham Hamiltonian which is then used to determine a new set of Kohn-Sham wave
functions and energy eigenvalues. Subsequently, these are used to generate a new set of Wannier
projectors and the FCSC DFT+DMFT calculation continues until convergence has been reached.
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Unfortunately, performing DMFT calculations on all of the orbitals within real materials is too
computationally demanding; therefore DMFT is typically used to model the strongly correlated
local states in combination with DFT – the DFT+DMFT method. Now that both the DFT and
DMFT self-consistent cycles have been established, this section will discuss the method used to
combine these two theories together. In this thesis, the DFT outputs are projected into real space
by using Wannier projectors. The DMFT lattice and local Green’s functions are constructed from
the DFT electronic structure and these projectors. The two DFT+DMFT methods used in this
thesis, the one-shot (OS) and fully charge self-consistent (FCSC) methods, will be discussed, with
the self-consistent cycles of these DFT+DMFT methods being illustrated in Fig. 3.6. The formulas
in the next few sections will be given in terms of the collinear spins for clarity. Non-collinear
projectors and so on are discussed in Appendix 3.8. These sections will be discussed from the
perspective of the implementation of DFT+DMFT within ELK-TRIQS, see Ref. [23].
3.7.1 Wannier functions and projectors
The electron orbitals required for the impurity sites used in DMFT are in real space, localised,
and atomic-like whereas the Bloch wavefuntions used in DFT are periodic and delocalised in real
space. However, the Bloch wave functions can be Fourier transformed into a localised real basis











with Ω being the unit cell volume, R is a real-space lattice vector, N is the number of bands,
|ψνk〉 is the Bloch wave function and M kmν is a N dimension unitary matrix which describes the
mixing of the (ν) band states before the Fourier transform. Note that a subset of bands can be
used to construct the Wannier wave function. Due to the gauge freedom in M kmν, the Wannier
wave functions are not unique and therefore constructing them requires a few extra steps. One
commonly used technique is to construct maximally localised Wannier functions (MLWFs), which
constructs M kmν to satisfy a localisation criterion. Further details can be found in Ref. [127].
Another method of constructing the Wannier wave functions is from the Wannier projection
method [127–130]. However, only the Wannier projectors from this method are needed for calcu-
lating the DMFT quantities, and consequently, the Wannier wave functions were not generated
here, which results in a reduction of the computational effort required. Another benefit of using
this projection method is that the lattice symmetries can be used on these projectors, which helps
reduce the computational effort for BZ integrations. Generating the Wannier projectors, Pα,σmν (k),
within the correlated subspace first requires calculating the inner product between a trial local
function and the Bloch wave function. This inner product is referred to as a temporary projector,
P̂α,σmν (k). By default in the ELK part of the ELK-TRIQS interface, the trial local function is chosen to
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be the APW radial function [|χ̃α,σm 〉 = |uα,σl (E1l,α)Ylm〉] within the MT sphere at the corresponding
linearisation energy E1l,α. Note that ELK treats magnetism as a second variational step, hence
|uα,σl (E1l,α)Ylm〉 is not spin/spinor dependent meaning that |χ̃
α,σ
m 〉 is also spin/spinor independent.
The states within the interstitial region are too delocalised to be included, but the information
about this region is included in the APW matching coefficients. Here, |χ̃α,σm 〉 does not need to
resemble the Wannier wave functions closely, but it needs to be located on the desired site (atom)
with the appropriate angular character. The temporary projectors are directly computed from the







, ν ∈W ,
where W is the correlated energy window. To calculate local quantities14, we have to integrate
over the entire 1BZ by using a (weighted) summation over the IBZ with symmetry operations as










using Ns symmetry operations with each Ss symmetry matrix. Therefore, this integration
requires a symmetrisation in a global coordinate system (basis). For equivalent atoms, the
temporary projectors thus far are equivalent, as they are in a local coordinate basis. Subsequently,









specifying the symmetry matrix which transforms the projector to the equivalent
atom site. At this point, an lm basis transformation can also be applied here (after the symmetry
transformation). Therefore a subset of lm values (such as the t2g orbitals) could be chosen and/or
a diagonal lm basis could be used to help reduce issues with the sign problem.











to form the complete Wannier projector set. Here, Oα,α
′
m,m′(k,σ) are the overlap matrix elements
which, in terms of the temporary projectors, have the form
14The DMFT cycle is within a local coordinate basis, but the lattice Green’s function is in a global coordinate basis.
15ELK does not use a local rotation matrix as in WIEN2K, so the global-local basis transformations just use lattice
symmetries.
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m,m′ does not become singular (or is
close to being so). This depends on a sensible choice of W 16. Also, without the normalisation
of projectors, the DMFT procedure would induce charge leakage – some charge would not be
captured by the projection.
For the ELK-TRIQS interface [23], the temporary projectors are constructed from the Kohn-
Sham second variational wavefunctions which are then orthonormalised to generate the Wannier
projectors. These steps which generate the Wannier projectors are done within ELK. These
projectors, along with energy eigenvalues, symmetries and so on, are then read by the TRIQS
library.
3.7.2 One-shot DFT+DMFT
The OS DFT+DMFT calculation employs the following method. Using the Matsubara fre-
quency axis, (the initial guess of) the self-energy with the double counting term is projected
(upfolded17) from the local basis into the Kohn-Sham basis by







with the basis transformation to the global basis
(3.70) [∆Σα,σ,impmm′ (iωn)]












Then the lattice Green’s function is calculated from the DFT eigenvalues using
16The choice of W will also have other effects such as on the Wannier charge which depends on the included
occupied and unoccupied states used in the projector calculation. Also, U may depend on the choice of W , for example,
see the SrVO3 calculations in Ref. [130]. One issue, not covered by DMFT, is that in reality U is frequency dependent
[W(ω)], see, for example, Ref. [81]. This is hard to treat, and hence we approximate W(ω) with a constant U [which is
often W(ω−→ 0)]. The energy window tends to increase the dynamical trend of U when the window is small; hence a
smaller window might also induce some extra source of error.
17The upfolding of the self-energy (Eq. 3.69) and the downfolding of the lattice Green’s function (Eq. 3.73) is
separable meaning that causality is preserved, see Ref. [131].
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(3.72) Gσνν′ (k, iωn)
−1 = (iωn +µ−εσkν)δνν′ −Σσνν′ (k, iωn) .




Pα,σmν (k)Gσνν′ (k, iωn)P
α,σ∗
ν′m′ (k),
which is used to calculate the effective bare impurity Green’s function to be solved in the (CTHYB)
impurity solver, as described in Sections 3.4.1 and 3.4.2. The new self-energy is calculated by
solving the Dyson equation in Eq. 3.49. This self-energy is then upfolded to begin the DMFT cycle
again. This cycle continues until convergence (as described in Section 3.4.1).
3.7.3 Fully charge self-consistent DFT+DMFT
The FCSC DFT+DMFT calculation involves updating the Kohn-Sham electron density from the
DMFT lattice Green’s function. The FCSC method is performed after getting convergence in the
one-shot method. This helps reduce the number of FCSC DFT+DMFT cycles and any potential
instabilities caused by solving the Kohn-Sham system from the updated electron density in the
FCSC DFT+DMFT calculation.
After converging the OS DFT+DMFT calculation, the interacting charge density matrix Nk,σ
νν′
is calculated from the summation of Gσ








Gσνν′ (k, iωn) e
iωn0+ , ν ∈W .
Then Nk,σ
νν′ is read into ELK.
In general, Σσ
νν′ (k) has non-diagonal elements which consequently means that N
k,σ
νν′ would also
have non-diagonal elements. To construct a diagonal set of wave functions (as is conventionally
used in DFT), first the total density matrix (N ′k,σ
νν′ ) within the Kohn-Sham basis is constructed by
combining the DMFT density matrix within the correlated energy window W (Nk,σ
νν′ , ν ∈ W ) with
the DFT density matrix outside that window (nk,σ
νν′ , ν ∉ W ). This total density matrix includes all
the DFT+DMFT state indices ν, both within and outside W . A new set of diagonal DFT+DMFT
occupation numbers N k,σ
ζ
, and DFT+DMFT wave functions |φσkζ〉 are determined by a unitary














18The summation in Eq. 3.74 involves, in principle, tracing over a slowly decaying function in the high frequency
limit. Therefore, care is needed when including the high frequency tail of the Green’s function in the summation (for
example, the tail can be approximated by a Laurent expansion and the integral of the high frequency tail can be
analytically evaluated by using this expansion).
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where δζζ′ is the Kronecker delta. These DFT+DMFT wave functions can be used to gener-
ate quantities that are solely dependent on the wave functions and occupations. The FCSC
DFT+DMFT cycle uses these wave functions and occupations to calculate the new DFT+DMFT







The density matrix includes information about both occupied incoherent and coherent QP
states as these are included in the Matsubara lattice Green’s function, and the density matrix is
derived from the summation of this Green’s function in Eq. 3.74. This is equivalent to integrating
the occupied spectral function on the real frequency axis but note that it does not require any
analytic continuation which complicates that approach. The influence of these coherent and
incoherent states changes the occupation function (derived from the density matrix) from a
Fermi-Dirac function in DFT to something more similar to the Fermi-liquid occupation function.
Finally, the total energy in the FCSC DFT+DMFT formalism is the same as in previous
implementations [16, 132]









where EDFT[ρ] is the DFT total energy functional evaluated with the DFT+DMFT electron
density, f σ
ν,k is the DFT occupation function, ε
σ








are the correlation and double counting correction energies calculated from the



















in this thesis. From these updates, a new set of second-variational
wave functions can be generated from ρ(r), by solving the Kohn-Sham cycle once, to produce
new Wannier projectors and then follow the one-shot method again19. The electron density is
updated again and hence completing an FCSC DFT+DMFT cycle. This FCSC DFT+DMFT method
continues until both DFT and DMFT convergence criteria are met within a sensible tolerance
(however, there is no total energy tolerance criteria in FCSC DFT+DMFT calculation).
3.8 Appendix: Spinor Wannier projectors
In this section, the treatment of the Wannier projectors of the spinor wave functions is discussed.
These spinor Wannier projectors are generated for SOC systems and non-collinear magnetism,
19typically only doing one DMFT cycle here, but more cycles can be used to reduce instabilities
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which means that the corresponding Green’s functions, self-energies, and so on have to be treated
as 2×2 spin-block matrices20. This section, in part, will follow the theory used to calculate the
spinor projectors and Green’s functions presented in Refs. [124, 135], but will discuss this theory
in terms of its implementation in the ELK-TRIQS package.
As in the collinear case, the temporary spinor Wannier projectors are directly computed from




]λ = 〈χ̃α,σm |ψλkν〉 , ν ∈W ,
where λ is the spinor index. Note that the trial local function is spin independent in ELK unlike
in WIEN2K. This is because ELK treats the APW radial functions in the first variational step, so
technically |χ̃α,σm 〉 is the same for all σ spin indices.
The symmetry matrix here becomes a 2×2 spin-block matrix. The coefficients of each spin-
block within the symmetry matrix are calculated from a SU(2) matrix defined by the spin-axis
(from the Pauli matrices). A full description of this non-collinear treatment of symmetries can
be found in Ref. [136]. These spin-block symmetries are also used to calculate the non-collinear
Brillouin zone integrals (in Eq. 3.65). This, along with the global-local basis transformation, leads












For ELK, the symmetries helps to introduce the non-collinear spin direction to the Wannier
projectors. The ‘global’ label from this point onwards has been omitted for clarity. Again, an lm
basis transformation can also be applied here (after the symmetry transformation). Therefore, a
diagonal lm basis could be used to help reduce issues with the sign problem.
















to form the complete Wannier projector set. Here, Oα,α
′
m,m′ (k,σ,σ
′) which, in terms of the temporary














The spinor lattice Green’s function has the following form of
20The spin is described by Pauli matrices.
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−1 = (iωn +µ−εkν)δνν′δλ,λ′ −Σλ,λ′νν′ (k, iωn) ,




































mm′ (iωn) is in the global basis which is calculated from the basis transformation
described in Eq. 3.70, but using the S α,α
′
σ,λ symmetry matrices instead.
The DMFT Green’s functions and self-energies are 2×2 spin-block matrices which can cause
difficulties when using the CTQMC solver due to the previously discussed sign problem. These
difficulties can be reduced by performing a basis transformation such that the local Green’s
function is diagonal in the σ and m basis (by diagonalising the 2×2 spin-block local density matrix,
as calculated from the local Green’s function). Non-collinear DFT+DMFT calculations are not
discussed in depth in this thesis as only the spinor Wannier projectors are presented. Nonetheless,











As discussed in Chapter 3, the DFT+DMFT method used in this thesis requires Wannier projectors
to convert the DFT quantities from Bloch space into real space for use in DMFT. The author coded
the calculation of the Wannier projectors in ELK as the code did not have pre-existing capabilities
to construct these projectors which could then be used by the TRIQS library. The first part of
this chapter will compare the Wannier DOS calculated from the ELK-TRIQS with the established
WIEN2K-TRIQS interface [16]. The latter part of the chapter will discuss the electron localisation
function (ELF) and applying it on two materials: monolayer SrVO3 and CaFe2As2. This follows
the work in Ref. [23]. The author did all the calculations apart from the meta-GGA which was
done by E. I. Harris-Lee. The author was the principal author of this article.
4.1 Wannier projector tests
The methodology of the ELK-TRIQS interface has been laid out in Section 3.7. This section will
look at the ELK-TRIQS DFT Wannier DOS in comparison with that generated by the WIEN2K-
TRIQS setup for three different types of DFT calculations, namely non-magnetic, magnetic and
non-collinear spin-orbit coupled systems. However, the interface is not limited to these systems,
but the aforementioned three systems can be directly compared with the WIEN2K-TRIQS setup.
The presented Wannier DOS for the ELK-TRIQS and WIEN2K-TRIQS calculations were generated
within the TRIQS library.
4.1.1 Non-magnetic projectors: SrVO3
Bulk SrVO3 is a prototypical correlated material which has been the subject of many DFT+DMFT
studies [13, 86, 137–141]. Often only the V 3d t2g states around the Fermi level are used in the
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Figure 4.1: The DFT Wannier DOS [A(ω)] calculated using Wannier projectors constructed from
different correlated energy windows of [-2, 2] eV (t2g model), [-8, 2] eV (t2g+p model), and all of
the bands. Panels (a) and (b) show the ELK-TRIQS and WIEN2K-TRIQS results respectively. The
energy axes (ω) of the plots are with respect to the Fermi level which equals 0 here. The insets
show only the t2g model DFT Wannier DOS around the Fermi level with a different number of
irreducible k-points (nk) used for the DOS BZ integration.
DMFT calculations; the eg states were not considered as correlated as they do not hybridise with
the t2g states and are also unoccupied. In general, 3d QP bands at low excitation energies lead to
a well-defined Fermi surface [142, 143], while localised states form incoherent Hubbard sidebands
at an energy scale comparable with the Coulomb repulsion parameter, U [138, 144, 145]. Together,
these yield the familiar three-peaked spectral function [13, 86] (for example, see Fig. 3.2 (c)) .
While DFT often adequately describes QP states (once renormalisation is accounted for), it is
not capable of capturing the many-body behaviour, e.g. the Hubbard sidebands are completely
absent. However, DMFT is able to describe all of the on-site local correlations [13, 86], and
has been well-tested on SrVO3 with very good results, including the energetics and spectral
weight of Hubbard sidebands and QP renormalisation [13, 138–141]. On the other hand, recent
GW+DMFT work in Ref. [146] reinterprets SrVO3 as a weakly correlated material with low static
local interactions, since their results show pronounced plasmonic satellites due to screening.
Here, the DFT Wannier DOS is calculated in the both the ELK-TRIQS and WIEN2K-TRIQS
setups for comparison and validity of the ELK specific projector routine. Both packages used the
same bulk simple cubic lattice parameter of 3.84 Å along with the same k-meshes, correlated
energy windows, LDA, and their respective default inputs (such as the plane wave cut-offs, radial
meshes, local orbitals, and so on). Figures 4.1 (a) and (b) show a comparison of the results from the
two packages. Each data set corresponds to the correlated window used to generate the projectors
and DFT Wannier DOS: [-2, 2] eV (t2g model), [-8, 2] eV (t2g+p model), and all of the ELK valence
bands. The insets of both panels show the t2g model DFT Wannier DOS k-point dependence
(the legend gives the number of irreducible Monkhorst-Pack k-points used) results from both
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packages. The oscillations in the panels are due to the sampling of the IBZ, so a higher density of
k-points would be needed for the DOS BZ integration to get a smoother Wannier DOS. Often in
DFT codes, this integration is done by interpolation (such as using the tetrahedron method), but
interpolation cannot be used to calculate the Wannier DOS due to the projectors containing the
non-unique Bloch wave function phase (i.e. the gauge freedom discussed in Section 3.7.1). There
are slight differences in Figs. 4.1 (a) and (b) which can be ascribed to the different methodologies
and default parameter settings used in the two DFT codes (see Ref. [74] for how the results from
these DFT codes may differ from each other). However, the effect of this is significantly small.
4.1.2 Spin-polarised projectors: Ni
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Figure 4.2: The magnetic Ni DFT Wannier DOS [A(ω)] from ELK-TRIQS and WIEN2K-TRIQS
calculated using projectors constructed within the correlated energy window of [-10, 3] eV. The
energy axes (ω) of the plots are with respect to the Fermi level which equals 0 here.
To test the ELK spin-polarised projectors, the spin polarised Ni DFT Wannier DOS was
calculated from both packages and the results are compared with each other. Ni is an itinerant
ferromagnetic face-centred cubic (FCC) material with lattice parameter of 3.52 Å, and is discussed
in more detail in Section 5.3. The Wannier projectors were generated for the 3d states using the
correlated energy window of [-10, 3] eV on a Monkhorst-Pack k-mesh of 20×20×20. Figure 4.2
shows the spin-polarised Wannier DOS generated by both ELK-TRIQS and WIEN2K-TRIQS which
are in excellent agreement with each other. The noise and slight differences between the two
figures are due to a crude BZ integration from the density of the k-mesh (as only 252 irreducible
k-points were used and BZ interpolation is not possible for the BZ integration of the Wannier
spectral function) and the other reasons discussed in Section 4.1.1.
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Figure 4.3: The SOC Ba2YIrO6 DFT Wannier DOS [A(ω)] from ELK-TRIQS and WIEN2K-TRIQS
calculated using SOC Wannier projectors constructed within the correlated energy window of
[-1.22, 4.40] eV. The energy axes (ω) of the plots are with respect to the Fermi level which equals
0 here.
Calculations of Ba2YIrO6, which is a SOC Mott insulator with a double-perovskite structure
with a = 8.3387 Å [147, 148], were used to test the generation of (non-collinear) spinor Wannier
projectors. ELK treats spin-orbit coupling non-collinearly, whereas WIEN2K implements collinear
spin-orbit coupling calculations. This means that ELK and WIEN2K uses different sets of sym-
metries and hence a different number of irreducible k-points for the same input k-mesh. The
Ir 3d DFT Wannier DOS for SOC Ba2YIrO6 were generated using a correlated energy window
of [-1.22, 4.40] eV, and a Monkhorst-Pack k-mesh of 24×24×24 corresponding to 413 and 1063
irreducible k-points used in ELK and WIEN2K, respectively. As shown in Fig. 4.3, the Wannier
DOS produced by the two packages is in excellent agreement with discrepancies coming from the
sources discussed previously as well as by the Brillouin zone being sampled differently due to the
different irreducible k-points used in these calculations.
4.2 Electron localisation function
Section 3.7.3 has shown how to calculate the DFT+DMFT wave functions and occupation
numbers without the need for analytic continuation. These can be used to calculate a quantity
known as the electron localisation function (ELF) which is dependent on the occupations and
wave functions of the system. The ELF is based on a same-spin pair probability density D(r) of
finding an electron close to another same-spin reference electron [149]. It has mainly been used as
a tool to investigate the electron localisation in chemical bonds via Hartree-Fock [149] and DFT
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[150] methods. The ELF has also been used to investigate the bond evolution in time-dependent











is the kinetic energy density for the homogeneous electron gas as a function of the electron















The wave functions Ψki(r) and occupation numbers nki(r) that are used to calculate an ELF can
be any diagonal wave function (and occupation) set, such as those from the DFT or DFT+DMFT
calculations. Hence, the index i would refer to the index ν or η for the DFT or DFT+DMFT
calculation, respectively. Therefore, the effect of the electron correlation approximations on the
wave functions [and consequently on ρ(r) and τ(r)] can be investigated by using the ELF.
It is evident from Eq. 4.1 that the ELF is a quantity which can vary from 0 to 1, with a
reference value of 0.5 relating to the Pauli repulsion being equal to that from a homogeneous
electron gas with the same density ρ(r). ELF values that tend to 1 relate to a D(r) that tends to
zero with respect to the homogeneous electron gas, and therefore the electrons would be highly
localised in that region of space. It should be noted, however, that a direct relationship between
the ELF and the Pauli exclusion of the electrons (i.e. their localised or itinerant nature), is
difficult to deduce as the ELF is dependent on D(r)/D0(r), not just the same-spin pair probability
density of the material [152, 153].
The many-body effects from DMFT (encoded in the density matrix and DFT+DMFT wave
functions) will change the ρ(r) and τ(r) distributions, which in turn modify both the D(r) and
D0(r) on which the ELF depends. The extent of the changes in ρ(r) and τ(r) will be material
specific, so linking the ELF distribution to just one of these may not always be possible. Therefore
comparing the ELF from different theoretical approaches will give insight into the interplay of
the changes to the ρ(r) and τ(r) distributions as well as the changes to the bonding present in
the material. The charge redistribution in the materials studied here dominated the changes in
the ELF.
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4.3 Results
As the projector routines are shown to be working for the different types of DFT calculations, the
ELK-TRIQS setup is ready to be used for DFT+DMFT calculations. To check that the DFT+DMFT
one-shot (OS) and fully-charge self-consistent (FCSC) calculations have been properly imple-
mented, the ELK-TRIQS setup has been benchmarked using the monolayer SrVO3 system [154],
with those results being presented in the next section. Afterwards, the rest of this chapter will
then discuss the effect of electron correlations on the bonds (which are visualised by the ELF) in










































Figure 4.4: (a) The unit cell of the monolayer SrVO3, where each monolayer is separated by
20 Å of vacuum. (b) The comparison of the Wannier V t2g spectral functions calculated in the
one-shot and fully charge self-consistent (FCSC) DFT+DMFT methods by the WIEN2K-TRIQS and
ELK-TRIQS code combinations.
Monolayer SrVO3 is a Mott insulator material in which the charge redistribution is signif-
icant between the OS and FCSC DFT+DMFT methods. This material has been used before to
benchmark the Vienna ab initio simulation package (VASP)-TRIQS interface [132]. Reducing the
dimensionality of bulk SrVO3 to a monolayer causes a metal-insulator transition (MIT). This is
seen experimentally [155, 156] and complemented by DFT+DMFT calculations [132, 157]. There
are a few material-specific mechanisms which the MIT has been attributed to such as the crystal
field (CF) splitting [154, 158–160] and confinement in the SrVO3 layers [25].
Here, we apply both the OS and FCSC DFT+DMFT methods to the relaxed monolayer SrVO3
calculations using the ELK-TRIQS and WIEN2K-TRIQS interfaces. The relaxed structure has been
determined by previous GGA calculations [154]. The monolayer structure is shown in Fig. 4.4 (a).


















































































































Figure 4.5: The monolayer SrVO3 (a) xy and (b) xz plane ELFs, slicing through the centre of the
V and O atoms. The four-fold symmetry of the planes has been exploited to show the results from
the GGA (PBE), one-shot (OS) and fully charge self-consistent (FCSC) DFT+DMFT calculations.
(b) and (e) are the differences [for example FCSC-GGA = ηFCSC(r) - ηGGA(r)] in the ELFs from
the different theoretical techniques in the xy and xz planes respectively. (c) and (f) show the
charge density differences [for example FCSC-GGA = ρFCSC(r) - ρGGA(r)] between the different
theoretical techniques in the xy and xz planes, respectively. The grey solid and magenta dot-
dashed contours in (c) and (f) show the positive and negative charge density difference isovalues
of 6×10−3. The charge density differences are in units of electrons per unit bohr3.
is that of bulk SrTiO3. The unit cell used in the DFT calculations has a separation of 20 Å between
the monolayers. The out-of-plane V-O distance has decreased to 1.93 Å compared with c/2.
The WIEN2K [71] and ELK DFT calculations used a Monkhorst-Pack k-mesh of 15×15×1 and
the PBE [64] GGA functional, which is the same as that used in Ref. [132]. The correlated V 3d
t2g states around the Fermi level are the target of the DMFT calculations. As with the bulk, the
eg states in the monolayer are unoccupied and do not hybridise with the t2g states. Therefore
the eg states were not included in DMFT, which is consistent with previous benchmarking
calculations [132, 157]. The V 3d t2g Wannier projectors were generated within a correlated
energy window around the Fermi energy of [-2.0, 1.1] eV and then these projectors were interfaced
to the TRIQS library [15] by the TRIQS/DFTTOOLS application [16]. The DMFT calculations used
the CTQMC solver in the TRIQS/CTHYB application [161] with 4.2×107 Monte Carlo sweeps
and the Hubbard-Kanamori interaction Hamiltonian. The double counting was approximated in
the fully localised limit (FLL) which used the DMFT occupations. These DMFT calculations used
previously defined [132, 157] U = 5.5 eV, J = 0.75 eV, and inverse temperature β = 40 eV−1.
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GGA OS FCSC
xy xz+yz xy xz+yz xy xz+yz
ELK / WIEN2K 0.65 0.35 0.98 0.02 0.76 0.24
Table 4.1: Comparison of the GGA (PBE), one-shot (OS), and fully charge self-consistent (FCSC)
DFT+DMFT 3d t2g orbital charges based on the ELK and WIEN2K DFT codes.
Figure 4.4 (b) shows the spectral function comparison between the ELK-TRIQS and WIEN2K-
TRIQS DFT+DMFT calculations of both the OS and FCSC methods. These spectral functions
were obtained by analytically continuing the DMFT local Green’s function by the LineFitAnalyzer
technique of the analytic continuation MEM implemented within the TRIQS/MAXENT application
[125]. The ELK-TRIQS and WIEN2K-TRIQS spectral functions are in excellent agreement with
each other, with both showing the incoherent Hubbard peaks. However, there are some minor
discrepancies between the spectral functions which are mainly a consequence of the ill-posed
problem in the analytic continuation process. Both the ELK-TRIQS and WIEN2K-TRIQS calculations
produce the strong orbital charge polarisation seen in the OS calculations which is softened
in the FCSC results because of charge redistribution. This redistribution occurs at the DFT
level in the FCSC DFT+DMFT cycle when the correlated t2g states are fed back into DFT [157].
These results agree with previous studies of this monolayer [132, 157]. The Wannier orbital
charges are identical in Table 4.1 when quoted to two significant figures. There are minor
discrepancies between ELK-TRIQS and WIEN2K-TRIQS present in the DFT Wannier charges when
quoted to higher significant figures. These discrepancies will have propagated to the DFT+DMFT
calculations. These reasonable DFT discrepancies can be explained by the different (default) set
of local orbitals used, the MT radial functions being evaluated at different linearisation energies,
as well as the different hard-coded approaches the DFT packages used to implement the APW+lo
method. A discussion on the comparison of quantities evaluated by different DFT codes, and their
discrepancies, can be found in Ref. [74]. In the DFT+DMFT calculations, on the other hand, the
results from ELK-TRIQS and WIEN2K-TRIQS are the same to two decimal places. The values are
quoted to this precision because of the inherent noise present from the CTQMC solver which
causes the charge to fluctuate at higher decimal places. It should be noted that the OS orbital
charges are slightly different here compared with the results in Ref. [132]. This is because more
OS DFT+DMFT cycles were performed here for better convergence, but this discrepancy does not
change the conclusions of Schuler et al. [132]. Nonetheless, the excellent agreement shown in
Fig. 4.4 (b) clearly demonstrates that the ELK-TRIQS interface works.
As the ELF [η(r)] depends on wave-function-dependent quantities, the effect of the electron
correlations from the different theoretical methods can be investigated. Fig. 4.5 shows η(r), the
difference in η(r) [∆η(r)], and the differences in ρ(r) [∆ρ(r)] between the DFT and DFT+DMFT
techniques for the V-centred xy and xz planes [the η(r) in the yz plane is the same as that in
the xz plane due to symmetry]. The xy and xz η(r), in Figs. 4.5 (a) and (d), are similar with the
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greatest values located in shells around the V and O atoms. However, the xy plane η(r) has the
significantly filled V xy orbital nodes around the V atom, whereas the xz(yz) orbital nodes are
not present in the xz plane η(r) as these orbitals have little charge contribution. The contribution
of the V t2g orbitals to η(r) in the different DFT and DFT+DMFT calculations can be seen in
the ∆η(r) of the xy and xz planes in Figs. 4.5 (b) and (e), respectively. For the xy (xz) orbitals,
it can be seen that the OS calculation increases (reduces) significant contributions to the η(r)
compared with the DFT. On the other hand, the xy (xz) orbital contributions to the FCSC η(r)
are only slightly increased (reduced) with respect to the DFT, so that differences between the
FCSC and DFT are not so significant. This follows the xy and xz ∆ρ(r) orbital contributions from
the DFT and DFT+DMFT calculations highlighted in Figs. 4.5 (c) and (f), respectively. It should
be noted that in Figs. 4.5 (b) and (e) the MT and interstitial regions are distinctly visible which is
an artefact of the basis set used.
The ELF in monolayer SrVO3 is sensitive to the redistribution of charge, with respect to DFT,
caused by the application of both the OS and FCSC DFT+DMFT methods. In this material, the
changes in the ELF can be traced to the changes in the charge distribution (primarily from the t2g
orbitals as expected), indicating that it is that which dominates when DMFT is included. From
Figs. 4.5 (c) and (f), small changes to the charge redistribution of the O occur even though only the
t2g states are treated as correlated. This is because the Wannier projectors contain information
about the hybridised V t2g and O p states (similar to the bulk: see, for example, Ref. [128]). The
changes in the charge around the O sites appear to be too small to affect the ELF significantly.
The ELF here gives another means to visualise the impact of DMFT in correlation-induced
changes on the electron distribution within the bonds in this material.
4.3.2 CaFe2As2
CT TET
P (GPa) 0.35 0.0
T (K) 50 250
a (Å) 3.9792 3.8915
c (Å) 10.6379 11.690
zAs 0.3687 0.372
Fe-As (Å) 2.3560 2.410
Fe-Fe (Å) 2.8137 2.7517
Table 4.2: The experimental structural parameters for the tetragonal (TET) and collapsed
tetragonal (CT) structures from Ref. [162].
The CaFe2As2 compound is a member of the AFe2As2 (A being an alkaline metal) 122-
family of Fe-pnictide superconductors. This material has been reported to have three distinct
phases: the tetragonal (TET) phase which is the structure that exists at room temperature
and ambient pressure; the antiferromagnetic orthorhombic phase; and the collapsed tetragonal
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Figure 4.6: (a) and (e) show the structures of the tetragonal (TET) and collapsed tetragonal (CT)
phases, respectively. The parallelepiped Wigner-Seitz unit cell is shown along with the dashed
line indicating the xz plane on which the ELFs were calculated, and in (e) the interlayer As-As
bond is also indicated by the double-headed arrow. (b), (c), and (d) show the total and partial
density of states for the GGA (PBE), SCAN, and fully charge self-consistent (FCSC) DFT+DMFT
calculations in the TET structure. (f), (g) and (h) show the same quantities as (b), (c), and (d),
respectively, in the CT structure.
(CT) phase which displays superconductivity under uniaxial pressure [162, 163]. As well as
superconductivity, CaFe2As2 has displayed the shape memory and superelasticity effects [164].
Chemical substitution enables the fine tuning of the properties of CaFe2As2 [165–171].
ARPES1 studies have helped to understand the role of correlations in the TET and CT
phases [172, 173]. DFT+DMFT comparisons with the experimental results [172, 174, 175] have
improved agreement compared with the DFT calculations. Although DFT is able to describe some
of the ARPES features well, the DFT+DMFT results capture some of the band renormalisation.
However, the renormalisation is still not as significant as seen in the ARPES data which has
been suggested to be attributed to both non-local correlations and/or phonon effects [174].
Previous studies on AB2X2 compounds (to which CaFe2As2 belongs) show that an interlayer
X-X σ bond can exist from the X p states overlapping [168, 176, 177]. The bonds between the A
and B2X2 layers are ionic, the B-B bonds are metal-metal bonds and the B-X and X-X bonds are
covalent in nature. The B-X bond is associated with the hybridisation of the B d and X p states
below the Fermi level [176]. X-ray diffraction and Raman spectroscopy support the existence of
the X-X bond in NaFe2As2 [178]. In CaFe2As2, the As-As interlayer bond has been shown to be
mediated by the Fe-As bond and the Fe spin-state [179].
As the real-space ELF and charge distribution change with respect to the inclusion of the
electron correlation effects from many-body techniques, the ELF will provide information on the
effect of different types of included electron correlation effects on the As-As bond. Therefore, we
have calculated the ELF via GGA (PBE [64]) and meta-GGA functionals, as well as the ELK-TRIQS

































Figure 4.7: The band structures according to the GGA (PBE) and SCAN functionals and the
A(k,ω) of the fully charge self-consistent DFT+DMFT calculations for the (a) tetragonal (TET)
and (b) collapsed tetragonal (CT) structures. The high symmetry points correspond to a simple
tetragonal unit cell. The natural log colour scale and range were used for clarity of the bands.
Z
z2 x2 − y2 xy xz(yz)
TET 0.57 0.53 0.60 0.54
CT 0.66 0.67 0.65 0.61
Table 4.3: The fully charge self-consistent DFT+DMFT 3d QP residues (Z) in the tetragonal
(TET) and collapsed tetragonal (CT) structures.
FCSC DFT+DMFT implementation, to determine how the changes in the electron correlation
effects between each method affect the ELF distribution around the As atoms in the TET and CT
structures, along with the consequences this has on the interlayer As-As bond. For the meta-GGA
calculations, we used the strongly constrained and appropriately normed (SCAN) functional [66]
as this was constructed with consideration of D(r)/D0(r), on which the ELF is also dependent in
Eq. 4.1.
Here, we considered the TET structure at 0 GPa and 250 K, and the CT structure at 0.35
GPa and 50K using the experimental structural parameters [162], summarized in Table 4.2.
The TET and CT structures are shown in Figs. 4.6 (a) and (e), respectively, with both structures
showing the parallelepiped Wigner-Seitz unit cell used in the calculations. Both the GGA and
SCAN calculations used a 24×24×24 Monkhorst-Pack k-mesh for both structures. Whenever
we discuss the GGA results, we are referring to the PBE functional. The FCSC DFT+DMFT
calculations (using the PBE GGA functional) imposed DMFT on the Fe d states using Wannier
projectors generated within a correlated energy window around the Fermi energy of [-5.9, 16.0]
([-6.3, 16.0]) eV to encapsulate all of these Fe d states in the TET (CT) structure. The DMFT
calculations used the full multi-orbital rotationally invariant form of the interaction Hamiltonian
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GGA (PBE) SCAN FCSC
TET Fe d (%) 25.2 23.4 31.8
As p (%) 26.2 26.8 23.0
As p limits (eV) [-6.07, -1.93] [-6.64, -2.15] [-5.97, -2.03]
CT Fe d (%) 24.5 22.5 29.7
As p (%) 25.7 26.5 23.4
As p limits (eV) [-6.26, -1.99] [-6.69, -2.15] [-6.22, -2.33]
Table 4.4: The estimated percentage of charge associated with As p and Fe d character for each
calculation and structure. These percentages were calculated from the partial and total DOS
integrals within the σ bond DOS energy window. The As p estimated energy ranges, which the
DOS integrals were evaluated within, are also included.
(see Section 3.3.1) with the CTQMC solver employing 2.52×108 Monte Carlo sweeps. These
DMFT calculations were in the paramagnetic phase and used the previously defined values of
U = 4.0 eV, J = 0.8 eV, inverse temperature β = 40 eV−1, and the FLL double counting term [174].
Here, the FLL was calculated from the DMFT occupations.
Figs. 4.6 (b) [(f)], (c) [(g)] and (d) [(h)] show the TET [CT] total and partial As p and Fe d DOS
for GGA, SCAN, and FCSC DFT+DMFT calculations, respectively. The FCSC DOS was calculated
using the analytically continued DMFT self-energy via the TRIQS/MAXENT application [125]. The
SCAN DOS has a similar shape to the GGA; however, the band widths have generally increased,
and the band centres tend to shift away from the Fermi level for larger absolute energies. This
indicates that these states are more delocalised than in GGA functional calculations. On the other
hand, the FCSC DOS shows a significant renormalisation of the states around the Fermi level, as
expected from the QP residue (see Table 4.3), which broadly agrees with the previous studies on
this material [174, 175]. The smooth profile is a consequence of the reduced QP lifetimes relating
to the imaginary part of the self-energy.
The band structures and A(k,ω) for the TET and CT structures are shown in Figs. 4.7 (a) and
(b), respectively. The FCSC A(k,ω) broadly agrees with the previous studies in Refs. [172, 175],
and any discrepancies with those results are likely due to the different U, J, and correlated
energy window used. Even within the displayed energy window around the Fermi level, the
increased bandwidths of the SCAN bands can be seen. The band renormalisation is distinct for
the FCSC A(k,ω). The GGA and SCAN bands cross the Fermi level at similar k values for the
CT structure whereas there are small, but observable, changes for the TET structure. However,
the FCSC A(k,ω) have bands crossing the Fermi level at different k values compared with both
the GGA and SCAN results for both structures.
The ELFs for the TET and CT structures are given in Figs. 4.8 (a) and (b), respectively. These
ELFs are two-dimensional (2D) slices in the xz plane, which is indicated by the dashed lines in
Figs. 4.6 (a) and (e), centred around the As-As bond. For the TET structure, the ELF indicates













































Figure 4.8: The 2D ELFs in the xz plane [as indicated in Figs. 4.6 (a) and (e)] for the (a) tetragonal
(TET) and (b) collapsed tetragonal (CT) structures. The ELFs for the GGA (PBE), SCAN, and
fully charge self-consistent (FCSC) DFT+DMFT calculations are shown in quadrants, as this
plane is four-fold symmetric. The dot-dashed contours are of η(r) = 0.5.
the interlayer As atoms. However, it is in the CT structure where these horseshoe shaped regions
have coalesced to form distinct ELF weight at the centre between the atoms. This indicates that
the bond has formed between these interlayer As atoms. The ELFs in these regions are robust
between the different calculations as significant (hybridised) As p and Fe d states (within the
energy range of [-7, -2] eV) are still fully occupied meaning that the associated As-As and As-Fe
bonds still exist. Although the kF of certain bands has changed between each calculation, this has
not affected the ELF significantly, especially in the region around the Fe atoms as it is the states
around the Fermi level which are predominantly Fe d in character. However, there are slight
changes to the ELF which are highlighted by the dot-dashed contour of η(r) = 0.5. Compared
with GGA, the SCAN η(r) redistributes weight away from the Fe-As bond and moves it into the
interstitial region away from the Fe and As atoms. On the other hand, the FCSC η(r) results
redistribute weight (compared with GGA) to the region between the As and Fe atoms.
These results are consistent with the changes in the percentage each atom contributes to the
total charge within the interlayer As-As σ bond regions (see Table 4.4). These were estimated
by integrating the partial and total DOS over the energy range (see Table 4.4) in which there is
significant As p partial DOS. This energy range is where the (hybridised) As p and Fe d states are
associated with the As-As and As-Fe bonds. Compared with the GGA, the SCAN results indicate
that charge has redistributed away from the Fe atoms, which results in greater interstitial region
contributions to the ELF. This is likely due to the delocalisation of the states seen in the band
widths of the SCAN DOS and band structures. However, the FCSC results have greater charge
around the Fe atom and reduced contributions from the other regions with respect to the GGA
results. This increases the Fe d and As p hybridisation and strengthens the Fe-As bond which
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in turn weakens the As-As bond. This is similar to the effect of the Fe spin-state in Ref. [179],
but here the strength of the bonds is weakly influenced by correlations. Both the SCAN and
FCSC results have drawn weight away from the centre of the As-As bond. Nonetheless, these
calculations give an indication that the electron correlation effects affect the As p and Fe d
hybridisation (as shown in Table 4.4), which in turn influences the strength of the As-As and
Fe-As bonds as seen in the ELF.
4.4 Conclusions
The newly developed ELK-TRIQS interface has been introduced. In addition to standard one-
particle quantities such as spectral functions, it also allows the calculation of orthonormal
DFT+DMFT wave functions and related quantities. To illustrate the effect of correlations on
these wave functions and occupations, we calculated the ELF. The changes in the DFT+DMFT
ELF come from the redistribution of the charge and kinetic energy density. The modifications in
the charge density distribution dominated the changes in the ELF for monolayer SrVO3, but it
should be noted that in other materials this may not always be the case due to its dependence on
the kinetic energy density. Therefore a comparison of ELFs which have been computed within
DFT+DMFT and DFT, as has been demonstrated in CaFe2As2, helps to visualise the role of
correlations on the ELF. This means that the ELF, which is related to the strength of the chemical
bonds, could be used to investigate changes in chemical bonding due to the electron correlations
from DMFT.
The ELK-TRIQS monolayer SrVO3 results have excellent agreement with the WIEN2K-TRIQS
results and the generated ELFs were sensitive to the charge distribution of the V 3d xy and
xz(yz) orbitals. Therefore, any factors which influence the charge redistribution such as the
correlated energy window and/or double counting, will also impact the DFT+DMFT ELF. The
CaFe2As2 ELFs show an excellent visualisation of the interlayer As-As bond formed in the CT
phase. The Fe-As bonds (and As-As bonds present in the CT structure) are influenced by the
Fe d and As p hybridisation which is weakly dependent on the different electron correlation
effects beyond GGA that are present in either SCAN or FCSC DFT+DMFT calculations. This is
contrary to the large effects that correlations have on the FCSC DFT+DMFT spectral functions.
Correlations may have a more pronounced effect on the ELF if there is a significant charge
redistribution and/or if the states affiliated with the bonds are at the Fermi level, where the
additional correlations (from the many-body technique) affect the results more significantly. This
could potentially be seen in other AB2X2 compounds, such as those investigated in Ref. [180].
We also suggest that the ELF should be used to investigate the effect of correlations on the
bond-disproportionated insulating phase in rare-earth nickelates (RNiO3) [181]. As well as this,
the effect the MIT has on the bonds in heterostructures, such as SrVO3/SrTiO3 [25, 154], and
at their interfaces could be investigated using the ELF. Nonetheless, these results show the
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usefulness of the ELF in helping to visualise the bonds present in many other similarly correlated
crystalline materials.
There is also the possibility of incorporating DMFT with other capabilities within ELK such
as the out-of-equilibrium functionality using TDDFT [182], where real material TDDFT+DMFT
calculations are being reported [183]. There are other wave-function-dependent quantities which
can be calculated using this formalism, such as the EMD, which is experimentally probed by












In this chapter, the Compton scattering experimental technique used for measuring the electron
momentum density (EMD) will be reviewed along with introducing the methodology of how to
calculate the DFT+DMFT EMD. The inclusion of effects induced by DMFT within the EMD, and
the (magnetic) Compton profile, will be investigated for elemental Ni and V. This chapter will
contain content adapted from Ref. [24], in which the author calculated the magnetic Compton
profiles and spectral functions of Ni using the ELK+TRIQS package, and was the principal author of
the article. The KKR(+DMFT) Ni results presented in this chapter were calculated by M. Sekania.
This chapter concludes by discussing results for V which also shows that this DFT+DMFT EMD
implementation is not limited to magnetic Compton profile calculations.
5.1 Background
The Compton effect, named after A. H. Compton in 1923 [184], describes the inelastic scattering
of X-ray photons by charged particles considering conservation of energy and momentum. This
interaction explains the measured (Compton) shift in the wavelength of the scattered X-rays,
which is also dependent on the scattering angle but independent of the intensity of the incoming
X-rays. Up to this point in the early 1900s, light was thought to be a purely wave phenomena,
but the explanation of the Compton effect uses the particle description of light (photons), which
subsequently led onto the validation of the particle-wave nature and quantum mechanical aspects
of light.
Compton scattering from a stationary electron leads to a single energy in the outgoing X-ray
spectrum which has been shifted from the original energy of the incoming X-ray. This change in
energy is directly related to the Compton shift. However, the Compton scattering of real electrons,
interacting with a monochromatic light source, produces a Doppler broadening of the outgoing
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X-ray spectrum [19, 185], where this broadening is caused by the motion of the electrons along
the scattering vector. Consequently, this Doppler broadened Compton spectrum can be related to
the momentum distribution of the electrons and therefore, this is used to probe the electronic
structure of materials in condensed matter systems. Due to the high energy (> 100 keV) incoming
X-rays used, these X-rays are deeply penetrating and measure the bulk electronic structure, as
well as probing the bulk ground-state many-body electron wave function of the material [18–21].
All of the electrons in the system contribute to this Doppler-shifted distribution equally. Also,
only occupied electronic states contribute to this momentum distribution meaning that the Fermi
surface can be determined from the measured Compton scattered spectra.
Although this is a very promising technique, it has limitations in terms of the requirement of
high energy X-ray sources (such as a synchrotron) to produce spectra with good resolution and
count rate; all of the electrons are measured which could be considered a hindrance (from a “signal
to background” point of view) when the Fermi surface electrons are the subject of study in a many-
electron system; and finally, many Compton scattering measurements (with profiles measured
along different crystallographic directions) are required to reconstruct the 2D or 3D Fermi surface.
However, there are no other current experimental techniques which can confidently measure
the ground-state many-body electron wave function which is what Compton scattering offers
[18–21]. In recent years, Compton scattering has been used to reveal the electronic structure and
Fermi surfaces [18] in electronically complex materials such as substitutionally disordered alloys
[186, 187] and compounds with high vacancy concentrations [188]. Most relevantly, Compton
scattering is able to probe the electron correlations within many complex materials [189–192].
DFT calculations are often used to complement and aid the interpretation of experimental data.
DFT can reveal the origin of the many features seen in the experimental Compton scattering
data. However, in order to capture all of the features and trends seen in the experimental data,
there is a vital need to use theories with descriptions of the electron correlations beyond current
DFT capabilities.
The 2D angular correlation of annihilation radiation (2D-ACAR) is another closely related
technique to Compton scattering which uses positrons (which have thermalised in the material
being studied), instead of high energy X-rays, to probe the EMD [18]. These thermal positrons
annihilate the electrons resulting in the emission of two anti-parallel γ-rays in the rest frame [18,
193]. In the lab frame, the deviation from anticollinearity in the γ-rays gives information about
the electron-positron pair’s momentum before annihilation (the momentum being dominated
by the electron because the positron is thermal); the 2D-ACAR measurements give the once
projected, 2D momentum density which is often called the “two-photon momentum density”
(TPMD) or the “electron-positron momentum density” (which is closely related to the electron
momentum density). As a consequence of the positive charge of the positrons, they preferentially
sample the electronic states closer to the Fermi level (as the Coulomb repulsion from the ion
core means that the positron wave function will overlap most strongly with the most itinerant
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states). The positrons, due to their positive charge, perturb the system (in fact, they will have a
significant screening cloud of electrons around it) meaning that the ground-state is not measured,
unlike in Compton scattering. However, this does help in Fermi surface studies, because electrons
at the Fermi surface are the ones that are preferentially being sampled. The positrons can,
however, be trapped in vacancies caused by defects or large open volumes in the material. This
results in the delocalised Bloch states not being sampled and consequently meaning that getting
information about the Fermi surface is a lot harder or potentially impossible [194]. Finally, the
electron-positron correlations introduces enhancement of the momentum density around the
Fermi level which is difficult to model [195]. However, a couple of advantages of this technique
are that it has higher resolution compared with current Compton techniques [196] and it can be
implemented in a laboratory setting rather than requiring a synchrotron.
There are two other Fermi surface determining techniques which currently are more com-
monly used within the condensed matter community. The angle-resolved photoemission spec-
troscopy (ARPES) technique directs monochromatic light of energy greater than the material’s
work function onto the sample [197]. This results in the photoelectric effect. Measuring the
kinetic energy as a function of angle produces the energy distribution curves and momentum
distribution curves, which correspond to the theoretical k-resolved spectral function, as well
as giving information on the Fermi surface. Although the momentum resolution is better than
Compton, the photo-electrons originate from the surface of the sample, within ≈ 5 - 10 Å, for
the most frequently used photon energy range of 20-200 eV [198]. Therefore, there is debate on
whether this ARPES data is of the bulk. As the technique is surface sensitive, getting information
about the bulk is often limited to samples which cleave easily in situ and whether the surface
electronic structure represents the bulk. However, recent ARPES measurements used photons
outside of the aforementioned energy range, which means that these photons penetrate deeper
into the sample and are therefore more sensitive to the ‘bulk’-like states [199, 200]. Also, the pho-
toemission interaction involves matrix elements [200, 201] which may result in uneven sampling
of electron states and potentially miss Fermi surface features.
The other Fermi surface measuring technique uses quantum oscillations which refers to
oscillations in thermodynamic quantities (such as magnetisation in the de Haas-van Alphen
(dHvA) effect [202]) with respect to changing magnetic field. These oscillations are a consequence
of the Landau levels, which form when applying a magnetic field to the material, depopulating
when the field is changed and a level passes through the Fermi energy; the oscillations are periodic
with inverse field. This period is inversely related to the extremal areas of the Fermi surface which
are orthogonal to the applied field direction1, meaning that the Fermi surface can be mapped out if
measurements are made with the magnetic field along different crystallographic directions. This
technique yields the bulk Fermi surfaces with high resolution and accuracy and can also be used
to extract the effective mass of the electron QPs. However, this technique requires the electrons
1or the Fermi surface plane normal is (anti-)parallel to the field direction
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Figure 5.1: Experimental setup for the high-resolution charge Compton scattering spectrometer
at beamline BL08W of SPring-8, Japan [203, 204], shown overlaid with a schematic diagram of
the path of the X-ray. The inset shows the X-ray and electron states before and after the Compton
scattering event within the sample. The outgoing X-ray has been scattered by an angle of ϕ (the
scattering angle) with respect to the incoming X-ray.
to have long mean-free paths in order to complete the orbits in their Landau level. Hence, the
material needs to have high purity and placed into extreme low temperatures (in the order of a
few mK) and high magnetic fields. Fortunately, Compton does not suffer from this and therefore
it can access other areas of the phase space and be used to measure disordered compositions.
It should be noted that both ARPES and quantum oscillations are perturbing techniques and
therefore, they do not measure the ground-state, in contrast to Compton scattering.
5.1.1 The Compton scattering cross-section
The core concepts associated with measuring the Compton scattering cross-section and how
it can be related to the electron momentum density are discussed here. This section follows
Refs. [19, 205], and further information about the derivations can be found there.
The process of Compton scattering, shown in Fig. 5.1, starts with the incoming high energy
X-ray with energy ω1 and momentum k1 which scatters from an electron with energy ε1 and
true momentum p1. This interaction involves a large momentum transfer from the incoming
X-ray with respect to the electron’s momentum. The measured X-ray has scattered by an angle
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of ϕ (which is referred to as the scattering angle) and has energy ω2 and momentum k2. The
scattered electron, now having energy ε2 and momentum p2, has ‘passed on’ information about
its initial state to the scattered X-ray. Each inelastic scattering event is measured as a count
in the experiment and this accumulation of counts relates directly to the double differential
cross-section (the Compton scattering cross-section), d
2σ
dΩsdω2
, along the measured scattering vector,
K=k2 −k1. The double differential cross section is defined as the probability of measuring the
scattered X-ray at solid angle Ωs with energy ω2.

















is the Klein-Nishina (KN) cross-section which describes the interaction between





















where r0 is the classical electron radius. Information about the electron scatterer, which is











δ (ε2 −ε1 −ω) ,
which describes the transition of the electron from the initial |i〉 to the final | f 〉 electronic state, the
Kronecker delta function ensures conservation of energy with respect to the energy transferred
to the electron, with ω=ω1 −ω2, and r j is the position of the jth electron.
The desired information, which holds insight into the ground-state many-body electron wave
function, comes from the initial state of the electron. Therefore, it is imperative that the potential
in the electron’s environment remains unchanged for the duration of the inelastic scattering
interaction, so that the scattered photon contains this information. Fortunately, this is often
naturally the case and it is justified within the Impulse Approximation [207]. This approximation
states that after the scattered photon has left the vicinity, the target electron will then be subject
to any relaxation of surrounding electrons and potentials from the recoiling target electron3. As
long as the energy of the recoiled electron is far greater than its binding energy (meaning that
high energy incident X-rays are needed), this approximation is valid [208, 209].
2There is only weak coupling between the incoming photon and the electron, meaning that the initial electronic
state is unaltered and thus the scattering process and the target can be decoupled.
3The Compton scattering inelastic interaction takes far less time than that required for the electronic structure to
relax after the interaction when using a high energy incoming X-ray.
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Figure 5.2: A hypothetical Compton profile measurement with the quasi-elastically scattered
Rayleigh line. This has been plotted against energy loss ω and the electron momentum pz (which
is directed along the scattering vector). The Compton profile can be decomposed into a valence
and core part. The valence profile is localised around the Compton peak (pz = 0, or ω= 12 |K|2) in
momentum space, which is due to the valence electrons being delocalised in real space. On the
other hand, the core profile is delocalised in momentum space (hence the distribution ranges
over a greater range of momenta); this is because the core electrons are localised in real space.
EB marks the core-electron binding energy threshold of the core contribution below which the
Impulse Approximation breaks down. This is a reimagined version of Fig. 2.2 in Ref. [19].
Using the conservation of energy (and momentum, i.e. p2 = p1 +K) within the Impulse
Approximation, the potential terms will cancel, producing
(5.4)














The resultant two terms refer to the Compton shift and the Doppler broadening respectively (see
Fig. 5.2). The Compton shift is dependent on the scattering vector of the interaction and it shifts
the measured X-ray spectra to lower energies. The second term contains the desired information
about the initial electron momentum projected along the scattering vector, broadening the initially
monochromatic light in energy. It should be noted that from the Impulse Approximation, the
momentum transfer is far greater than the initial momentum of the electron i.e. |K| À |p1|.
Therefore, the structure factor can be simplified to be in terms of the EMD, ρ(p), of the material






















The relativistic form can be found in Refs. [205, 210].
The experiment uses fixed scattering angles and an initial monochromatic X-ray source
meaning that the quantities prior to the double integral are constant. Therefore, the measured
double differential cross-section depends on the Compton profile J (pz)4 which is the 1D projection




in which all of the (occupied) electron states have contributed equally.
If the incident photon beam has a component of circular polarisation, the scattering cross-
section contains a term which is spin dependent. This term may be isolated from the charge
scattering by either flipping the direction of the sample magnetisation or the photon helicity
parallel and antiparallel with respect to the scattering vector, resulting in a magnetic Compton
profile (MCP), Jmag(pz) [211]. In analogy to the Compton profile, the MCP is defined as the 1D






5.1.2 The electron momentum density
As the EMD was introduced in the previous section, how this is related to the ground-state
many-body electron wave function will be discussed here5. The EMD is analogous to the electron
density in real space (which is used in DFT as discussed in Section 3.1), so the total EMD can be








Starting with the independent particle model, the EMD is derived from the integral of the
square modulus of the Fourier transformed real space ground-state wave function being summed
over all occupied states,
4The ‘z’ axis is used as convention and it refers to the axis parallel to the scattering vector.
5Spin indices have been omitted here for clarity.
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In Eq. 5.10, ψk, j(r) is the real space wave function, at crystal momentum k and eigenstate index j,
being Fourier transformed over the (primitive) unit cell volume Ω with the sum over the occupied
states described by the occupation function nk, j.







































This form of the EMD makes it easier to understand what is being calculated from the wave
functions. The Kronecker delta function ensures that the crystal momentum is conserved and
it redistributes the a j(k+G) information in k-space out into p-space. This introduces so-called
“umklapp” processes where higher BZs (p = k+ mG with integer m) contribute to the EMD.
Essentially, the information in the 1BZ has been ‘folded outwards’ into p-space, meaning that the
EMD has the point symmetry of the crystal but it does not have the translational invariance of
k-space.
The Fermi surface can be determined from the EMD as shown in Fig. 5.3. If there is a
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Figure 5.3: Hypothetical 1D EMD, ρ(p), for two corresponding bands. (a) The band is fully
occupied in the inset, so the p-space distribution is smooth and continuous. (b) The band crosses
the Fermi level (see the corresponding inset) meaning that it changes its occupation in the
Brillouin zone (BZ). Therefore, there are certain k states which no longer contribute to the 1D
EMD resulting in a Fermi break occurring in the first and subsequent BZs. These periodic breaks
in the EMD have a periodicity of the 1D lattice vector G.
continuous EMD distribution over all BZs. In the case where there is a partially occupied band
crossing the Fermi level [see Fig. 5.3 (b)], there will be Fermi breaks in the EMD distribution
over all of the BZs in p-space with the lattice periodicity (G). This shows how the EMD (and the
Compton profile) is sensitive to the Fermi surface. For a real material, contributions to the EMD
come from all of the occupied and partially occupied bands which accumulate to form a continuous
distribution (from the fully occupied bands) along with contributions containing the Fermi breaks
(from partially occupied bands). However, as there are likely to be far more filled bands than
partially-filled bands, the Fermi breaks tend to be small and often difficult to determine from the
EMD alone. To complicate matters, when smearing from temperature and electron correlations
are considered6, the sharp finite jumps in the Fermi breaks, which come from nk, j, smear out
making it even harder to determine the breaks. However, the smearing from these factors tend to
be smaller than the contribution from the experimental resolution, which overall means that the
measured Fermi breaks would be less distinguishable than those in the hypothetical 1D EMD in
Fig. 5.3.
The inclusion of electron correlations has a significant effect on the nk, j occupation function,
as discussed in Chapter 2. This can be understood in terms of the self-energy which can shift the
bands across the Fermi level (from the real part of the self-energy) and gives a (energy-dependent)
width to the states which arises from the QP lifetime (which relates to the imaginary part
of the self-energy). Here, we will mainly discuss the effect the electron correlations have on
nk, j and J (pz) within the Fermi-liquid regime, as this regime is able to describe many of the
6As well as smearing from the disorder of alloyed atoms in the crystal structure of certain materials [186].
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Figure 5.4: Hypothetical non-interacting and interacting free electron Compton profiles J (pz).
The inset shows the corresponding occupation functions used to generate the Compton profiles.
Further details about the free electron Compton profile can be found in Ref. [19]. The interacting
occupation function is the empirical form proposed by Schülke et al. [46], using the z = 0.713
(which is the height of the discontinuity at kF [ZkF]). The corresponding interacting electron
Compton profile was derived using the Schülke occupation function.
features within the materials presented later in this chapter. The inclusion of the (Fermi-liquid)
self-energy subsequently changes the occupation function from being a step (or Fermi-Dirac)
function to a more smeared function (which still has a discontinuous jump at 0 K), as discussed
in Chapter 2. To illustrate the influence of the occupation function, Fig. 5.4 shows the effect
of adding electron correlations (which manifest in the occupation function) to the free electron
Compton profile7. As can be seen, the height of the correlated Compton profile reduces at low
momentum and also has a smoother shape around pF . However, this change to the profile shape
is highly dependent on the type of electron correlations included in the calculation. It should be
noted that for a system within the Fermi-liquid regime, as well as for a non-interacting system,
the volume enclosed by the Fermi surface(s) is directly proportional to the electron’s density,
as per Luttinger’s theorem [212, 213]. Therefore, the volume of the Fermi surface(s) must be
conserved if the system is subjected to any changes whilst being within this weakly correlated
regime. Although, beyond this regime, Luttinger’s theorem breaks down [214, 215].
Without the description of all of the electron correlations, the calculated Compton profile
(from DFT or HF) has distinct discrepancies with respect to the measured one. The first step
made to correct for these discrepancies was the Lam-Platzman correction [216], ∆ρ(p), to the
7The free electron Compton profiles in Fig. 5.4 were determined by solving J (pz)= 2π
∫
pρ(p)dp which is valid
for an isotropic system [19]. Note that ρ(p)= nk=p as the free electron EMD does not have higher BZ contributions
because this system does not have a periodic potential. (The j index has been dropped in nk because the free electron
model does not have distinct bands.)
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where εp is the energy of an electron with real momentum p. This correction has only been
derived for the LDA exchange-correlation functionals and is isotropic by construction. However,
discrepancies between calculations and experiment tend to be anisotropic [208, 217, 218]. Other
attempts at correcting the anisotropies arising from correlations used approximations to generate
the correlated nk, j which has had some success [46, 219–221]. On the other hand, there has been
work in calculating the EMD from many-body approaches such as GW [222–225] and DFT+DMFT
[24, 226–229], where certain electron correlation effects have been included. With the further
development of many-body theories combined with DFT and the increasing computational power,
calculating the EMD from these theories is becoming feasible. The effect of the correlations from
DMFT on the EMD is the focus of this chapter.
As a closing remark, the Kohn-Sham wave functions have the constraint of reproducing the
many-body ρ0(r), not the EMD. Therefore, even with the inclusion of many-body theories (along
with their effect on the wave functions and occupations), there may be a limit regarding the
agreement between the experimentally measured EMD and the theoretical EMD calculated from
the wave functions described by a basis set of (auxiliary) single orbitals.
5.1.3 Experimental overview
Although this thesis does not present new experimentally measured Compton profiles, an under-
standing of the experimental procedure is required to know what information can be extracted
from the experiment. This section will give a brief overview of the Compton scattering experi-
mental procedure.
In recent years, Compton profiles are measured at a few synchrotron facilities such as the
BL08W beamline at the SPring-8 synchrotron in Japan [203, 204, 230]. This beamline uses
an energy dispersive spectrometer meaning that the entire scattered spectrum is collected
simultaneously instead of scanning over the energy spectrum. The experimental setup is shown
in Fig. 5.1. The incident monochromatic X-rays from a Si(400) monochromator (beam analyser),
have an energy of 115.6 keV. These photons pass through the evacuated chamber before striking
the sample. The sample environment could be subjected to magnetic fields to measure the MCPs.
After the X-rays have been inelastically (Compton) scattered through a scattering angle of 165◦,
the photons arrive at a Ge(620) crystal analyser which disperses the photons according to their
energy. The analyser has been aligned to focus the photons onto a Ta slit which is used to
reduce the background signal. These photons are then spread over a position sensitive detector
(PSD) which contains a charge coupled device (CCD) digital camera along with an optical image
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intensifier. The PSD has been calibrated to detect the photons across a range of around 70 - 90
keV and is aligned such that the Compton peak is at the centre of this range (∼ 80 keV).
5.1.3.1 The Data Analysis
The measured spectra will not only be of the desired Compton profile, but it will also include the
measured photons which have not originated from the sample at all, along with contributions
from the equipment as a result of the additional interactions the scattered photons have as they
make their way from the sample to the CCD. Therefore, the measured spectra will (likely) include
Pb fluorescence lines originating from the photons which interacted with Pb radiation shielding
used in the beamline; additional Compton scattering from the equipment (from the X-ray photons
making their way from the sample) as well as other background contributions; absorption effects;
and multiple scattering events of the photons within the sample. These, as well as the factors
which may affect the CCD image (such as image distortion, saturation, detector efficiency, and
hot spots [which likely originates from cosmic radiation]), need to be corrected for. Often, these
corrections (with exception of the Pb fluorescence lines) are predominately smooth and featureless.
The order in which the corrections are applied is vital. The corrections are applied in reverse
order of what the photons interact with during their path to the detector8. The following is a brief
technical account of how the corrections are implemented in the order that they are applied to
the raw Compton profile:
1. Calibrate the energy scale with the fluorescence lines of the reference sample of Bi and Tl
(see for example Refs. [203, 230]).
2. Remove the distortion, caused by the PSD, in the measured CCD image by using a pincush-
ion function.
3. Remove hot spots by fitting them with a Gaussian function and then removing them with
this fit.
4. Integrate the 2D CCD image to produce a 1D raw Compton profile, taking any detector
saturation into account.
5. Convert the the PSD x-axis (the channel numbers) into the calibrated energy scale.
6. Remove the Pb fluorescence lines.
7. Remove the background counts, see Refs. [230, 231].
8. Account for the detector efficiency [230].
9. Convert the energy scale to the electron momentum scale.
8I.e. corrections from the detector are applied first and so on up to and including correcting for the other photon
interactions within the sample last.
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10. Remove the multiple scattering which is modelled by a Monte Carlo code such as that
developed by Sakai [232].
11. Remove the effects due to sample absorption.
12. The distribution now should be that of the Compton scattering cross-section. The all-
electron Compton profile can be calculated by putting in the constants into (the rearranged
version of) Eq. 5.5. Then remove the core electron contributions (which are well described
by the free-atom HF states, tabulated in Ref. [233], due to their localisation in real space)
to the Compton profile, leaving the desired valence Compton profile.
Further in depth discussions of the data analysis is found in Ref. [230] and previous theses [234–
236]. The resultant corrected Compton profile signal will be of the valence electrons (within a
momentum window of ∼±10 a.u. (atomic units)9 due to experimental restrictions).
It is imperative to be precise with the corrections so that the discrepancies between the
experimental and theoretical Compton profiles can be accurately and reliably determined. The
Compton profile is very sensitive to the corrections making it difficult to apply them. However,
there are three criteria of the Compton profile which must be obeyed and are used to ensure
the corrections have been applied correctly: (1) The profile is symmetric about the centre10
for Compton profiles from high energy incident X-rays (which is the case for the presented
Compton profiles in this thesis). Otherwise, for lower incident energies, notable asymmetries
would be present in the Compton profile as a consequence of the breakdown of the Impulse
Approximation [208, 209]; (2) The valence Compton profile area must be equal to the number of
valence electrons within the aforementioned experimental momentum window. This condition is
the same for the core Compton profile which must be normalised to the number of core electrons
(within the momentum window); and (3) The high momentum “tails” of the Compton profile must
smoothly tend to zero as momentum tends to ±∞. These tails are atomic-like and therefore they
can be compared with the tails of the well-characterised free-atom HF Compton profiles. The
corrections are optimised until these three criteria are fulfilled11.
When we have the corrected Compton profiles, these can be compared with the calculated
valence Compton profiles from DFT (or another model), along with comparing the experimental
and theoretical “directional differences” (i.e. the differences in Compton profiles along different
scattering vectors). The directional differences often show more distinct structures as they
have prominent features due to the anisotropy in the Compton profiles along different crystal
directions. These experiment-theory comparisons reveal the origin of the electronic structure
9“a.u.” stands for atomic units in this thesis.
10Unless there are other physical reasons why this is not the case (such as in Ref. [237]), but these do not apply for
the (symmetric) Compton profiles discussed in this thesis.
11As a sanity check, the corrected Compton profiles are compared with corresponding theoretical profiles to ensure
that the correct direction was measured. Although, there will be differences between these Compton profiles.
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features, as well as indicating what is missing from within the theory, such as the missing
correlation contributions as discussed previously.
5.2 DFT+DMFT electron momentum densities
The EMD calculations for DFT have been computed using the ELK code with the tetrahedron
method described in Refs. [235, 238]. This thesis builds upon the aforementioned method to





Here, Ψσk,ν(r) is the single-orbital (electron) wave function at k with spin σ and eigenstate ν,
and nσk,ν is the electron occupancy. These wave functions and occupations are either from the
DFT or the DFT+DMFT calculation, where the diagonal set12 of DFT+DMFT wave functions and
occupation functions are calculated using the method discussed in Section 3.7.3. Therefore, the
EMD is calculated without using analytic continuation.
5.2.1 Testing the electron momentum density calculations from ELK-TRIQS
As the DFT+DMFT wave functions and occupations are stored in the same arrays in the ELK code,
the EMD ELK code can be used without further modification. Therefore, only the interface needs
to be tested to ensure that the required information is being passed through TRIQS correctly. This
test was done by passing the DFT quantities through TRIQS (without doing any DMFT cycles)
and then comparing the DFT Ni MCP calculated from these quantities with the ELK Ni MCP. The
Compton profiles and MCPs were used for benchmarking to ensure that both of these quantities
are being calculated correctly when using the interface. The parameters used for the Ni DFT
calculation are the same as those used in Section 5.3.
Figures 5.5 (a) and (c) show that the unconvoluted Ni DFT [100] Compton profiles (normalised
to the number of valence electrons) and MCPs (normalised to the DFT magnetic spin moment) for
the ELK and ELK-TRIQS interface with the default maximum number of Matsubara frequencies
(niω)13, and a ELK-TRIQS calculation with 4×niω (i.e. the Green’s functions and self-energies have
a higher Matsubara cut-off frequency). It is important to note that the exact same temperature
was used in ELK-TRIQS calculations as in ELK calculation, otherwise the Fermi-Dirac occupation
functions will be different resulting in further discrepancies in the Compton profiles and MCPs.
From Figs. 5.5 (b) and (d), it is clear that the Compton profiles and MCPs are the same within a
certain numerical error. This error can be reduced by increasing niω14, but the default value is
12I.e. the eigenvectors and eigenvalues of the density matrix.
13The default niω value of positive Matsubara frequencies is equal to 1025.
14As well as increasing the number of τ points used to avoid numerical issues with the Fourier transformations.
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Figure 5.5: Interface tests of the DFT [100] Compton profiles and MCPs of Ni. (a) [(c)] The DFT
Compton profiles [MCPs] from the ELK, ELK-TRIQS interface, and the ELK-TRIQS interface with
4 times greater Matsubara frequency cutoff niω. (b) [(d)] The differences between the Compton
profiles [MCPs] generated from the ELK and the interface calculations.
more than sufficient here. It should be noted that including bands above and below the Fermi
level with greater (absolute) energies within the correlated energy window may require a larger
niω. Nonetheless, it is evident that the interface works for calculating Compton profiles and
MCPs. Also, this code uses the same method to generate the DFT+DMFT wave functions and
occupations for other wave function-dependent-quantities (as well as the rest of the ELK code
remaining unchanged). Therefore, calculating the other wave function-dependent quantities will
work and will also have the same parameter considerations regarding the ELK-TRIQS setup as
with this example.
Lastly, relatively good Compton profiles and MCPs can be calculated from DFT+DMFT
calculations based on lower statistics used in the CTQMC solver than that needed to get good
spectral functions. This is because the EMD calculations do not require analytic continuation
which is very sensitive to the noise in the Green’s functions and self-energies. In Figs. 5.6 (a) and
(c), the low statistics Ni DFT+DMFT [100] Compton profile and MCP used the same parameters
as the high statistics calculation, but it used 1/20th of the Monte Carlo statistics. The parameters
used for the higher statistics ELK-TRIQS DFT+DMFT calculation15 are discussed in Section 5.3.
The MCPs from the different Monte Carlo statistics calculations are in good agreement with each
other. Figure 5.6 (b) and (d), on the other hand, show the difference between these DFT+DMFT
Compton profiles and MCPs, and it is far greater than that in Figs. 5.5 (b) and (d), which indicates
15Note that this higher statistics DFT+DMFT calculation used 4.2×108 Monte Carlo sweeps.
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Figure 5.6: Testing the U = 2.0 eV DFT+DMFT [100] Ni MCP using different Monte Carlo
statistics (“stats” in the legends) in the DMFT calculations. The MCP with the high Monte
Carlo statistics used the parameters given in section 5.3. On the other hand, the MCP with the
low Monte Carlo statistics used 1/20th of the statistics used in the high Monte Carlo statistics
DMFT calculation. (a) [(c)] The [100] Ni DFT+DMFT Compton profiles [MCPs] from the different
statistics. (b) [(d)] The difference between the Compton profiles [MCPs] generated from the Ni
DFT+DMFT calculations using different statistics.
that the quality of the Monte Carlo statistics used is an important factor in the EMD calculations.
However, the error due to the Monte Carlo noise here is less than the typical (magnetic) Compton
profile experimental statistical error seen in the experimental (magnetic) Compton profiles of
Ni and V presented in Sections 5.3.2 and 5.4.1. Of course, the experimental statistical error can
be improved upon by measuring more counts (N), which would be possible if Ni and V were
remeasured at SPring-8, as the experimental statistical error is proportional to 1/N1/2. Therefore,
(magnetic) Compton profiles from (preliminary) DFT+DMFT calculations with lower statistics can
give good results when comparing with the experiment, but if the experimental statistical error is
small (at least on the same order of magnitude as seen here), then higher Monte Carlo statistics
must be used to eliminate any potential concerns from this part of the DMFT calculation.
5.3 Nickel
One of the most studied simple metallic system that presents signatures of electronic correlations
is the FCC itinerant ferromagnetic Ni. It is known that the DFT alone cannot reproduce the dis-
persionless feature at a binding energy of about 6 eV which is known as the “6 eV satellite” [239].
The valence band photoemission spectrum of Ni shows a 3d band width that is about 30% nar-
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rower than the value obtained from the DFT calculations. Similarly, the exchange splitting in
both the LSDA and the GGA [240] overestimates the experimental splitting by approximately
50% [241–244]. The combined DFT+DMFT describes the occupied 3d band width of Ni, and
reproduces the exchange splitting and the 6 eV satellite structure in the valence band [245–247].
Recently, DFT+DMFT has shown the consequences of the local moment in ambient and Earth-
core-like conditions [248]. Yet further information about the electronic structure of Ni can be
extracted by using Compton scattering.
The MCPs of Ni have been calculated by using various DFT implementations and their
extensions. Features associated with the Fermi surface (as a consequence of bands crossing
the Fermi energy) seen in experiment [249] were generally reproduced with good agreement,
notwithstanding the distinct discrepancy at low momenta which points towards some inaccu-
racies in the position of the spin-polarised bands with respect to the Fermi level. It has also
been shown that the negative polarisation of the itinerant s- and p-like band electrons can be ob-
served [250, 251] and the discrepancy with respect to the theoretical predictions were attributed
to the insufficient treatment of correlations present in the standard DFT exchange-correlation
functionals at low momentum [250]. The directional Compton and magnetic Compton profiles
have also been computed in combination with DMFT [226–228] which facilitated a discussion of
the anisotropy of the electronic correlations of Ni as a function of the on-site Coulomb interaction
strength, U . Those theoretical comparisons with the experimental data led to the conclusion that
the theoretical MCPs improved when the local correlations are taken into account, which also
extends to the total Compton profiles.
Here, we focus on the calculation of the momentum distribution and related quantities within
the framework of many-body theory for Ni. We have used two approaches on the DFT side,
namely Korringa-Kohn-Rostoker (KKR) [252–254] which is a spin-polarised relativistic multiple-
scattering theory implementation, and ELK16. The calculation scheme within the KKR method
is based on the Green’s function formalism of multiple-scattering theory [252]. Both the KKR
and ELK self-consistent computations were performed with the same parameters for the crystal
structure (a = 3.52 Å) and the same parametrisation for the DFT exchange-correlation potential,
LSDA [60]. The ELK DFT calculations used a 20×20×20 Monkhorst-Pack k-mesh, which proved
to be sufficient for the k-point convergence of the self-consistent calculation. The KKR calculations
within atomic sphere approximation were performed on a 57×57×57 Monkhorst-Pack k-mesh,
and a semicircular complex contour was used with 40 energy points enclosing the one-particle
poles of the Green’s function. The minor differences in the DOS and spectral functions can be
attributed to the different approaches within ELK and KKR.
Sightly more significant differences are expected to appear at the DFT+DMFT level. Both
approaches use a rotationally invariant form for the interacting Hamiltonian. The multi-orbital
interaction has been parameterised by the average screened Coulomb interaction U and the
16For clarity, ELK refers to the FP APW+lo DFT calculation from the ELK code.
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Hund’s exchange coupling J. The values of U and J are sometimes used as fitting parameters,
although recent developments allow the computation of the dynamic electron-electron interaction
matrix elements exactly [255]. It was shown [256] that the static limit of the screened energy-
dependent Coulomb interaction led to the U parameter being in the energy range of 2 and 4 eV
for all 3d transition metals. The vast amount of results on the ground state properties of bulk
Ni have been produced using J = 0.9 eV [226–228, 245, 257] with excellent agreement with
experimental results. That value of J was used here. Previous DMFT calculations showed that
these U and J parameters provide the best description of the ground-state properties related
to the structure and different spectroscopic measurements for many of the 3d metals [113, 245,
258, 259]. For consistency with those and previous Ni DFT+DMFT Compton [226–228] and 2D-
ACAR [257] studies, we have chosen to investigate around the previously used “U–J” parameter
space of Ni here. Besides, these U and J parameters are in line with cRPA calculations of 3d
transition metals [260, 261]. Note, however, that the multi-orbital interacting Hamiltonian is
formulated in different basis sets. In KKR+DMFT, the local atomic basis set is used [254, 262],
and consequently, the many-body problem is formulated within the d-block. Correlation effects
are felt by other orbitals only through the self-consistency cycle. The DMFT solver used in
the current KKR implementation is the relativistic version of the so-called Spin-Polarised T-
Matrix (SPT-) Fluctuation Exchange approximation (FLEX) [113, 263] which is formulated on
the Matsubara axis. In contrast, with the ELK+DMFT17, the Wannier projectors are constructed
such that the Ni d states, which are completely within the used correlated energy window of
[-10, 3] eV, are captured. Further essential parameters for the ELK+DMFT CTHYB impurity
solver [161] are the number of Monte Carlo sweeps (4.2×108) used and the inverse temperature β
of 40 eV−1. In both DFT+DMFT methods, the spin-polarised AMF double counting term [98, 264]
was employed.
The ELK+DMFT spectral function presented in Section 5.3.3 was calculated by analytically
continuing the DMFT self-energy using the LineFitAnalyzer technique of the maximum entropy
analytic continuation method implemented within the TRIQS/MAXENT application [125].
The different descriptions of the potentials, full potential in ELK and the atomic sphere
approximation in KKR, also lead to the difference in the calculated chemical potentials. Within
the KKR+DMFT method, the self-energy is added into the Kohn-Sham-Dirac equation [254, 262],
and the chemical potential is updated to conserve the number of valence electrons, similar to
what is done in the DFT loop. The ELK+DMFT, using the Wannier projectors instead, updates the
electron density from which a new set of Kohn-Sham eigenvalues and eigenvectors are generated
and the corresponding DFT+DMFT chemical potential is obtained in the DMFT cycle (again to
conserve the number of electrons). The difference in the DFT+DMFT chemical potential with
respect to the DFT values is at most a few tenths of an eV. The different solvers produce slightly
different values for the real parts of the self-energies at the chemical potential. An important
17For clarity, ELK+DMFT refers to the DFT+DMFT calculations from the ELK-TRIQS package.
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factor here is the double counting and even though its functional form is the same for both
KKR+DMFT and ELK+DMFT, the slightly different values in the occupation matrix produce
slightly different double counting values.
Magnetism can alternatively be purely treated in DMFT cycle only and use non-magnetic
(NM) DFT calculations as inputs (so the DFT part of the FCSC DFT+DMFT cycle remains
non-magnetic). Here, magnetism in DMFT arises by breaking the spin degeneracy in the self-
energy and allowing this non-degenerate spin calculation to converge. This introduces a local
spin moment in the correlated d states treated in DMFT only. This is what was done in the
ELK(NM)+DMFT calculations18, which used the same parameters as the ELK+DMFT calcula-
tions apart from using the spin-averaged AMF double counting and non-magnetic LDA functional.
The ELK(NM)+DMFT calculations are fully charge self-consistent, but the spin-averaged density
matrix from the DMFT lattice Green’s function was interfaced back into the DFT part of the
cycle (hence keeping the DFT part non-magnetic). Although the temperature used within the
KKR+DMFT, ELK(NM)+DMFT, and ELK+DMFT calculations was below that of experimental
and DFT+DMFT calculated Curie temperatures [245, 248], meaning that these systems are in
the ferromagnetic phase, the magnetism treated purely on the DMFT level is missing certain
magnetic mean-field contributions which are captured in LSDA, such as mean-field treatment of
the non-local correlations, exchange, and s and p contributions. Therefore, it is unlikely that the
ELK(NM)+DMFT results would resemble those from ELK+DMFT, but information can still be
extracted from them.
5.3.1 U-dependent spin and orbital magnetic moments
To identify the optimal value of U , or at least to narrow the ab-initio interval, we first analysed
the behaviour of the Ni ferromagnetic spin magnetic moment with respect to the on-site Coulomb
interaction, U and fixed Hund’s rule coupling, J = 0.9 eV.
The magnetic spin (ms) and orbital (m`) magnetic moments as a function of the on-site
Coulomb interaction U are shown in Fig. 5.7. Both the ELK+DMFT and KKR+DMFT results show
a similarly decreasing spin magnetic moment with increasing U , in quite close correspondence to
each other.
Contrary to the decreasing spin moment over the entire U range, the orbital moment m`
obtained in relativistic KKR+DMFT calculations, increases with the U values, passing the
maximum value at U ≈ 2.3 eV, and decreases upon further increasing the value of U . Even for the
largest value of U (U = 3.0 eV in the presented calculations), the KKR+DMFT orbital magnetic
moment is larger than the corresponding DFT value by about 30%. Similar results have also been
reported previously in Ref. [265] and were interpreted as a correlation-induced orbital moment
enhancement.
18For clarity, ELK(NM)+DMFT refers to non-magnetic DFT calculations used in the DFT+DMFT calculations from
the ELK-TRIQS package, where magnetism only exists in the DMFT cycle.
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Figure 5.7: Spin ms(µB) and orbital m`(µB) magnetic moments as a function of the intra-site
Coulomb potential U. Blue plus signs and black crosses represent results of ELK(+DMFT) and
KKR(+DMFT) spin magnetic moment calculations, respectively. The ELK(NM)+DMFT local
spin magnetic moments are shown by the green pluses. The right axis represents the KKR (red
asterisks) orbital magnetic moment (m`). In all of the calculations, the Hund’s rule coupling
parameter J = 0.9 eV was used. The data points for U = 0.0 eV (J = 0.0 eV) represent the DFT
(LSDA) calculations.
Despite the different descriptions, it is satisfying to see the good agreement between the
results obtained with both methods. For U = 2.0 eV, the calculated spin moment matches best
with experiment ≈ 0.56 µB for both DFT+DMFT methods and is within the ab-initio predictions
for the 3d transition elements. These U = 2.0 eV and J = 0.9 eV values are in agreement with that
used in the previous spin-polarised Ni 2D-ACAR study [257], as well as being in good agreement
with other DFT+DMFT studies which focused on the spectroscopic properties [113, 259].
Turning to the ELK(NM)+DMFT results, it can be seen that they have the same reduced
spin moment trend with increasing U as the ELK+DMFT, along with a similar gradient. This
helps to enforce the notion that the reduction of the moment is due to the strength of the local
correlations parameterised by U . The discrepancy in the magnitude of the moments between the
ELK+DMFT and ELK(NM)+DMFT results is from the aforementioned missing vital mean-field
electron correlations which are present in the (magnetic) LSDA functional.
The experimental value for the spin moment originates from the polarised neutron diffraction
measurements by Ref. [266]. The total (spin + orbital) measured magnetic moment, which the
analysis relied on, was subsequently revised by Ref. [267] to 0.616µB, and with which our
KKR+DMFT U = 2.0 eV calculation has excellent agreement. Although we have this excellent
agreement with the experimental moments of ferromagnetic Ni, our chosen U and J values
do result in a higher J/U ratio than in previous paramagnetic (DFT+)DMFT studies (of Hund
physics) [6]. Attempting to reduce this ratio by varying J also results in changes to the moments,
but we did not find better agreement for both the orbital and spin moments for any other values
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3d ms(µB) remaining ms(µB) total ms(µB) 3d m`(µB)
ELK (LSDA) 0.665† -0.041† 0.624 -
ELK+DMFT 0.591† -0.037† 0.554 -
ELK(NM)+DMFT 0.365† 0.01† 0.375 -
Experiment 0.667 -0.107 0.560 0.056
Table 5.1: The theoretical and experimental spin ms(µB) and orbital m`(µB) moments from
the 3d electrons and the other contributions. The presented ELK-TRIQS DFT+DMFT values
are from the U = 2.0 eV calculation. The experimental values are from Ref. [266], but these
have been corrected using the revised total moment from Ref. [267]. The presented total spin
moments were obtained from the FCSC DFT+DMFT outputs. †These theoretical values were
determined from the integral of the occupied total and partial 3d DOS, given in Eqs. 5.18 and
5.19. Therefore, the theoretical 3d electron spin moment is within the muffin-tin (MT) and the
remaining spin moment contribution is the difference between the total spin moment and the 3d
MT spin moment.
of U and J19. The revised experimental spin moment value is given in Table 5.1. Also, Table 5.1
gives the moment contributions as present in Ref. [266] (corrected with respect to the revised
total moment from Ref. [267]). The theoretical values have been calculated from the occupied
DFT(+DMFT) partial and total DOS (from the lattice spectral function). The occupied and partial
DOS is the trace over the band indices of the product of the DFT+DMFT density matrix Nk,σνν
(the diagonal elements from Eq. 3.74) with the band resolved spectral function. Therefore, the
information about the occupations within the DFT+DMFT density matrix is now included in the










where ν is the eigenstate and c is the orbital character (s, p, d, f , and interstitial). The results
from Table 5.1 give an indication on how the addition of DMFT affects these contributions with
respect to the experiment. It should be noted that quantitative agreement between the theory and
experiment is not expected as there are slight, but noteworthy differences between the theoretical
and experimental quantities, such as the 3d moment, which will differ as the theoretical value
is of the 3d moment within the MT, unlike the corresponding experimental quantity (which
is the 3d moment within the entire cell). However, as the significant contribution to the 3d
moment is within the MT, the comparison is justifiable. Also, the theoretical values do not include
19There is, however, a lower bound for U : U = J, below which the system is not physical.
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moment contributions from electron currents in the interstitial region, which may be present in
the experimental results. However, trends can be established from these results.
From Table 5.1, the magnitude of the 3d and other spin moments underestimates the
experimental values in DFT. The agreement between the experiment and the ELK+DMFT
spin moment contribution values worsens with respect to the DFT results – all of the FCSC
ELK+DMFT spin moment contributions have reduced in magnitude. Even though the total
spin moment is close to the experimental value for the ELK+DMFT U = 2.0 eV calculation, the
worsened agreement between spin moment contributions in Table 5.1 suggests that DMFT is
missing certain correlations effects. This notion is also reinforced from the ELK(NM)+DMFT
moments in Table 5.1, as these results show that the magnetism from only DMFT is insufficient
to describe ferromagnetic Ni. The ELK(NM)+DMFT values do not have a negative contribution,
as this is likely due to the magnetism being only treated within the correlated 3d electrons. The
additional small positive “remaining ms(µB)” contribution in these results will likely be from the
3d electrons within the interstitial region. The negative contribution to the moment has been
attributed to the negative spin polarisation which originates predominantly from the electrons
that screen the 3d moment. Therefore, the ELK(NM)+DMFT calculation may have insignificant
screening contributions which affects the spin moment.
It should be noted that magnetic Compton scattering does not directly provide information
concerning the orbital moments, but when combined with a superconducting quantum interfer-
ence device (SQUID) measurement of the total magnetic moment, the orbital contribution can be
inferred [268].
5.3.2 Magnetic Compton profiles
In the KKR(+DMFT), the magnetic Compton profiles are calculated from the spin-resolved
momentum density ρσ(p) which in turn is obtained as a contour integral of the Green’s function






In the ELK+DMFT, the electron momentum densities (and the MCPs) are computed through the
wave functions and occupation functions across the Brillouin zone on the imaginary frequency
axis. The method of obtaining the wave functions and occupation functions in ELK-TRIQS are
described in Ref. [23] and Section 3.7. In both methods, the MCPs were calculated within a sphere
of radius 16 a.u. (|p|6 16 a.u.), and then renormalised such that their areas were equal to the
corresponding spin magnetic moment.
To analyse the effects of the electron correlations on the MCPs, we calculated MCPs with
the DFT+DMFT method for a series of on-site interaction values U and Hund’s rule coupling
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Figure 5.8: The Ni magnetic Compton profiles (MCPs) at [100], [110], and [111] high symmetry
directions (indicated on each plot) for several intra-site Coulomb potential U and fixed Hund’s
rule coupling J = 0.9 eV. The KKR+DMFT MCPs results are shown in the (a), (b), and (c) panels
(upper row). The ELK+DMFT MCPs are presented in the (d), (e), and (f) panels (middle row).
The MCPs from the local spin ELK(NM)+DMFT calculations are shown in panels (g), (h), and (i)
(lower row). The areas of each MCP have been normalised to their corresponding spin magnetic
moment results given in Fig. 5.7. The DFT+DMFT results are complemented by the (magnetic)
LSDA results from the respective ELK and KKR codes (dashed curves) and the experimental
measurements from Dixon et al. (dots with error bars) [249]. For clarity, the error bars are shown
for every tenth data point. The computed results have been convoluted with a Gaussian with a
full-width-at-half-maximum (FWHM) of 0.43 a.u. to represent the experimental resolution.
along the cubic high symmetry directions, obtained using the KKR(+DMFT) [Figs. 5.8 (a)-(c)],
and the ELK(+DMFT) [Figs. 5.8 (d)-(f)] in the momentum range 0≤ pz ≤ 8 a.u.. The MCPs from
the ELK(NM)+DMFT calculations [Figs. 5.8 (g)-(i)] show the effect of the missing electrons
correlations which are included in the LSDA calculations. The theoretical MCPs have been
convoluted with a Gaussian with a full-width-at-half-maximum (FWHM) of 0.43 a.u. to represent
the experimental resolution.
Starting with the presented DFT results, the MCPs show good agreement with the experiment
for pz > 2 a.u. but these MCPs do not match the low-momentum region for any of these high
symmetry directions. Our DFT results are in good agreement with those previously presented in
Ref. [249]. The MCP peak structures within the 1BZ are due to the exchange splitting, which in
turn causes the majority and minority spin bands to cross the Fermi level at different kF values
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Figure 5.9: The ELK DFT unconvoluted band resolved MCPs for each high symmetry direction
([100], [110], and [111]). The DFT band contributions have been broken down in terms of their
indices (using the same numbering as Dixon et al. [249]) for discussions about the band resolved
MCPs and resemble those of Dixon et al.. The profiles have been normalised such that the
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Figure 5.10: The comparison of the experimental Ni magnetic Compton profiles (MCPs) from
Dixon et al. [249] (dots with error bars) with the DFT results (solid and dashed curves) and the
DFT+DMFT results for the chosen U = 2.0 eV and J = 0.9 eV (dash-dotted and dotted curves).
For clarity, the error bars are shown for every tenth data point. The (a), (b) and (c) panels show
the MCPs for the [100], [110] and [111] high symmetry directions. The computed results have
been convoluted with a Gaussian with a full-width-at-half-maximum (FWHM) of 0.43 a.u. to
represent the experimental resolution. The areas of each MCP have been normalised to their
corresponding spin magnetic moments given in Fig. 5.7.
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Figure 5.11: The comparison of the unconvoluted high symmetry direction ([100], [110], and [111])
MCPs from the DFT (solid and dashed curves) and the DFT+DMFT with U = 2.0 eV, J = 0.9 eV
(dash-dotted and dotted curves) calculations. The profiles in this figure are the unconvoluted
counterparts of the MCPs which are in Fig. 5.10.
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(see Fig. 5.9, Fig. 5.11, and Fig. 5.12). This relates to the Fermi breaks discussed in Section 5.1.2.
These peaks are periodically repeated in the MCPs as these are the umklapp contributions from
higher zones (i.e. k+G where G is the reciprocal lattice vector). One of the advantages of the
effective one-particle framework of DFT calculations is the possibility to decompose the total
MCP into the contributions originating from individual bands [249–251, 270]. The dip in this
low-momentum region has been attributed partly to the contribution of the so-called negative
polarisation of the s- and p-like bands with respect to the positive contribution of the d-bands
(as seen in Fig. 5.9). At the same time, Refs. [249, 270] note that another source of discrepancy
may be due to the d-like fifth band (band numbering according to Ref. [249] and Fig. 5.9), where
Ref. [270] attributes the shape of the contribution of this band to the inconsistencies between the
theoretical and the true Fermi surface. These interpretations, based on the DFT band structures,
raise some interesting unsolved questions about the origin of the discrepancy at low momentum.
From the DFT results, the predicted negative polarisation contributions are not sufficient to
explain the low momentum dip seen in the experimental results. Dixon et al., Ref. [249], suggested
that it was the deficient representation of the d electron correlations in LSDA (and GGA), not
just the negative polarisation from the s and p electrons, which was the potential cause for the
low momentum experiment-theory disagreement [249]. Artificial shifts of the bands around
the Fermi level [271] showed improved agreement with the low momentum MCP region. As
correlation effects lead to the shift of those bands naturally, improved theoretical description
of the Ni MCPs can be obtained by taking them into account. Recent studies [226–228] also
demonstrated that including the local correlations through the DMFT framework reduces the
discrepancy between theoretical and experimental MCPs of Ni.
Moving onto the DFT+DMFT results, the large dips near pz = 0 a.u. in the high symmetry
directions are better reproduced by the DFT+DMFT MCP for U > 2.3 eV. On the other hand,
for the high-momentum (pz > 2 a.u.) region, U < 2.3 eV is a better choice. Although we are able
to produce improved agreement (with respect to the DFT MCPs) with the experiment at low
momentum, pz < 1 a.u., DFT+DMFT fails to reproduce the experimental MCP for the [100] and
[110] directions [see Fig. 5.8 (a), (d) and (b), (e)]. Along the nearest-neighbour direction [110],
no U value was found to suppress the peak at around pz = 0.6 a.u.. Although the general low
momentum disagreement is the case for both implementations, there are some notable differences
between the ELK+DMFT and KKR+DMFT results. Along [100] direction, Jmag(pz) for pz < 1 a.u
calculated with ELK+DMFT for increasing values of U matches the experimental MCP better
than those obtained with KKR+DMFT. The latter visibly overestimates the Jmag(pz) (by almost
the same amount) for all U values considered. The opposite happens for the [111] direction. In this
case, Jmag(pz) obtained with KKR+DMFT matches the experimental values in pz . 2 a.u. region
for U > 2.3 eV, while ELK+DMFT results overestimate the experimental values for pz . 1 a.u for
all considered values of U .
Although in general the low momentum is better described with higher U values (see Fig. 5.8),
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the cost of this is the poorer agreement with the experiment from 1 a.u. to about 5 a.u.. This is
because the area under the MCP, which is equal to the corresponding spin moment for each U
value in Fig. 5.7, reduces with increasing U and is less than the experimental value for U > 2.0 eV.
Therefore, for the different U values, an improvement in one momentum region of the MCP
causes another region to worsen in order to conserve the area.
We did not find a single U value, within the ab-initio range of U values, which would
simultaneously match both, low- and high-momentum regions of experimental profile within its
error. On the other hand, in the previous section, we identified that the DFT+DMFT calculation
with U = 2.0 eV and J = 0.9 eV produces the best match between the calculated and experimental
magnetic moment. To see how well the DFT+DMFT MCPs for U = 2.0 eV match the experimental
MCPs from Ref. [249], and also to compare the results obtained by two different packages and
two distinct frameworks, we show the corresponding MCPs in Fig. 5.10. Although the MCPs
calculated in the DFT+DMFT framework for U = 2.0 eV deviate from the experimental results
in the momentum range 0< pz < 1 a.u., extending DFT with the DMFT framework significantly
improves the description of the experiment in the range 1< pz < 2 a.u.. For U = 2.0 eV, the
structure of the MCPs is well reproduced in all three high symmetry directions in this region
where the dominant contributions are made. DFT+DMFT results also stay in reasonably good
agreement with the experiment for higher values of pz, from pz = 2 a.u. onwards, but they tend
to slightly underestimate the tails, although they are within the experimental error. This is also
a consequence of the calculations overestimating the low momentum region.
Overall, dynamic correlations improve the agreement with the experimental data beyond
the LSDA results. The results including dynamic correlations also show the correct trend for
low momentum region pz . 2 a.u. where better MCPs are obtained in comparison to the LSDA.
LSDA overestimates the MCP values for almost the entire region. As mentioned earlier, since the
areas under the MCPs directly equal the spin moment (ms), the areas reduce with increasing
U as per Fig. 5.7. Nevertheless, since DFT+DMFT also overestimates the experimental MCP
values in the pz . 1 a.u. region, the consequence is that the high-momentum region tails are
underestimated – after all, the areas beneath the MCP and U = 2.0 eV DFT+DMFT curves
are almost equal. The current results, however, do not allow us to infer the optimal value for
the on-site Coulomb interaction necessary to obtain the best agreement with the experimental
measurements. Nevertheless, we see that U values in the range [1.7,2.3] eV describe the on-site
Coulomb interaction reasonably well (almost exactly within the experimental error bars in the
1. pz . 2 a.u. range), in agreement with positron annihilation measurements [257]. Similar
conclusions have been drawn in previous papers reporting the correlation effects upon the MCP
of Ni [226–228].
A direct comparison between the methods can be seen in Fig. 5.11, where we plot the theoreti-
cal MCPs which have not been convoluted with the experimental resolution. The results from the
two DFT+DMFT implementations are in excellent agreement. Therefore, we are confident that
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the effect of the resolution on the MCPs does not hide any glaring disagreements between the
implementations.
The ELK(NM)+DMFT MCPs (Figs. 5.8 (g)-(i)) have drastically worse agreement compared
with the ELK+DMFT results as the area and shape do not match with the experimental data
at all. This strongly indicates that there are vital electron correlations within the ELK+DMFT
results which are missing in the ELK(NM)+DMFT calculations. From Table, 5.1, there is no
negative moment contribution (originating from the negative spin polarisation) to the spin mo-
ment. This explains the vastly different shape of the MCPs at low momentum pz . 1 a.u. (in
which region the DFT band resolved MCPs have negative contributions, as seen in Fig. 5.9).
These results indicate that the ELK(NM)+DMFT results are missing the mean-field screening
contributions. This screening may have an effect on the magnitude of the 3d moment which may
explain the discrepancy between the ELK+DMFT and ELK(NM)+DMFT total spin values. How-
ever, other electron correlation contributions, such as non-local spin fluctuations and exchange,
may also be significant. Because of these missing vital electron correlation contributions, the
ELK(NM)+DMFT results were not investigated any further.
Finally, we conclude that neither implementation (ELK+DMFT nor KKR+DMFT) produces
results (for all U values) that have a better overall agreement with the experimental data than
the other (within the experimental error). The level of experiment-theory agreement between
the MCPs from both implementations varies in different regions of momentum. Overall, the
results from the two implementations are in good agreement with minor discrepancies due to the
aforementioned differences discussed at the beginning of Section 5.3.
5.3.3 Spectral function
Features in the MCPs can be traced back to the form of the spectral function which, for the
non-interacting case, is represented by the band structure. Figure 5.12 shows the DFT band
structure together with the DFT+DMFT k-resolved spectral function along the high symmetry
directions in the BZ from the ELK and ELK+DMFT calculations. In the present DFT calculation,
we confirm that the bands 5 and 6 of Fig. 5.12 only give a positive contribution to the MCPs
whereas bands 1-4 have negative contributions to the MCPs at low momentum, see Fig. 5.9.
In a many-body picture, however, such a band-resolved interpretation is not possible. The
spectral function in Fig. 5.12 shows the QP dispersion. The self-energy affects the two spin channel
spectral functions differently. A significant part of the energy dependence of the self-energy is
related to the different occupations of the spin-polarised d-states, on which the MCPs are also
dependent. Scattering processes involving s electrons may be neglected as the corresponding
orbitals are almost completely filled [272].
Within the single-site DMFT approximation, the self-energy matrix is diagonal in the angular
momentum representation and is independent of k. It is the orbital dependence of the self-energy
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Figure 5.12: The ELK DFT band structure and ELK+DMFT, DFT+DMFT (U = 2.0 eV and
J = 0.9 eV) spectral function for the majority (left) and minority (right) spin. The DFT bands
have been broken down in terms of their indices (using the same numbering as Dixon et al. [249])
for discussions about the band contributions to the MCPs and resemble those of Dixon et al.. The
insets are a zoomed image around the X symmetry point (indicated by the grey outline) showing
the differences between the theoretical treatments.
that produces a coupling between the terms of the d8-multiplets20 [272], where the neglected k-
dependence of the self-energy (within the single-site DMFT) amounts to disregarding the hopping
processes of the two holes bound to the same Ni-site. The CTHYB impurity solver captures the
self-energy contributions relevant for the strong ferromagnetic state such as repeated scattering
of paired holes, hole-hole and hole-electron interactions as these processes enter in the fully
rotationally invariant formulation of the Hubbard model and parameterised by the U and J
parameters [259]. As Ni has a relatively large band width, the atomic multiplet structure is
extended in the energy range around −6 eV. Therefore, the expected satellite in our treatment is
a broad feature instead. The prominent correlation effect on the DFT+DMFT k-resolved spectral
function is to renormalise the position and width of the d-bands and significantly reduce the
exchange splitting to about 0.3 eV at the L-point (which we measured as the difference between
the majority and minority band centres). These are direct consequences of the presence of the
real part of the DMFT self-energy having a negative slope at EF . These features are in good
agreement with experiments [243, 244] and are in line with previous studies [245, 246, 248]. We
observe that the crossing of the bands at the Fermi level hardly changes for the majority spin
channel (see the left panel in Fig. 5.12). In the minority bands, however, there are subtle changes
around the X-point, where two X-hole pockets reside (see the inset in the right panel in Fig. 5.12).
These changes are less significant for the MCPs but are relevant in other experiments such as
dHvA and ARPES [273, 274]. Previous experiment-theory comparisons [273, 274] have shown
that DFT predicts a second shallow minority hole pocket around X. This is referred to as the
20Note that in the Bloch basis, the k-dependence of the projectors also provides coupling between the multiplets,
but this is likely to be less significant than that of the coupling from the orbital dependence of the self-energy.
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minority X2 hole pocket (related to minority band 3 in Fig. 5.12) but there is no strong evidence
of its presence in the experiments. The present DFT+DMFT calculation with U = 2.0 eV shows
that the size of the minority X2 hole pocket shrinks and also becomes shallower as compared
with the DFT results, but it does not vanish. These may indicate that other correlation effects
are required to suppress this band below the Fermi level, or that the large effective mass of X2
hole pocket due to the shallowness of the corresponding band around X (see the inset in the right
panel in Fig. 5.12) might have made its observation more challenging.
Contrary to previous interpretations based on the one-particle description, it is not obvious
that the negative polarisation contributions to the MCP (by the s and p electrons) is the cause for
the disagreement between the experiment and the DFT and DFT+DMFT computations. The low
momentum disagreement is likely the consequence of the other missing correlation effects beyond
DFT+DMFT, such as screening. Therefore, these missing correlation effects will likely affect
the low momentum contributions from the d electrons, and may influence the s and p negative
contributions, to the MCPs. As screening is a genuine many-body effect, it requires methods such
as QSGW. Such a calculation for Ni has been performed recently by L. Sponza et al. [275]. The
QSGW calculation produce an enhanced value for the magnetic moment and exchange splittings.
Nonetheless, in supplementing the computations with DMFT in the combined QSGW+DMFT,
the values for the magnetic moment and exchange splitting are in good agreement with the
experiment. The increased moment in QSGW and its subsequent reduction when including
DMFT is intriguing and further investigation into their spin moment contributions, as in Table
5.1, should be explored. The ELK+DMFT and ELK(NM)+DMFT results show how important
the screening and potentially other non-local effects are in Ni. Therefore, We expect that a
QSGW+DMFT calculations would likely improve the MCPs, as these incorporate the non-local
(screening) effects.
5.4 Vanadium
Vanadium is a body-centred cubic (BCC) 3d transition metal (with a = 3.03 Å [276]) which
is a vital component of many correlated systems, for example transition metal oxides such as
SrVO3 and VO2. The element V has three electrons in its 3d orbitals, but in oxides it tends to be
in the V4+ state meaning that there is one electron in the 3d orbital. Due to the local nature of
the 3d orbital, this may result in the electronic structure being a correlated metal or potentially
an insulator due to the strong electron correlations.
Like Ni, elemental V is another weakly correlated material and DFT is able to qualitatively
match the dHvA [277], ARPES [278, 279], and 2D-ACAR [195, 196, 271, 280–289] measurements.
The V DFT Fermi surfaces in Fig. 5.13 reproduce the observed Fermi sheets in the dHvA
experiments, but the sizes of corresponding Fermi sheets do not match, which is discussed
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Figure 5.13: The V Fermi surfaces shown within the BCC 1BZ which has the high symmetry
points indicated on its boundaries. (a) The octrahedral Fermi sheet around the Γ-point. (b) The
hole ellipsoid Fermi sheet which surrounds the N-point and the “jungle gym” hole Fermi sheet
which surrounds the Γ and H high symmetry points. (c) All of the V Fermi sheets as viewed along
the [100] direction.
in Section 5.4.2. This indicates that there are still missing electron correlations in the DFT
calculations. The high-resolution Compton profiles measured by Shiotani et al. [217], on the other
hand, are significantly different from the corresponding DFT predictions. The large discrepancies
between the calculated and measured Compton profiles in Ref. [217] were attributed to the
neglected electron correlations in the theory. There has been some success in modelling the
effect of the missing electron correlations within previous theoretical studies of V Compton
profiles, such as incorporating the Lam-Platzmann correction [290], as well as an empirical
Fermi-liquid-like occupation function [219]. In the following sections of this chapter, we show
how the inclusion of DMFT changes the experiment-theory agreement of V with regards to the
Compton profiles and the directional differences (in Section 5.4.1), as well as the spectral function
and its corresponding experimental quantities (in Section 5.4.2).
The ELK DFT calculation used the LDA functional with a 20×20×20 Monkhorst-Pack k-mesh.
For the ELK-TRIQS DFT+DMFT calculations, the DMFT cycles used the full rotationally invariant
interaction Hamiltonian in the impurity problem which was solved using the CTQMC solver with
2.8 × 108 Monte Carlo sweeps, β = 40 eV−1, J = 0.9 eV, and the AMF double counting term. The
J value is the same as that used for Ni (for the reasons discussed in Section 5.3), and it has been
used for another V DFT+DMFT study [289]. All five 3d orbitals were used in the DMFT cycle,
and the corresponding 3d Wannier projectors were generated using the eigenstates within the
correlated energy window of [-7.00, 5.01] eV. A range of U values, [2.3, 2.6, 3.0, 3.3] eV, were used
to determine the profile dependence on the local d correlations. This range was determined from
the upper and lower limits of previously used U values [256, 289, 292].
5.4.1 Compton profiles
The Compton profiles were calculated within a sphere of radius 16 a.u. (|p|6 16 a.u.), and then
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Figure 5.14: The theoretical (DFT and DFT+DMFT with several intra-site U values) and Shiotani
experimental [217] Compton profiles along the (a) [100], (b) [110], and (c) [111] high symmetry
directions. The theoretical Compton profiles have been convoluted with a Gaussian with a full-
width-at-half-maximum (FWHM) of 0.12 a.u. to represent the Shiotani experimental resolution.
The inset panels for each high symmetry direction show the comparisons of the corresponding
theoretical Compton profiles to the older Rollason data [291]. The theoretical Compton profiles
in the insets have been convoluted with a Gaussian with a FWHM of 0.40 a.u. to represent the
Rollason experimental resolution.
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Figure 5.15: The theoretical (DFT and DFT+DMFT U = 3.3 eV) and experimental high symmetry
directional differences of (a) [110]-[100], (b) [111]-[100], and (c) [111]-[110]. Both the Shoitani
[217] and Rollason [291] experimental data have been plotted for each directional difference. The
theoretical profiles have been convoluted with a Gaussian with a full-width-at-half-maximum
(FWHM) of 0.12 a.u. to represent the Shiotani experimental resolution.
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DFT(+DMFT) calculations. The HF Compton profiles were calculated and used to remove the
isotropic semi-core states from the DFT(+DMFT) Compton profiles. This has to be done in this
way as the DFT+DMFT calculations no longer have “band indices” as in DFT, meaning that a
band resolved DFT+DMFT EMD is not possible. This HF Compton profile subtraction results
in the theoretical and experimental valence Compton profiles relating to the same five valence
electrons. Therefore, the resulting theoretical Compton profiles are normalised to the five valence
electrons.
Figure 5.14 shows the Compton profiles along the high symmetry directions for the DFT
and DFT+DMFT calculations as well as the experimental data of Shiotani et al. [217]21. The
calculated Compton profiles have been convoluted with a Gaussian with a FWHM of 0.12 a.u.
to represent the experimental resolution. Firstly, our DFT Compton profiles and directional
differences in Figs. 5.14 and 5.15 are in good agreement with the theoretical Compton profiles
and directional differences presented in Ref. [217]. The DFT+DMFT Compton profiles have
very weak dependence on U for the range of U values presented. However, there are significant
changes to the Compton profiles when including DMFT compared with the DFT results. The
results from the DFT+DMFT U = 3.3 eV calculation will be used from this point onwards as this
U value agrees with previous ab initio results [256].
Shiotani et al. [217] suggested that the poor agreement between the theoretical and experi-
mental Compton profiles, shown in Fig. 5.14, was due to the missing electron correlations in the
exchange-correlation functional used in the DFT calculation. This is indeed plausible because
the electron correlations produce the Fermi-liquid-like occupation function which suppresses the
profile height at low momentum, as shown in Section 5.1.2. The DFT+DMFT Compton profiles
changed in the way one would expect when using the Fermi-liquid-like occupation function from
DMFT, but the magnitude has not been sufficiently altered to be in agreement with the Shiotani
results. However, the insets of Fig. 5.14 show that the theoretical Compton profiles, especially the
DFT+DMFT Compton profiles, have better agreement with the older, lower resolution Compton
data measured using γ-radiation (in the laboratory) by Rollason et al. [291]22. (These theoretical
Compton profiles in the insets were convoluted with a Gaussian with an FWHM of 0.40 a.u. to
represent the Rollason experimental resolution.) This is concerning as the difference in both
sets of experimental Compton profiles is greater than can be explained by the difference in the
resolution.
Interestingly, the theoretical directional differences have better agreement with the Shiotani
experimental directional differences than the Rollason data in Fig. 5.15. However, there are some
problems with the Shiotani directional differences highlighted by the fact that the high momen-
tum region of the directional differences in Fig. 5.15 (a) and Fig. 5.15 (c) is not (approximately)
zero. These differences should be zero within this region as this is where the profiles become
21This experiment used a synchrotron as the source of the X-rays.
22The Rollason Compton profiles in Ref. [291] were of all of the electrons. The Rollason profiles presented in this
section are from the tabulated data in Ref. [291] with their core contributions removed.
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Figure 5.16: The valence Compton profiles of (a) [100], (b) [110], and (c) [111] from the Shoitani
[217] and Rollason [291] experimental data. For comparison, the Shiotani data was convoluted
by an additional Gaussian to simulate data with a broader 0.40 a.u. experimental resolution.
There are two plots of the Rollason valence Compton profiles, one from the removal of the correct
core profile (cyan) and the other is from using an incorrect core Compton profile (magenta), for
reasons explained in the main text.
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isotropic and HF-like (see Section 5.1.3.1). As the high momentum region of the directional
differences in Fig. 5.15 (b) is approximately zero, this suggests that there is a problem with the
high momentum tail of the [110] Compton profile. Therefore, the consequence of getting the
correct behaviour in the high momentum region of the directional differences [for Figs. 5.15 (a)
and (c)] may cause the corresponding low momentum region to be slightly shifted (upwards for
[111]-[110] and downwards for [110]-[100]), which would improve the experiment-theory agree-
ment. On the other hand, the theoretical directional differences have fairly poor agreement with
the corresponding Rollason experimental data. Note that in Ref. [291], the Rollason directional
differences were only shown up to 3 a.u., whereas we present their experimental data up to 5 a.u.
in Fig. 5.15 (using the tabulated data in Ref. [291]). As the data in the high momentum region
is sparse, this makes it difficult to ensure that these directional differences have converged to
zero here. An incorrect shape in the high momentum region would affect the low momentum
shape of the directional differences23. However, these issues have less impact on the measured
Rollason Compton profiles (although they are important to resolve when doing the data analysis).
Consequently, this means that the Rollason directional differences are less reliable than their
Compton profiles. However, the problems in these directional differences should be easier to
manage when doing the data analysis on the Shoitani Compton profiles, as this data has good
momentum resolution.
The question is: how are the Shiotani Compton profiles so different, but yet the comparisons
of the directional differences with the theory look fairly reasonable? The most likely explanation
is that these differences are due to the image plate Shiotani et al. used, which had no energy
resolution meaning that the authors had to approach the data analysis differently to that
described in Section 5.1.3.1. Only the Compton scattered X-rays which satisfied Bragg’s law24
were properly analysed with respect to the photon energy [217]. The authors stated that the
background noise was the most difficult to determine. Therefore, the error may have occurred
when they accounted for the background, which involved using the HF core Compton profile
(calculated from Ref. [233]), within their data analysis. Consequently, we are going to assume
that the HF core Compton profile was treated incorrectly in the Shiotani data analysis to see if
we can obtain their skewed Compton profile shape from the Rollason data. The core and valence
Compton profiles should be describing the 18 core electrons and the 5 valence electrons (per unit
cell). It is possible that certain electron orbitals were unintentionally treated as core, resulting in
an incorrect core Compton profile. This incorrect core Compton profile would then be removed
from the total Compton profile and the remaining incorrect valence Compton profile appears
to have been renormalised to the expected 5 valence electrons (per unit cell). As this process
involves an isotropic removal, the anisotropic parts of the Compton profile remain to give good
experimental-theory agreement with the directional differences, whilst also giving poor looking
23This is a consequence of the area conservation of the Compton profile. As the area is fixed, any changes to the
high momentum region during the data analysis will be compensated in the other momentum regions.
242dsin(θ)= nλ
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valence Compton profiles. This scenario is shown in Fig. 5.16 and it explains the skewed shape
seen in the Shiotani Compton profiles. Fig. 5.16 shows the core Compton profile removal of the
total Rollason Compton profile with the correct HF core Compton profile and an incorrect one.
The core Compton profile is constructed from the HF Compton profiles of each (occupied) orbital
from the tabulated results in Ref. [233]. The correct core Compton profile is constructed from
the HF Compton profile contributions of the occupied 1s22s22p63s23p6 orbitals, and this core
Compton profile is normalised to the correct 18 core electrons (per unit cell). However, using an
incorrect core Compton profile composed of HF Compton profiles from the incorrectly occupied
1s22s22p53s33p5 orbitals, but normalised to the correct 18 core electrons (per unit cell), is able to
reproduce the (convoluted25) Shiotani valence Compton profile. Note that this incorrect Compton
profile is not necessarily the core Compton profile used by Shiotani et al. during their data
analysis, but it illustrates that there is potentially an issue with these Shiotani valence Compton
profiles, which may have occurred due to an incorrect core Compton profile subtraction process or
any other incorrect treatment/removal of the isotropic part of the Compton profile in the data
analysis. Unfortunately, it is not easy to check whether they used the wrong HF core Compton
profile without having the total Compton profile data from the Shiotani experiment (i.e. the
Compton profile prior to the core subtraction). To be sure, the V Compton profiles should be
remeasured, at least for the high symmetry directions.
If the skewed shape of the Shiotani Compton profiles is due to the core subtraction (or any
other isotropic treatment) issues, then the directional differences are fairly reliable (except for
the other issues discussed previously). Therefore, the DFT+DMFT directional differences in
Fig. 5.15 show improved agreement with the Shiotani data with respect to the corresponding
DFT results. The magnitude of the DFT+DMFT directional differences have reduced by up to a
factor of a half in certain momentum regions, bringing them into better correspondence with the
data. These results are consistent with Ref. [294] which showed the important role local (atomic)
correlations from the 3d states (which results in a modification of the occupation function) have
in the 3d transition metals. On the other hand, the shape of the directional differences pretty
much remains unchanged compared with the DFT, which relates to only minor changes to the
Fermi surface, at least within the Compton experimental error (the effect of the bands and Fermi
surface on the EMD is discussed in Section 5.1.2).
For further analysis, the V Compton profiles should to be remeasured to resolve the possible
issues with the experimental data. With the current setup of Compton scattering measurements
at SPring-8, the measurement of the high symmetry directions should not be too difficult or time
consuming to do. As all of the electrons contribute to the Compton scattering measurement, there
are only 5 out of the 23 electrons – this equates to 5/23 of the measured signal – in which we would
25The Shiotani data here was convoluted by a Gaussian to simulate data with a 0.40 a.u. experimental resolution,
so that it can be compared more easily with the Rollason data. This simulated data approximation is possible from the
successive convolution of two Gaussians being the same as the convolution with a single Gaussian of a different width
(see Ref. [293] for further details).
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interested in. Also, using large single crystals will mean that a larger X-ray beam can be used
which will result in a greater measured count rate of the Compton spectra. Therefore, to get high
quality high symmetry data for V (with comparable resolution as quoted in the Shiotani data)
may take only one day of beamtime at SPring-8. This experiment proposal could be extended to
extract the 3D EMD by reconstruction done by measuring the Compton profiles along certain
special directions (see Ref. [18] for further information on this technique). This could mean that
about a dozen Compton profiles may be measured to extract the 3D EMD, which then would be
used to determine the occupation density by using the Lock-Crisp-West (LCW) method [295].
This measured occupation density would give another excellent insight into the manifestations of
the many-body interactions. Similar 2D-ACAR studies have investigated the many-body electron-
positron correlations effects from the measured two-photon momentum density (TPMD) and 2D
projected electron-positron occupation density (see, for example Refs. [284, 285]). However, there
have been little to no notable V experimental studies of the 2D/3D EMD or occupancy density.
Overall, although there are questions about the reliability of the experimental Compton data,
it appears that the DMFT self-energy causes the occupation function to improve the isotropic
and anisotropic distribution of the EMD, which subsequently affects, and indeed improves, the
Compton experiment-theory comparison. However, the DFT+DMFT wave functions may have
also contributed to the improvements, but as the occupation function implicitly depends on the
wave functions, it is difficult to decouple the contributions these quantities have to the EMD.
5.4.2 Spectral function
As seen with the Ni results, changes to the Compton profiles are related to the spectral function,
so looking into the spectral function addresses whether there are any significant changes at
the Fermi level. It is also important to investigate the spectral function with the correspond-
ing experimental quantities to determine whether the inclusion of DMFT has improved these
experiment-theory comparisons. Fig. 5.17 compares the total DOS from the DFT and DFT+DMFT
calculations, and it is evident from this that the DMFT has significantly renormalised the d band
widths and smeared the spectral weight (as a consequence of the DMFT lifetime). The noise in
the DFT+DMFT spectral function between [-6, -4] eV is due to the s bands having little smearing
contributions from the DMFT self-energy26. The effect of the occupation function on the occupied
total DOS, in the inset of Fig. 5.17, gives a visual indication on which eigenstates contribute (and
the magnitude of their contribution), above and below the Fermi level, to the EMD calculations
from the different theories.
The DFT band character plot in Fig. 5.18 (a) shows that the bands around the Fermi level
are predominantly d in character apart from around the N-point (which is more p in character).
It should be noted that the inclusion of DMFT, in Fig. 5.18 (b), only causes minor changes to
26Currently in TRIQS, this type of noise can only be reduced by either having a denser k-mesh or using a larger
artificial imaginary part in the Green’s function.
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Figure 5.17: The total density of states (DOS) from the DFT and DFT+DMFT (U = 3.3 eV)
calculations shown within the [-7, 5] eV energy range with respect to the Fermi energy. The inset
is the occupied total DOS calculated by including the occupation function in Eq. 5.18. The DOS
BZ integral was evaluated with a denser k-mesh of 40×40×40.
the bands around the N-point in the DFT+DMFT k-resolved spectral function, as these bands
contain little contribution from the correlated d electrons. The smearing and renormalisation
effect from DMFT within the DFT+DMFT spectral function is more visible in Fig. 5.18 (b). This
renormalisation causes the DFT+DMFT k-resolved spectral function to be in excellent agreement
with the ARPES and KRIPES experimental data [278, 279]. There are only minor changes at the
Fermi level shown in Fig. 5.18 (b). This confirms that little change has happened to the Fermi
surfaces from DFT to DFT+DMFT, and these changes appear to be too small to affect the Compton
profiles. This reinforces the notion that the improvement in the Compton experiment-theory
agreement using DFT+DMFT is more likely coming from the correlated occupation function than
changes to the Fermi surface.
On the other hand, more sensitive information about the Fermi surface can be obtained by
looking at the V dHvA data reported in Ref. [277]. The comparison of the N hole ellipsoid Fermi
surface pocket dHvA data with the theory is given in Table 5.2. We see that the agreement
between the theory and experiment worsens when DMFT is included for the NΓ and NP calipers
(dimensions). However, The NH caliper does not change between the DFT and DFT+DMFT
calculations. This worsened agreement is likely a consequence of the bands shifting at the Fermi
level, which is caused by the inclusion of the real-part of the self-energy and the double counting
used. A potential problem with DFT+DMFT calculations is the double counting approximation. As
the true double counting is not known, the commonly used approximations may lead to incorrect














































Figure 5.18: The V (a) DFT d band character plot and (b) DFT band structure and DFT+DMFT
(U = 3.3 eV) k-resolved spectral function [A(k, ω)] plot. Both plots are within the [-7, 5] eV energy
range with respect to the Fermi energy. The ARPES [278] and KRIPES [279] experimental data
have also been plotted in (b).
double counting approximation is more appropriate to use than FLL for V as the total occupation
of the V d orbitals is not an integer. This double counting problem can only be truly resolved by
using the exact double counting which is still unknown. It should be noted that these DFT+DMFT
N hole ellipsoid Fermi surface pocket caliper sizes are different compared with the DFT+DMFT
results by Ref. [289]. This is likely due to the different solver and double counting used in those
calculations. On the other hand, the N hole ellipsoid Fermi surface pocket is not truly an ellipsoid,
but it is close to being one. This hole Fermi surface sheet was approximated as an ellipsoid in
the dHvA data by Ref. [277] in order to determine the quoted dHvA caliper sizes in Table 5.2.
Therefore, this approximation may have introduced errors in the reported dHvA values, but this
is unlikely to fully account for the discrepancy between the experiment and theory.
The V dHvA experiment [277] also extracted the mass enhancements (m∗/m) of the N hole
ellipsoid Fermi surface pocket along [100] and [110], which were 2.05 and 2.4 (with respect to their
DFT (APW) mass) respectively. This enhancement was attributed to the phonon enhancement
(equal to 1+λ, where λ is the electron-phonon coupling constant) of the bare electrons, but this only
enhances the mass by a factor of 1.6 as reported by Refs. [277, 296]. However, the experimental
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DFT DFT+DMFT (U=3.3 eV) Experimental
NΓ (Å−1) 0.57 0.60 0.4405
NH (Å−1) 0.37 0.37 0.3649
NP (Å−1) 0.56 0.57 0.4632
Table 5.2: The N hole ellipsoid Fermi surface pocket calipers (dimensions). The calculations
are compared with the quoted experimental (dHvA) calipers in Ref. [277]. Due to the finite
lifetime in the DFT+DMFT spectral function, there is an error associated to the quoted values.
Therefore, the DFT and DFT+DMFT values have been quoted to a resolution of 0.01 Å−1 (which
is approximately the error in the DFT+DMFT values).
value of λ from specific heat measurements by Ref. [297] showed that λ = 1.0 ± 0.2, which
therefore means that the phonon enhancement is actually 2.0 ± 0.2. This may account for the N
hole ellipsoid Fermi surface pocket enhancement along [100], but this still too small for the [110]
value. This may mean that the discrepancy in the mass enhancement may be due to the electron
correlations. The mass enhancement due to electron correlations from DMFT can be determined









where the Z is evaluated from the differential of the imaginary part of the Matsubara self-energy
at iωn → 0+ (close to the Fermi level). Then, from this, m∗/m = Z−1 (for the k-independent
self-energy, as introduced in Section 2.3). Calculating the QP residue on the Matsubara axis
means that this will not suffer from any potential analytic continuation difficulties. The mass
enhancements due to DMFT correlations in the Wannier t2g and eg orbitals are 1.72 and 1.41,
respectfully. Therefore, the mass enhancement range, including the phonon enhancement, is
between 1.8 ≤ m∗/m ≤ 3.8 (by taking the lower limit of the experimental phonon enhancement
for the lower bound and multiplying the higher experimental phonon enhancement value with
the larger DMFT electron correlation enhancement factor to estimate the upper bound). This is a
crude estimate of the enhancement as there are factors which have not been consider, such as the
band character for the bands around the N-point [which will have changed in the DFT+DMFT
calculation compared with the band character plot in Fig. 5.18 (a)]. The important message from
this estimate is that (DMFT) electron correlations are needed for a better agreement of the mass
enhancement between the experiment and theory.
Theories which treat s and p (and non-local) electron correlations beyond DFT+DMFT (such
as GW, GW+DMFT, and so on) should affect the bands around the N-point more significantly,
which will likely lead to other changes in the Compton profiles and directional differences. Hope-
fully, using these theories will help reduce the other discrepancies prominent in the directional
differences. The sizes of the N hole ellipsoid Fermi surface pocket improve when including these
missing s and p (and non-local) electron correlations from one-shot GW , QSGW, and the SCAN
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functional [298]. Also, including these missing electron correlations should bring the aforemen-
tioned theoretical mass enhancement range in line with the experimental values when accounting
for the band characters. Therefore, the Compton profiles (and the other quantities discussed in
this section) should be investigated with these theories, as well as with other techniques such as
QSGW+DMFT if the double counting could be better accounted for in V.
5.5 Conclusions
This chapter has shown DFT+DMFT EMD calculations using the ELK-TRIQS interface. Both Ni
and V calculations were used to benchmark the DFT+DMFT EMD code, along with investigating
the effect of DMFT on the EMDs and spectral functions within these weakly correlated materials.
For Ni, the DFT+DMFT spin moment calculations have the same U dependence in both
ELK+DMFT and KKR+DMFT, with the slight difference in magnitude likely being due to the
details of the implementations. Although the spin moment improves to be comparable with the
experimental value, the shape of the MCP has a weak U dependence. Features in the profile, such
as umklapp peaks, remain relatively unchanged and only the MCP contributions are redistributed
compared with the calculated DFT profiles. For the U = 2.0 eV calculation, which reproduces the
experimental spin (and total) magnetic moments, the corresponding spectral function reveals
that the minority X2 pocket shrinks and gets shallower with respect to the DFT calculations,
but nevertheless still survives. This small X2 pocket could have a large effective mass and
this may explain why it was not observed in the dHvA experiment. According to our combined
DFT+DMFT approaches, some arguments in previous DFT studies built upon the existence of
negative polarisation description [250, 251] are not sufficient to explain the discrepancy between
the theoretical and experimental MCP and low-momentum region. Instead, theories including a
non-local description of interaction and retardation effects (i.e., energy-dependent screening) such
as cluster-DMFT, GW (QSGW), and beyond might be more suitable to deliver a better description
of the MCP in ferromagnetic metals such as Ni. To truly resolve the intricacies which may arise
between the aforementioned theoretical frameworks, it would be essential to remeasure the
Ni MCPs with a higher resolution. This will lead to a further valuable understanding of the
many-body ground-state properties probed in momentum space.
The DFT and DFT+DMFT Compton profiles were also calculated for V. There is little de-
pendence of the Compton profiles on the different U values used, but the DMFT reduces the
magnitude of the Compton profiles and directional differences to be more inline with the ex-
perimental data [217, 291]. This reduction is likely a consequence of the improved description
of the occupation function calculated in the DFT+DMFT compared with the DFT. There are
concerns with the Shiotani Compton profile data as shown with the comparison with the older
Rollason data. The issues with the experimental Compton profiles can only be truly resolved by
remeasuring them. Ideally, the 3D EMD should also be extracted (by 3D reconstruction methods),
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as this will give desirable information about the electron occupation density. Our U = 3.3 eV
DFT+DMFT spectral function has excellent agreement with the ARPES and KRIPES data along
with improved mass enhancements around the N hole ellipsoid Fermi surface pockets. There
are small changes to the Fermi surface when including DMFT, but these changes worsened the
theoretical agreement with the dHvA data. This could be a consequence of not using the true
double counting. However, these N hole ellipsoid Fermi surface pocket caliper sizes improve when
including the missing electron correlations beyond the DFT+DMFT picture [298]. As there are
a lot of 2D-ACAR measurements on V [195, 196, 271, 280–289], a future direction for this work
is to do DFT+DMFT TPMD calculations. The ELK Compton code used in this thesis has TPMD
capabilities (discussed in Ref. [235]) for DFT calculations. Doing DFT+DMFT TPMD calculations
are potentially possible with the setup outlined in this thesis. This has been left for future work
as benchmarking this code for the DFT+DMFT calculations is required, as well as other factors,
such as treatment of the electron-positron enhancement, would also need to be considered.
The results presented for both Ni and V show that electron correlations beyond DFT are
vital for better agreement between experiment and theory in these weakly correlated materials.
Although we have seen significant improvements when including DMFT, there are still discrepan-
cies with the experiments which indicate that the electron correlations which are not included in
DFT+DMFT are important. Recently, results from GW , QSGW , and the SCAN functional improve
upon the discrepancies in V which DFT+DMFT does not improve upon [298]. Therefore, theories,
such as QSGW+DMFT (with better a treatment of the double counting) should be used on these











CONFINEMENT INDUCED METAL INSULATOR TRANSITION IN
SRVO3 SUPERLATTICES
This chapter discusses, and has adapted, the content from Ref. [25] where the author is the
principal author of that article. The focus of the chapter will be on the substantial contributions
the author has made to the article, namely the ELK DFT, ELK-TRIQS DFT+DMFT and (ELK) one-
shot GW (G0W0) calculations. The tight-binding (TB) models and pseudo-potential calculations
were done by J. Laverock, and are included here for context.
6.1 Introduction
Many of the bulk properties of a material can be manipulated just by reducing the length scales
of the crystal to be on the scale of the electron’s de Broglie wavelength (a few lattice constants).
Consequently, this means that the crystal is no longer bulk. These reduced length scales, along
one or more dimensions, results in a reduction in the degrees of freedom of the carrier particles,
implying a reduction in the allowed phase space [299]. This defines the quantum confinement
effect. This confinement reduces the propagation of the electron wave function along those
reduced dimensions1. A (relevant) confined system is a material in which the length scale of
one of the dimensions has been reduced such that the material’s properties have subsequently
changed from being 3D to being described by a 2D system. This example 2D system here is a
quantum well (QW). The QW region is where the quantum-confined electrons exists and its
boundaries (along the confined dimension) are of an interface to another material or the vacuum.
Quantum confinement is an established mechanism which has been used in device manufacture
1The “particle in a box” solution to the Schrödinger equations (of appropriate length scales) from undergraduate
studies is a nice illustration of quantum confinement [300].
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with semiconductors, nanomaterials, and so on [1, 299, 300].
Although QW structures are well-known in semiconducting [1, 301] and free electron-like
[302] materials, using correlated 3d metals within these structures has only recently been utilised
with a select few transition metal oxides [303–305], as well as in few-layer SrVO3 thin films [306].
Recently, substantial advances in the quality and control of layer-by-layer growth methods have
facilitated designed transition metal oxide heterostructures and superlattices (SLs) [which are
multiple layers of QWs], often focusing on emergence at interfaces and/or surfaces [307–310].
However, the nature of the correlated properties they exhibit, such as their unusual subband
renormalisation [306, 311], is not yet well understood. This understanding is essential in order
to exploit their properties. Therefore, these correlated heterostructures and SLs have been the
subject of a plethora of DFT+DMFT studies [25, 132, 154, 157–160, 312]. DFT+DMFT is ideal
to be able to get an insight into the strong correlations present in these systems comprised of
transition metal oxides. The “strength” of the electron correlations present in these systems can
be gauged by the U /W ratio, where W is the band width (see Fig. 3.2 for example). The electron
correlations may be attributed to other effects occurring in the system. For example, the U/W
ratio is known to be significantly enhanced at the SrVO3 surface [313–316], and in few layer
systems [154, 155]. The reduced coordination at the surface of such systems is often complicated
by reconstruction and relaxation [316]. A dimensional crossover due to reduced coordination has
been attributed to the observed insulating state of thin films of SrVO3 with a thicknesses below
about six unit cells [155, 156]. These systems have been the focus of recent DFT+DMFT studies,
such as the emergence of the Mott insulating state due to crystal field (CF) effects in bilayer
SrVO3 [154]. The Mott insulating state has also been attributed to CF effects in other vanadates
[132, 157–160]. However, it is important to investigate the effect of the electron correlations in a
bulk-like heterostructure system which also has a simple structure to help reduce the complexity.
This will help to reveal the underlying effect the electron correlations have without needing to
disentangle the influence from other factors, such as those from a surface. With this in mind,
Ref. [22] measured the spectroscoptic properties of the structurally simple bulk-like SrVO3/SrTiO3
SLs to investigate tuning the “strength” of the electron correlations. Bulk SrVO3 is a correlated
metal which becomes a (Mott) insulator when reducing the dimensionality to a monolayer, see
Chapter 4. On the other hand, SrTiO3 is a band insulator and its purpose is to be an inert
spacer in these SLs. These SrVO3/SrTiO3 SLs were either metallic or insulating depending on
the number of layers of SrVO3. To better understand these experimental observations for the
measured SLs, this led to the DFT+DMFT study in Ref. [25].
This chapter is based around the content in Ref. [25], where we showed that the correlated
electronic behaviour in experimentally measured SrVO3/SrTiO3 SLs is tuned by quantum con-
finement, which narrows the effective band width of the correlated QW subbands. The employed
DFT+DMFT calculations shows that by driving the SrVO3 through an MIT to a Mott insulating
phase, excellent quantitative agreement is achieved with the experimental spectral function
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extracted from the corresponding spectroscopic measurements [22]. The microscopic mechanism
involved is revealed by using a combination of DFT; DFT+DMFT; G0W0; and tight-binding
models applied to the SrVO3/SrTiO3 SLs (as well as the bulk, monolayer, and strained SrVO3)
for direct comparison with the corresponding experimental results. These DFT+DMFT results
reproduce the trends of the experimental data, and reveal that the microscopic mechanism for
the MIT in the SrVO3/SrTiO3 SLs is due to quantum confinement. Also, these results shed light
on previous observations of the anomalous mass enhancement in SrVO3 QWs [306, 311], which
can be naturally explained as consequences of quantization (i.e. the electrons’ quasi-continuous
properties, such as its energy and momentum, become discretised along the quantum-confined
dimension).
6.1.1 Experimental quantities
This section will briefly explain the results from Ref. [22] for the context of this chapter. These
experiments measured (SrVO3)p/(SrTiO3)q SLs which were grown epitaxially on (001)-oriented
(LaAlO3)0.3(Sr2TaAlO6)0.7 (LSAT) substrates. Two series of SLs were measured; the first series of
SLs is of different repetitions of the (SrVO3)p/(SrTiO3)q heterostructure for fixed p = 7 and q = 4
layers. These results showed another avenue to tuning the electron correlations in the SLs, but
modelling these within DFT and DFT+DMFT would be too computationally demanding as they
require large unit cells to simulate the repetitions. Therefore, these results were not modelled,
but are left as a possible future study. The second data series investigated the ratio of p to q
layers for four structures of the (SrVO3)p/(SrTiO3)q SLs, with p:q = 2:7, 3:6, 6:5, and 13:4, each
with nine repetitions. These results are the focus of the study here and in Ref. [25]. Transport
measurements (via the van der Pauw method [317]) established that the 2:7 and 3:6 SLs were
insulating, whereas the 13:4 SL was metallic. The 6:5 SL is metallic at room temperature, with
an MIT at a low temperature. The experimental results (performed at room temperature) show
the evolution in correlated electron behaviour extracted from soft X-ray absorption spectroscopy
(XAS) [318] and soft resonant inelastic X-ray spectroscopy (RIXS) [319], as these experimental
probes give access to both the unoccupied and occupied states respectively.
In XAS, the X-ray absorption spectra of a material will show sharp features at specific X-ray
photon energies which are unique for each element. These absorption features are referred to
as absorption edges, and they correspond to the energy required to eject a core electron into a
unoccupied state (or out of the material to produce a photoelectron) [318]. The different types of
absorption edges refer to which core electron is being ejected – for example, the K-edge refers to
the ejection of the 1s core electron. The unoccupied partial density of states of transition metal
oxides is closely related to the O K-edge (1s → 2p) XAS, due to the 2p–3d hybridisation [320].
Therefore, this O K-edge was measured by Ref. [22] to get the correlated excited spectra of the V
and Ti 3d states within the SLs. The occupied states, however, are not accessible in O K-edge
XAS. Ref. [22] used two different methods to obtain the XAS spectra: total electron yield (TEY)
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and total fluorescent yield (TFY). These TEY and TFY methods measure the total number of
electrons and fluorescence photons per incident photon (respectively) emitted from the sample as
a function of photon energy. The main difference between these methods is the sampling depth,
see for example [321]. In Ref. [22], the presented XAS spectra were from the TEY method (which
had a sampling depth of 4.1 nm), but these results were also checked with the TFY method (with
sampling depth of 70.2 nm) to ensure that the TEY results were representative of the buried
layers, which they were. Therefore, the XAS results should be representative of the bulk of the
SLs. The XAS experimental energy resolution was 0.2 eV.
RIXS can be explained in terms of a two-step process. The absorption of an incident photon
leads to the a very unstable system with a core hole. This intermediate state quickly decays
(typically within 1–2 fs) by an electron filling the core state with the simultaneous emission of
a photon. The decay of the intermediate state can happen via a number of different ways [319].
The energy of the incident photons are chosen such that they coincide (resonate) with one of the
atomic X-ray transitions (one of the absorption edges), meaning that RIXS is capable of providing
element-specific information of the local electronic structure. The measured photons contain
information about the intrinsic excitations of the material, which relate to many of its physical
properties. Therefore, many excitations due to strong correlations, ranging from plasmons and
charge-transfer excitations [319], can be measured from this technique. For soft RIXS, incident
photons have energies on the order of ∼ 1 keV (∼ 10 keV for hard RIXS). RIXS is a bulk probe
meaning that the RIXS results from Ref. [22] is also representative of the bulk of the SLs. Ref. [22]
measured the V L-edge (the 2p → 3d scattering process here) via (soft) RIXS, which relates to the
occupied states of the SrVO3 layers in the SLs. The sampling depth of the RIXS measurements
was estimated to be about ∼ 70.5 nm. The RIXS experimental resolution was 0.35 eV at FWHM.
Figure 6.1 illustrates the main experimental spectroscopic results on the SLs [22, 322] for the
different p:q ratios. The metallicity2 [Fig. 6.1(a)] was extracted from both XAS and RIXS as the
leading edge of the O K-edge XAS (which represents the conduction band minimum for insulators
and EF for metals) and from the intensity of the quasi-elastic3 peak in V L-edge RIXS (which
reflects the delocalisation of the intermediate RIXS state). Insulating SLs show large values of
these quantities, whereas metallic SLs saturate at a lower value. The QP band width [Fig. 6.1(b)]
was extracted from the SrVO3 layer contribution to the O K-edge XAS as the FWHM of the QP
peak. This quantity almost halves from the thick metallic SL to the thinnest insulating SL. The
QP spectral weight [Fig. 6.1(c)] was also extracted from the SrVO3 layer contribution to the O
K-edge XAS as the ratio of the area under the QP peak to the total area under unoccupied V 3d
states (i.e. the sum of QP, upper Hubbard band (UHB), and eg spectral weights). This quantity
rapidly drops in the insulating SLs, leaving a small remnant ≈ 10% for the 2:7 SL. Finally, the
UHB energy [Fig. 6.1(d)] is accessible to both XAS and RIXS. From O K-edge XAS, the UHB
2The metallicity is an experimental indication of how metallic the system is from a spectroscopic point of view
(meaning it is not sensitive to macroscopic connectivity). There is no theoretical equivalent to this.
3This is the limiting case of inelastic scattering which is close to elastic scattering.
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Figure 6.1: Evolution of correlated electron behaviour from experimental XAS and RIXS mea-
surements of SrVO3/SrTiO3 SLs, reproduced from Ref. [22]. From top to bottom, evolution in
(a) metallicity of SLs, (b) QP band width, (c) QP spectral weight and (d) the energy of the UHB
are shown.
peak is directly observed, and its centre is shown here. From V L-edge RIXS, the UHB energy is
available from transitions from occupied QP states to the unoccupied UHB. Both show equivalent
evolution with SL structure, exhibiting a shift to lower energies of over 0.5 eV from the thickest
SL to the thinnest.
6.2 Density functional theory calculations
The ELK DFT calculations were performed with the LDA functional. Self-consistency was achieved
on a 12×12×4 Monkhorst-Pack k-mesh, for relatively low computational cost with sufficient
sampling, corresponding to 84 k-points in the IBZ. To stabilise the DFT self-consistent cycles,
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Figure 6.2: (a) Schematic diagram of the SL structures, where p and q represent the number of
SrVO3 and SrTiO3 layers, respectively. The SL unit cells used in the DFT are indicated by the
black boxes. The colour coded layers illustrate the impurities used in the DMFT calculation. (b)
Quantized tight-binding bands for the 2:7 SL. The coloured dashed lines indicate the intrinsic
bulk bands from which the quantized bands are derived (see text). The discrete energies from the
DFT calculation are shown for comparison (both V and Ti t2g bands are given). The grey bands
are non-V t2g.
small values of mixing of the new potentials were used, at the cost of computational time. For
bulk SrVO3, a Monkhorst-Pack k-mesh of 12×12×12 was used (i.e., 84 k-points in the IBZ).
The results are in excellent agreement with previous pseudopotential calculations within the
generalised gradient approximation (GGA) of the same SLs [22]. The structures of the simple
cubic (SrVO3)p/(SrTiO3)q SLs are shown in Fig. 6.2 (a) for the three SLs investigated here, with
p:q = 2:7, 3:6 and 6:5. These were chosen for direct comparison with previous experimental
results [22, 322]. The experimental lattice parameters were used: the in-plane parameters were
those of the LSAT substrate, a = b = 3.868 Å, and out-of-plane parameters were c2:7 = 4.00 Å,
c3:6 = 3.97 Å and c6:5 = 3.92 Å. Even in the absence of the SL heterostructure, the different in-
and out-of-plane lattice parameters weakly break the V t2g degeneracy into 3d xy and xz(yz)
orbitals. Previous photo-emission spectroscopy work [155] shows how the dimensionality of SrVO3
influences the MIT. In their results, ten SrVO3 layers closely resemble bulk behaviour. From this,
we approximate the 13:4 SL in Ref. [22] with bulk DFT(+DMFT) calculations.
The quantization nature of the 2:7 DFT SL is shown in the band structure of Fig. 6.2 (b). The
other calculated SLs have a similar quantized nature in their band structures. The quantized
and intrinsic TB fits are also shown, which are discussed in more depth in Section 6.3. The effect
of quantization is also seen in the (partial) DOS. The partial DOS of t2g orbitals are shown in
Fig. 6.3 for the bulk and 2:7, 3:6, and 6:5 SLs. Sharp peaks in the partial DOS (highlighted by the
arrows in Fig. 6.3) reflect the quantized electronic structure along c. These peaks originate from
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Figure 6.3: The DFT V t2g partial DOS of the bulk SrVO3, 2:7, 3:6 and 6:5 SLs. The dashed
borders outline which plots belong to the corresponding structure. Each panel shows the partial
DOS of the inequivalent V atoms in each structure, labelled by their impurity number in the
DMFT cycles (imp 1 refers to the interface). The arrows indicate the contributions of quantized
states to each inequivalent V atom. The greatest contribution is from the relatively flat bands
along Γ-X .
the flat quantized bands, as seen in Fig. 6.2 (b) for the 2:7. For the inner layers of the thicker SLs,
the partial DOS more closely resembles that of bulk SrVO3, e.g. impurity 3 of the 6:5 SL. This
helps the justification of approximating the 13:4 SL with the bulk structure. Near the interface,
the xz(yz) partial DOS extends to higher energies as a result of mixing of these states with Ti
states in the SrTiO3 layer.
6.2.1 Effects of structural relaxation
We looked into structural relaxation calculations (using GGA [PBE] in QUANTUM ESPRESSO),
which did change the bond lengths. The relaxation resulted in the interface V-Ti distance to
decrease and the V-V and Ti-Ti lengths tends towards the bulk SrVO3 and SrTiO3 values,
respectively, for the atoms away from the interface. There were no significant octahedral tilts in
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the structures, which keeps the structure of these systems relatively simple. The effect of the
interface and the relaxation is too involved for the current study and has been left for a further
in depth investigation. However, an initial relaxation study with (ELK) DFT and OS DFT+DMFT
calculations of these relaxed systems are given in Appendix Section 6.6.1. The results in that
section show that the interface influences the UMIT, but the underlying MIT mechanism remains
unaffected.
6.2.2 Strain calculations
We have performed volume conserving strain calculations on bulk SrVO3 to investigate the
effect CF splitting has on the MIT while the band widths of the t2g orbitals are approximately
unchanged. Compressive strain of 1% was applied along the c-axis; the other axes were tensively
strained to conserve volume compared with the bulk. This strain was chosen to yield a CF
splitting of 53 meV, slightly larger than, but comparable with, the CF splitting of the 2:7 SL
(shown in Table 6.1).
6.3 Quantized tight-binding model
6.3.1 Bulk tight-binding bands
The (ELK) LDA results for each SL were fitted using a quantized Bohr-Sommerfeld tight-binding
(QTB) model [302] to obtain a deeper understanding. The QTB model was constructed using up
to the 12th nearest neighbours, consisting of 24 hopping terms (ti) up to [l,m,n]= [2,2,2]. From
this model, we are interested in extracting the CF splitting and the band narrowing between xy
and xz(yz) orbitals. In order to do this, we fixed the shape of the QTB bands to that of the bulk,
which therefore allowed the free parameters in the fit to represent the band centres, band widths,
and the quantization parameters. We determined the “intrinsic” TB bands which correspond to
bulk-like bands before the quantization conditions are applied, so it therefore represents the
intrinsic 3D electronic structure from which the QW states emerge from. We do not analyse the
individual parameters, as has been done before [314], as we only care about accurately describing
the bulk 3D DFT band structure.
The TB dispersion, En(kx,ky,kz), has the form
(6.1) En(kx,ky,kz)= εxy(kx,ky,kz)+εxz(kx,ky,kz)+εyz(kx,ky,kz),
where εi(kx,ky,kz) represents the band energies for the i = [xy, xz, yz] planes. These band
energies are given by








where the band energy, E0i , corresponds to the CF energy. The terms in the (Q)TB fits representing
the 5th nearest neighbour and higher were necessary to describe the band structure, even though
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SL CF splitting Intrinsic Quantized bands
(meV) Wxy Wyz anis. Wxy Wyz anis.
6:5 33 0.966 0.959 0.993 0.950 0.900 0.948
3:6 40 0.971 0.960 0.989 0.935 0.798 0.853
2:7 51 0.963 0.952 0.988 0.911 0.713 0.782
Table 6.1: Results of fitting the ELK DFT bands to a quantized tight-binding model. The CF
splitting is the energy difference, E0yz −E0xy. The band width (relative to bulk SrVO3), Wi, of the
xy and yz bands are shown for both intrinsic bands (before quantization) and for the quantized
bands, alongside their anisotropy (Wyz/Wxy).
they had a magnitude of less than 10 meV. After fitting the model to the bulk LDA band structure
in the full cubic BZ, we find the root mean square difference is less than 11 meV, with a maximum
difference of 70 meV.
6.3.2 Quantum confinement
The effects of quantum confinement of the V 3d electrons in the SrVO3 layers were modelled by
using the Bohr-Sommerfeld phase accumulation model [302],
(6.3) 2knz (E)L+δ(E)= 2πn,
where knz (E) is the quantized out-of-plane wavevector, L = mc is the SrVO3 layer thickness (m and
c are the number of SrVO3 layers and c-axis lattice parameter of the SrVO3 layers, respectively),
n is the quantum number, 2knz (E)L is the total phase accumulated in travelling through the
SrVO3 layer and back, and δ(E) is the total phase change due to reflection at both SrVO3/SrTiO3
interfaces. Typically, the total phase change is dependent on the energy of the confined state.
However, in order to simplify the fitting, and avoid unnecessary degrees of freedom, we instead
implicitly include the energy dependence through different phases for each quantum number,
δ(E) = δn. For asymmetric QWs, e.g. thin overlayers with a vacuum interface, δn = φn1 +φn2 is
composed of different individual phase shifts at each reflection. In our case of symmetric barriers,






from which the QTB dispersion, En(kx,ky,knz )
4, may be evaluated.
6.3.3 Full quantization parameters
For each SL, four parameters were fitted to describe the “intrinsic” band structure, and n
parameters described the confined bands. The QTB dispersion was fitted to the DFT band
4Here, En(kx,ky,knz ) has the same form as Eq. 6.1, but it will have the additional constraint given in Eq. 6.4.
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Figure 6.4: The phase shift at the SrVO3/SrTiO3 interface for each quantized state in the SLs
(note φn = δn/2 is shown), shown against the mean band energy.
structure of the SLs. The four intrinsic parameters consist of band centres (E0i in Eq. 6.2) and
band widths for the xy and xz(yz) bands. The band width parameter, Wi, is a multiplicative
factor to the hopping terms, ti5. In addition to the intrinsic parameters, the phase shifts for each
confined state, δn, were also fitted. The fitted phases are shown in Fig. 6.4 against the mean
energy of each state, and closely follow the same roughly linear relationship with energy for all
SLs.
The results of fitting the DFT bands to the QTB model are shown in Table 6.1, separated into
contributions from the underlying bulk “intrinsic” bands and after quantizing these bands. We
present an example of one of our QTB fits to the LDA results of the 2:7 SL in Fig. 6.2 (b), which
illustrates the agreement between them. This figure clearly displays the quantized nature of the
V xz(yz) orbitals, as well as showing the two subbands (n = 0,1) originating from the two SrVO3
layers. The xy band width is hardly affected by confinement as its wave function is perpendicular
to the quantization axis. It is clear that the xz(yz) bands have significantly narrowed compared
with their intrinsic (bulk-like) counterparts. The confinement leads to the preferable filling of
the quantized xz(yz) out-of-plane bands as their kz dispersion is suppressed and they become
1D-like, which also pulls the Fermi level down (slightly).
From our fits, confinement alone is capable of reproducing the (LDA) SL band structure
almost exactly; it correctly describes the narrowing of the quantized band width and its variation
with SrVO3 layer thickness.
6.4 Dynamical mean-field theory calculations
In the DMFT cycle of the DFT+DMFT calculations, the CTHYB solver [161] with the Hub-
bard–Kanamori interaction Hamiltonian, β= 40 eV−1 (∼ 290 K), J = 0.75 eV, and the FLL double
5The hopping terms themselves were fixed to the cubic bulk parameters determined above, effectively fixing the
shape of the band.
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counting term were used as in previous studies [132, 154, 157]. Each DMFT cycle calculation
used 84×106 Monte Carlo sweeps per impurity. The DMFT cycle requires multiple impurities
depending on the SL structure, as illustrated schematically in Fig. 6.2 (a), where each SrVO3
layer has one impurity. However, the DMFT cycle utilises the inversion symmetry of the SLs to
reduce the number of impurities used in the calculation. The systems investigated correspond to a
single impurity for the 2:7 SL and bulk calculations, and two and three impurities for the 3:6 and
6:5 SLs, respectively. In each case, the impurities are considered to be independent of one another.
The results presented here use the (OS and) FCSC DFT+DMFT technique as implemented in the
TRIQS/DFTTOOLS library [16, 134]. The FCSC DFT+DMFT calculations on complex oxides have
been used in recent studies [312]. As in the literature [132, 154, 157], only the V t2g bands were
projected (using Wannier projectors [130]) to construct the LDA Hamiltonian in Wannier space to
be used in the DMFT calculation. These projectors were constructed in the following correlated
energy windows: 2:7 SL, [−1.36,2.0] eV; 3:6 SL, [−1.29,2.0] eV; 6:5 SL, [−1.29,2.0] eV; and bulk,
[−1.50,1.90] eV. These windows were constructed such that all of the V t2g bands were included
and the valence charge within the windows, corresponding to the charge in the V t2g orbitals,
was (approximately) equal to 1 per V impurity.
In order to avoid potential complications from the ill-posed problem of analytic continuation,
certain quantities were determined from the Green’s function and self-energy on the imaginary
time or Matsubara frequency axis. The charge of each orbital (ne) was determined by







As there is negligible orbital-orbital overlap on the impurity, the matrix of ne values is diagonal.
The spectral function at the Fermi level, A(ω = 0), presented in this chapter was determined
directly from the imaginary time Green’s function by





This A(ω= 0) is an averaged quantity over a frequency window approximately equal to β−1 [154].









where the Z is evaluated from the differential of the imaginary part of the Matsubara self-energy
at iωn → 0+ (close to the Fermi level). For U values far from the Fermi-liquid regime (namely
for the presented 6:5 Z values close to the MIT), the Z values were approximated by using
the differential of the interpolated self-energies at iωn = 0. There are two ways to realise the
insulating solution: first, by a divergence in Im[Σ(iωn)], which comes naturally with Z = 0. Second,
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the combination of the Re[Σ(iωn)] and the chemical potential might move the pole position outside
of the non-interacting band width, meaning that no QP peak is possible in the Green’s function.
In the latter case, we have A(ω= 0) vanishing with non-diverging Im[Σ(iωn)]. In that case, which
we saw in our results, we set Z to zero manually. From this, the MIT U value (UMIT) is defined as
the lowest U value in which A(ω= 0)= 0.
The spectral functions, A(ω), for each impurity were calculated from G(τ) using the LineFitAn-
alyzer maximum entropy analytic continuation technique implemented within the TRIQS/MAXENT
application [125]. The k-resolved spectral functions A(k,ω) were calculated from the analytically
continued self-energy.
The effective and correlation subband mass enhancement factors, 1/Zν and 1/Zcν, in Sec-










Here, the Fermi velocities were determined from the gradient of the linearly expanded band
dispersions along M-X around kF of the DFT+DMFT subbands (vcF ), the quantized bands from
QTB (vQTBF ) and the intrinsic (bulk-like) TB bands (v
i
F ). The intrinsic bands were used as they
incorporate the effect of renormalisation due to strain. Therefore, Zcν and Zν describe the effect of
renormalisation from correlations, and the combination of correlations and confinement (band)
effects, respectively. The DFT+DMFT subband energy centres, Eν,k, were calculated by using
(6.10) Eν,k = εν,k −µ+Re[Σν(k,ω= Eν,k)],
where εν,k is the DFT energy, µ is the chemical potential and Re[Σν(k,ω)] is the real part of the
diagonal upfolded self-energy elements on the real frequency axis. The QP lifetime in the inset
of Fig. 6.11 in Section 6.4.3 was determined from the inverse imaginary part of the analytically
continued upfolded self-energy. Finally, the subband energies at the Γ high symmetry point in
Fig. 6.11 of Section 6.4.3 were determined from Eq. 6.10.
6.4.1 One-shot and FCSC DFT+DMFT results
Here, we present the U-dependent MIT for each SL and different DFT+DMFT methods in Fig. 6.5.
For each SL structure, U was varied in the range 5.5 to 6.25 eV, and UMIT was located, which
corresponds to the U at which the SL becomes insulating. The behaviour of the OS and FCSC
calculations is very similar, exhibiting a similar UMIT with similar characteristics, e.g. A(ω= 0)
126













































































Figure 6.5: The effect of U on the orbital charge ne (top), QP residue Z (middle) and the spectral
function around the Fermi level (bottom) for each one-shot and fully charge self-consistent (FCSC)
DFT+DMFT SL calculation. These quantities were extracted from the corresponding Green’s
functions and self-energies on either the imaginary time or Matsubara frequency axis. The dashed
line represents the bulk degenerate orbital charge.
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Figure 6.6: (a) The comparison of the orbitally-averaged QP residue, Z̄, between the one-shot (OS)
and fully charge self-consistent (FCSC) DFT+DMFT methods. (b) The averaged Wanner orbital
charge over all layers from the DFT and (U = 5.7 eV FCSC) DFT+DMFT Wannier V xy and xz(yz)
orbitals for each SL and bulk. This includes charges from DFT, DFT+DMFT and average Wannier
orbital charge per layer (orb. ave.) for each SL and bulk. The plot lines are guides to the eye.
and Z. Some differences are observed in the orbital polarisation between the two methods,
whereby the polarisation is somewhat suppressed in the FCSC calculation compared with OS.
This behaviour, most notable for the 2:7 SL, is consistent with other studies [132, 157, 158], and is
caused by the charge redistribution with the rest of the system at the DFT stage. This trend from
2:7 to bulk, where the UMIT increases by ∼ 0.2 eV for each SL, is also seen in Fig. 6.6 (a) for the
orbitally-averaged QP residue, Z̄ = (ΣiZi)/N,6 where there are some differences in Z̄ for the 2:7
SL between OS and FCSC, but the bulk values are very similar. The biggest discrepancy between
the OS and FCSC Z̄ values are in the strain calculations; the charge redistribution in the strain
FCSC DFT+DMFT calculations causes its UMIT value to be inline with the bulk value. Here we
see a sharp decrease at UMIT in Z̄ for each SL. This likely indicates a first order transition which
would involve a UMIT coexistence region. This means that there would be two values for the UMIT
depending on whether the initial starting point for the DMFT calculation was in the metallic or
insulating phase. For this study, our calculations only started from the DFT metallic phase; we
did not investigate the coexistence region in our SLs. On the other hand, the coexistence region
was observed in the bilayer SrVO3 on SrTiO3 system in Ref. [154]. An important note to make
about Fig. 6.5 is that Z at the interface (impurity 1) for the xz(yz) orbitals tends to zero first for
each SL. This suggests that the weight from the xz(yz) QP peak depletes first. Therefore, when
the interface xz(yz) QP state has been fully depleted, this causes the SL to transition into the
insulating state. From this, the interface between the oxides has a strong influence on the MIT.
The A(ω= 0) for impurity 1 of the 6:5 also tends to zero first which strengthens the argument for
at least that SL. Overall, charge self-consistency slightly adjusts some details of the results, but
6Here, Zi was determined from the ith orbital self-energy on the Matsubara frequency axis.
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SL Interstitial Sr V O Ti Ti interface
2:7 19.1 0.6 66.6 10.8 2.9 2.7 (= 0.027 e-/ Ti)
3:6 18.9 0.6 67.3 10.9 2.3 2.1 (= 0.0315 e-/ Ti)
6:5 18.9 0.6 68.5 10.8 1.2 1.1 (= 0.033 e-/ Ti)
Bulk 19.2 0.7 69.1 11.0 - -
Table 6.2: The DFT integrated DOS percentages (%) of the total charge within the correlated
energy window. The charge per interface Ti atom is given to show how much charge has leaked to
the Ti interface.
the main conclusions of our study are already present in OS DFT+DMFT calculations. From this
point, only the FCSC DFT+DMFT result will be discussed.
The trends across the SLs give further insight into the physical phenomena. The splitting
of the orbital degeneracy strongly affects the polarisation of the orbital charge, which is shown
by the averaged Wannier orbital charge in Fig. 6.6 (b). The reduction of the number of layers
significantly increases the charge in the xz(yz) orbitals, which appear to tend to half filling
(whereas the xy orbitals are tending towards zero charge). This is a likely consequence of these
orbitals trying to reduce the potential energy, analogous to what is seen in the previous monolayer
calculations.
Interestingly, the DFT averaged V Wanner orbital charge over all the SrVO3 layers for the
decreasing number of SrVO3 SLs is slightly (but noteworthy) lower than 1/3 (the sum of all
of these averaged Wanner t2g orbitals is equal to ∼1, as expected). The Ti states have a small
amount of charge as shown in Table 6.2. This table shows the DFT MT (of each species) and
interstitial charge percentages calculated from integrated DOS within the correlated energy
windows (used for the DMFT calculations). The total charge equals the number of V atoms (which
each contribute one valence electron) in the unit cell (e.g. for the 3:6 SL, the total charge in
the correlated energy window is three). As can be seen in Table 6.2, the Ti charge percentage
contribution decreases with increasing number of SrVO3 layers. The greatest contribution to the
Ti charge is from the interface Ti [3d xz(yz) states] shown in Table 6.2. The difference in the
total and interface Ti contributions corresponds to the charge in the other SrTiO3 layers, which
is small compared with the interface Ti charge. Therefore, the charge is likely to be primarily
leaking from the V to the Ti atoms at the interface (due to hybridisation between the V t2g and
Ti t2g at the interface), as indicated by the increasing V charge contribution with the number of
SrVO3 layers. However, the amount of charge on the (interface) Ti atoms is small and only a few
percent of the total charge [which consistent with the small DFT Wanner charge deviation in
Fig. 6.6 (b)], which is quite small. For this reason the Ti states were not treated within DMFT.
Finally, Fig. 6.7 shows the spectral function [A(ω)] of the correlated impurity orbitals in each
U = 5.7 eV DFT+DMFT SL calculation (this value is used in the experiment-theory comparisons
in Section 6.4.2). It is evident that the 2:7 is insulating and the 3:6 and 6:5 are metallic from the
absence/presence of the QP peak at the Fermi level. There are sharp features in the QP peaks
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Figure 6.7: Spectral functions of the 2:7 (top), 3:6 (middle) and 6:5 (bottom) SLs from fully
charge self-consistent calculations, showing xy (left) and xz(yz) (right) orbitals. The spectra of
the insulating 2:7 SL have been slightly shifted such that the Fermi level lies at the centre of the
band gap of the xy spectrum.
around the Fermi level for the 3:6 and 6:5 SLs. These features are often attributed to spurious
noise from the analytic continuation procedure, however, that may not be the case here due to
the quantized bands being present around the Fermi level. The peak position of the Hubbard
bands (notably the UHB) are closer in energy to the Fermi level for the interface layer (impurity
1) than the other layers for the 3:6 and 6:5. This is another indication that the interface layer is
more correlated than the other layers.
6.4.2 The experiment-theory comparisons and MIT mechanism
From the established results in the previous sections, we begin here by ensuring that our
DFT+DMFT calculations accurately describe the experimental system. In Figs. 6.8(b-d), we com-
pare quantities extracted from XAS and RIXS experiments [22] with the corresponding theoretical
quantities (see Appendix Section 6.6.2) from our DFT+DMFT calculations for U = 5.7 eV which
was chosen to reproduce the phenomenological behaviour of the experiments. As demonstrated
by Figs. 6.8 (b-d), our DFT+DMFT calculations not only capture the qualitative behaviour, but
also yield excellent quantitative agreement with the experiment trends. We note that, although
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Figure 6.8: (a) The orbitally-averaged QP residue, Z̄, for each of the p:q SLs. Also shown are the
results of bulk and 1% strained calculations (see text). The grey dotted line indicates the value
of U = 5.7 eV used for subsequent calculations. (b-d) Comparison with experimental quantities
from X-ray absorption spectroscopy (XAS) and resonant inelastic X-ray scattering (RIXS) data
[22]: (b) QP band width; (c) spectral weight within QP states compared with upper Hubbard band
(UHB) states; (d) energy of UHB (the DMFT results have been rigidly shifted to match at the 2:7
SL). (e) The band widths of the SLs from the DFT calculation and QTB model. Also shown are
the intrinsic (bulk) band widths of the QTB model.
the 2:7 SL is macroscopically insulating, it has a small QP spectral weight in the spectroscopic
experiments due to properties of the sample. The sample is globally insulating from the transport
measurements, but the spectroscopic experiments may have measured spatially disconnected
puddles of metallic SrVO3 in an insulating background (as seen in other correlated oxides near
their MIT [323]). On the other hand, this spectral weight may be due to other (extrinsic) factors
such as imperfect interfaces leading to metallic regions, defects or off-stoichiometry leading to
metallicity or in-gap states that resemble QPs spectroscopically. It should be noted that the
G0W0 results of the SrVO3 monolayer (which can be thought of as the extreme limit of reducing
the dimensionality in SrVO3) in Appendix Section 6.6.3 do not produce the insulating state seen
experimentally. This suggests that the insulating state in previous experimental results is from
Mott physics which (currently) only DMFT is able to capture.
We see excellent experiment-theory comparisons for U = 5.7 eV, and this value is fairly
consistent with the similar bilayer system [154]. Note that as U (and J) are truly frequency
dependent, this adds to the difficulty of approximating these parameters as being static for
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the DMFT calculation. The previously calculated cRPA U values in Ref. [154] show that the
free-standing SrVO3 monolayer, bilayer, and trilayer slabs have U values of approximately 5.5,
5.3, and 5.1 eV respectively. Therefore, we would expect the U value in our SL experiment-theory
comparisons to be similar. Note that the cRPA only gives an estimate of the U (and J) parameters,
so it is not unreasonable to use values which (slightly) deviate from the cRPA ones. The U = 5.7 eV
value is justifiable as it is reasonable close to the cRPA U values, and the discrepancy between
our U value with them will likely be down to certain factors, such as the different internal
coordination of the atoms and the lattice parameters used, as well as the inclusion of the Ti t2g
states in the Wannier projector construction (the Ti t2g state could potentially be providing a
small screening channel [for example, this is seen in the bulk SrVO3 d+p model]). Also, the small
charge contributions the (interface) Ti atoms have in the correlated window influences the U
value required for experiment-theory comparisons. Therefore, the U value may also be impacted
by the (interface) Ti states being treated as inert in DMFT. In Appendix Section 6.6.1, we see
that the interface does influence the UMIT value and that this change is due to the hybridisation
of the V t2g with the Ti t2g states at the interface, but the underlying physical phenomena
remains unchanged. Also, from the results of the relaxed structures, the changes in the lattice
parameter consequently changes the phase in which the SL is in at a particular U value, which
is a consequence of the V-Ti hybridisation. Therefore, the interface has a great influence on the
strength of the local correlations which affects the magnitude of experiment-theory U value and
UMIT – this could be controlled by an external parameter (such as pressure and so on). Note that
these U values would likely change if the Ti states were treated as correlated in DMFT.
Insight into the microscopic mechanism for the MIT can be obtained by analysing the QTB
model for each SL. In Fig. 6.8 (e), the band widths of the SLs from the DFT calculations are
shown alongside those from the QTB model. While the in-plane xy orbitals experience a slight
narrowing for thinner SrVO3 SLs, the overall band narrowing of the (quantized) out-of-plane
xz(yz) orbitals is substantial, leading to a band width reduction of ∼ 70% for the 2:7 SL [22].
As expected from the quality of the fits in Fig. 6.2 (b), good agreement is observed between the
QTB and DFT results. However, this behaviour is not captured at all by the “intrinsic” band
widths, which correspond to the effective 3D bands of the QTB model before quantization. These
results demonstrate that the band narrowing in Fig. 6.8 (e) is due to quantization of the xz(yz)
orbitals, which has a more pronounced impact for thinner SrVO3 layers. The band narrowing
of the thinner SLs leads to a greater U/W ratio, which results in stabilisation of the insulating
phase, as illustrated by the DFT+DMFT calculations shown in Fig. 6.8 (a).
A previous DMFT study has attributed CF effects as being the principle factor driving the
MIT in bilayer SrVO3 on SrTiO3 [154], and it is pertinent to ask what role, if any, the CF plays
in our system. In Ref. [154], strain induced by the SrTiO3 substrate led to a lowering of the xy
orbitals by 180 meV due to the CF. In contrast, we find a CF splitting of ≤ 51 meV in favour
of the V xz(yz) bands in our SLs (see Table 6.1), in part owing to the lower strain imparted
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Figure 6.9: Correlated QW electronic structure. (a) Occupation number, ne, (b) QP residue, Z,
and (c) spectral function at the Fermi level [A(ω= 0)], determined directly from the imaginary
time Green’s function, of all impurity (imp) correlated orbitals from DFT+DMFT across the MIT
for the 6:5 SL. (d-f) The momentum-integrated V t2g spectral function, A(ω), for U = 5.7, 6.025
and 6.05 eV respectively. (g) DFT band structure of the 6:5 SL, with V t2g band characters shown.
(h) DFT+DMFT momentum-resolved spectral function, A(k,ω), of the 6:5 SL for U = 5.7 eV,
showing directly the renormalisation of the correlated bands. (i-j) DFT+DMFT spectral function
close to the MIT for U = 6.025 and 6.05 eV, respectively.
by the LSAT substrate. To reproduce the effects of this CF, we have calculated strained SrVO3
with a volume-conserving strain of 1%, which leads to similar CF splitting of 53 meV. This 3D
system, which reproduces the CF levels of our SLs but without the quantization effects, is shown
in Fig. 6.8 (a), and shows very similar behaviour to the bulk cubic system. The strained FCSC
UMIT is approximately 6.525 eV, the same as for the bulk. As shown previously, the OS strained
calculation had a slightly lower UMIT of 6.475 eV. Due to the small change on UMIT, the CF
splitting is insufficient to cause the MIT in these SLs. Therefore, we confidently rule out CF
effects as a dominant factor in our SLs.
Next, we discuss the correlated behaviour of the quantized electron states, taking the 6:5
SL as an example. Fig. 6.9 (a-c) shows the orbital- and layer-resolved occupation number, ne,
QP residue, Z, and spectral weight at the Fermi level, A(ω= 0), as a function of U, illustrating
the transition to the insulating phase at U = 6.05 eV for this SL. As presented in Fig. 6.9 (a),
each layer (impurity) exhibits a sizeable orbital polarisation in favour of the xy orbitals, which is
exaggerated both at the outer (interface) layer and in the insulating phase. This behaviour is
consistent across all SLs (seen in the previous section), and originates from a small polarisation
in the DFT calculations due to the local CF, which is subsequently amplified in the DMFT cycle.
The outer layer (impurity 1) is significantly “more correlated”, experiencing a smaller QP residue
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Figure 6.10: The DFT V and Ti t2g band characters of the 6:5 SL. The thickness of the lines
indicates the total character of each V (left) and Ti (right) site. The top row shows the band
characters at the interface, while the bottom row shows the character in the centre of each layer.
On the right, a schematic illustration of the real-space probability distribution of the quantized
subbands in the out-of-plane direction of the SrTiO3 layers is shown. The edge of the box does
not coincide with the interface Ti ion or its neighbouring SrO layer due to the finite phase
accumulated at the interface.
Z than the other layers [Fig. 6.9 (b)], corresponding to a greater renormalisation factor, 1/Z.
Near the MIT, this leads to a collapse in the spectral weight at ω = 0 of the interface layer
[Fig. 6.9 (c)]. In this sense, the more correlated interface layer simultaneously triggers the MIT
in the remaining layers, in much the same way as suggested for SrVO3 bilayers in Ref. [154].
The DMFT spectral functions, A(ω) and A(k,ω), are shown in Fig. 6.9 (d-f) and Fig. 6.9 (h-j)
for U = 5.7, 6.025 and 6.05 eV, respectively. The renormalisation of the V bands increases from a
factor of 1/Z̄ ≈ 3.5 at U = 5.7 eV to ≈ 8 just below the MIT (UMIT = 6.05 eV) before the QP spectral
weight vanishes in the insulating phase [Fig. 6.9 (f)]. The renormalisation of the V bands is
accompanied by a lowering in their energy with respect to O and Ti bands, leading to pronounced
energy separation of O/Ti bands and metallic V t2g QPs. Nevertheless, the quantized subband
structure remains clear in the metallic solutions, leading to genuinely strongly correlated QWs.
At U = 5.7 eV, the lowest three yz subbands are occupied at X and Γ, similar to the DFT, however
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by U = 6.025 eV only the lowest subband is occupied, indicating the quantized system undergoes
a correlation-induced Lifshitz transition prior to the MIT. Although the correlated orbitals remain
relatively sharp throughout near ω= 0, implying long-lived QPs with a well-defined Fermi surface,
the lifetime rapidly broadens away from the Fermi level, in line with a strongly correlated Fermi-
liquid (see inset of Fig. 6.11). We also note that the incoherent UHB, visible above 1 eV in [Fig.
6.9 (j)], exhibits rather strong momentum dependence, visible in previous bulk DMFT calculations
[139, 324]. Unexpectedly, certain (uncorrelated) Ti states also show pronounced broadening, e.g.
the n = 1 Ti yz orbital indicated in Fig. 6.9 (h), which is almost completely smeared out at
U = 6.025 eV [Fig. 6.9 (i)]. This effect on the Ti states can be discussed in terms of the DFT
band characters. The DFT characters of the 6:5 SL subbands are shown in Fig. 6.10 for each
of the different V and Ti sites. As expected, the V bands dominate the character at the Fermi
level, with weak contribution from interfacial Ti ions. The spatial distribution of the subband
wave functions of the SrVO3 QWs can be seen directly in the characters. The V n = 0 subband,
with greatest amplitude in the centre of the well, has strong character in the central V ion and
weak character at the interface. Correspondingly, the V n = 2 subband has strongest character
at the interface and is almost absent in the second layer close to where a node is expected in
the QW wave function. At higher energies, the quantized V eg subbands appear above 1 eV. As
above, the central Ti ion contributes strongly to the Ti n = 0 and n = 2 subbands. On the other
hand, the interfacial Ti ion contributes significantly to the Ti n = 1, 2, and 3 subbands, with the
largest contribution to the Ti n = 2 subband. The interfacial Ti ion mixes most strongly with the
V orbitals, which are the correlated orbitals in the subsequent DMFT cycle. This demonstrates
how the spatial penetration of the Ti n = 1 and n = 2 subbands into the correlated SrVO3 layers
leads to substantial broadening of these subbands in the subsequent DMFT cycle. In contrast,
the Ti n = 0 subband is spatially deep within the SrTiO3 layer and does not feel the effects of the
correlated SrVO3 orbitals very strongly, remaining reasonably sharp even in the insulating phase
shown in Fig.6.9 (j). This surprising sensitivity of the Ti states may help to explain recent RIXS
results of the SrTiO3 layers of SrVO3/SrTiO3 SLs, where a sudden change in the delocalised Ti
3d carrier density was observed coincident with the MIT of the SrVO3 layers [325].
6.4.3 Anomalous mass enhancement
We finish by discussing some important implications of our results. Anomalous mass enhancement
has been reported in SrVO3 QWs, whereby shallower occupied subbands were found to have
a larger mass enhancement (m∗ = m/Zν) than subbands at deeper energies [306]. Subsequent
theoretical [326] and experimental [311] studies argued the anomalous enhancement was a
consequence of a combination of electron correlation effects and the reduced dimensionality of
the surface. To address this, in Fig 6.11, we compare the total mass enhancement of a particular
quantized subband, 1/Zν, with that due solely to electron correlation, 1/Zcν, both of which are
obtained through analysis of the Fermi velocities. The trend in the total mass enhancement factor,
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Figure 6.11: The total mass enhancement factor of each subband, 1/Zν, of the 6:5 SL at U = 5.7 eV
shown alongside the correlation-only mass enhancement factor 1/Zcν, evaluated along X -M. The
abscissa represents the bottom energy of the subband. Error bars indicate the estimated error in
determining these quantities. The inset shows the subband lifetime Γν. All lines are guides to
the eye.
1/Zν, which includes both correlation effects and band effects due to quantization, qualitatively
reproduces the experimental data [306] rather well, but this behaviour is only very weakly
present in 1/Zcν. Therefore, in our SLs the origin of the mass enhancement is firmly due to kz
sampling introduced by quantization, as has been observed in other systems [305]. While reduced
coordination at the surface [316, 326], surface reconstruction [327, 328], or specific kz sampling
due to an asymmetric phase shift at the vacuum [305, 329, 330] may play additional roles in
specific surface-terminated systems, our results reveal quantization as the primary source of
anomalous mass enhancement in embedded (or capped) few-layer SrVO3.
6.5 Conclusion
Our results establish quantum confinement engineering as a sensitive method to tune the
correlated electron behaviour of 3d electron systems. We demonstrate that using SLs of few-
layer SrVO3 embedded in SrTiO3 exhibit an MIT due to a reduction in band width by varying
the number of SrVO3 layers. The microscopic mechanism we reveal is a direct consequence
of quantum confinement, and is distinct from previous studies invoking CF effects [154] or
dimensionality [155], demonstrating the excellent versatility of the MIT in SrVO3 with respect to
different control parameters. Similar to Ref. [154], we find that the outer layers at the interface
of the QW are more strongly correlated and trigger the transition in the rest of the layer. Our
interpretation is also able to naturally explain the anomalous mass enhancement previously
reported in ARPES measurements [306, 311]. Together, these results demonstrate the potency
of employing quantum confinement as a tuning parameter for correlated electron behaviour in
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engineered SLs. This approach also has the significant benefits that surface effects are avoided
and that large (bulk-like) volumes of the system may respond to external stimuli. Aside from the
expected improved performance of such a SrVO3 device as a Mott transistor [154], quantized SLs
made of other correlated materials are likely to show improved properties, e.g. superconducting
devices in cuprate SLs [331], conductivity in nickelate SLs [332] or spintronic devices [333].
6.6 Appendix
6.6.1 DFT relaxed SLs with subsequent one-shot DFT+DMFT calculations
superlattice 2:7 3:6 6:5
mean M-M BL 4.00 Å 3.97 Å 3.92 Å
mean V-V BL 3.857 Å 3.878 Å 3.859 Å
mean Ti-Ti BL 4.028 Å 4.011 Å 3.987 Å
V-O buckling at IF 0.012 Å 0.004 Å 0.001 Å
Ti-O buckling at IF 0.006 Å −0.003 Å −0.012 Å
Sr-O buckling at IF −0.029 Å −0.029 Å −0.037 Å
Table 6.3: Results of relaxing the atomic positions of the SLs within PP GGA. The mean M-M
(M = V, Ti) bond lengths (BL) of the entire cell (fixed to the experimental diffraction values),
SrVO3 layers and SrTiO3 layers are shown for comparison. The buckling of the VO2, TiO2 and
SrO planes at the interface (IF) is also shown; these correspond to V-O, Ti-O and Sr-O bond angles
of < 1◦. Positive buckling indicates the metal ion is closer to the centre of the SrVO3 layer than
the oxygen.
superlattice 2:7 3:6 6:5
mean M-M BL 3.933 Å 3.921 Å 3.895 Å
mean V-V BL 3.798 Å 3.829 Å 3.835 Å
mean Ti-Ti BL 3.961 Å 3.961 Å 3.962 Å
V-O buckling at IF 0.010 Å 0.004 Å 0.001 Å
Ti-O buckling at IF 0.005 Å −0.003 Å −0.012 Å
Sr-O buckling at IF −0.030 Å −0.029 Å −0.036 Å
Table 6.4: Results of relaxing the atomic positions and c-axis of the SLs within PP GGA. For
comparison, the relaxed lattice parameters of bulk cubic SrVO3 and SrTiO3 within PP GGA are
3.855 Å and 3.932 Å. The PP GGA c-axis lattice parameters of SrVO3 and SrTiO3, with the ab
plane constrained to the substrate (LSAT) lattice parameter (3.868 Å), are 3.845 Å and 3.970 Å,
respectively. The parameters and acronyms here have the same definitions as in Table 6.3.
Relaxed atomic positions for the SL were obtained within the pseudo potential (PP) QUANTUM
ESPRESSO code [334]. Ultrasoft potentials within the GGA [PBE] were used, with cutoffs of 40
and 400 Ry for the kinetic energy of the wave functions and charge density, respectively; these
were the same as those used for the self-consistent ground-state in Ref. [22]. PP GGA was chosen
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Figure 6.12: The effect of U on the orbital charge ne (top), QP residue Z (middle) and the spectral
function around the Fermi level (bottom) for the fixed c-axis and variable c-axis OS DFT+DMFT
calculations. These quantities were extracted from the corresponding Green’s functions and self-
energies on either the imaginary time or Matsubara frequency axis. The dashed line represents
the bulk degenerate orbital charge.
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Figure 6.13: The (a) UMIT and (b) total leaked Wannier charge from the V t2g orbitals for each SL
in the unrelaxed, fixed total c-axis length (fixed-c) relaxed, and varying total c-axis length (vc)
relaxed calculations. The leaked charge was calculated by assuming that each V atom would have
one electron in the t2g orbitals if there were no interface effects, which is the case for bulk SrVO3.
superlattice CF splitting (meV)
unrelaxed fixed c-axis variable c-axis
6:5 33 79 35
3:6 40 40 45
2:7 51 48 57
Table 6.5: The results of fitting the QTB model to the LDA ELK SL calculations of the relaxed
and unrelaxed structures. The crystal field (CF) splitting is the energy difference, E0yz −E0xy.
for the relaxation in order to account for some effects of electron correlation within a reasonable
computational time frame. Only out-of-plane (z) atomic displacements were considered, imposed
by the symmetry of the single unit cell, which was constrained to the experimental lattice
parameters. This allows for different c-axis parameters for the SrTiO3 and SrVO3 layers, as well
as out-of-plane relaxation at the SrVO3-SrTiO3 interface.
First, relaxation calculations were performed where the total length of the c-axis was fixed,
as this length is experimentally known (this set of calculations will be referred to as fixed-c).
The results are summarised in Table 6.3, showing the tendency of the SrVO3 and SrTiO3 layers
towards the bulk parameters (aSrVO3 = 3.84 Å and aSrTiO3 = 3.97 Å). At the interface, a small
buckling of the VO2, TiO2, and SrO layers is found, of the order of < 1% of the in-plane lattice
parameter and corresponding to respective bond angles of < 1◦.
For comparison, we have also allowed the c-axis to vary during the relaxation (and this
relaxation set of calculations will be referred to as variable c-axis [vc]), yielding the atomic
positions shown in Table 6.4. The SrTiO3 layer thickness is stable at 3.96 Å, which is very close
to the relaxed c-axis lattice parameter (3.970 Å) of epitaxially strained bulk SrTiO3/LSAT within
PP GGA. There is a small variation in SrVO3 layer thickness, tending towards 3.83 Å for larger
SrVO3 layers, similar to the SrVO3/LSAT c-axis parameter from PP-GGA of 3.845 Å. Buckling at
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DFT Wannier charge
superlattice unrelaxed fixed-c vc
2:7 Imp 1 xy 0.299 0.302 0.311
xz(yz) 0.335 0.330 0.325
∑
Imp total 1.938 1.924 1.922
3:6 Imp 1 xy 0.303 0.319 0.331
xz(yz) 0.328 0.312 0.304
Imp 2 xy 0.296 0.306 0.315
xz(yz) 0.356 0.354 0.352
∑
Imp total 2.926 2.900 2.897
6:5 Imp 1 xy 0.307 0.307 0.318
xz(yz) 0.335 0.321 0.330
Imp 2 xy 0.310 0.317 0.319
xz(yz) 0.345 0.338 0.340
Imp 3 xy 0.315 0.326 0.329
xz(yz) 0.340 0.334 0.327
∑
Imp total 5.944 5.872 5.920
Table 6.6: The unrelaxed, fixed-c relaxed, and variable c-axis (vc) relaxed xy and xz(yz) DFT
Wannier orbital charges for each impurity (Imp). The total charge for each SL is calculated from
all of the orbitals and SrVO3 layers.
the interfaces is almost the same as in the previous relaxation results.
The resulting occupied V bands are only weakly affected; the main consequences of relaxation
are (i) some high-n QW bands move to higher energy, implying the energetics of the interface are
modified, (ii) the energy difference between V and Ti t2g states is reduced, (iii) the O 2p states
lower in energy. The buckling of the atomic positions are not significant considering that they
do not vary significantly between both relaxed calculations. From (i) and (ii), the interface has
changed in these relaxation calculations which may have consequences on the MIT, as it was
shown in Fig. 6.5 of Section 6.4.1 that the interface plays a role in the MIT. Overall, the net effect
of the relaxation is to decrease V-O hybridisation; band widths and CF energies (in Table 6.5) are
only marginally affected. Therefore, confinement is still the mechanism for the MIT in these SLs
(see the discussion in Section 6.4.2 for details about the mechanism).
The relaxed atomic positions were used as an input into the DFT+DMFT cycle, beginning
with the self-consistent LDA ground-state calculations (with the same DFT input parameters as
described in Section 6.2) in the ELK code. The preliminary OS DFT+DMFT results (which used
the same parameters as described in Section 6.4) of both the fixed-c and vc are shown in Figs.
6.12 and 6.13. As the FCSC DFT+DMFT method mainly affects the polarisation of the orbital




In Fig. 6.12, the Z and A(ω= 0) results follow the same trends as in the unrelaxed SLs. Across
all of the SLs, it is the interface [xz(yz)] orbitals which lose spectral weight first and reduce
in QP band width as the U value approaches UMIT. This strongly reinforces the significance
that interface plays in the MIT. The intriguing result from these OS DFT+DMFT calculations of
the relaxed systems is the change in the UMIT values for each SL compared with the unrelaxed
counterparts, as shown in Fig. 6.13 (a). It can be seen from Figs. 6.13 (a) and (b) that the changes
in UMIT can be associated to the total DFT Wannier charge leakage from the V atoms of the SLs’
QWs (which are also given in Table 6.6). Therefore, an increased DFT Wanner charge leakage
from the V layers, which mostly occurs at the V-Ti interface (see Section 6.4.1), correlates to a
greater UMIT value in the SL. This reinforces the notion that the interface influences the strength
of the local electron correlations required to cause the MIT. Therefore, the MIT could be tuned by
influencing the interface (by strain, using different materials, and so on). It should be noted that
although the UMIT values vary between the relaxed and unrelaxed calculations for each SL, these
values are still significantly less than the bulk and strain UMIT values. The CF splitting of the
relaxed and unrelaxed SLs in Table 6.5 show that the splitting is uncorrelated with UMIT, which
indicates that confinement is still the main mechanism behind the MIT in these SL systems.
The orbital occupations of the inner SrVO3 layer(s) in Fig. 6.12 become more polarised
compared with the interface for all multiple impurity relaxed SL calculations except for the
fixed-c 3:6 SL. Intriguingly, the orbital occupation flips in the vc results compared with the fixed-c
and unrelaxed calculations. All of these changes in the occupations do not correspond to the
DFT occupation counterparts in Table 6.6 which suggests that other factors in the DFT+DMFT
calculations influence these charges. Ref. [335] has shown that the local Coulomb interactions
from DMFT can significantly change the orbital dependence on the CF splitting. Our preliminary
results are reminiscent of this, so further work (and FCSC DFT+DMFT calculations) needs to be
done on these systems to determine if the CF splitting or confinement is responsible for these
changes to the orbital occupancy.
6.6.2 Experiment-theory quantities
Figure 6.14 shows a schematic illustration comparing the extracted experimental quantities with
their DFT+DMFT definitions. The QP band width has been extracted from the DMFT spectral
function by obtaining the width defined by the minima around the central QP peak. The QP
ratio was determined by taking the ratio of the the QP weight (labelled Q in Fig. 6.14) and the
UHB weight (labelled U). Finally, the energy of the UHB was obtained by locating the peak in
the DMFT spectral function, with respect to ω= 0. In the experimental RIXS process, the UHB
peak energy represents the peak in the joint QP and UHB density of states, and therefore is
referenced to an energy ω< 0. To compare the theoretical and experimental UHB energies, we
therefore apply a constant shift to all of the theoretical UHBs so that the 2:7 SLs match (the shift
is −0.584 eV).
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Figure 6.14: A schematic illustration of how the variables in the theory-experimental comparison
were determined, see the text.
6.6.3 G0W0 bulk and monolayer SrVO3
Non-local electron correlations have significant effects in bulk SrVO3 as shown by previous
GW and GW+DMFT studies [141, 146, 336]. This has been discussed in Section 4.1.1. The
important question for this section is whether the insulating state in the presented SrVO3
SLs can be described by the non-local correlations from G0W0. First we will look at G0W0
calculations for bulk, and then apply G0W0 on monolayer SrVO3 (which has been discussed in
Section 4.3.1). Unfortunately, the SLs cannot be investigated with G0W0 as these calculations are
too computationally demanding. However, the bulk and monolayer results will give the effect of
changing the dimensionality in SrVO3 at the different extreme dimensional limits. The electron
correlations in the monolayer are expected to be the greatest out of all systems studied in this
chapter. If these G0W0 calculations remain metallic, it would imply that the SLs would unlikely
be insulating as a consequence of non-local electron correlations.
Bulk G0W0 started from the converged LDA electronic structure with a Monkhorst-Pack
k-mesh of 12×12×12 (as in Section 4.1.1). The G0W0 q-mesh used was 3×3×1 with a maximum
Matsubara frequency cutoff of 272.11 eV and β = 7.74 eV−1. For monolayer SrVO3, a 15×15×1
Monkhorst-Pack k-mesh with the GGA (PEB) functional was used (as in Section 4.3.1). The
G0W0 monolayer calculations used a q-mesh of 5×5×1, a maximum Matsubara frequency cutoff
of 272.11 eV, and β = 7.74 eV−1.
The results of the bulk SrVO3 G0W0 and DFT DOS are shown in Fig. 6.15 (a), where these
are also compared with the G0W0 V t2g spectral functions from Refs. [146, 336]. Note that the
ELK results show the total DOS, whereas the literature presented the t2g DOS. The G0W0 QP
widths are comparable with the literature showing that the ELK G0W0 results are producing
the expected renormalisation. Interestingly, the position of the G0W0 Fermi level in the QP
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Figure 6.15: (a) Comparison of the total G0W0 spectral function of bulk SrVO3 with the DFT
DOS and the G0W0 V t2g partial spectral function results from J. M. Tomczak et al. [336] and L.
Boehnke et al. [146]. (b) The comparison of the monolayer DFT total DOS, G0W0 total spectral
function and the fully charge self-consistent DFT+DMFT Wannier V t2g spectral function.
peak are different between the literature results. The striking difference between the presented
results is the noise in the QP peak of the ELK G0W0 results. The additional noise in our G0W0
calculations is due to the method in which the BZ is integrated in ELK G0W0 calculations, as
well as our inclusion of all states (Sr, V, O and interstitial DOS) compared with the V t2g partial
spectral function presented by the literature references. Interpolation methods cannot be used
for a G0W0 BZ integration (due to the non-local nature of GW), so ELK can only integrate over
the k-mesh used in the G0W0 calculation (which causes this a well known noise problem in the
bulk SrVO3, see the discussion in Section 4.1.1). Overall, these results show that bulk SrVO3 is
metallic with a QP band width renormalisation in G0W0, which is in agreement with literature,
and the sources of the discrepancies in the results are known.
In the monolayer dimensionality limit, Fig. 6.15 (b) shows that both DFT and G0W0 predict
the monolayer system to be metallic, whereas the DFT+DMFT calculations (from Section 4.1.1)
produce an insulator. Therefore, the DFT+DMFT results are more inline with the experimental
results, as expected for this Mott insulator system. The more subtle sharp features seen in the
DFT has likely been smeared out in G0W0 and the noise in the G0W0 DOS is likely coming from
the small number of k-points used for the BZ integration. From these results, we assert that
the inclusion of non-local correlations from the G0W0 calculations are unable to produce the
experimentally observed insulating state in the monolayer – this Mott insulating state can only
be described by (DFT+)DMFT. Therefore, it is very unlikely that the insulating state in the SLs












The work presented in this thesis shows a comprehensive interface between the ELK code and
TRIQS library, both being open source. This not only enables the DFT+DMFT calculations within
the ELK-TRIQS package along with the spectral functions, but facilitates the calculation of
DFT+DMFT quantities which are solely dependent on the wave functions (and occupations).
These quantities have the advantage of being calculable without the need of analytic continuation.
In Chapter 4, the ELK-TRIQS interface has been shown to work for different systems and the
DFT+DMFT ELF wave-function-dependent quantity was presented. These results show the
significance this work has for the wider DFT+DMFT community.
The ELF does give further insight into the electronic structure, but it does not have a
corresponding experimental measurement. However, Chapter 5 presents the DFT+DMFT EMD
wave-function-dependent quantity which can be experimentally verified by Compton scattering
experiments. This chapter validates the results from ELK-TRIQS with respect to the established
KKR+DMFT MCPs setup, as well as giving further insight into DMFT induced changes to the Ni
MCPs and the Fermi surface. The Ni MCPs cannot be fully described by DFT+DMFT meaning
that there are missing electron correlations which will require other many-body theories (such
as GW, GW+DMFT, and so on) to predict them. This chapter also introduces the DFT+DMFT
Compton profile calculations, and the directional differences, of V. The DFT+DMFT V results
improves the agreement with the majority of the experimental quantities, although there are
questions about the reliability of the experimental Compton data. However, there are still
significant discrepancies with the experimental data which require further investigation using
theories which include electron correlations missing in the DFT+DMFT method (such as GW,
GW+DMFT, and so on). This work with the DFT+DMFT EMDs could be extended to DFT+DMFT
TPMD calculations for comparisons with the V 2D-ACAR experimental data.
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Finally, in Chaper 6, the DFT+DMFT results of SrVO3/SrTiO3 SLs are able to reproduce the
corresponding experimental quantities, as well as reveal the MIT mechanism in these systems:
quantum confinement. The MIT in these systems are also influenced by the interface in the SLs,
which affects the strength of the local correlations at the interface. The experimentally observed
anomalous mass enhancement is predicted in these SLs and is a consequence of confinement here.
These results show that there is another tunable parameter (quantum confinement) which can be
used to control the electron correlations for device engineering with not only these SrVO3/SrTiO3
SLs, but SLs comprised with other transition metal oxides. Notably, these systems avoid the need
of surface effects.
Overall, the DFT+DMFT method employed in the materials in this thesis provide vital insight
and improved agreement with corresponding experimental quantities. However, there is still a
requirement to go beyond the DFT+DMFT picture, in many of the presented materials, to include
vital missing electron correlations.
There are other many-body theories which could be used to extend the work presented in
this thesis, especially for the calculation of the EMD. Recently, there has been work to include
the dynamic interaction matrix Um,m′,m′′,m′′′(z) which is currently being used for density-density
interaction Hamiltonians [81]. Also, DMFT has been extended to include a cluster of impurity
sites (see Ref. [337] and the references therein). Nonetheless, other many-body techniques must
be looked into to include the missing electron correlations when modelling real systems. Another
established many-body technique used with DFT is GW , which is an approximation to the Hedin’s
equations [78]. This technique calculates the dynamical self-energy from the screened non-local
Coulomb charge within the system, meaning that non-local electron correlations from charge
fluctuations can be investigated. This technique has been developed further to update the DFT
description in a self-consistent manner between DFT and GW . Although there are many different
implementations of this self-consistency, the most notable technique is QP self-consistent GW
(QSGW) [338]. As DMFT includes the local electron correlation effects, DMFT has been combined
with GW to describe the different physical phenomena which arise in both techniques. This leads
to the GW+DMFT [81] and the QSGW+DMFT methods [339].
There is current work to extend the DMFT formalism to include the non-local vertices which
should go beyond the physical description provided by GW+DMFT (and the QSGW+DMFT
variant). Techniques such as dynamic vertex approximation (DΓA), dual fermion, and Trilex are
examples of this, and further details can be found in Ref. [337]. However, these techniques are
currently in their infancy for real material calculations, but real material results from the DΓA
technique [340] are starting to emerge. With these techniques and the continual improvement of
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