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Kapitel 1
Einleitung
Die wachsende Verbreitung von Breitband-Internetzuga¨ngen und die enorme Steige-
rung der Rechenleistung von Computern haben in den letzten Jahren dazu gefu¨hrt,
dass Peer-to-Peer-basierte Anwendungen zunehmend an Bedeutung gewonnen ha-
ben. Insbesondere im Bereich des Dateiaustausches und der Internettelefonie sind
Peer-to-Peer-basierte Anwendungen wie BitTorrent oder Skype weit verbreitet. Im
Gegensatz zu klassischen Client-Server Systemen existieren in Peer-to-Peer Systemen
keine oder nur sehr wenige Server, so dass alle Aufgaben der Server von den Rechnern
der teilnehmenden Nutzer (Peers) u¨bernommen werden mu¨ssen. Durch den Einsatz
eines Peer-to-Peer Systems lassen sich so die Anschaffungs- und Betriebskosten der
Server, die in einem Client-Server System beno¨tigt wu¨rden, reduzieren.
Allerdings ergibt sich bei der Entwicklung von Peer-to-Peer-basierten Anwendungen
eine Reihe von Herausforderungen. Beispielsweise ist die Entwicklung einer Peer-to-
Peer-basierten Anwendung komplexer, da das zugrundeliegende Peer-to-Peer Netz-
werk vo¨llig dezentral ist und alle Aufgaben auf die Peers verteilt werden mu¨ssen.
Zusa¨tzlich kommt bei Peer-to-Peer Systemen erschwerend hinzu, dass Peers zu jedem
Zeitpunkt dem System beitreten und es aktiv oder unangeku¨ndigt wieder verlassen
ko¨nnen. Hierdurch sind zum einen die verfu¨gbaren Ressourcen des Systems nicht
konstant und zum anderen erho¨ht dies wiederum die Komplexita¨t der eingesetzten
Algorithmen. Des Weiteren ko¨nnen Peers aufgrund verschiedener Computer und In-
ternetzuga¨nge eine hohe Heterogenita¨t bezu¨glich der Bandbreite, Rechenkraft, etc.
aufweisen.
Im Rahmen des peers@play Projekts [3, 86] wird eine virtuelle Welt entwickelt,
die vollsta¨ndig verteilt auf Basis einer Peer-to-Peer Systemarchitektur arbeitet. Die
Entwicklung einer solchen virtuellen Welt umfasst hierbei verschiedene Bereiche.
Die vorliegende Arbeit betrachtet hierbei drei Aspekte aus unterschiedlichen For-
schungsgebieten.
2 Kapitel 1 Einleitung
Der erste Aspekt, der im Rahmen dieser Arbeit betrachtet wird, betrifft die Kommu-
nikation zwischen den einzelnen Peers mit sogenannten NAT Traversal Verfahren.
Anschließend wird eine Schichtenarchitektur betrachtet, die eine Peer-to-Peer An-
wendung in verschiedene Schichten und Komponenten aufteilt und die Entwicklung
und Simulation dieser vereinfacht. Abschließend werden ein Peer-to-Peer Netzwerk
sowie ein Replikationsverfahren vorgestellt, die es erlauben Daten einer virtuellen
Welt verla¨sslich zu verteilen.
1.1 NAT Traversal und verla¨ssliche Datenverteilung
in geschichteten Peer-to-Peer Systemen
Der erste Aspekt, der im Rahmen dieser Arbeit betrachtet wird, betrifft die Kom-
munikation zwischen Peers. Diese Kommunikation wird durch die Verbreitung von
Network Address Translation (NAT) Routern erschwert. NAT Router reduzieren die
Konnektivita¨t der Rechner, die sich hinter den NAT Routern befinden. Die Heraus-
forderung besteht darin, den Nachrichtenaustausch zwischen Peers, die sich hinter
NAT Routern befinden, zu gewa¨hrleisten. Verfahren, die dies ermo¨glichen, werden
als NAT Traversal Verfahren bezeichnet. In dieser Arbeit werden ein neues NAT Tra-
versal Verfahren sowie ein Protokoll, das es ermo¨glicht das NAT Traversal Verfahren
auszuwa¨hlen, das in einer bestimmten Situation die ho¨chste Erfolgswahrscheinlich-
keit bietet, vorgestellt.
Eine weitere Herausforderung betrifft die Umsetzung und konkrete Entwicklung ei-
ner Peer-to-Peer-basierten Anwendung. Hier existiert oft eine Vielzahl unterschied-
licher Ansa¨tze fu¨r unterschiedliche Problemstellungen. Dabei ist es nicht immer im
Vorfeld ersichtlich, welche Kombination von diesen Ansa¨tzen die Beste in Bezug
auf Performanz oder Stabilita¨t ist. Um dies zu evaluieren, werden ha¨ufig Ansa¨tze
zuerst fu¨r existierende Simulationsumgebungen implementiert und anschließend fu¨r
die eigentliche Anwendung. Im Rahmen dieser Arbeit wird eine geschichtete Soft-
warearchitektur vorgestellt, die eine Peer-to-Peer-basierte Anwendung in Schichten
und Komponenten unterteilt. Hierdurch ko¨nnen verschiedene Ansa¨tze einfach aus-
getauscht werden. Zusa¨tzlich ermo¨glicht es die Architektur denselben Quelltext fu¨r
die eigentliche Anwendung als auch fu¨r Simulationen zu verwenden.
Der dritte Aspekt dieser Arbeit betrifft die Datenspeicherung. In einem Server-
basierten System wird der Zustand einer virtuellen Welt auf einem zentralen Server
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gespeichert. In einem Peer-to-Peer System hingegen muss der Zustand der virtu-
ellen Welt auf den Peers des Peer-to-Peer Netzwerks gespeichert werden. Hierbei
mu¨ssen eine Reihe von Anforderungen bezu¨glich der Verla¨sslichkeit und Sicherheit
der gespeicherten Daten erfu¨llt werden. Zusa¨tzlich mu¨ssen Daten effizient abgefragt
werden ko¨nnen. Daher werden im letzten Teil dieser Arbeit ein Peer-to-Peer Netz-
werk sowie ein Replikationsverfahren vorgestellt, die die Grundlage fu¨r einen sicheren
und verla¨sslichen Peer-to-Peer-basierten Datenspeicher bilden.
1.1.1 NAT Traversal
Die meisten Computer sind heutzutage mittels sogenannter NAT Router mit dem
Internet verbunden. Diese NAT Router erschweren es die Rechner, die sich hinter
ihnen befinden, direkt zu kontaktieren. Das liegt dran, dass aus dem Internet nur der
NAT Router sichtbar ist, aber nicht die dahinter liegenden Rechner. In einer klassi-
schen Client-Server Anwendung ist dies kein Problem, da der Client, der sich hinter
einem NAT Router befindet, einen Server im o¨ffentlichen Netzwerk kontaktiert. Im
Gegensatz dazu mu¨ssen in einer Peer-to-Peer-basierten Anwendung allerdings alle
Nachrichten direkt zwischen den Peers ausgetauscht werden. Daher ist es in Peer-
to-Peer-basierten Anwendungen notwendig, dass Peers, die sich hinter einem NAT
Router befinden, direkt kontaktiert werden ko¨nnen.
Zu diesem Zweck wurden verschiedene NAT Traversal Verfahren [11, 27] entwickelt,
die es erlauben einen Peer hinter einem NAT Router direkt zu kontaktieren. Diese
Verfahren nutzen unterschiedliche Eigenschaften der involvierten NAT Router aus
um einen Nachrichtenaustausch zu ermo¨glichen. Allerdings verhalten sich NAT Rou-
ter unterschiedlich. Daher ist die Wahrscheinlichkeit, dass ein Nachrichtenaustausch
zwischen zwei Peers ermo¨glicht werden kann, stark abha¨ngig vom verwendeten NAT
Traversal Verfahren und den involvierten NAT Routern. Die Herausforderung be-
steht darin trotz unterschiedlicher Verhaltensweisen der involvierten Router einen
Nachrichtenaustausch zu ermo¨glichen.
In dieser Arbeit wird ein neues NAT Traversal Verfahren vorgestellt, das mit einer
Vielzahl an NAT Routern funktioniert. Zusa¨tzlich wird ein Protokoll vorgestellt,
das bestimmte Eigenschaften eines NAT Routers ermittelt. Basierend auf diesen
Eigenschaften wird aus einer Menge an verfu¨gbaren NAT Traversal Verfahren das
Verfahren ausgewa¨hlt, welches die ho¨chste Erfolgswahrscheinlichkeit bietet.
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1.1.2 Architektur fu¨r komplexe Peer-to-Peer Systeme
Die Entwicklung des peers@play Projektes zeigte, dass die Entwicklung einer kom-
plexen Peer-to-Peer Anwendung in Form einer virtuellen Welt mehr erfordert als das
Erstellen einer Netzwerkstruktur und eines Routing Algorithmus. Ein weit verbrei-
teter Ansatz hierfu¨r im Bereich der verteilten Systeme besteht darin die Anwendung
in verschiedene Schichten oder Komponenten aufzuteilen [5, 22]. Diese Aufteilung
muss allerdings einige Anforderungen erfu¨llen.
Im Bereich der Peer-to-Peer Netzwerke existieren verschiedene Ansa¨tze, die sich in
verschiedenen Merkmalen unterscheiden. Bei diesen Merkmalen handelt es sich bei-
spielsweise um statische oder dynamische Positionen eines Peers im Peer-to-Peer
Netzwerk oder um die Anzahl der Dimensionen des verwendeten Adressraums. Im
peers@play Projekt werden verschiedene Peer-to-Peer Netzwerke fu¨r verschiedene
Aufgaben verwendet. Die Komponenten und Schichten der Architektur mu¨ssen da-
her so entworfen sein, dass mehrere zeitgleich aktive Peer-to-Peer Netzwerk unter-
stu¨tzt werden.
Durch eine geeignete Aufteilung lassen sich unterschiedliche Lo¨sungen fu¨r bestimmte
Probleme austauschen. Um zu ermitteln, wie sich ein bestimmter Ansatz bei einer
steigenden Anzahl an Peers verha¨lt und welche Auswirkung dieser Ansatz auf die
Gesamtleistung hat, werden diese Ansa¨tze im Allgemeinen simuliert. Daher werden
zwei verschiedene Implementierungen desselben Konzeptes beno¨tigt: eine fu¨r die
Simulation und eine fu¨r die eigentliche Anwendung.
Um dieses Problem zu lo¨sen wird in dieser Arbeit eine Schichtenarchitektur vorge-
stellt, die es ermo¨glicht denselben Quelltext fu¨r Simulationen und Messungen so-
wie fu¨r die Produktivanwendung zu nutzen. Zusa¨tzlich unterstu¨tzt die vorgestellte
Schichtenarchitektur mehrere zeitgleich aktive Peer-to-Peer Netzwerke.
1.1.3 Verla¨ssliche Datenverteilung
Eine Herausforderung bei der Entwicklung einer Peer-to-Peer-basierten virtuellen
Welt ist das sichere und verla¨ssliche Speichern von Daten. Der Grund hierfu¨r ist,
dass bei Peer-to-Peer-basierten Datenspeichern die Daten verteilt auf den Peers ge-
speichert werden. Allerdings sind Peers nicht zuverla¨ssig, da sie zu jeder Zeit das
Netzwerk unangeku¨ndigt verlassen ko¨nnen und es kann nicht sichergestellt werden,
dass Peers sich immer ehrlich verhalten. Daher kann nicht angenommen werden, dass
Daten, die auf einem Peer gespeichert wurden, unvera¨ndert und verfu¨gbar bleiben.
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Eine virtuelle Welt und das Verhalten in dieser unterliegt gewissen Spielregeln, die
unter anderem festlegen welche Aktionen unter welche Bedingungen durchgefu¨hrt
werden du¨rfen. Diese Regeln gelten fu¨r alle Nutzer der virtuellen Welt und kein
Nutzer darf in der Lage sein die Spielregeln zu seinen Gunsten zu umgehen. Eine
Mo¨glichkeit die Spielregeln zu umgehen besteht beispielsweise darin den aktuellen
Zustand der virtuellen Welt zu fa¨lschen.
Daher muss die Sicherheit und Verfu¨gbarkeit der gespeicherten Daten gewa¨hrleistet
werden. Zusa¨tzlich zur Sicherheit und Verla¨sslichkeit der Daten muss es eine Mo¨g-
lichkeit geben, die gespeicherten Daten effizient abzufragen. Peers in einer virtuellen
Welt sind in der Regel an Daten interessiert, die sich in einem bestimmten Gebiet be-
finden. Um die Daten einer Region oder eines Gebietes effizient abzufragen, mu¨ssen
die Daten mit Positionsbezug gespeichert werden.
Im Rahmen dieser Arbeit wird ein Peer-to-Peer Netzwerk vorgestellt, das auf Voronoi-
Diagrammen (Zerlegung eines n-dimensionalen Raumes in Polytope) basiert. Hier-
durch ko¨nnen Positions-basierte Daten effizient verteilt und abgefragt werden. Um
die Verfu¨gbarkeit der Daten zu gewa¨hrleisten werden diese durch ein spezielles Re-
plikationsverfahren mehrfach auf verschiedenen Peers gespeichert. Durch ein spezi-
elles Routingverfahren kann jedes dieser Replikate auf einem anderen Routingpfad
erreicht werden, wodurch die Verfu¨gbarkeit der Daten erho¨ht wird.
1.2 Wissenschaftlicher Beitrag
In dieser Arbeit wird eine Reihe von Ansa¨tzen behandelt, die fu¨r die Entwicklung
einer Peer-to-Peer-basierten virtuellen Welt relevant sind. Die wissenschaftlichen
Betra¨ge dieser Arbeit werden im Folgenden skizziert.
NAT Traversal
  Analyse verschiedener existierender NAT Traversal Mechanismen.
  Entwicklung eines NAT Traversal Verfahrens fu¨r das Transmission Control
Protocol (TCP) auf Basis von selbst erzeugten TCP Paketen.
  Entwicklung eines Protokolls zur Ermittlung bestimmter Eigenschaften von
NAT Routern (MFB Protokoll).
  Adaption des MFB Protokolls zum Einsatz in vollsta¨ndig dezentralen Syste-
men.
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  Entwicklung eines Regelwerks zur Auswahl des NAT Traversal Verfahrens mit
der ho¨chsten Erfolgswahrscheinlichkeit in Abha¨ngigkeit der Eigenschaften der
involvierten NAT Router.
  Entwicklung einer Testumgebung fu¨r NAT Traversal Verfahren.
Architektur fu¨r komplexe Peer-to-Peer Systeme
  Entwicklung einer Softwarearchitektur fu¨r komplexe Peer-to-Peer Systeme, die
es unter Anderem erlaubt dieselbe Softwarebasis fu¨r Simulationszwecke und
fu¨r den Produktiveinsatz zu verwenden. Weitere Eigenschaften der Architektur
sind die Wiederverwendbarkeit und Austauschbarkeit von Komponenten sowie
die Unterstu¨tzung fu¨r mehrere zeitgleich aktive Peer-to-Peer Netzwerke.
  Entwicklung eines Kommunikationsframeworks fu¨r Peer-to-Peer Systeme (Peer-
to-Peer Link Management).
Verla¨ssliche Datenverteilung
  Symmetrisches Replikationsverfahren fu¨r Voronoi-basierte Peer-to-Peer Netz-
werke.
  Entwicklung eines Pra¨fix-basierten Routingverfahrens fu¨r Voronoi-basierte Peer-
to-Peer Netzwerke, das es ermo¨glicht bestimmte Positionen u¨ber disjunkte
Routingpfade zu erreichen.
1.3 Organisation der Arbeit
Der Fokus dieser Arbeit liegt auf NAT Traversal Verfahren und der verla¨sslichen
Datenverteilung in Peer-to-Peer Systemen. Die Arbeit unterteilt sich hierbei in sechs
Kapitel, die im Folgenden kurz beschrieben werden.
Kapitel 2: Grundlagen
Im Anschluss an die Einleitung werden die Grundlagen, die fu¨r das Versta¨ndnis der
Arbeit notwendig sind, beschrieben. Hierbei werden Netzwerkprotokolle, die Adres-
sumsetzung in Netzwerken und daraus resultierende Schwierigkeiten und Lo¨sungen
dargestellt. Im Anschluss wird das Peer-to-Peer System Pastry sowie das in Pastry
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verwendete Pra¨fix-Routing beschrieben. Des Weiteren werden Voronoi-Diagramme,
die Delaunay-Triangulation sowie Algorithmen um diese zu berechnen beschrieben.
Abschließend wird in diesem Kapitel Gears4Net, ein asynchrones und nicht blockie-
rendes Programmiermodell zur Entwicklung von skalierbaren und verteilten Appli-
kationen, vorgestellt.
Kapitel 3: NAT Traversal
Im dritten Kapitel wird ein NAT Traversal Verfahren namens SYNI vorgestellt, das
auf der Injektion eines TCP SYN Pakets basiert. Anschließend werden verschiedene
existierende TCP NAT Traversal Verfahren analysiert und ihre Anforderungen fu¨r
eine erfolgreiche Durchfu¨hrung zusammengefasst. Basierend auf diesen Anforderun-
gen wird ein Protokoll vorgestellt, welches die relevanten Eigenschaften von NAT
Routern ermittelt. Unter Verwendung dieser Informationen sowie der Anforderun-
gen der einzelnen TCP NAT Traversal Verfahren kann das TCP NAT Traversal
Verfahren mit der ho¨chsten Erfolgswahrscheinlichkeit ausgewa¨hlt werden. Das dar-
aus resultierende Regelwerk wird in Abschnitt 3.3.4 vorgestellt. Anschließend wird
eine Testumgebung vorgestellt mit der die in diesem Kapitel vorgestellten Verfah-
ren evaluiert wurden. In Abschnitt 3.5 werden die in diesem Kapitel vorgestellten
Verfahren evaluiert und abschließend werden die Ergebnisse dieses Kapitels zusam-
mengefasst.
Kapitel 4: Architektur fu¨r komplexe Peer-to-Peer Systeme
Im vierten Kapitel wird eine Softwarearchitektur zur Entwicklung und Simulation
komplexer Peer-to-Peer Systeme vorgestellt. Diese Softwarearchitektur zerlegt Peer-
to-Peer-basierte Anwendungen in verschiedene Schichten und Komponenten. In Ab-
schnitt 4.2 werden die einzelnen Schichten und Komponenten betrachtet. Hierbei
werden insbesondere die Komponente fu¨r das Verbindungsmanagement sowie die
Komponenten fu¨r die Simulation na¨her beschrieben. Abschließend wird mit Hilfe ei-
ner Evaluation gezeigt, dass die vorgestellte Softwarearchitektur effizient umgesetzt
werden kann.
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Kapitel 5: Verla¨ssliche Datenverteilung
Das fu¨nfte Kapitel beschreibt ein Peer-to-Peer Netzwerk basierend auf Voronoi-
Diagrammen sowie ein symmetrisches Replikationsverfahren. Das Peer-to-Peer Netz-
werk verwendet ein Pra¨fix-basiertes Routing-Verfahren, das es ermo¨glicht u¨ber dis-
junkte Routingpfade zu verschiedenen Positionen im Netzwerk zu routen. Anschlie-
ßend wird ein symmetrisches Replikationsverfahren betrachtet, das Daten so repli-
ziert, dass diese mit Hilfe des Routing-Verfahrens u¨ber disjunkte Routingpfade er-
reicht werden ko¨nnen. Abschließend wird in der Evaluation gezeigt, welchen Einfluss
bo¨swillige Peers auf die Verfu¨gbarkeit der Daten haben.
Kapitel 6: Zusammenfassung und weiterer Forschungsbedarf
Im letzten Kapitel dieser Arbeit werden die wichtigsten Ergebnisse zusammengefasst
und ein Ausblick auf weitere Arbeiten in diesem Gebiet gegeben.
Kapitel 2
Grundlagen
Im diesem Kapitel werden die grundlegenden Protokolle und Verfahren, die fu¨r das
Versta¨ndnis der vorliegenden Arbeit notwendig sind, na¨her beschrieben. Dabei wer-
den zuna¨chst Protokolle aus der Internet- und der Transportschicht des hybriden
Referenzmodells von Tanenbaum [81] vorgestellt. Darauf aufbauend wird die Adres-
sumsetzung in Netzwerken [78], die daraus resultierenden Probleme in Verbindung
mit dem Nachrichtenaustausch sowie existierende Lo¨sungen na¨her beschrieben. Ab-
schließend werden unter anderem das Peer-to-Peer System Pastry und die Grundla-
gen von Voronoi-Diagrammen na¨her betrachtet.
2.1 Netzwerkprotokolle
Im Verlauf dieser Arbeit werden einige Details bestimmter Netzwerkprotokolle ver-
wendet, die im folgenden Abschnitt na¨her beschrieben werden. Die beschriebenen
Protokolle geho¨ren jeweils zu unterschiedlichen Schichten des hybriden Referenz-
modells von Tanenbaum [81] (siehe Abbildung 2.1). Hierbei wird das der Internet-
schicht zugeho¨rige Internet Protocol (IP) [62] und die darauf aufbauenden Protokolle
TCP (Transmission Control Protocol) [63], UDP (User Datagram Protocol) [60] und
ICMP (Internet Control Message Protocol) [61] betrachtet. Diese Protokolle stellen
jeweils unterschiedliche Dienste zur Verfu¨gung und verwenden jeweils ein eigenes
Datenformat, das in den jeweiligen Protokoll Headern spezifiziert wird.
10 Kapitel 2 Grundlagen
2.1.1 TCP/IP Modell
Das hybride Referenzmodell von Tanenbaum [81] ist eine Kombination des ISO/OSI
Schichtenmodells [22] und des TCP/IP Referenzmodells [14] und besteht aus fu¨nf











Abbildung 2.1: Hybrides Referenzmodell nach Tanenbaum [81]
Jede Schicht dient einer anderen Aufgabe und innerhalb einer jeden Schicht gibt
es unterschiedliche Protokolle. Die Transportschicht dient zur Kommunikation zwi-
schen verschiedenen Anwendungen, wohingegen die Internetschicht fu¨r die Kommu-
nikation zwischen verschiedenen nicht direkt verbundenen Endgera¨ten verantwort-
lich ist. Die Netzwerkschicht dient der Kommunikation zwischen direkt verbundenen
Endgera¨ten und die physikalische Schicht umfasst die Aufgabe Daten u¨ber verschie-
dene U¨bertragungsmedien (z.B. Kabel oder Funk) zu senden. Im Folgenden werden
die wichtigsten Protokolle na¨her betrachtet.
2.1.2 Internet Protocol
Das Internet Protocol (IP) [62] bildet die Grundlage zur Kommunikation im Internet
und ist Teil der Internetschicht. IP existiert in zwei verschiedenen Versionen IP Ver-
sion 4 (IPv4) und IP Version 6 (IPv6). Im Rahmen dieser Arbeit wird ausschließlich
IPv4 verwendet, so dass im Folgenden die Bezeichnung IP gleichbedeutend mit IPv4
verwendet wird.
Allgemein betrachtet wird IP verwendet, um Nachrichten zwischen nicht direkt ver-
bundenen Rechnern auszutauschen. Nachrichten werden hierbei von einem Quell-
rechner u¨ber mehrere Zwischenstationen, die sich in unterschiedlichen physikali-
schen Netzwerken befinden ko¨nnen, zum Zielrechner weitergeleitet. Hierfu¨r erha¨lt
jeder Rechner eine eindeutige 32-Bit große IP Adresse, die in vier Blo¨cke zu je 8 Bit
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unterteilt ist. Jede Nachricht, die mittels IP gesendet wird, entha¨lt einen 20 Byte
großen Header (siehe Abbildung 2.2).
0 - 7 8 - 15 16 - 23 24-31













Abbildung 2.2: IP Header Informationen [62]
Der Header entha¨lt eine Reihe von Feldern, wobei im Folgenden nur die Felder na¨her
betrachtet werden, die fu¨r diese Arbeit relevant sind. Grundlegend fu¨r den Nachrich-
tenaustausch sind die Felder Ziel- und Quell IP Adresse, die den Absender sowie den
Zielrechner angeben. Aufgrund dessen, dass IP Pakete in der Regel u¨ber mehrere
Stationen bis zum Zielrechner weitergeleitet werden, muss verhindert werden, dass
unzustellbare Nachrichten fu¨r immer im Netzwerk verbleiben bzw. kreisen. Hierfu¨r
wird das Feld Time-to-Live (TTL) verwendet. Dieses Feld wird von jeder weiterlei-
tenden Station dekrementiert. Erreicht die TTL den Wert 0 bevor das Paket das
Ziel erreicht hat, wird die Nachricht verworfen und eine ICMP Nachricht (siehe
Abschnitt 2.1.5) an den Absender geschickt, die signalisiert, dass die Nachricht ver-
worfen wurde.
2.1.3 User Datagram Protocol
Das User Datagram Protocol (UDP) [60] ist ein einfaches und verbindungsloses Netz-
werkprotokoll, das auf IP aufbaut. Im Gegensatz zu IP, das Nachrichten zwischen
Rechnern austauscht, wird UDP verwendet, um Nachrichten zwischen verschiede-
nen Prozessen auf verschiedenen Rechnern auszutauschen. Zu diesem Zweck wird
bei UDP zusa¨tzlich zu der IP Adresse eine Portnummer verwendet, die den Prozess
auf einem Rechner adressiert. Aufgrund dessen, dass UDP ein verbindungsloses Pro-
tokoll ist, wird keine explizite Verbindung aufgebaut bevor Nachtrichten an einen
entfernten Prozess gesendet werden. Die Nachrichten (Datagramme) werden direkt
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an eine Ziel IP Adresse und einen Zielport gesendet. Die Kombination aus IP Adres-
se und Portnummer wird im Folgenden als IP Endpunkt bezeichnet. Der Absender
einer Nachricht erha¨lt bei UDP keinerlei Besta¨tigung daru¨ber, ob die Daten beim
Empfa¨nger angekommen sind oder nicht. Des Weiteren ist es bei UDP mo¨glich, dass
sich Nachrichten auf dem Weg zum Ziel u¨berholen und so in einer anderen Rei-
henfolge ankommen als sie gesendet wurden. Daru¨ber hinaus ist es mo¨glich, dass
der Sender Nachrichten schneller sendet, als der Empfa¨nger diese verarbeiten kann,
da UDP keine Mechanismen fu¨r eine Flusskontrolle bietet. In diesem Fall ko¨nnen
Nachrichten verloren gehen.




Abbildung 2.3: UDP Header Informationen [60]
Aufgrund des geringen Funktionsumfangs des Protokolls, besteht der Nachrichten
Header im Wesentlichen aus dem Quell- und Zielport sowie der Gesamtgro¨ße des
Datagramms (siehe Abbildung 2.3).
2.1.4 Transmission Control Protocol
Das Transmission Control Protocol (TCP) [63] basiert wie UDP auf IP, ist aber ein
verbindungsorientiertes und zuverla¨ssiges Transportprotokoll. Im Vergleich zu UDP
verwendet TCP einen gro¨ßeren Header (siehe Abbildung 2.4) mit mehr Informatio-
nen sowie eine Menge von Algorithmen zur Steuerung des Nachrichtenflusses.
TCP adressiert ebenso wie UDP Prozesse auf entfernten Rechnern garantiert dabei
aber, dass jedes Paket in der richtigen Reihenfolge und fehlerfrei beim Empfa¨nger
ankommt. Um dies zu gewa¨hrleisten, verwendet TCP unter anderem Sequenznum-
mern und Besta¨tigungsnummern (siehe Abbildung 2.4), so dass der Empfa¨nger die
erhaltenen Daten sortieren und quittieren kann. In welchen Absta¨nden diese Quit-
tierung erfolgt, ist abha¨ngig von der eingesetzten Flusskontrolle (Fenstermechanis-
mus). Hierbei wird ein Fenster definiert, das angibt, wie viele Nachrichten gesendet
werden du¨rfen bis eine Quittierung erfolgen muss. Damit zwei Kommunikationspart-
ner Nachrichten zueinander senden ko¨nnen, mu¨ssen sie im Gegensatz zu UDP erst
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Abbildung 2.4: TCP Header Informationen [63]
eine Verbindung zueinander aufbauen. Dieser Verbindungsaufbau erfolgt in einem
3-Wege-Handshake, wie in Abbildung 2.5 zu sehen ist.
Rechner A Rechner B
SYN Seq=X
SYN ACK ACK=X+1 Seq=Y
ACK ACK=Y+1 Seq=X+1
Abbildung 2.5: TCP Handshake beim Verbindungsaufbau [63]
Dabei sendet Rechner A, der eine Verbindung zum Zielrechner B aufbauen mo¨chte,
ein Paket an B. Dieses Paket beinhaltet unter anderem die Quell- und Zieladresse
aus dem IP Header und den Quell- und Zielport aus dem TCP Header. Des Weiteren
ist das SYN Flag im TCP Header und eine initiale Sequenznummer (ISN) X gesetzt
(siehe Abbildung 2.5). B antwortet daraufhin mit einem Paket in dem das SYN und
das ACK Flag gesetzt sind. Zusa¨tzlich zu der von B gewa¨hlten ISN Y besta¨tigt B
mit der Besta¨tigungsnummer X+1, dass er das vorherige Paket erhalten hat. Um den
Verbindungsaufbau abzuschließen, sendet A ein Paket mit gesetztem ACK Flag und
besta¨tigt mit der Besta¨tigungsnummer Y+1 das vorherige Paket von B. Nachdem
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Abbildung 2.6: TCP Zustandsdiagramm [1, 63]
die Verbindung aufgebaut wurde, ko¨nnen u¨ber diese Verbindung Daten gesendet
werden.
Eine Besonderheit beim Verbindungsaufbau ist das simultane O¨ffnen einer Verbin-
dung. Hierbei initiieren A und B jeweils einen Verbindungsaufbau, so dass beide
Rechner ein TCP Paket mit gesetztem SYN Flag senden. A und B befinden sich in
dem Zustand SYN SENT (siehe Abbildung 2.6) und warten auf einen entsprechen-
des TCP Paket mit gesetztem SYN und ACK Flag. Allerdings empfangen beide ein
TCP Paket bei dem nur das SYN Flag gesetzt ist. An dieser Stelle wird erkannt,
dass es sich um einen simultanen Verbindungsaufbau handelt und der Zustand wird
entsprechend auf SYN RECEIVED gewechselt. Anschließend wird der Verbindungs-
aufbau, wie in Abbildung 2.6 dargestellt, fortgesetzt.
Um eine Verbindung aktiv zu schließen, wird vergleichbar mit dem Verbindungsauf-
bau ein Handshake durchgefu¨hrt. Allerdings wird im Gegensatz zum Verbindungs-
aufbau in diesem Fall ein 4-Wege-Handshake durchgefu¨hrt und anstatt des SYN
Flags wird das FIN Flag gesetzt. Mo¨chte A die Verbindung schließen, sendet A ein
TCP Paket mit gesetztem FIN Flag. B antwortet darauf mit einem entsprechen-
den ACK und kann anschließend noch weitere Daten senden. Sobald B keine Daten
mehr senden mo¨chte, sendet B ebenfalls ein FIN und A wird mit einem ACK ant-
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worten. Anschließend ist die Verbindung geschlossen. Nachdem die letzte Nachricht
fu¨r den Verbindungsabbau ausgetauscht wurde, befindet sich der Kommunikations-
partner, der den Verbindungsabbau initiiert hat, im TIME WAIT Zustand (siehe
Abbildung 2.6). In diesem Zustand verbleibt der Kommunikationspartner abha¨ngig
vom Betriebssystem fu¨r einige Sekunden oder Minuten. Solange der Kommunikati-
onspartner in diesem Zustand ist, kann er keine neue Verbindung mit den gleichen
IP Endpunkten initiieren, da diese noch in den Verbindungstabellen des Betriebs-
systems stehen.
Allerdings ist es mo¨glich, dass aufgrund von technischen Problemen eine Verbindung
nicht mehr aktiv geschlossen werden kann, weil beispielsweise die Besta¨tigungsnach-
richten verloren gehen. In diesem Fall kann die Verbindung abgebrochen werden.
Hierfu¨r wird eine Nachricht mit gesetztem Reset Flag gesendet. Wird eine Verbin-
dung mittels Reset Flag beendet, kann sofort wieder versucht werden die Verbindung
mit den gleichen IP Endpunkten aufzubauen. Das Reset-Flag kann auch zur Abwei-
sung unerwu¨nschter Verbindungen verwendet werden oder wenn beispielsweise eine
Nachricht an eine Portnummer gesendet wurde, auf der nicht auf eingehende Nach-
richten gewartet wird.
2.1.5 Internet Control Message Protocol
Ein weiteres Protokoll, das auf IP aufbaut, ist das Internet Control Message Protocol
(ICMP) [61]. Dieses Protokoll ist im Gegensatz zu TCP und UDP kein Transport-
protokoll im eigentlichen Sinne, sondern ein Kontrollprotokoll zum Austausch von
Diagnoseinformationen und Fehlermeldungen.
Abbildung 2.7: ICMP Header Informationen [61]
ICMP hat wie UDP einen sehr kleinen Nachrichten Header, der in Abbildung 2.7
dargestellt ist. Die Nachrichten lassen sich in verschiedene Kategorien (Typen) ein-
teilen. Zusa¨tzlich zum Typ der Nachricht, entha¨lt jede Nachricht noch einen Code,
der die Art der Nachricht genauer spezifiziert.
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Wenn beispielsweise eine Nachricht an eine Adresse gesendet wird, auf der kein
Rechner auf Nachrichten wartet, wird eine ICMP Nachricht vom Typ Ziel nicht
erreichbar mit dem Code Port nicht erreichbar gesendet. Im Fall, dass eine Nachricht
nicht zugestellt werden konnte, bevor die TTL abgelaufen ist, wird eine Nachricht
vom Typ Zeitlimit u¨berschritten mit dem Code Lebensdauer abgelaufen gesendet.
In [61] ist vollsta¨ndige Auflistung aller Nachrichten Typen und Codes gegeben.
2.2 Firewall
Eine Firewall ist eine Sicherheitskomponente, deren Aufgabe darin besteht ein in-
ternes Netzwerk nach außen hin zu schu¨tzen. Um beispielsweise ein privates Netz-
werk gegenu¨ber dem Internet zu schu¨tzen, muss die Firewall genau zwischen beiden
Netzwerken positioniert werden. Eine Firewall kann aus verschiedenen Komponen-
ten bestehen. Im Folgenden werden die Komponenten na¨her betrachtet, die fu¨r diese
Arbeit relevant sind.
2.2.1 Paketfilter
Ein Paketfilter ist eine Komponente einer Firewall. Hierbei wird der gesamte ein- und
ausgehende Netzwerkverkehr auf Paketebene gefiltert und anhand eines Regelwerks,
das beispielsweise von einem Netzwerkadministrator erstellt wird, entschieden, wie
auf die einzelnen Paketen reagiert wird. Der Paketfilter wertet zu diesem Zweck In-
formationen aus der Internet- sowie aus der Transportschicht aus. Zusa¨tzlich werden
auch Informationen von ICMP Nachrichten ausgewertet.
Eine Regel eines Paketfilters kann die folgenden Informationen auswerten und an-
geben welche Aktion (erlauben oder ablehnen) ausgefu¨hrt werden soll.
  Quell- und Zieladresse (IP)
  Protokolltyp (TCP, UDP oder ICMP)
  Quell- und Zielport (TCP und UDP)




Wenn eine Anfrage aus dem internen Netzwerk gesendet wird, wird hierfu¨r auto-
matisch eine neue Regel hinzugefu¨gt, so dass Antworten auf diese Anfrage vom
Paketfilter weitergeleitet werden. Dazu werden Verbindungstabellen gefu¨hrt, in de-
nen gespeichert wird, welcher interne Rechner mit welchem Externen kommuniziert.
Dabei werden neben den IP Adressen auch die verwendeten Portnummern und der
Protokolltyp gespeichert.
2.2.2 Zustandsgesteuerte Paketfilterung
Eine weitere Form des Paketfilters ist die sogenannte zustandsgesteuerte Paketfil-
terung. Hierbei wird zu den bereits genannten Informationen der Zustand einer
Verbindung u¨berpru¨ft. Wenn beispielsweise ein TCP Paket mit gesetztem SYN Flag
gesendet wurde, muss darauf ein Paket mit gesetztem SYN und ACK Flag folgen.
Ohne eine genaue U¨berpru¨fung des Zustands wu¨rde der Paketfilter auch ein Paket ins
das interne Netzwerk weiterleiten, das nur das SYN oder nur das ACK Flag gesetzt
hat. Die zustandsgesteuerte Paketfilterung erlaubt es noch genauer den Datenfluss
zu kontrollieren.
2.2.3 IP-Spoofing
Mit dem Begriff IP-Spoofing bezeichnet man in Computernetzen das Versenden von
IP Paketen mit gefa¨lschter Absender IP Adresse. Um IP-Spoofing zu unterbinden
bzw. zu erschweren ko¨nnen beispielsweise zwischen zwei verschiedenen Netzwerken
A und B Ingress [26] und Egress Filter eingesetzt werden. Ingress Filter blockieren
Pakete, die aus einem Netzwerk B kommen, aber eine Absender Adresse aus Netz-
werk A enthalten. Egress Filter hingegen blockieren Pakete, die aus dem Netzwerk
A kommen, aber keine gu¨ltige Absender Adresse aus dem Netzwerk A haben.
TCP verwendet, wie in Abschnitt 2.1.4 beschrieben, eine Sequenznummer fu¨r jedes
Paket. Hierdurch wird ebenfalls IP-Spoofing erschwert, weil nur Pakete mit gu¨ltiger
Sequenznummer akzeptiert werden. Um zu verhindern, dass die vom Betriebssys-
tem verwendete Implementierung zur Bestimmung der initialen Sequenznummer zu
einfach erraten werden kann, bieten einige Firewalls die Mo¨glichkeit einen zufa¨lli-
gen Offset auf diese Sequenznummer zu addieren oder zu subtrahieren. In diesem
Fall muss die Firewall die Sequenznummer von jedem ein- und ausgehenden Paket
a¨ndern.
18 Kapitel 2 Grundlagen
2.3 Adressumsetzung in Netzwerken
Unter einer Adressumsetzung in Netzwerken (engl. Network Address Translation,
NAT) [25] versteht man die U¨bersetzung von IP Adressen eines Adressraumes in
einen Anderen. Daher wird NAT ha¨ufig beim U¨bergang von zwei verschiedenen
Computernetzwerken eingesetzt. Dabei wird bei jedem Datenpaket die IP Adresse
des anfragenden Computers durch die IP Adresse des NAT Gera¨tes ersetzt. Die Ant-
worten erha¨lt wiederum das NAT Gera¨t und muss diese dann an den entsprechenden
Computer weiterleiten.
Die Adressumsetzung in Netzwerken ist nicht standardisiert, daher gibt es eine Reihe
verschiedener Verfahren. Allerdings sollten alle diese Verfahren die folgenden Eigen-
schaften [78] besitzen:
Transparente Adresszuordnung
Transparentes Weiterleiten von Paketen durch die Adressumsetzung
Zuordnung von ICMP Nachrichten
Die einfachste Variante eines NAT Verfahrens ist die, in der nur die IP Adressen
ersetzt werden. Hierbei wird allerdings fu¨r jeden Rechner, der eine Verbindung zum














Abbildung 2.8: Adressumsetzung in Netzwerken
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Dieses Verfahren ist in Abbildung 2.8 grafisch dargestellt. In diesem Szenario wol-
len die beiden Rechner mit den internen IP Adressen 192.168.1.10 und 192.168.1.11
Daten an einen Rechner im externen Netzwerk mit der IP Adresse 193.99.144.80
senden. Der von den beiden Rechnern verwendete NAT Router verfu¨gt u¨ber zwei
externe IP Adressen. Wenn die Rechner das erste Mal Daten senden, erstellt der
NAT Router eine Zuordnung zwischen der internen IP Adresse des anfragenden
Rechners und einer seiner externen IP Adressen. In dem betrachteten Beispiel wird
beispielsweise dem Rechner mit der internen IP Adresse 192.168.1.10 die externe
IP Adresse 93.221.31.155 zugewiesen und dem Rechner mit der internen IP Adresse
192.168.1.11 wird die externe IP Adresse 93.221.31.156 zugewiesen. Hierdurch sind
beide Rechner in der Lage mit Rechnern aus dem externen Netzwerk zu kommu-
nizieren. Wa¨re noch ein dritter Rechner im internen Netzwerk, ko¨nnten trotzdem
immer nur zwei Rechner gleichzeitig mit dem externen Netzwerk kommunizieren, da
eine externe IP Adresse immer exklusiv an einen internen Rechner gebunden wird.
2.4 Adress- und Portumsetzung in Netzwerken
Eine Variante des im vorherigen Abschnitt vorgestellten NAT Verfahrens ist die
Adress- und Portumsetzung in Netzwerken. Diese unterscheidet sich vom einfachen
NAT in dem Punkt, dass nicht nur die IP Adresse gea¨ndert wird, sondern zusa¨tzlich
noch die Portnummer. Im weiteren Verlauf dieser Arbeit wird der Begriff NAT fu¨r
die Adress- und Portumsetzung in Netzwerken verwendet.
Dieses Verfahren hat den Vorteil, dass sich mehrere interne Rechner eine externe
IP Adresse teilen ko¨nnen. Zusa¨tzlich erlaubt es einen sparsameren Umgang mit
o¨ffentlichen IP Adressen und die Maskierung des dahinter befindlichen Netzwerkes.
Durch den Einsatz von NAT sind die Computer, die sich hinter einem NAT Router
befinden, nicht mehr direkt erreichbar sind (siehe nachfolgenden Abschnitt). Dies
kann man als Vor- aber auch als Nachteil von NAT ansehen.
In den folgenden Abschnitten werden verschiedene Verhaltensweisen und Eigenschaf-
ten [7, 31, 32] von NAT Routern beschrieben. Da das Verhalten von NAT Routern
nicht standardisiert ist, kann es von NAT Router zu NAT Router verschieden sein.
Allerdings eignen sich die verwendeten Verhaltensweisen und Eigenschaften um das
Verhalten der meisten NAT Router zu beschreiben.
20 Kapitel 2 Grundlagen
2.4.1 Portzuordnung
Im Folgenden wird fu¨r das Tupel bestehend aus einer IP Adresse und einer Port-
nummer der Begriff IP Endpunkt verwendet. Es wird davon ausgegangen, dass sich
ein Computer A hinter einem NAT Router befindet. A befindet sich entsprechend in
einem privaten Netzwerk mit einem privaten Adressraum und mo¨chte Pakete an ein
o¨ffentliches Netzwerk senden. Dabei verwendet A fu¨r jedes ausgehende Paket den
gleichen lokalen IP Endpunkt, um Pakete an verschiedene Computer im o¨ffentlichen
Netzwerk zu senden. Die Portzuordnung beschreibt hierbei die U¨bersetzung des lo-
kalen IP Endpunkts von A auf den externen IP Endpunkt des NAT Routers und
umgekehrt. In den meisten Fa¨llen verfu¨gt ein NAT Router nur u¨ber eine externe IP
Adresse E, so dass die externe IP Adresse fu¨r alle erstellten Portzuordnungen gleich
ist. Daher kann der NAT Router nur entscheiden, welche externe Portnummer dem
lokalen IP Endpunkt zugeordnet werden soll.
Zuordnungsstrategie (Quelle, Ziel) → Extern
Endpunkt-unabha¨ngig (A:a, beliebig:beliebig) → E:e
Adressen-abha¨ngig (A:a, X:beliebig) → E:e
Port-abha¨ngig (A:a, beliebig:x) → E:e
Adressen- und Port-abha¨ngig (A:a, X:x) → E:e
Tabelle 2.1: Portzuordnung fu¨r ausgehende Pakete
Bei der Zuordnung der externen Portnummern ko¨nnen verschiedene Strategien an-
gewendet werden. Eine mo¨gliche Strategie ist es beispielsweise die gleiche externe
Portnummer zu verwenden, solange der lokale IP Endpunkt konstant bleibt. Der
IP Endpunkt des Ziels wird hierbei nicht ausgewertet, daher spricht man bei dieser
Strategie von einer Endpunkt-unabha¨ngigen Zuordnung. Im Gegensatz zu dieser Stra-
tegie kann die Ziel IP Adresse X, die Zielportnummer x oder der Ziel IP Endpunkt
X:x ausgewertet werden, um zu entscheiden welche externe Portnummer verwendet
wird. Verwendet der NAT Router eine Adressen- und Port-abha¨ngige Zuordnung
wird fu¨r jeden neuen Ziel IP Endpunkt eine neue Portnummer verwendet. Hierbei
kann der NAT Router eine zufa¨llige Portnummer fu¨r jede Zuordnung auswa¨hlen
oder versuchen die lokale Portnummer zu erhalten, wenn diese noch nicht zugeord-
net wurde. In dem Fall, dass die ausgewa¨hlte externe Portnummer schon an einen
lokalen IP Endpunkt gebunden ist, kann eine zufa¨llige Portnummer oder die na¨chst
freie externe Portnummer (beispielsweise +1 oder -1) ausgewa¨hlt werden.
In Tabelle 2.1 sind alle Strategien fu¨r die Portzuordnung dargestellt. Diese Strategien
gelten fu¨r die Transportprotokolle TCP und UDP.
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2.4.2 Filterung
Wa¨hrend die Portzuordnung das Verhalten des NAT Routers bei der Zuordnung
neuer Portnummern fu¨r ausgehende Pakete beschreibt, beschreibt die Filterung das
Verhalten fu¨r eingehende Pakete. Um eingehende Pakete an einen internen Rechner
weiterleiten zu ko¨nnen, muss die externe Portnummer, an der das eingehende Pa-
ket ankommt, einem internen IP Endpunkt zugeordnet sein. In dem Fall, dass der
externen Portnummer kein interner IP Endpunkt zugeordnet ist, wird dieses Paket
ausgefiltert, da es nicht weitergeleitet werden kann.
Wenn der externen Portnummer ein interner IP Endpunkt zugeordnet ist, kann der
NAT Router den Paketfluss filtern. Werden beispielsweise alle Pakete unabha¨ngig
vom Absender an den internen IP Endpunkt weitergeleitet werden, so verwendet der
NAT Router eine sogenannte Endpunkt-unabha¨ngige Filterung. U¨berpru¨ft der NAT
Router den IP Endpunkt des Absenders, sprich es werden nur Pakete weitergeleitet,
die von diesem IP Endpunkt gesendet wurden, so verwendet der NAT Router eine
Adressen- und Port-abha¨ngige Filterung.
In Tabelle 2.2 sind die verschiedenen Verhaltensweisen der Filterung von eingehen-
den Paketen zusammengefasst.
Filterung Extern ← Ziel
Endpunkt-unabha¨ngig E:e ← beliebig:beliebig
Adressen-abha¨ngig E:e ← X:beliebig
Port-abha¨ngig E:e ← beliebig:x
Adressen- und Port-abha¨ngig E:e ← X:x
Tabelle 2.2: NAT Filterung fu¨r eingehende Pakete
In den Fa¨llen, in denen der NAT Router eingehende Pakete aufgrund der Filterregeln
verwirft, kann er den Absender daru¨ber informieren oder das Paket stillschweigend
verwerfen. Wenn der NAT Router den Absender daru¨ber informiert, dass das Paket
nicht zugestellt wurde, kann er eine ICMP Fehlernachricht an den Absender schicken.
Handelt es sich bei dem eingehenden Paket um ein TCP Paket kann der NAT Router
auch eine TCP Nachricht mit gesetztem Reset Flag (RST) an den Absender zuru¨ck
schicken (siehe Abschnitt 2.1.4).
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2.5 Simple Traversal of UDP Through NAT
Das Simple Traversal of UDP Through NAT Protokoll (STUN), das im folgenden
Abschnitt na¨her betrachtet wird, wurde erstmals in [69] spezifiziert. In einer nach-
folgenden Spezifikation [68] wurden allerdings einige Protokolldetails grundlegend
gea¨ndert, so dass sich die Versionen des STUN Protokolls in [69] und in [68] deutlich
unterscheiden. Im Rahmen dieser Arbeit werden auf einige der in der urspru¨nglichen
Spezifikation verwendeten Informationen zuru¨ckgegriffen, die in der nachfolgenden
Spezifikation [68] nicht mehr enthalten sind. Damit deutlich wird, welche Version
des STUN Protokolls im weiteren Verlauf der Arbeit gemeint ist, wird vom klassi-
schen STUN Protokoll gesprochen, wenn das STUN Protokoll in der urspru¨nglichen
Spezifikation [69] gemeint ist.
Das klassische STUN Protokoll ist ein simples auf UDP basierendes Anfrage/Ant-
wort Protokoll, das es einem Rechner (klassischer STUN Client) ermo¨glicht eine
Reihe von Informationen u¨ber seine Netzwerkumgebung zu ermitteln. Der klassische
STUN Client sendet hierfu¨r eine Reihe von Anfragen an einen o¨ffentlich erreichba-
ren klassischen STUN Server. Anhand der erhaltenen Antworten, die der klassische
STUN Client empfa¨ngt, kann er ermitteln, ob er sich hinter einem NAT Gera¨t be-
findet und wie sich das NAT Gera¨t verha¨lt. Um das Verhalten eines NAT Gera¨tes
zu beschreiben verwendet das klassische STUN Protokoll eine eigene Klassifikation,
die in Abschnitt 2.5.1 beschrieben wird. Insgesamt ermo¨glicht das klassische STUN
Protokoll einem Rechner die folgenden Informationen u¨ber seine Netzwerkumgebung
zu ermitteln:
  Externe IP Adresse
  Externe Portnummer, die zur Kommunikation mit dem STUN Server verwen-
det wurde
  NAT Klassifikation
Bevor der genaue Ablauf des Protokolls in Abschnitt 2.5.3 beschrieben wird, wird
im Folgenden die Klassifikation der NAT Typen sowie die Spezifikation der Nach-
richtenformate, wie sie im klassischen STUN-Protokoll definiert wurden, na¨her be-
schrieben.
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2.5.1 NAT Klassifikation
Das klassische STUN Protokoll unterscheidet beim Verhalten von NAT Gera¨ten
vier verschiedene Typen. Jeder dieser Typen la¨sst sich auch als Kombination aus
dem Portzuordnungs- und dem Filterverhalten, wie sie in Abschnitt 2.4 beschrieben
wurden, beschreiben. Die einzelnen NAT Typen des klassischen STUN Protokolls
bauen aufeinander auf und werden in jeder Stufe restriktiver.
Klassischer STUN Typ Portzuordnung Filterung
Full Cone Endpunkt-unabha¨ngig Endpunkt-unabha¨ngig
Restricted Cone Endpunkt-unabha¨ngig Adressen-abha¨ngig
Port Restricted Cone Endpunkt-unabha¨ngig Adressen- und
Port-abha¨ngig
Symmetric Adressen- und Adressen- und
Port-abha¨ngig Port-abha¨ngig
Tabelle 2.3: Klassische STUN Klassifikation und das zugeho¨rige Portzuordnungs- und
Filterverhalten
In Tabelle 2.3 sind die 4 NAT Typen und die entsprechenden Portzuordnungs-
und Filterverhalten dargestellt. Alle Cone Varianten beschreiben beispielsweise ein
Endpunkt-unabha¨ngiges Zuordnungsverhalten und ein jeweils anderes Filterverhal-
ten. Das Symmetric NAT hingegen ist a¨quivalent zu einem Adressen- und Port-
abha¨ngigen Portzuordnungs- und Filterverhalten.
Aufgrund der Tatsache, dass viele NAT Gera¨te nicht exakt mit diesen Typen klas-
sifiziert werden ko¨nnen, wurde diese Klassifikation im STUN Protokoll vollsta¨ndig
verworfen [68].
2.5.2 Protokoll Spezifikation
Dieser Abschnitt beschreibt die grundlegende Spezifikation der verwendeten Nach-
richten im klassischen STUN Protokoll. Bei den klassischen STUN Nachrichten wird
zwischen Binding und Shared Secret Nachrichten unterschieden (siehe Tabelle 2.4).
Die Shared Secret Nachrichten dienen zur Authentizita¨t und Integrita¨t, haben aber
keinen Einfluss auf die Ermittlung der Netzwerkumgebung. Diese Nachrichten ko¨n-
nen nur u¨ber eine TLS Verbindung (Transport Layer Security) [23] gesendet werden
und werden nicht von allen klassischen STUN Servern unterstu¨tzt. Daher werden im
Folgenden nur die Binding Nachrichten na¨her betrachtet.
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Klassische STUN Nachrichten besitzen einen 20 Byte großen Header. Dieser Header
teilt sich auf in zwei Byte fu¨r den Nachrichtentyp, zwei Byte fu¨r die Nachrichtenla¨nge
und 16 Byte fu¨r einen Transaktionsidentifikator (TID). Nach dem Header folgt eine
Menge von klassischen STUN Nachrichtenattributen (siehe Tabelle 2.5), die je nach
Nachrichtentyp gesetzt werden. Im Folgenden werden die Attribute, die im Laufe
der Arbeit verwendet werden, na¨her erkla¨rt. Eine vollsta¨ndige Beschreibung aller
Attribute und wann diese verwendet werden, ist in [69] gegeben.
0x0001 Binding Request 0x0002 Shared Secret Request
0x0101 Binding Response 0x0102 Shared Secret Response
0x0111 Binding Error Response 0x0112 Shared Secret Error Response
Tabelle 2.4: Klassische STUN Nachrichtentypen
Das Attribut MAPPED-ADDRESS wird vom Server in einer Binding Response
Nachricht gesetzt und beinhaltet die Adresse, von der der Server den Binding Re-
quest empfangen hat.
0x0001 MAPPED-ADDRESS 0x0006 USERNAME
0x0002 RESPONSE-ADDRESS 0x0007 PASSWORD
0x0003 CHANGE-REQUEST 0x0008 MESSAGE-INTEGRITY
0x0004 SOURCE-ADDRESS 0x0009 ERROR-CODE
0x0005 CHANGED-ADDRESS 0x000a UNKNOWN-ATTRIBUTES
0x000b REFLECTED-FROM
Tabelle 2.5: Klassische STUN Nachrichtenattribute
Eine Besonderheit eines klassischen STUN Servers ist, dass er u¨ber zwei o¨ffentliche
IP Adressen verfu¨gt. Dadurch kann der Server u¨ber verschiedene IP Endpunkte
Nachrichten an einen Client senden. Durch das CHANGE-REQUEST Attribut kann
einen klassischer STUN Client den Server anweisen von welchem IP Endpunkt aus er
die Antwort senden soll. Wenn im CHANGE-REQUEST Attribut nichts angegeben
ist, sendet der Server eine Antwort u¨ber den ersten IP Endpunkt. Durch das Setzen
zweier Flags im Attribut wird der Server aufgefordert u¨ber eine andere IP Adresse
(ChangeIP), einen anderen Port (ChangePort) oder eine andere IP Adresse und
einen anderen Port (ChangeIP & ChangePort) zu antworten.
Im CHANGED-ADDRESS Attribut ist die Adresse des Servers angegeben, die bei
gesetztem ChangeIP und ChangePort Flag benutzt wird.
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2.5.3 Ermittlung der Umgebung
Dieser Abschnitt beschreibt den genauen Ablauf des klassischen STUN Protokolls.
Im vorherigen Abschnitt 2.5.1 wurden die einzelnen NAT Typen eingefu¨hrt und
na¨her beschrieben. Zusa¨tzlich zu diesen NAT Typen unterscheidet das klassische
STUN Protokoll auch die im Einsatz befindliche Firewall. Im Folgenden sind alle
mo¨glichen Netzwerkumgebungen, die das klassische STUN Protokoll ermitteln kann,
aufgelistet.
  Offenes Internet
  Firewall, die keinen ausgehenden UDP Verkehr gestattet
  Symmetric UDP Firewall (erlaubt ausgehenden UDP Verkehr mit Adressen-
und Port-abha¨ngigem Filterverhalten)
  Full Cone NAT
  Restricted Cone NAT
  Port Restricted Cone NAT
  Symmetric NAT
Um die Netzwerkumgebung zu ermitteln, fu¨hrt der Client eine Reihe von Tests aus.
Der genaue Ablauf ist in Abbildung 2.9 schematisch dargestellt. Die einzelnen Tests,
die in der Abbildung dargestellt sind, werden im folgenden Abschnitt beschrieben.
Tests
Um die Netzwerkumgebung, in der sich ein klassischer STUN Client befindet, er-
mitteln zu ko¨nnen, sendet der Client eine Reihe von STUN Binding Requests mit
verschiedenen Parametern (siehe Abschnitt 2.5). Eine spezielle Anfrage wird im Fol-
genden als Test bezeichnet. Aufgrund der Tatsache, dass alle Tests bzw. Anfragen
mittels UDP durchgefu¨hrt werden, sollten diese bei ausbleibender Antwort wieder-
holt werden, um so eine Verfa¨lschung des Ergebnisses durch verloren gegangene
Pakete zu vermeiden.
Test 1 Beim ersten Test wird ein STUN Binding Request an einen klassischen
STUN Server gesendet, der weder ein Flag beim Attribut CHANGE-REQUEST,
noch das Attribut RESPONSE-ADDRESS gesetzt hat. Der Server sendet daraufhin
einen STUN Binding Response an den IP Endpunkt zuru¨ck, von dem er den STUN
Binding Request erhalten hat.
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Test 2 Der zweite Test sendet einen STUN Binding Request, bei dem die beiden
Flags ChangeIP und ChangePort des Attributs CHANGE-REQUEST gesetzt sind.
Der Server sendet daraufhin einen STUN Binding Response u¨ber seine zweite IP
Adresse und seinen zweiten Port an den Client.
Test 3 Hier wird der klassische STUN Server aufgefordert einen STUN Binding
Response u¨ber einen anderen Port, als an den gesendet wurde, zu antworten. Dafu¨r
sendet der Client einen STUN Binding Request, bei dem nur das Flag ChangePort
des Attributs CHANGE-REQUEST gesetzt ist.
Protokollablauf
Die Ermittlung der Umgebung beginnt damit, dass der Client den ersten Test aus-
fu¨hrt. Erha¨lt der Client auf diese Anfrage keine Antwort, blockiert die Firewall
ausgehenden UDP Verkehr und das Protokoll terminiert. Wenn der Client hingegen
einen STUN Binding Response erha¨lt, vergleicht er seinen internen IP Endpunkt mit
dem IP Endpunkt aus dem MAPPED-ADDRESS Attribut. Entspricht der interne
IP Endpunkt dem aus dem Attribut, befindet sich der Client nicht hinter einem
NAT Gera¨t. In beiden Fa¨llen wird mit Test 2 fortgefahren. Zuerst wird der Fall
betrachtet, in dem beide IP Endpunkte identisch sind.
Wird vom 2. Test keine Antwort erhalten, befindet sich der Client hinter einer Sym-
metric UDP Firewall. Erha¨lt der Client hingegen eine Antwort auf die Anfrage des
2. Tests, ist zwischen dem Client und dem Internet keine Firewall und kein NAT
Gera¨t. Der Client ist also direkt im Internet (Offenes Internet). In beiden Fa¨llen
terminiert das Protokoll nach diesem Test.
Waren die beiden IP Endpunkte vom 1. Test nicht identisch, weiß der Client, dass
er sich auf jeden Fall hinter einem NAT Gera¨t befindet und es werden mit dem 2.
Test andere Ergebnisse ermittelt. Fu¨r den Fall, dass der Client eine Antwort erhalten
hat, befindet er sich hinter einem Full Cone NAT, weil er von zwei verschiedenen IP
Endpunkten Pakete empfangen konnte und er nur zum ersten IP Endpunkt selber
ein Paket gesendet hat. In dem Fall, dass der Client keine Antwort erhalten hat,
fu¨hrt er den 1. Test noch einmal durch, sendet aber diese Anfrage an die andere
Adresse des klassischen STUN Servers, die im Attribut CHANGED-ADDRESS der
Antwort des ersten Tests angegeben war.
Nachdem der Client eine Antwort auf diesen Test erhalten hat, wird der IP End-
punkt aus demMAPPED-ADDRESS Attribut mit dem vom 1. Test verglichen. Sind
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Abbildung 2.9: Ablaufplan bei der Ermittlung der Netzumgebung [69]
die beiden IP Endpunkte unterschiedlich, befindet sich der Client hinter einem Sym-
metric NAT, weil zwei verschiedene externe IP Endpunkte fu¨r den gleichen internen
IP Endpunkt verwendet wurden.
Sollten die beiden IP Endpunkte u¨bereinstimmen, so befindet sich der Client entwe-
der hinter einem Restricted Cone oder Port Restricted Cone NAT. Um zu entschei-
den welcher NAT Typ es ist, fu¨hrt der Client den 3. Test aus. Erha¨lt der Client auf
den 3. Test eine Antwort, so befindet er sich hinter einem Restricted Cone, ansonsten
hinter einem Port Restricted Cone NAT.
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2.6 NAT Traversal
In diesem Abschnitt werden die Schwierigkeiten beim Verbindungsaufbau zwischen
zwei Rechnern in Verbindung mit NAT Routern sowie entsprechende Lo¨sungsmo¨g-
lichkeiten vorgestellt. Im Folgenden wird davon ausgegangen, dass zwei Rechner A
und B Pakete miteinander austauschen mo¨chten. Zu diesem Zweck mu¨ssen A und B
auf einem bestimmten lokalen IP Endpunkt LEA und LEB auf eingehende Pakete
warten. Wenn sich A und B beispielsweise im gleichen lokalen Netzwerk befinden,
ko¨nnen sie direkt Pakete an die jeweiligen IP Endpunkte schicken. Befinden sich A
und B aber hinter den NAT Routern RA und RB ist dies so nicht mehr mo¨glich.
Wenn A ein Paket an B schicken mo¨chte, muss das Paket an RB adressiert werden.
Zu diesem Zweck muss A die IP Adresse von RB kennen sowie die entsprechende
externe Portnummer. Diese externe Portnummer muss dem internen IP Endpunkt
LEB zugeordnet sein, damit RB das Paket weiterleiten kann. Des Weiteren muss
eine entsprechende Filterregel existieren, so dass RB die Pakete an B weiterleiten
kann.
Eine Mo¨glichkeit eine entsprechenden Portzuordung und Filterregel zu erstellen ist
das manuelle Erstellen durch den Benutzer. Allerdings ist das manuelle Erstellen eine
relativ hohe Hu¨rde fu¨r den Benutzer, so dass eine Methode ohne manuelles Eingrei-
fen zu bevorzugen ist. Die im Folgenden betrachteten NAT Traversal Mechanismen
beno¨tigen kein manuelles Eingreifen des Benutzers.
2.6.1 Universal Plug and Play
Universal Plug and Play (UPnP) [84] dient zur Ansteuerung von verschieden Gera¨-
ten (Router, Drucker, ...) von verschiedenen Herstellern u¨ber ein IP-basiertes Netz-
werk. Das Internet Gateway Device (IGD) Protokoll, welches Teil des UPnP Pro-
tokolls ist, ermo¨glicht es eine Portzuordnung und dazugeho¨rige Filterregel program-
matisch zu erstellen. UPnP ist die effektivste und einfachste Mo¨glichkeit verglichen
mit anderen NAT Traversal Mechanismen. Allerdings ist UPnP nicht bei allen NAT
Routern verfu¨gbar, sei es durch mangelnde Unterstu¨tzung oder wegen Sicherheits-
angelegenheiten.
Um zu u¨berpru¨fen, ob sich ein UPnP fa¨higer NAT Router im Netzwerk befindet,
sendet der Rechner im lokalen Netzwerk eine Nachricht per UDP an die Multicast
Adresse 239.255.255.250:1900. Diese Nachricht muss die Nutzdaten wie in Auflis-
tung 2.1 enthalten.
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1 M-SEARCH * HTTP /1.1
2 HOST: 239.255.255.250:1900
3 MAN: "ssdp:discover"
4 MX: seconds to delay response
5 ST: search target
Auflistung 2.1: M-Search Anfrage
Wenn sich im lokalen Netzwerk ein NAT Router befindet, der UPnP unterstu¨tzt und
aktiviert hat, wird er mit einer Nachricht antworten, die die folgenden Nutzdaten
(siehe Auflistung 2.2) entha¨lt.
1 HTTP /1.1 200 OK
2 CACHE -CONTROL: max -age = seconds until advertisement expires
3 DATE: when response was generated
4 EXT:
5 LOCATION: URL for UPnP description for root device
6 SERVER: OS/version UPnP /1.1 product/version
7 ST: search target
8 USN: composite identifier for the advertisement
9 BOOTID.UPNP.ORG: number increased each time device sends an initial announce
or an update message
Auflistung 2.2: M-Search Antwort
Die wichtigste Information aus dieser Nachricht ist die URL zu dem Feld Location.
Das unter dieser URL befindliche XML Dokument ist eine Beschreibung des UPnP
Gera¨tes und beinhaltet Informationen u¨ber Hersteller, Modell und einen Service
Typen, der angibt um was fu¨r ein Gera¨t (z.B. Router) es sich handelt.
1 <deviceType >urn:schemas -upnp -org:device:InternetGatewayDevice :1</ deviceType >
2 <friendlyName >D-Link DI Series </ friendlyName >
3 <manufacturer >D-Link </ manufacturer >
4 <manufacturerURL >http://www.dlink.com </ manufacturerURL >
5 <modelDescription >D-Link Internet Gateway Device </ modelDescription >
6 <modelName >D-Link Internet Gateway Device </modelName >
7 <UDN >uuid :00-0D-88-E7 -A8 -15 -028 B14AC0 </UDN >
8 <presentationURL >http:// 172.20.139.2:80/ </ presentationURL >
9 <serviceList >
10 <service >
11 <serviceType >urn:schemas -upnp -org:service:Layer3Forwarding :1</
serviceType >
12 <serviceId >urn:upnporg:serviceId:L3Forwarding1 </serviceId >
13 <controlURL >/upnp/control1 </ controlURL >
14 <eventSubURL >/ Layer3Forwarding </ eventSubURL >
15 <SCPDURL >http:// 172.20.139.2:80/ serv1.xml </SCPDURL >
16 </service >
17 </serviceList >
Auflistung 2.3: Auszug aus der XML-Beschreibung eines UPnP fa¨higen Gera¨tes
30 Kapitel 2 Grundlagen
In Auflistung 2.3 ist ein Auszug der XML Beschreibung eines NAT Routers gege-
ben. In der Beschreibung finden sich weitere Verweise auf XML Dokumente, die die
unterstu¨tzen Dienste beinhalten (siehe Auflistung 2.4).
1 <action >
2 <name >AddPortMapping </name >
3 <argumentList ></argumentList >
4 </action >
5 <action >
6 <name >GetExternalIPAddress </name >
7 <argumentList ></argumentList >
8 </action >
Auflistung 2.4: Auszug aus der XML-Beschreibung der unterstu¨tzten Dienste
Damit eine Portzuordnung erstellt werden kann und alle eingehenden Pakete an
einen internen Rechner weitergeleitet werden ko¨nnen, muss der NAT Router den
Dienst AddPortMapping zur Verfu¨gung stellen. Hiermit kann ein Rechner den Router
anweisen eine Portzuordnung fu¨r ein bestimmtes Protokoll und fu¨r eine bestimmte
Zeit zu erstellen und die Pakete an ihn zu schicken. Die aktuell verwendete externe IP
Adresse des Routers kann ein Rechner mit Hilfe des Dienstes GetExternalIPAddress
abfragen.
2.6.2 Verbindungsumkehrung
Ein anderes Verfahren ist die Verbindungsumkehrung (engl. Connection Reversal).
Bei diesem Verfahren geht man davon aus, dass ein Rechner A eine Verbindung zu
einem Rechner B aufbauen mo¨chte. Allerdings ist B nicht direkt erreichbar und kann
auch nicht mittels UPnP oder einem anderen Verfahren eine Portzuordnung erstel-
len. Auf der anderen Seite ist A aber in der Lage eine entsprechende Portzuordnung
zu erstellen. Damit nun eine Verbindung zwischen A und B aufgebaut werden kann,
muss A seinen Verbindungswunsch an B leiten. Hierfu¨r mu¨ssen A und B u¨ber einen
gemeinsamen Kommunikationskanal (z.B. ein Server mit dem beide verbunden sind)
verfu¨gen. A kann dann hieru¨ber seinen Verbindungswunsch an B leiten und da A
eine entsprechende Portzuordnung erstellt hat, kann B eine direkte Verbindung zu
A aufbauen.
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2.6.3 Hole Punching
Ein weiteres Verfahren, um eine Verbindung zwischen zwei Rechnern hinter verschie-
denen NAT Gera¨ten herzustellen, ist das sogenannte Hole Punching [27, 32, 33]. Hier-
bei wird davon ausgegangen, dass keiner der beiden Kommunikationspartner (Rech-
ner A und Rechner B) eine entsprechende Portzuordnung erstellen kann, wie es bei-
spielsweise mit UPnP mo¨glich wa¨re. Damit mittels Hole Punching eine Verbindung
hergestellt werden kann, ist es notwendig, dass beide NAT Gera¨te eine Endpunkt-
unabha¨ngige Portzuordnung verwenden. Im Folgenden wird das Hole Punching Ver-
fahren am Beispiel von UDP und TCP na¨her beschrieben.









Abbildung 2.10: Hole Punching mittels UDP
UDP Bevor das eigentliche Verfahren durchgefu¨hrt werden kann, mu¨ssen A und
B ihre externen IP Endpunkte (IPEP) ermitteln. Zu diesem Zweck ko¨nnen A und
B beispielsweise das klassische STUN Protokoll verwenden. Dabei senden A und
B jeweils UDP Pakete an einen o¨ffentlich erreichbaren klassischen STUN Server.
Die NAT Router von A und B erstellen dann jeweils eine externe Portzuordnung
und entsprechende Filterregeln, so dass der klassische STUN Server Nachrichten
an A und B senden kann. Die Antworten, die der klassische STUN Server sendet,
beinhalten den externen IP Endpunkt von A bzw. von B.
Nachdem A und B ihren externen IP Endpunkt ermittelt haben, tauschen sie die
Information daru¨ber aus. Wenn A den externen IP Endpunkt von B erhalten hat,
sendet A ein Paket an den externen IP Endpunkt von B. Hierbei ist es wichtig,
dass der NAT Router von A denselben externen IP Endpunkt verwendet, der auch
zur Kommunikation mit dem klassischen STUN Server verwendet wurde. RA erstellt
beim Senden dieser Nachricht eine weitere Filterregel, so dass B von seinem externen
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IP Endpunkt antworten kann. Das von A gesendete Paket wird allerdings den NAT
Router von B nicht passieren, da RB keine entsprechende Filterregel erstellt hat.
Wenn B jetzt allerdings ein Paket von seinem IP Endpunkt an A sendet, erstellt
RB eine Filterregel, so dass A Nachrichten von seinem externen IP Endpunkt an B
senden kann. Zusa¨tzlich sollte das Paket von B den NAT Router von A passieren,
da dieser bereits eine entsprechende Filterregel erstellt hat. A und B sind ab diesem
Zeitpunkt in der Lage Nachrichten miteinander auszutauschen.
TCP Die Grundidee dieses Verfahrens la¨sst sich auch auf das Transportprotokoll
TCP u¨bertragen. Allerdings ist das Verfahren aufwendiger und die Erfolgswahr-
scheinlichkeit geringer, da TCP verbindungsorientiert ist.
Beim TCP Hole Punching wird ebenso wie bei UDP vorausgesetzt, dass die beiden
externen IP Endpunkte von A und B bekannt sind. Die beiden NAT Router mu¨s-
sen ein Endpunkt-unabha¨ngiges Portzuordnungsverhalten aufweisen, da sonst die
ermittelten externen IP Endpunkte nicht verwendet werden ko¨nnen.
Wenn nun A eine TCP Verbindung zu B aufbaut, wird gema¨ß des 3-Wege Hands-
hakes ein TCP Paket mit gesetztem SYN Flag an den externen IP Endpunkt von B
gesendet. Zu diesem Zeitpunkt existiert bei RB keine entsprechende Filterregel, so
dass das Paket nicht an B weitergeleitet wird. RB kann in diesem Fall eine ICMP
Nachricht mit dem Typ Ziel nicht erreichbar oder ein TCP Paket mit gesetztem
Reset (RST) Flag an A senden. Eine TCP RST Nachricht wird hierbei als fataler
Fehler behandelt und kann dazu fu¨hren, dass RA die durch das SYN Paket erstellte
Portzuordnung entfernt, was den Versuch des Verbindungsaufbaus beenden wu¨rde.
Um zu verhindern, dass eine solche TCP RST Nachricht gesendet wird, versuchen
die meisten TCP Hole Punching Verfahren (siehe Abschnitt 3.2.2) sicherzustellen,
dass die SYN Nachricht den eigenen NAT Router passiert, so dass dieser die Port-
zuordnung erstellt, aber nicht beim Ziel NAT Router ankommt. Zu diesem Zweck
kann der Time-to-Live (TTL) Wert (siehe Abschnitt 2.1.2) so gesetzt werden, dass
der TTL Wert der Nachricht den Wert Null erreicht, bevor die Nachricht beim Ziel
NAT Router ankommt. Der passende TTL Wert ist hierbei abha¨ngig von der Anzahl
der Stationen, die zwischen dem Quell NAT Router und dem Ziel NAT Router lie-
gen. Idealerweise wird der Wert so gesetzt, dass das Paket bis eine Station vor dem
Ziel NAT Router geleitet wird, da sich auf dem Pfad zum Ziel noch weitere NAT
Router befinden ko¨nnten und auch diese eine entsprechende Portzuordnung erstel-
len mu¨ssen. Allerdings befindet sich ein Rechner normalerweise nur hinter einem
NAT Router, so dass ein TTL Wert von 2 ausreicht, damit das Paket den eigenen
NAT Router passiert, aber nicht das Ziel NAT erreicht. In dem Fall, dass sich ein
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Rechner hinteren mehreren NAT Routern (Multi-Level NAT) befindet, muss der ent-
sprechende TTL Wert fu¨r jedes Ziel individuell bestimmt werden. Hierfu¨r ko¨nnen
beispielsweise so lange IP Pakete mit TCP oder UDP Nutzdaten und inkrementier-
tem TTL Wert an den Ziel Router gesendet werden, bis keine ICMP Nachricht vom
Typ Zeitlimit u¨berschritten (siehe Abschnitt 2.1.2) mehr empfangen wird. Im All-
gemeinen wird eine ICMP Nachricht vom Typ Zeitlimit u¨berschritten im Gegensatz
zu einem TCP Reset nicht als fataler Fehler behandelt.
NAT Router verwalten zusa¨tzlich zu den Portzuordnungen und den Filterregeln noch
den Zustand einer TCP Verbindung. Hierbei kann der Router durch eine detaillierte
Kontrolle aller ein- und ausgehenden Nachrichten einer Verbindung den exakten
Zustand bestimmen. Hierdurch ist der Router beispielsweise auch in der Lage beim
Verbindungsaufbau festzustellen welches Paket als na¨chstes folgen muss. Nachdem
im betrachteten Beispiel A die Verbindung zu B initiiert hat, muss B ebenfalls
einen Verbindungsaufbau zu A initiieren. Hierbei wird wiederum ein TCP Paket
mit gesetztem SYN Flag an A gesendet. Wenn dieses Paket bei RA ankommt, kann
RA das Paket verwerfen, da es nicht dem erwarteten Paket (SYN und ACK Flag
gesetzt) des 3-Wege-Handshakes entspricht. RA kann hierauf wiederum mit einem
TCP Reset Paket reagieren.
Die Erfolgswahrscheinlichkeit des Verbindungsaufbaus bei TCP ist im Vergleich zu
UDP zusa¨tzlich abha¨ngig vom Filterverhalten in Bezug auf den Zustand einer TCP
Verbindung.
2.6.4 Kommunikation u¨ber einen Mittelsmann
Eine einfache Lo¨sung fu¨r das Verbindungsproblem mit NAT Routern ist das Wei-
terleiten aller Pakete u¨ber einen direkt erreichbaren Mittelsmann (engl. Relaying).
Hierbei bauen A und B eine Verbindung zu einem direkt erreichbaren dritten Rechner
C (z.B. ein Server) auf. Alle Pakete, die A und B miteinander austauschen, werden
zuerst an C gesendet und dieser leitet die Pakete dann weiter. Dieses Verfahren funk-
tioniert unabha¨ngig vom Verhalten von RA und RB, da diese nur die ausgehende
Verbindung zu C erlauben mu¨ssen. Allerdings ist dieses Verfahren ineffizienter und
langsamer als eine direkte Verbindung, weil erst alle Pakete vom Absender an C und
von C zum Ziel geschickt werden.
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2.7 Pastry
Nachdem in den vorherigen Abschnitten die Grundlagen im Bereich der Netzwerk-
protokolle und NAT Traversal Verfahren beschrieben wurden, werden im folgenden
Abschnitt die wesentlichen Eigenschaften und Verfahren des Peer-to-Peer Systems
Pastry [71] betrachtet. Pastry kann als Grundlage fu¨r Peer-to-Peer Systeme verwen-
det werden und stellt dafu¨r eine skalierbare, dezentrale Objekt Lokalisierung sowie
ein Routing Verfahren zur Verfu¨gung. Jeder Knoten (Peer) in einem Pastry Netzwerk
verfu¨gt u¨ber einen eindeutigen numerischen Identifikator (KnotenID). Nachrichten
verfu¨gen ebenfalls u¨ber einen numerischen Identifikator (Zieladresse) und ein Pastry
Knoten leitet Nachrichten an den Pastry Knoten weiter, der die numerisch ku¨rzeste
Distanz zwischen seiner KnotenID und der Zieladresse hat. In Pastry ist die erwarte-
te Anzahl an Schritten um eine Nachricht ans Ziel zu senden O(log(N)) [71], wobei
N die Anzahl der Pastry Knoten im Netzwerk ist.
2.7.1 Knoten
Jeder Knoten in einem Pastry Netzwerk verfu¨gt u¨ber eine eindeutige 128-Bit große
KnotenID. Pastry verwendet hierbei einen 128 Bit großen zirkula¨ren Schlu¨sselraum,
der von 0 bis 2128 − 1 reicht. Diese KnotenIDs geben die Position eines Knotens im
Schlu¨sselraum an und werden zufa¨llig gewa¨hlt. Eine Mo¨glichkeit die KnotenIDs zu
generieren ist einen Hashwert mit Hilfe der externen IP Adresse des Knotens zu
berechnen. In Pastry werden KnotenIDs als Sequenz von Ziffern mit der Basis 2b
dargestellt, wobei b ein Konfigurationsparameter ist (typischer Wert fu¨r b ist 4).
Jeder Knoten verwaltet eine Zustandstabelle bestehend aus einer Routing Tabelle,
einem Leaf-Set und einer Nachbarschaftsliste. In Abbildung 2.11 ist die Zustandsta-
belle eines Knotens mit der KnotenID 10233102 dargestellt.
Das Leaf-Set L eines Knotens X entha¨lt hierbei ∣L∣2 Knoten, die numerisch die ku¨r-
zeste Distanz zum Knoten X haben und gro¨ßer sind sowie ∣L∣2 Knoten, die numerisch
die ku¨rzeste Distanz zum Knoten X haben und kleiner sind. Durch die Verbindungen
der Knoten zu den Knoten ihres Leaf-Sets bildet sich eine Ringstruktur welche dafu¨r
sorgt, dass jeder Knoten im Pastry Netzwerk erreicht werden kann und sich keine
Partitionen bilden.
Die Nachbarschaftstabelle M eines Knotens X entha¨lt im Gegensatz zum Leaf-Set
Knoten, die gema¨ß einer Metrik (z.B. Latenz), die ku¨rzeste Distanz zum Knoten
haben. Diese Knoten werden nicht fu¨r das Routing verwendet bzw. beno¨tigt, sondern
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NodeId 10233102
-0-2212102 1 -2-2301203 -3-1203203
0 1-1-301233 1-2-230203 1-3-021022
Routing table
10-0-31203 10-1-32102 2 10-3-23302
102-0-0230 102-1-1302 102-2-2302 3





13021022 10200230 11301233 31301233
02212102 22301203 31203203 33213321
Leaf set
10233033 10233021 10233120 10233122
10233001 10233000 10233230 10233232
LARGERSMALLER
Abbildung 2.11: Zustandstabelle eines Knotens mit der KnotenID 10233102 [71]
ko¨nnen fu¨r Dienste verwendet werden, die beispielsweise eine sehr schnelle Antwort
beno¨tigen. Typische Werte fu¨r ∣L∣ und ∣M ∣ sind 2b oder 2 ⋅ 2b [71].
Die Routing Tabelle eines Pastry Knotens besteht aus log2b(N) Zeilen und jede
Zeile entha¨lt 2b −1 Eintra¨ge. Die 2b −1 Eintra¨ge in Zeile n der Routing Tabelle eines
Knotens X beinhalten hierbei Knoten, deren ersten n Ziffern gleich mit denen der
KnotenID von X sind und an der Stelle n + 1 eine andere Ziffer haben. Je ho¨her
der gewa¨hlte Wert fu¨r b ist, desto mehr Eintra¨ge entha¨lt die Routing Tabelle. Die
Auswahl eines geeigneten Wertes ist hierbei eine Abwa¨gung zwischen der Gro¨ße der
Routing Tabelle und dem dadurch erho¨hten Verwaltungsaufwand und der Anzahl
der Schritte, die es braucht bis eine Nachricht sein Ziel erreicht.
2.7.2 Routing
In diesem Abschnitt wird der grundlegende Routingalgorithmus von Pastry (siehe
Algorithmus 1) na¨her betrachtet. Hierbei wird angenommen, dass eine Nachricht
mit der Zieladresse ZD bei einem Pastry Knoten mit der KnotenID A ankommt.
Wenn ein Knoten A eine Nachricht empfa¨ngt, wird zuerst u¨berpru¨ft, ob die Ziel-
adresse der Nachricht (ZD) innerhalb der Grenzen des eigenen Leaf-Sets liegt. Wenn
das der Fall ist, wird der Knoten Li aus dem Leaf-Set ausgewa¨hlt, der die ku¨rzeste
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Algorithmus 1 Pseudocode des Routingalgorithmus von Pastry
A ∶ Pastry Knoten mit der KnotenID A
Ril ∶ Eintrag der Routing Tabelle in Spalte i und Zeile l
Li ∶ Eintrag an der Stelle i des Leaf-Sets L
ZDl ∶ Ziffer der Zieladresse ZD an der Stelle l
bGP (A,B) ∶ berechnet die La¨nge des gemeinsamen Pra¨fixes von A und B
if L−∣L∣/2 ≤ ZD ≤ L∣L∣/2 then
//Zieladresse (ZD) ist im Bereich des Leaf-Sets
wa¨hle Li mit ∣ZD −Li∣ ist minimal






//Nutzen der Routing Tabelle
l = bGP(ZD,A)
if RZDll ≠ null then
sendeNachricht an RZDll
else
wa¨hle T ∈ L ∪R ∪M mit bGP (T,ZD) ≥ l, ∣T −ZD∣ < ∣A −ZD∣
end if
end if
numerische Distanz zu ZD aufweist. Anschließend muss u¨berpru¨ft werden, ob A na¨-
her an ZD liegt als der gewa¨hlte Knoten Li. Ist die Distanz von A gro¨ßer, wird die
Nachricht an Li gesendet und andernfalls wird die Nachricht von A verarbeitet.
Liegt ZD nicht innerhalb des Leaf-Sets wird mit Hilfe der Routing Tabelle entschie-
den, an welchen Knoten die Nachricht weitergeleitet werden soll. Hierbei muss die
La¨nge des gemeinsamen Pra¨fixes des neuen Knotens und ZD mindestens um eins
gro¨ßer sein als die La¨nge des gemeinsamen Pra¨fixes von A und ZD.
In einigen Fa¨llen kann es vorkommen, dass der Eintrag RZDll leer ist. Dann wird
die Nachricht an einen Knoten weitergeleitet, dessen gemeinsamer Pra¨fix mit ZD
mindestens genauso lang ist wie der von A und ZD, aber numerisch na¨her an ZD
liegt. Solch ein Knoten muss sich im Leaf-Set von A befinden.
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Das Routing Verfahren von Pastry konvergiert immer, da in jedem Schritt die Nach-
richt an einen Knoten weitergeleitet wird, der einen gro¨ßeren gemeinsamen Pra¨fix
mit der Nachricht hat oder numerisch na¨her an der Zieladresse der Nachricht liegt
als der aktuelle Knoten.
2.7.3 Selbstorganisation
In diesem Abschnitt wird beschrieben, wie sich in Pastry neue Knoten in ein be-
stehendes Pastry Netzwerk integrieren und wie Knoten dieses wieder regelkonform
verlassen.
Beitreten
Wenn ein Knoten X einem Pastry Netzwerk beitreten mo¨chte, muss er seine Zu-
standstabelle fu¨llen und sich im Pastry Netzwerk bekannt machen. Zu diesem Zweck
muss X mindestens einen aktiven Knoten A aus dem Pastry Netzwerk kennen.
Um einen solchen Knoten kennen zu lernen existieren sogenannte Bootstrapping-
Verfahren [20, 45, 46]. Nachdem X einen aktiven Knoten A mittel Bootstrapping-
Verfahren kennengelernt hat, schickt X eine JOIN -Nachricht an A. Diese JOIN -
Nachricht entha¨lt als Zieladresse die KnotenID von X und wird mit Hilfe von A
an den Knoten Z geleitet, der numerisch am na¨chsten an der Adresse X liegt. Die
Knoten A, Z sowie alle Knoten auf dem Pfad zwischen A und Z schicken ihre Zu-
standstabelle an X als Antwort auf dessen JOIN -Nachricht.
Nachdem X die Zustandstabellen empfangen hat, kann X seine eigene Zustandsta-
belle mit Knoten aus den empfangenen Zustandstabellen fu¨llen. Das Leaf-Set von Z
dient als Basis fu¨r das Leaf-Set von X, da Z numerisch am na¨chsten an X liegt. Des
Weiteren kann X die Nachbarschaftsliste von Z als Grundlage fu¨r seine eigene Liste
verwenden.
Als na¨chstes muss X seine Routing Tabelle fu¨llen. Die Eintra¨ge fu¨r die erste Zeile
der Routing Tabelle sind unabha¨ngig von der KnotenID, so dass X die erste Zeile
der Routing Tabelle von A u¨bernehmen kann. Die na¨chste Zeile kann X von der
Routing Tabelle von B u¨bernehmen. B ist hierbei der erste Knoten, an den A die
JOIN -Nachricht von X weitergeleitet hat. X kann diese Zeile u¨bernehmen, da die
KnotenIDs von B und X an der ersten Stelle dieselbe Ziffer haben. Die na¨chsten
Zeilen werden dann jeweils von aus den entsprechenden Zeilen der anderen Knoten,
die auf dem Pfad von A nach Z lagen, genommen.
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Nachdem X seine Zustandstabelle gefu¨llt hat, sendet X seine Tabelle an alle Knoten,
die er in seine Zustandstabelle aufgenommen hat. Die Knoten ko¨nnen dann mit
diesen Informationen ihre eigene Zustandstabelle aktualisieren.
Verlassen
Knoten ko¨nnen ausfallen oder das Pastry Netzwerk ohne Warnung verlassen. In die-
sem Fall mu¨ssen alle Knoten, die den ausgefallenen Knoten kannten, ihre Zustand-
stabelle entsprechend aktualisieren. Pastry u¨berwacht die Knoten aus dem Leaf-Set
und der Nachbarschaftsliste periodisch und erkennt Ausfa¨lle in diesen Listen sehr
schnell. Ein Ausfall eines Knotens aus der Routing Tabelle wird erst erkannt, wenn
der ausgefallene Knoten kontaktiert wird.
Um einen ausgefallenen Knoten aus dem Leaf-Set zu ersetzen, wird der Knoten mit
dem ho¨chsten Index auf der richtigen Seite aus dem Leaf-Set nach seinem Leaf-Set ge-
fragt und mit Hilfe dieser Informationen wird der ausgefallene Knoten ersetzt. Dieses
Verfahren garantiert, dass jeder Knoten sein Leaf-Set reparieren kann, solange nicht
zeitgleich ∣L/2∣ Knoten mit angrenzenden KnotenIDs ausfallen. Aufgrund der ver-
wendeten Hashfunktion ist es sehr unwahrscheinlich, dass Knoten mit angrenzenden
KnotenIDs in der realen Welt nah beieinander sind. Daher ist die Wahrscheinlichkeit
dafu¨r, dass zeitgleich ∣L/2∣ unabha¨ngige Knoten ausfallen sehr gering.
Fa¨llt ein Knoten aus der Nachbarschaftsliste aus, werden die anderen Knoten der
Nachbarschaftsliste nach ihrer Nachbarschaftsliste gefragt und die eigene Nachbar-
schaftsliste aktualisiert.
Wenn ein Knoten Rdl aus der Routing Tabelle ersetzt werden muss, wird eine Nach-
richt an einen anderen Knoten Ril mit i ≠ d aus der gleichen Zeile wie der ausgefallene
Knoten gesendet und nach dessen Eintrag von Rdl gefragt. Sollte dieser Knoten kei-
nen entsprechenden Knoten liefern ko¨nnen, wird der na¨chste Knoten aus der Zeile
gefragt. Wenn keiner aus der Zeile einen aktiven Knoten fu¨r Rdl hat wird R
i
l+1 mit
i ≠ d gefragt.
2.8 Voronoi-Diagramme
Ein Voronoi-Diagramm [8] beschreibt eine Zerlegung eines n-dimensionalen Raumes
in Polytope (Regionen). Diese Zerlegung in die verschiedenen Regionen wird durch
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eine diskrete Menge an Punkten (Zentren) bestimmt. Jede Region wird durch ge-
nau ein Zentrum beschrieben. Die Region eines Zentrums Z entha¨lt hierbei alle
Punkte, die gema¨ß der euklidischen Metrik na¨her an Z liegen als an irgendeinem
anderem Zentrum. In Abbildung 2.12 ist eine diskrete Menge an Punkten aus einem
zweidimensionalen Raum gegeben sowie das daraus resultierende Voronoi-Diagramm
dargestellt.
Abbildung 2.12: Punktmenge und dazugeho¨riges Voronoi-Diagramm
Die Grenzen zwischen zwei Regionen (Voronoizellen) werden als Voronoikanten be-
zeichnet. Zwei Voronoizellen, die sich durch eine Voronoikante gegenu¨berliegen, wer-
den als Voronoinachbarn bezeichnet. Hierbei haben alle Punkte, die auf der Voro-
noikante liegen, denselben euklidischen Abstand zu beiden Zentren. Am Ende einer
Voronoikante treffen sich mindestens zwei benachbarte Voronoizellen. Der Punkt, in
dem sich die Zellen treffen, wird als Voronoiecke bezeichnet. Eine Voronoiecke bildet
den Mittelpunkt eines Kreises, der durch die Zentren aller angrenzenden Voronoi-
zellen geht.
Im Allgemeinen handelt es sich bei einer Voronoi-Zerlegung nicht um Partitionie-
rung des Raumes. Bei einer Partitionierung mu¨ssen alle Punkte genau einer Par-
tition zugeordnet sein. Allerdings sind die Punkte, die sich auf einer Voronoikante
befinden, nicht eindeutig zugeordnet. Um eine Partitionierung zu erhalten, muss
ein zusa¨tzliches eindeutiges Entscheidungskriterium existieren, um die Punkte der
Voronoikante eindeutig zuzuordnen. Ein Entscheidungskriterium ko¨nnte beispiels-
weise sein, dass alle Punkte einer Voronoikante der Voronoizelle mit der kleineren x-
und y-Koordinate zugeordnet werden.
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2.9 Delaunay-Triangulation
Eine Delaunay-Triangulation ist ein Verfahren, um eine Fla¨che, die aus der konvexen
Hu¨lle einer Punktmenge S entsteht, in Dreiecke zu teilen. Die Punkte aus S bilden
hierbei jeweils die Eckpunkte der Dreiecke. In Abbildung 2.13 sind eine Punktemenge
sowie die dazugeho¨rende Delaunay-Triangulation dargestellt.
Abbildung 2.13: Punktmenge und dazugeho¨rige Delaunay-Triangulation
In einer Delaunay-Triangulation mu¨ssen alle Dreiecke das sogenannte Delaunaykri-
terium erfu¨llen [8]. Das Delaunaykriterium beschreibt zwei Anforderungen an die
Struktur des Graphen. Die erste Anforderung besagt, dass fu¨r jede Kante u, v der
Delaunay-Triangulation ein Kreis existieren muss, der durch die Punkte u und v
verla¨uft, aber durch keinen weiteren Punkt aus S. Damit die zweite Anforderung
erfu¨llt wird, darf kein Kreis existieren, der durch die Punkte u, v,w verla¨uft und
zusa¨tzlich noch durch einen Punkt aus S/{u, v,w}. Werden von allen Dreiecken der
Delaunay-Triangulation diese Anforderungen erfu¨llt, ist die Delaunay-Triangulation
eindeutig. Existiert ein Kreis, auf dem mehr als drei Punkte aus S liegen, so existie-
ren mehrere Mo¨glichkeiten die Fla¨che zu zerlegen. Abbildung 2.14 zeigt ein Beispiel
fu¨r diesen Fall.
In dieser Zerlegung existiert ein Kreis, der durch vier Punkte aus S verla¨uft. Dadurch
gibt es zwei mo¨gliche Zerlegungen, die durch die gestrichelten Linien dargestellt sind.
Der Algorithmus, der im na¨chsten Abschnitt vorgestellt wird, beno¨tigt ein eindeuti-
ges Kriterium um zu entscheiden, welche Zerlegung verwendet werden soll. Welches
Kriterium und somit auch welche Zerlegung verwendet wird, ist von untergeordneter
Bedeutung. Entscheidend ist, dass es ein eindeutiges Kriterium gibt.
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Abbildung 2.14: Nicht eindeutige Delaunay-Triangulation
Die Delaunay-Triangulation einer Punktmenge S verha¨lt sich dual zu dem entspre-
chenden Voronoi-Diagramm, das durch S bestimmt werden kann. Erstellt man zwi-
schen allen Nachbarn im Voronoi-Diagramm eine Verbindung so erha¨lt man die
Delaunay-Triangulation.
2.10 Selbst-stabilisierende und lokale Berechnung
eines Delaunaygraphen
In diesem Abschnitt wird ein selbst-stabilisierender und lokaler Algorithmus zur Be-
rechnung eines Delaunaygraphen [42] betrachtet. Dieser Algorithmus ist rundenba-
siert und berechnet aus einem initial gegebenen schwach verbundenen Graphen den
entsprechenden Delaunaygraphen. Ein schwach verbundener Graph ist ein Graph, in
dem jeder Knoten des Graphen von jedem anderen Knoten aus erreicht werden kann,
wenn man alle gerichteten Kanten durch ungerichtete Kanten ersetzt. Die Knoten
des Graphen sind aus einem zweidimensionalen euklidischen Raum.
Der Algorithmus arbeitet lokal, das bedeutet, dass Knoten nur mit ihren direkt
verbundenen Knoten kommunizieren ko¨nnen und auch nur Informationen u¨ber diese
haben. Die Eingabe des Algorithmus ist ein schwach verbundener Graph G = (V,E)
wobei V die Menge der Knoten und E die Menge der Kanten ist. Der Algorithmus
arbeitet in Runden und berechnet in jeder Runde ein sogenanntes Delaunay Update
G˜ = (V, E˜). Zu diesem Zweck berechnet jeder Knoten u ∈ V basierend auf den
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Knoten, zu denen bereits eine Kante existiert, eine Menge an Kanten ES(G,u), die
fu¨r die na¨chste Runde verwendet werden. Diese Menge besteht aus stabilen und
tempora¨ren Kanten:
ES(G,u) = Estable(G,u)⋃Etemp(G,u)
Es existieren zwei Regeln anhand derer entschieden wird, welche Kanten fu¨r die
na¨chste Runde erstellt werden. Jeder Knoten berechnet dafu¨r einen aus seiner Sicht
gu¨ltigen Delaunaygraphen.
Durch die erste Regel werden stabile Kanten erzeugt. Hierbei wird fu¨r jedes v ∈ V ,
das ein Nachbar von u in dessen lokalen Delaunaygraphen ist, eine ungerichtete
Kante {u, v} in Estable erstellt. Fu¨r alle Knoten v,w, die Nachbarn von u sind, wird
ebenfalls eine ungerichtete Kante {v,w} in Estable erstellt, wenn es keinen Knoten x
gibt, der ebenfalls Nachbar von u ist und in dem Kegel liegt, der von den Vektoren
u⃗v und u⃗w aufgespannt wird.
Die zweite Regel erzeugt tempora¨re Kanten. Hierbei werden alle Knoten h betrach-
tet, die kein Nachbar im lokalen Delaunaygraphen von u sind. Fu¨r jeden Knoten h
wird in Etemp eine gerichtete Kante zwischen h und dem Nachbarn von u erstellt,
der am na¨chsten an h liegt.
Das vollsta¨ndige Delaunay Update einer Runde besteht aus allen durch diese beiden
Regeln erstellen Kanten:
E˜ = ⋃v∈V ES(G,v)
Die dadurch entstehende Menge E˜ ist ein globaler Schnitt u¨ber alle Knoten und
kann nicht mit lokalen Wissen gebildet werden. Der Algorithmus terminiert, sobald
sich der Graph nicht mehr a¨ndert.
Um also entscheiden zu ko¨nnen, wann der Algorithmus terminiert ist ein globaler
Schnitt notwendig. Fu¨r die Berechnung des Graphen hingegen, wird nur das lokale
Wissen der Knoten verwendet.
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2.11 Gears4Net
Gears4Net [75] ist ein asynchrones und nicht-blockierendes Programmiermodell zur
Entwicklung von skalierbaren und verteilten Applikationen. Bei der Entwicklung
von verteilten Applikationen, wie beispielsweise Applikationen zur Simulation von
Peer-to-Peer Systemen, muss die vom Betriebssystem zur Verfu¨gung gestellte Netz-
werk API verwendet werden. Diese API bietet blockierende, nicht-blockierende und
















Abbildung 2.15: Gears4Net Protokolle und Zustandsmaschinen [75]
Blockierende Aufrufe sind einfacher und fu¨r den Entwickler intuitiver in der Ver-
wendung, da sie einen sequentiellen Programmablauf ermo¨glichen. Allerdings mu¨s-
sen diese blockierenden Aufrufe ha¨ufig in einem eigenen Thread ausgefu¨hrt werden,
damit nicht die gesamte Anwendung blockiert wird. In der Regel wird so ha¨ufig
ein Thread pro Verbindung verwendet. Diese erho¨hte Anzahl an Threads erho¨ht
die Wahrscheinlichkeit von Race-Conditions und den Sychnronisationsaufwand zwi-
schen diesen Threads, wenn auf gemeinsame Ressourcen zugegriffen wird. Zusa¨tzlich
wird fu¨r jeden Thread ein eigener Programmstack erzeugt. Der Speicherverbrauch
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fu¨r eine Anwendung, die blockierende Aufrufe verwendet und pro Verbindung einen
eigenen Thread verwendet, kann durch
Speicherverbrauch ∶=#Threads ⋅Stackgroesse =#V erbindungen ⋅Stackgroesse
approximiert werden [73]. Daher ist in diesem Programmiermodell die Anzahl mo¨g-
licher Verbindungen stark abha¨ngig von dem zur Verfu¨gung stehenden Speicher.
Alternativ zu blockierenden Methoden ko¨nnen nicht-blockierende oder asynchrone
Methoden verwendet werden. Eine Anwendung, die nicht-blockierende oder asyn-
chrone Methodenaufrufe verwendet, beno¨tigen im Vergleich zu einer Anwendung
mit blockierenden Methodenaufrufen weniger Systemressourcen, weil beispielswei-
se ein einziger Thread fu¨r alle aktiven Verbindungen verwendet werden kann. Die
Entwicklung ist hierbei allerdings nicht so intuitiv, wie bei blockierenden Aufrufen.
Zusa¨tzlich wird die Programmlogik komplexer, da beispielsweise bei asynchronen
Methoden mit Ru¨ckruffunktionen gearbeitet werden muss.
Gears4Net vereint die Vorteile der verschiedenen Modelle, indem es sie in einem
Zustandsmaschinen-basierenden Programmiermodell verbindet. Es erlaubt eine u¨ber-
sichtliche und intuitive Programmstruktur und einen geringen Verbrauch von Sys-
temressourcen, da asynchrone Methodenaufrufe verwendet werden. Gears4Net ba-
siert auf vier Konzepten: Protokolle, Zustandsmaschinen, Scheduler und Wartebe-
dingungen, die im Folgenden kurz erla¨utert werden.
Eine Gears4Net Anwendung kann aus verschiedenen Protokollen bestehen. Proto-
kolle bestehen aus mehreren Zustandsmaschinen und die Kommunikation zwischen
verschiedenen Protokollen basiert auf asynchronem Nachrichtenaustausch (siehe Ab-
bildung 2.15).
Jedem Protokoll ist genau ein Scheduler zugewiesen. Ein Scheduler kann einen oder
mehrere Threads verwenden, um eine beliebige Anzahl an Protokollen auszufu¨h-
ren. Hierdurch kann festgelegt werden, wie viele Threads fu¨r die Ausfu¨hrung der
Anwendung verwenden werden.
In Gears4Net werden anstatt blockierender Methoden nicht-blockierende Wartebe-
dingungen verwendet. Wartebedingungen in Gears4Net ko¨nnen beliebig komplex
werden und aus verschiedenen Und - bzw. Oder-verknu¨pften Bedingungen bestehen.
Bei diesen Wartebedingungen ko¨nnen auf beliebig definierte Ereignisse, wie bei-
spielsweise der Empfang einer bestimmten Nachricht oder auch auf einen Timeout,
gewartet werden. Stellt man ein Gears4Net Protokoll grafisch als Zustandsmaschine
dar, entsprechen die Wartebedingungen den U¨berga¨ngen zwischen den verschiedenen
Zusta¨nden (siehe Abbildung 2.15).
Kapitel 3
NAT Traversal
Die Knappheit von IPv4 Adressen und der sehr langsame Umstieg zu IPv6 fu¨hren
dazu, dass immer noch sehr viele Computer mittels IPv4 und NAT Routern mit dem
Internet verbunden sind. Computer, die mittels eines NAT Routers mit dem Internet
verbunden sind, ko¨nnen von anderen Computern im Internet nicht direkt kontaktiert
werden, da NAT Router eingehende Verbindungen erschweren oder im schlimmsten
Fall vo¨llig unmo¨glich machen. Fu¨r Applikationen, die eingehende Verbindungen be-
no¨tigen wie beispielsweise Peer-to-Peer oder Voice-over-IP Applikationen ist das ein
Problem. Um mit diesem Problem umzugehen, werden sogenannte NAT Traversal
Verfahren verwendet. Einige dieser Verfahren, wie beispielsweise UDP Hole Pun-
ching, wurden bereits im vorherigen Kapitel beschrieben.
Im ersten Teil dieses Kapitels werden zuna¨chst das Systemmodell und die in die-
sem Kapitel verwendete Terminologie beschrieben. Aufbauend darauf wird ein neues
Hole Punching Verfahren fu¨r TCP vorgestellt, das auf der Injektion eines speziellen
TCP Pakets basiert [39]. Im dritten Teil dieses Kapitels werden existierende NAT
Traversal Verfahren bezu¨glich ihrer Anforderungen analysiert sowie ein Regelwerk
vorgestellt, mit dessen Hilfe man entscheiden kann, welches Verfahren man in einem
konkreten Fall anwenden sollte. Dafu¨r wird ein Protokoll vorgestellt, das die rele-
vanten Eigenschaften der involvierten NAT Router ermittelt [38]. Basierend auf den
ermittelten Eigenschaften und der jeweiligen Anforderungen der Verfahren kann das
Verfahren ausgewa¨hlt werden, das die ho¨chste Erfolgswahrscheinlichkeit bietet.
In Abschnitt 3.4 wird ein Testsystem vorgestellt, mit dem die in diesem Kapitel
vorgestellten Verfahren und Protokolle verla¨sslich evaluiert werden. Der Vorteil des
Testsystems ist es, dass durch Netzwerkmitschnitte eindeutig bestimmt werden kann,
warum ein Verfahren erfolgreich war bzw. warum es fehlgeschlagen ist. Im anschlie-
ßenden Abschnitt werden die mit dem Testsystem ermittelten Ergebnisse der getes-
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teten Verfahren und Protokolle ausfu¨hrlich betrachtet. Abschnitt 3.6 fasst abschlie-
ßend die vorgestellten Arbeiten und Ergebnisse zusammen.
3.1 Systemmodell und Terminologie
In diesem Abschnitt werden das Systemmodell sowie die Terminologie, die im fol-
genden Kapitel verwendet werden, beschrieben. Es wird davon ausgegangen, dass
Computer mittels NAT Routern eine Verbindung mit dem Internet herstellen. Die-
se NAT Router filtern und modifizieren eingehende und ausgehende Datenpakete
gema¨ß einem festgelegten Regelwerks (siehe Abschnitt 2.4). Des Weiterem wird da-
von ausgegangen, dass diese Computer in der Lage sind die externe IP Adresse des
verwendeten NAT Routers sowie die aktuell verwendete externe Portnummer zu be-
stimmen. Diese Informationen ko¨nnen beispielsweise mit Hilfe des klassischen STUN
Protokolls (siehe Abschnitt 2.5) oder des STUNT Protokolls [30] ermittelt werden.
Um Hole Punching Verfahren durchzufu¨hren, mu¨ssen die beteiligen Computer in der
Lage sein Informationen u¨ber einen gemeinsamen Kommunikationskanal miteinan-
der auszutauschen. Dieser Kommunikationskanal kann mittels eines Servers realisiert
werden, der ohne NAT Traversal Mechanismen direkt erreichbar ist und zu dem beide
Kommunikationspartner eine Verbindung haben. In Peer-to-Peer Systemen hinge-
gen kann beispielsweise ein Peer, der direkt erreichbar ist (OpenPeer), verwendet
werden um Nachrichten zwischen zwei nicht direkt verbundenen Peers auszutau-
schen. Unabha¨ngig davon, ob ein Server oder OpenPeer verwendet wird, ist der
dieser Kommunikationskanal langsamer als eine direkte Verbindung zwischen den
beiden Kommunikationspartnern. Des Weiteren kann dieser Kommunikationskanal
einen Flaschenhals darstellen, wenn zu viele Computer diesen fu¨r ihren dauerhaften
Nachrichtenaustausch verwenden wu¨rden. Daher sollte dieser Kommunikationskanal
nur verwendet werden um eine direkte Verbindung zu initiieren.
Im weiteren Verlauf dieser Arbeit wird die Bezeichnung SYN Paket gleichbedeutend
mit der Bezeichnung TCP Paket mit gesetztem SYN Flag verwendet. Ebenso wird
diese Kurzform fu¨r TCP Pakete mit gesetztem ACK, SYN/ACK und RST Flag
verwendet. Um TCP oder UDP Pakete zu senden oder zu empfangen wird vom
Betriebssystem ein Socket zur Verfu¨gung gestellt. Im Folgenden wird der Begriff
aktiver Socket fu¨r einen Socket verwendet, der Daten sendet oder den TCP Ver-
bindungsaufbau initiiert. Analog wird der Begriff passiver Socket fu¨r einen Socket
verwendet, der auf Daten bzw. eine eingehende TCP Verbindung wartet. Der Begriff
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Raw Socket beschreibt einen Socket mit dem man seinen eigenen ein- und ausge-
henden Netzwerkverkehr mitlesen kann. Um einen Raw Socket erstellen zu ko¨nnen,
werden in der Regel Administratorrechte auf dem jeweiligen System beno¨tigt. Der
Begriff Netzwerkumgebung eines Rechners beschreibt das Vorhandensein eines NAT
Routers sowie dessen Eigenschaften wie beispielsweise das Filterverhalten und das
Portzuordnungsverhalten.
3.2 SYNI
Ein Standardverfahren, um mit den durch NAT Router entstehenden Verbindungs-
probleme umzugehen ist UPnP (siehe Abschnitt 2.6.1). Allerdings hat ein Test von
2700 BitTorrent Nutzern gezeigt, dass trotz solcher Standardverfahren ca. 40% dieser
Nutzer Verbindungsprobleme durch die verwendeten NAT Router hatten [44].
Sollte ein Nutzer nicht in der Lage sein eine Portzuordnung manuell oder mittels UP-
nP zu erstellen, kann man mittels Hole Punching Verfahren versuchen einen direkten
Nachrichtenaustausch zu ermo¨glichen (siehe Abschnitt 2.6.3). Beim Einsatz des ver-
bindungslosen UDP sind diese Verfahren im Allgemeinen simpler und haben eine
ho¨here Erfolgswahrscheinlichkeit im Vergleich zu den Verfahren, die auf TCP basie-
ren. Allerdings beno¨tigten einige Applikationen einen verla¨sslichen Datentransport.
Trotz der Tatsache, dass Protokolle wie RUDP [13] existieren, die einen verla¨sslichen
Datentransport auf UDP bieten, ist es in vielen Fa¨llen besser TCP zu verwenden,
da TCP einige Vorteile bietet. Zum einen ist TCP ein standardisiertes und erprob-
tes Protokoll und zum anderen ist TCP fu¨r alle Betriebssysteme verfu¨gbar, in diese
integriert und optimiert.
Das Ziel ist es daher, ein TCP Hole Punching Verfahren zu entwickeln, das mit
einer sehr hohen Wahrscheinlichkeit eine Verbindung aufbauen kann. Um dieses
Ziel zu erreichen ist es notwendig, dass die Anforderungen des Verfahrens mit den
Gegebenheiten in der Praxis u¨bereinstimmen. Das Verfahren sollte sich so weit mo¨g-
lich an den standardisierten TCP Nachrichtenfluss halten, weil andererseits Pakete,
die nicht dem normalen Nachrichtenfluss folgen, von den NAT Routern verworfen
werden ko¨nnten. Des Weiteren sollte das Verfahren in der Praxis robust sein und
beispielsweise nicht spezielles Zeitverhalten beno¨tigen, da dies in der Praxis nicht
kontrolliert werden kann.
Im Folgenden wird ein neues TCP Hole Punching Verfahren namens SYNI vorge-
stellt. Die Grundidee von SYNI ist es das SYN Paket, das beim Aufbau einer TCP-
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Verbindung gesendet wird, u¨ber einen separaten Kommunikationskanal vom Quell-
rechner an den Zielrechner zu senden. Der Zielrechner sendet dann dieses SYN-Paket
an seinen eigenen passiven Socket. Das urspru¨ngliche SYN-Paket, das der Quellrech-
ner gesendet hat, hat den Zielrechner allerdings nie erreicht, da es vom NAT Router
des Zielrechners nicht weitergeleitet wurde.
3.2.1 Verfahren
Im folgenden Abschnitt wird das TCP Hole Punching Verfahren SYNI beschrieben,
das auf der Injektion eines SYN Pakets basiert. Das Verfahren ist in Abbildung 3.1
grafisch dargestellt. Hierbei versucht Rechner A eine Verbindung mit Rechner B
herzustellen. Rechner A verwendet hierbei den NAT Router RA und Rechner B
befindet sich hinter dem NAT Router RB. Bevor das eigentliche Hole Punching
Verfahren durchgefu¨hrt wird, mu¨ssen A und B jeweils den externen IP Endpunkt
bestimmen. Das eigentliche Verfahren wird anschließend in vier Schritten durch-
gefu¨hrt. Damit das Verfahren erfolgreich durchgefu¨hrt werden kann, mu¨ssen einige
Bedingungen seitens der Betriebssysteme der Rechner A und B sowie der verwende-
ten NAT Router RA und RB erfu¨llt sein. Diese Bedingungen werden im Folgenden
mit (Bx) nummeriert, da diese Bedingungen im Abschnitt 3.2.2 dafu¨r verwendet
werden, verschiedene Hole Punching Verfahren miteinander zu vergleichen.
Im ersten Schritt des Verfahrens erstellt A einen TCP Socket. Der vom Socket ver-
wendete TTL Wert wird so gesetzt, dass die Nachrichten nicht bei RB ankommen.
Zusa¨tzlich erstellt A einen Raw Socket mit dem A seinen eigenen ein- und ausge-
henden Netzwerkverkehr mitlesen kann (B1). Anschließend initiiert A mit Hilfe des
TCP Sockets den Verbindungsaufbau zu B unter Verwendung des externen IP End-
punkts von B. Hierbei wird von dem TCP Socket ein SYN Paket an B gesendet.
A kann mit Hilfe des Raw Sockets die initiale Sequenznummer auslesen, die in dem
ausgehenden SYN Paket enthalten ist. Damit das Verfahren erfolgreich durchgefu¨hrt
werden kann, ist es notwendig, dass RA die initiale Sequenznummer des SYN Pakets
nicht a¨ndert (B2). NAT Router ko¨nnen zum Schutz gegen IP-Spoofing einen zufa¨lli-
gen Offset auf die Sequenznummer addieren (siehe Abschnitt 2.2.3). Wenn das SYN
Paket RA erreicht, erstellt RA eine Portzuordnung fu¨r die Verbindungsanfrage von
A und leitet das SYN Paket weiter an RB. Aufgrund dessen, dass der verwendete
Socket einen geringen TTLWert verwendet, wird das SYN Paket RB nicht erreichen.
Hierdurch wird RB auch nicht mit einem TCP RST Paket oder einer a¨hnlichen Feh-
ler Nachricht auf das SYN Paket antworten. Stattdessen empfa¨ngt RA eine ICMP
Nachricht vom Typ Zeitlimit u¨berschritten von einem Router, der auf dem Pfad von
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Abbildung 3.1: SYNI - gepunktete Linien sind Nachrichten, die u¨ber einen gemeinsamen
Kommunikationskanal ausgetauscht werden
RA nach RB liegt. Unabha¨ngig davon, ob RA die ICMP Nachricht an A weiterlei-
tet oder nicht, ist es fu¨r eine erfolgreiche Durchfu¨hrung des Verfahrens notwendig,
dass die Portzuordnung bestehen bleibt und der TCP Socket weiterhin auf die zum
Verbindungsaufbau zugeho¨rige SYN-ACK Nachricht wartet (B3). Nachdem A die
verwendete initiale Sequenznummer ausgelesen hat, sendet A diese Sequenznummer
sowie den eigenen externen IP Endpunkt u¨ber einen separaten Kommunikationska-
nal an B.
Im zweiten Schritt erstellt B einen Raw Socket, mit dem eigene TCP Pakete gesendet
werden ko¨nnen. B erstellt eine TCP SYN Nachricht mit seinem internen IP End-
punkt als Absender, einem TTL Wert, so dass die Nachricht nicht bei A ankommt,
einer zufa¨lligen initialen Sequenznummer und dem externen IP Endpunkt von A als
Zieladresse. Anschließend sendet B dieses Paket mit dem Raw Socket und da dieses
SYN Paket mit einer geringen TTL gesendet wurde, wird dieses SYN Paket nie bei
RA bzw. A ankommen. Allerdings wurde durch dieses Paket eine Portzuordnung
bei RB erstellt. Analog zum ersten Schritt, wird RB eine ICMP Nachricht vom Typ
Zeitlimit u¨berschritten empfangen, welche die vorher erstellte Portzuordnung nicht
beeinflussen darf (B3).
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Im na¨chsten Schritt erstellt B einen TCP Socket, der auf einem festgelegten internen
IP Endpunkt auf eingehende Nachrichten bzw. Verbindungen wartet. Anschließend
erstellt B ein weiteres SYN Paket. B verwendet fu¨r die Erstellung der SYN Nachricht
die Informationen, die er von A u¨ber den gemeinsamen Kommunikationskanal erhal-
ten hat. Das Ziel hierbei ist es ein SYN Paket zu erstellen, das so aussieht wie das
Paket, das von A gesendet wurde, aber von RB gefiltert wurde. Hierfu¨r beinhaltet
der TCP Header die externe Portnummer von A als Quellport, die von A im ersten
Schritt verwendete initiale Sequenznummer sowie die interne Portnummer, die der
passive TCP Socket von B verwendet, als Zielport. Der IP Header des erstellten SYN
Pakets beinhaltet die externe IP Adresse von A als Quelladresse und die interne IP
Adresse von B als Zieladresse. Das so erstellte TCP/IP Paket muss anschließend
mit einem Protokoll der Netzwerkschicht (siehe Abschnitt 2.1.1) wie beispielsweise
Ethernet versendet werden. Hierfu¨r erstellt B ein Ethernet Frame und setzt seine
eigene Hardware Adresse (MAC Adresse) als Ziel und die Hardware Adresse von
RB als Quelladresse. Das vollsta¨ndige Paket wird u¨ber den Raw Socket von B an
dessen passiven TCP Socket gesendet. Nachdem das Paket gesendet wurde, wird
der Raw Socket geschlossen. Aufgrund dessen, dass das Paket an den passiven TCP
Socket von B gesendet wurde und das Paket so aussieht, als wa¨re es von A gesendet
worden, wird ein neuer Verbindungsstatus erstellt und der TCP Socket von B sen-
det ein SYN-ACK Paket A. Dieses TCP Paket wird vom Betriebssystem aus u¨ber
das Netzwerk an RB gesendet. RB hat bereits durch das ausgehende SYN Paket
eine Portzuordnung fu¨r den Nachrichtenfluss erstellt und leitet das Paket weiter in
Richtung RA.
Im vierten und letzten Schritt leitet RA das SYN-ACK Paket von B weiter an
A. Aus der Sicht von RA geho¨rt dieses SYN-ACK Paket zu dem aus dem ersten
Schritt gesendeten SYN Paket. A empfa¨ngt dieses SYN-ACK Paket, das zu dem
Verbindungszustand der ausgehenden Verbindung zu B passt. Der TCP Socket von
A wird daraufhin mit einem ACK Paket antworten. Damit dieses ACK Paket B
erreicht, muss A den TTL Wert wieder auf den urspru¨nglichen Wert zuru¨cksetzen,
so dass das Paket nicht unterwegs verworfen wird. Allerdings ist das Umsetzen der
TTL wa¨hrend des Verbindungsaufbaus in der Praxis nicht immer problemlos mo¨glich
(siehe Abschnitt 3.5.3). Daher setzt A den TTL Wert des TCP Sockets erst um,
nachdem dieser das ACK Paket mit geringer TTL gesendet hat, weil zu diesem
Zeitpunkt der Verbindungsaufbau fu¨r den Socket abgeschlossen ist. A kann dieses
ACK Paket mit Hilfe des Raw Sockets aus Schritt 1 mitlesen und es mit Hilfe des
Raw Sockets erneut mit der Standard TTL an B senden. RA leitet beide ACK Pakete
an B weiter, allerdings wird nur das zweite ACK Paket RB erreichen.
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Nachdem das ACK Paket von RB an B weitergeleitet wurde, ist die Verbindung
zwischen A und B hergestellt und es ko¨nnen Daten u¨ber die verbundenen Sockets
miteinander ausgetauscht werden. Aus Sicht von RA wurde die Verbindung u¨ber
einen normalen 3-Wege-Handshake herstellt. Die einzige Ausnahme aus Sicht von
RA ist hierbei das doppelte ACK Paket, was allerdings nicht der TCP Spezifikation
widerspricht. Aus Sicht von RB hingegen wurde die Verbindung u¨ber eine unu¨bliche
Paketsequenz bestehend aus einem ausgehenden SYN und SYN-ACK Paket sowie
einem eingehenden ACK Paket (B4) hergestellt. In Abschnitt 3.5 wird gezeigt, dass
diese Sequenz von den meisten NAT Routern akzeptiert wird.
Standard TTL Das vorgestellte SYNI Verfahren verwendet einen geringen TTL
Wert auf der Seite von A, um zu verhindern, dass RB eine Fehlernachricht sendet.
Wenn RB auf das SYN Paket aus dem ersten Schritt nicht mit einer Fehlermeldung
reagiert, so kann dieses Paket mit einem Standard TTL Wert gesendet werden.
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Abbildung 3.2: SYNI mit Standard TTL - gepunktete Linien sind Nachrichten, die u¨ber
einen gemeinsamen Kommunikationskanal ausgetauscht werden
Hierdurch wird der 4. Schritt des Verfahrens vereinfacht, da das abschließende ACK
Paket auch mit dem Standard TTL Wert gesendet wird und somit nicht zusa¨tzlich
per Raw Socket gesendet werden muss. Das Verfahren mit einem Standard TTL
Wert auf der Seite von A ist in Abbildung 3.2 grafisch dargestellt. In Abschnitt 3.5
werden beide Varianten (geringe und Standard TTL) evaluiert und ihre Erfolgswahr-
scheinlichkeiten ermittelt.
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3.2.2 Verwandte Arbeiten
In diesem Abschnitt werden verwandte Arbeiten im Bereich NAT Traversal und im
Speziellen TCP Hole Punching Verfahren beschrieben. Die TCP Hole Punching Ver-
fahren werden hierbei hinsichtlich ihrer Bedingung analysiert und mit SYNI vergli-
chen. In Tabelle 3.1 sind die Bedingung der einzelnen TCP Hole Punching Verfahren
zusammengefasst.
Alle TCP Hole Punching Verfahren, die in diesem Abschnitt beschrieben werden,
erfordern, dass A und B in der Lage sind u¨ber einen gemeinsamen Kommunikati-
onskanal den Verbindungsaufbau zu koordinieren und fu¨r den Verbindungsaufbau
relevante Informationen, wie beispielsweise die externen IP Endpunkte, auszutau-
schen.
NUTSS
Guha et al. beschreiben in [33] eine Architektur namens NUTSS, die zwei verschie-
dene TCP Hole Punching Verfahren beinhaltet. Das erste Verfahren ist in Abbil-
dung 3.3 (a) grafisch dargestellt und beno¨tigt einen sogenannten STUNT Server, der
in der Lage ist Pakete mit falscher Absenderadresse (IP-Spoofing) zu versenden. Die
beiden Rechner A und B initiieren zeitgleich einen Verbindungsaufbau zueinander
unter Verwendung eines TCP Sockets. Hierbei wird von beiden TCP Sockets jeweils
ein SYN Paket erstellt und an den jeweiligen Kommunikationspartner gesendet. Die-
ses SYN Paket wird jeweils von A und B mittels eines Raw Sockets (B1) mitgelesen
und die Informationen dieses SYN Pakets werden anschließend an den STUNT Ser-
ver u¨bertragen. Hierbei ist es notwendig, dass die NAT Router RA und RB die TCP
Sequenznummern nicht a¨ndern (B2). Sollten die NAT Router die Sequenznummern
a¨ndern, wa¨ren die Informationen, die an den STUNT Server gesendet wurden, un-
gu¨ltig und das Verfahren kann nicht erfolgreich durchgefu¨hrt werden. Eine weitere
Bedingung ist, dass die SYN Pakete nicht beim Ziel NAT Router ankommen, weil
diese sonst ein TCP RST Paket erzeugen ko¨nnten. Daher werden die SYN Pakete
mit einem geringen TTL Wert gesendet. Die beiden NAT Router werden daraufhin
eine ICMP Nachricht vom Typ Zeitlimit u¨berschritten empfangen. Fu¨r eine erfolg-
reiche Durchfu¨hrung von NUTSS (a) ist es notwendig, dass diese ICMP Nachrichten
die Portzuordnung der NAT Router nicht beeinflussen (B3).
Sobald der STUNT Server die Nachrichten mit den Informationen der SYN Pakete
erhalten hat, erstellt der STUNT Server jeweils ein SYN-ACK Paket, das so aussieht,
als wa¨re es von A bzw. B gesendet worden. RA und RB werden diese SYN-ACK
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Abbildung 3.3: NUTSS [32] - gepunktete Linien sind Nachrichten, die an einen STUNT
Server gesendet werden
Pakete an A und B weiterleiten, da diese Pakete dem erwarteten Paketfluss entspre-
chen. Nachdem die TCP Sockets von A und B mit dem abschließenden ACK Paket
geantwortet haben, ist die Verbindung erfolgreich aufgebaut.
Die Tatsache, dass dieser Ansatz auf dem Versenden von Paketen mit gefa¨lsch-
ter Absenderadresse basiert (B5), ist ein signifikanter Nachteil, da Internet Service
Provider (ISPs) Egress Filter verwenden ko¨nnen, um ihr Netzwerk vor Paketen mit
gefa¨lschter Absenderadresse zu schu¨tzen (siehe Abschnitt 2.2.3). Kommen die Pake-
te des STUNT Servers aufgrund des Egress Filters nicht bei A oder B an, kann mit
diesem Ansatz keine Verbindung hergestellt werden.
Das zweite Verfahren, das in [33] vorgestellt wurde (siehe Abbildung 3.3 (b)) basiert
nicht, wie der vorherige Ansatz, auf dem Versenden von Paketen mit gefa¨lschter
Absenderadresse. Dieser Ansatz beno¨tigt weder einen STUNT Server noch Raw
Sockets.
A initiiert mit einem TCP Socket einen Verbindungsaufbau zu B. Hierbei wird, wie
schon beim vorherigen Ansatz, ein geringer TTL Wert verwendet. Das SYN Paket
erreicht B bzw. RB nicht, allerdings erstellt RA die Portzuordnung und empfa¨ngt
anschließend eine ICMP Nachricht von Typ Zeitlimit u¨berschritten. Die empfangene
ICMP Nachricht darf keinen Einfluss auf die Portzuordnung haben (B3), weil das
Verfahren sonst nicht erfolgreich durchgefu¨hrt werden kann. Unmittelbar nachdem
A den Verbindungsaufbau initiiert hat und das SYN Paket an B gesendet wurde,
wird der verwendete Socket geschlossen und ein neuer Socket erstellt, der dieselbe
Portnummer verwendet wie der vorherige Socket, aber auf eine eingehende Verbin-
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dung wartet. Hierbei wird vorausgesetzt, dass der Socket, wenn er geschlossen wird,
kein TCP RST Paket sendet (B6), da dieses Paket Auswirkungen auf die Portzuord-
nung von RA haben kann. Nachdem A den neuen Socket erstellt hat, initiiert B einen
Verbindungsaufbau zu A. Die Verbindung von B zu A wird erfolgreich hergestellt,
wenn RA den nicht konformen Paketfluss ausgehendes SYN Paket, eingehendes SYN
Paket zula¨sst (B8).
P2PNAT
Ford et al. haben in [27] ein TCP NAT Traversal Verfahren (P2PNAT) vorgestellt,
das auf dem TCP Simultanes O¨ffnen Szenario basiert (siehe Abschnitt 2.1.4). A und
B erstellen jeweils einen aktiven und einen passiven TCP Socket. Beide Sockets wer-
ben hierbei an dieselbe Portnummer gebunden. Normalerweise kann eine Portnum-
mer nur an einen aktiven oder passiven TCP Socket gebunden werden, aber nicht an
mehrere Sockets. Damit sich mehrere TCP Sockets an dieselbe Portnummer binden
ko¨nnen, muss eine spezielle Socket Option namens SO REUSEADDR (B7) verfu¨g-
bar sein. Diese Option wird von allen ga¨ngigen Betriebssystemen unterstu¨tzt [27].
Um eine Verbindung aufzubauen, initiieren beide Rechner zur gleichen Zeit einen
Verbindungsaufbau zueinander, wie in Abbildung 3.4 (a) dargestellt. Durch die bei-
den ausgehenden TCP SYN Pakete werden von RA und RB die entsprechenden
Portzuordnungen erstellt. Wenn es A und B gelingt, den Verbindungsaufbau zeit-
lich so zu initiieren, dass die jeweilige Portzuordnung bereits erstellt ist, bevor das
SYN Paket des anderen Rechners den NAT Router erreicht, ko¨nnen die Router die
Pakete weiterleiten. Damit RA und RB die Pakete in das interne Netzwerk wei-
terleiten, mu¨ssen sie die Paketsequenz ausgehendes SYN Paket, eingehendes SYN
Paket (B8) akzeptieren. Nachdem A und B die SYN Pakete empfangen haben,
wird die Verbindung durch die SYN-ACK sowie die darauffolgenden ACK Pakete
erfolgreich hergestellt.
Die Herausforderung bei der Durchfu¨hrung dieses Verfahrens liegt darin die Verbin-
dung auf beiden Seiten zur gleichen Zeit zu initiieren. Sollte das nicht gelingen, wu¨rde
ein SYN Paket den Ziel NAT Router erreichen, bevor dieser die Portzuordnung er-
stellt hat. Das ko¨nnte zur Folge haben, dass eine entsprechende Fehlernachricht vom
Ziel NAT Router erzeugt wird. Diese zeitliche Abha¨ngigkeit ist durch verschiedene
Latenzen und Schwankungen im Netzwerk in der Praxis sehr schwer kontrollierbar.
In Abha¨ngigkeit davon, ob und wie die involvierten Betriebssysteme das Simultane
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Abbildung 3.4: P2PNAT und NATBLASTER [32] - gepunktete Linien sind Nachrichten,
die u¨ber einen gemeinsamen Kommunikationskanal ausgetauscht werden
SO REUSEADDR implementiert haben, kann dies zu unterschiedlichem Verhalten
bei den Sockets fu¨hren. Hierbei kann beispielsweise entweder nur der aktive oder
der passive Socket eine erfolgreiche Verbindung melden oder sogar beide Sockets. In
diesem Fall mu¨sste die Applikation mit den verschiedenen Verhaltensweisen umgehen
ko¨nnen.
NATBLASTER
In [11] wurde ein TCP Hole Punching Verfahrens namens NATBLASTER vorge-
stellt. Dieses Verfahren ist vergleichbar mit dem Verfahren NUTSS wie in Abbil-
dung 3.3 (a) dargestellt. Allerdings basiert es nicht auf dem Versenden von Paketen
mit gefa¨lschter Absenderadresse.
A und B initiieren einen Verbindungsaufbau mit einem TCP Socket und einem gerin-
gen TTL Wert, wie in Abbildung 3.4 (b) dargestellt. Beide Kommunikationspartner
lesen das ausgehende SYN Paket mit einem Raw Socket (B1) mit und tauschen die
Informationen u¨ber das ausgehende SYN Paket u¨ber den gemeinsamen Kommunika-
tionskanal miteinander aus. Damit diese Information verwendet werden kann, ist es
notwendig, dass RA und RB die Sequenznummer des ausgehenden SYN Pakets nicht
a¨ndern (B2). Eine weitere Bedingung fu¨r die erfolgreiche Durchfu¨hrung des Verfah-
rens ist, dass die Portzuordnungen von RA und RB nicht von der ICMP Nachricht
vom Typ Zeitlimit u¨berschritten beeinflusst werden (B3). Im Gegensatz zum Ver-
fahren P2PNAT erreichen die SYN Pakete bei NATBLASTER nicht den Ziel NAT
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Verfahren B1 B2 B3 B4 B5 B6 B7 B8
A B A B A B A B A B A B A B
NUTSS (a) ✓ ✓ ✓ ✓ ✓ ✓ - - ✓ - - - - - -
NUTSS (b) - - - - ✓ - - - - ✓ - - - ✓ -
P2PNAT - - - - - - - - - - - ✓ ✓ ✓ ✓
NATBLASTER ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ - - - - - - -
SYNI ✓ ✓ ✓ ✓ ✓ ✓ - ✓ - - - - - - -
B1 RAW Socket
B2 Keine A¨nderung der TCP Sequenznummer
B3 Unbeeinflusst von ICMP Zeitlimit u¨berschritten
B4 Ausgehendes SYN und SYN-ACK Paket, eingehendes ACK Paket
B5 IP Spoofing
B6 Kein TCP RST beim Schließen des Sockets
B7 Socket Option SO REUSEADDR
B8 Ausgehendes SYN Paket, eingehendes SYN Paket
Tabelle 3.1: Bedingungen fu¨r TCP Hole Punching Verfahren
Router, so dass die TCP Sockets kein SYN-ACK Paket senden. Stattdessen erstellen
A und B mit Hilfe der Informationen der ausgetauschten SYN Pakete die entspre-
chenden SYN-ACK Pakete manuell und senden diese per Raw Socket zueinander.
Nachdem A und B die SYN-ACK Pakete empfangen haben, antworten die TCP
Sockets mit den entsprechenden ACK Paketen und die Verbindung ist erfolgreich
aufgebaut.
Die Bedingungen, die fu¨r einen erfolgreichen Verbindungsaufbau mit NATBLAS-
TER erfu¨llt sein mu¨ssen, sind mit denen von SYNI vergleichbar. Beide Verfahren
setzen voraus, dass ein ausgehendes SYN-ACK Paket erfolgreich an den Kommuni-
kationspartner gesendet werden kann, ohne dass zuvor ein eingehendes SYN Paket
empfangen wurde und dass anschließend noch ein ACK Paket empfangen werden
kann (B4).
Der Unterschied zum Verfahren SYNI ist, das NATBLASTER dieses Verhalten bei
beiden involvierten NAT Routern beno¨tigt und SYNI beno¨tigt dieses Verhalten nur
bei RB. In Abschnitt 3.5 wird gezeigt, dass Router existieren, die diese Paketsequenz
nicht akzeptieren, so dass mit NATBLASTER in diesen Fa¨llen keine Verbindung
aufgebaut werden kann.
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Weitere
Zusa¨tzlich zu den in den vorherigen Abschnitten vorgestellten TCP Hole Punching
Verfahren existiert eine Reihe weiterer Arbeiten [56, 79, 88] im Bereich NAT Tra-
versal Verfahren. Da es sich bei diesen Verfahren um keine TCP Hole Punching
Verfahren handelt, werden diese Verfahren nicht ausfu¨hrlich beschrieben und auch
nicht mit dem SYNI Verfahren und dessen Anforderungen verglichen.
3.3 Protokoll zur Bestimmung der
Netzwerkumgebung
Moderne Dienste wie beispielsweise Internettelefonie (Voice-Over-IP) oder Peer-
to-Peer-basierte Systeme setzen voraus, dass die Rechner, die an diesen Diensten
teilnehmen, in der Lage sind Verbindungen untereinander aufzubauen. Um dies in
Verbindung mit NAT Routern zu gewa¨hrleisten wurden NAT Traversal Verfahren
entwickelt, von denen einige in den letzten Abschnitten na¨her betrachtet wurden.
Jedes dieser NAT Traversal Verfahren stellt Bedingungen an die eingesetzten NAT
Router und Betriebssysteme, die erfu¨llt sein mu¨ssen, damit beispielsweise eine TCP
Verbindung hergestellt werden kann. In [32, 34] wurden verschiedene NAT Router
auf fu¨r NAT Traversal Verfahren relevante Eigenschaften getestet. Beide Arbeiten
zeigen, dass die Eigenschaften der analysierten NAT Router variieren. Die Wahr-
scheinlichkeit fu¨r eine erfolgreiche Ausfu¨hrung eines NAT Traversal Verfahrens ist
somit stark abha¨ngig von den Eigenschaften der eingesetzten NAT Router und Be-
triebssysteme. Makinen et al. haben in [53] einige TCP NAT Traversal Verfahren
in Mobilfunknetzen [53] getestet. Auch hierbei konnten fu¨r die eingesetzten NAT
Router und Firewalls gezeigt werden, dass die Eigenschaften variieren, was zu un-
terschiedlichen Erfolgswahrscheinlichkeiten der getesteten TCP NAT Traversal Ver-
fahren fu¨hrte. Um erfolgreich einen Nachrichtenaustausch zwischen zwei Rechnern zu
ermo¨glichen, ko¨nnen entweder alle NAT Traversal Verfahren durchprobiert werden
oder man versucht das Verfahren auszuwa¨hlen, was die ho¨chste Erfolgswahrschein-
lichkeit bietet.
Um das Verfahren mit der ho¨chsten Erfolgswahrscheinlichkeit auswa¨hlen zu ko¨n-
nen, wurde im Rahmen dieser Arbeit das Mapping Filtering Behavior (MFB) Pro-
tokoll entwickelt. Zu diesem Zweck ermittelt das MFB Protokoll eine Reihe von
Eigenschaften der beim NAT Traversal eingesetzten NAT Router. Basierend auf
58 Kapitel 3 NAT Traversal
den ermittelten Eigenschaften wird mit Hilfe eines Regelwerks das Verfahren mit der
ho¨chsten Erfolgswahrscheinlichkeit ausgewa¨hlt. Die Basis des MFB Protokolls bildet
das klassische STUN Protokoll (siehe Abschnitt 2.5). Im Gegensatz zum klassischen
STUN Protokoll verwendet das MFB Protokoll zur Beschreibung des grundlegen-
den Verhaltens eines NAT Routers, die in Abschnitt 2.4 beschriebene Klassifikation.
Zusa¨tzlich zum grundlegenden Verhalten ermittelt das MFB Protokoll weitere Eigen-
schaften. Die Auswahl der Eigenschaften, die vom MFB Protokoll ermittelt werden,
wurden durch eine Analyse existierender NAT Traversal Verfahren bestimmt (siehe
Abschnitt 3.3.1). Das MFB Protokoll ermittelt beispielsweise die Verfu¨gbarkeit von
UPnP und u¨berpru¨ft, ob der NAT Router die TCP Sequenznummern modifiziert.
Die bekanntesten Anwendungen, die eingehende Verbindungen beno¨tigen, sind Peer-
to-Peer-basierte Anwendungen. Daher wurde das MFB Protokoll so entwickelt, dass
es ohne Probleme in dezentralen Systemen eingesetzt werden kann. Im Allgemeinen
wird eine Reihe von Servern verwendet, die das MFB Protokoll ausfu¨hren und so den
MFB Dienst zur Verfu¨gung stellen. In Verbindung mit einem Peer-to-Peer System
ist es mo¨glich, dass einige der teilnehmenden Rechner (Peers) die Aufgaben der
Server u¨bernehmen. Hierdurch kann die Notwendigkeit von dedizierten MFB Servern
reduziert werden. Je mehr Peers dem Peer-to-Peer Netzwerk beitreten und somit den
MFB Dienst in Anspruch nehmen, desto mehr Peers ko¨nnen auch den MFB Dienst
anbieten. Die Mo¨glichkeit dass Peers den MFB Dienst zur Verfu¨gung stellen ko¨nnen,
erlaubt es ein vollsta¨ndig dezentrales Peer-to-Peer Netzwerk zu betreiben, ohne dass
dedizierte MFB Server beno¨tigt werden.
Im folgenden Abschnitt werden die Eigenschaften, die durch das MFB Protokoll er-
mittelt werden, beschrieben. Die Ermittlung dieser Eigenschaften dient hierbei als
Anforderung, die vom MFB Protokoll erfu¨llt werden muss. Anschließend wird in
Abschnitt 3.3.2 das MFB Protokoll im Detail vorgestellt. In Abschnitt 3.3.3 wird
beschrieben, wie das MFB Protokoll in einem dezentralen System eingesetzt wer-
den kann. Die Auswahl des zu verwendenden NAT Traversal Verfahrens basierend
auf den durch das MFB Protokoll ermittelten Eigenschaften wird in Abschnitt 3.3.4
na¨her betrachtet. Abschließend werden in Abschnitt 3.3.5 verwandte Arbeiten be-
schrieben und mit dem MFB Protokoll verglichen.
3.3.1 Anforderungen
In diesem Abschnitt werden die Eigenschaften der NAT Router, die durch das MFB
Protokoll bestimmt werden mu¨ssen, na¨her betrachtet.
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Das Internet Gateway Device (IGD) Protokoll, das Teil des Universal Plug and
Play (UPnP) Protokolls ist, ermo¨glicht es programmatisch eine Portweiterleitung
zu erstellen. Die erste Anforderung besteht darin, zu u¨berpru¨fen, ob per UPnP eine
Portweiterleitung erstellt werden kann.
Wenn der NAT Router kein UPnP unterstu¨tzt, so kann eine direkte Verbindung auf-
gebaut werden, wenn einer der NAT Router ein Endpunkt-unabha¨ngiges Filterver-
halten hat. Daher ist das Filterverhalten des NAT Routers die na¨chste Eigenschaft,
die bestimmt wird.
Sollte keiner der beiden Rechner aufgrund der jeweiligen Netzwerkumgebungen ein-
gehende Verbindungen erlauben, ko¨nnen gegebenenfalls verschiedene Hole Punching
Verfahren eingesetzt werden. In Abschnitt 3.2.2 wurden eine Reihe von TCP Hole
Punching Verfahren sowie die jeweiligen Anforderungen an die Netzwerkumgebung
beschrieben.
Hole Punching Verfahren beno¨tigen, um erfolgreiche eine Verbindung aufzubau-
en, die externen IP Endpunkte der beteiligten Kommunikationspartner. Zu diesem
Zweck muss das Portzuordnungsverhalten bestimmt werden. Sollte der NAT Router
kein Endpunkt-unabha¨ngiges Portzuordnungsverhalten haben, ist es eventuell mo¨g-
lich die Portnummer vorherzusagen, die als na¨chstes vom NAT Router verwendet
wird. Zu diesem Zweck wird das Portauswahlverhalten eines NAT Router ermittelt.
Eine zusa¨tzliche Eigenschaft, die in diesem Zusammenhang ebenfalls ermittelt wer-
den muss, ist die Eigenschaft der Porterhaltung. Bei der Porterhaltung versucht ein
NAT Router die vom lokalen Rechner verwendete interne Portnummer der gleichen
externen Portnummer zuzuordnen. Die Information daru¨ber, ob ein NAT Router die
Porterhaltung unterstu¨tzt wird fu¨r einen direkten Verbindungsaufbau in Verbindung
mit einem Port-abha¨ngigen Filterverhalten beno¨tigt (siehe Abschnitt 3.3.4).
Einige der in Abschnitt 3.2.2 vorgestellten Verfahren senden Pakete mit einem gerin-
gen TTL Wert, um beispielsweise zu verhindern, dass ein TCP RST Paket vom Ziel
NAT Router gesendet wird. Allerdings ist das Modifizieren des TTL Wertes nicht
immer problemlos mo¨glich, wie in Abschnitt 3.5 gezeigt wird. Aufgrund dessen, dass
nicht alle NAT Router eine Antwort auf ein gefiltertes Paket senden, ist es in einigen
Fa¨llen nicht notwendig eine Nachricht mit geringem TTL Wert zu senden. Damit
nur in den Fa¨llen eine Nachricht mit geringem TTL Wert gesendet werden muss, in
denen dies auch notwendig ist, muss das Filterantwortverhalten eines NAT Routers
bestimmt werden.
Die TCP Hole Punching Verfahren SYNI und NATBLASTER (siehe Abschnitt 3.2.2)
beno¨tigen die TCP Sequenznummer des initialen SYN Pakets. Um diese bestimmen
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zu ko¨nnen, wird ein spezieller Raw Socket beno¨tigt. Daher muss bestimmt werden,
ob ein solcher Socket zur Verfu¨gung steht. Steht ein solcher Socket zur Verfu¨gung
kann anschließend ermittelt werden, ob der NAT Router die TCP Sequenznummern
modifiziert.
Das Verfahren NUTSS (b) setzt voraus, dass der Socket kein TCP RST sendet,
nachdem der Socket geschlossen wurde, da andernfalls eine zuvor erstellte Portzu-
ordnung wieder entfernt werden ko¨nnte. Daher muss u¨berpru¨ft werden, wie sich der
Socket verha¨lt, wenn dieser geschlossen wird.
Einige der in Abschnitt 3.2.2 vorgestellten Verfahren sowie das Verfahren SYNI
beno¨tigten eine spezielle Sequenz von TCP Paketen, die nicht vom NAT Router
gefiltert (TCP Zustandsfilterung) werden darf. Eine exakte Bestimmung der TCP
Zustandsfilterung in Kombination mit den auftretenden Fehlernachrichten (TCP
RST oder ICMP) ist allerdings aufwa¨ndig. Zusa¨tzlich mu¨sste sichergestellt werden,
dass die Fehlernachrichten nicht in einer anderen Reihenfolge auftreten, weil hier-
durch das ermittelte Verhalten beeinflusst werden ko¨nnte. Aufgrund dessen, wird
die TCP Zustandsfilterung nicht ermittelt.
Die bisher herausgestellten Eigenschaften ko¨nnen zwischen den verschiedenen Trans-
portprotokollen variieren. Dieses unterschiedliche Verhalten betrifft, abgesehen von
den TCP spezifischen Eigenschaften wie beispielsweise der TCP Sequenznummern
Modifikation, vor allem das Portzuordnungs-, Portauswahl- und Filterverhalten so-
wie das Filterantwortverhalten. Aus diesem Grund ist eine weitere Anforderung,
dass die Eigenschaften getrennt fu¨r TCP und UDP ermittelt werden mu¨ssen.
Die letzte zu ermittelnde Eigenschaft ist die Unterstu¨tzung fu¨r Hairpinning. Hair-
pinning [27] beschreibt die Eigenschaft eines NAT Routers Pakete zwischen zwei
internen Rechnern weiterzuleiten, wobei die Pakete jeweils an die externen IP End-
punkte der Rechner adressiert sind. Dieser Fall kann eintreten, wenn Rechner A u¨ber
einen Rendezvous Server im o¨ffentlichen Netzwerk den externen IP Endpunkt von
B erhalten hat. Versucht A eine Verbindung zu B aufzubauen und der NAT Router
unterstu¨tzt Hairpinning, werden die Pakete intern weitergeleitet. Unterstu¨tzt der
NAT Router hingegen kein Hairpinning so ist es mo¨glich, dass keine Verbindung
zustande kommt. Obwohl Hairpinning kein direktes NAT Traversal Verfahren ist, so
erfordert die fehlende Unterstu¨tzung eine spezielle Behandlung in der Applikation,
so dass beispielsweise der interne IP Endpunkt zusa¨tzlich bekannt gemacht wird.
Im Folgenden sind die Eigenschaften, die vom MFB Protokoll bestimmt werden
mu¨ssen, zusammengefasst.
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A7: TCP Sequenznummern Modifikation
A8: Verfu¨gbarkeit von Raw Sockets
A9: TCP RST nachdem der Socket geschlossen wurde
A10: Separate Ergebnisse fu¨r TCP und UDP
A11: Unterstu¨tzung von Hairpinning
3.3.2 Protokoll
Nachdem im vorherigen Abschnitt die Anforderungen fu¨r das MFB Protokoll spezifi-
ziert wurden, wird in diesem Abschnitt das MFB Protokoll vorgestellt. Ein Rechner,
der seine Netzwerkumgebung bestimmen mo¨chte, wird im Folgenden als MFB Cli-
ent bezeichnet. Dieser MFB Client kommuniziert hierbei mit einem MFB Server mit
einem Anfrage/Antwort Protokoll. Die Aufgabe des MFB Servers besteht darin den
MFB Client bei der Bestimmung seiner Netzwerkumgebung zu unterstu¨tzen. Ein
MFB Server arbeitet zustandslos und muss u¨ber zwei externe IP Adressen (X, Y )
und u¨ber jeweils zwei externe Portnummern (x, y) direkt erreichbar sein. Insgesamt
ist ein MFB Server u¨ber die IP Endpunkte X:x, X:y, Y:x und Y:y erreichbar.
Ein MFB Client, der seine Netzwerkumgebung bestimmen mo¨chte, fu¨hrt das MFB
Protokoll in drei Phasen aus, wie in Abbildung 3.5 dargestellt. In der ersten Phase
wird u¨berpru¨ft, ob ein UPnP-fa¨higer NAT Router im lokalen Netzwerk existiert.
Wenn ein UPnP-fa¨higer NAT Router existiert, kann der MFB Client eine externe
Portzuordnung erstellen und das Protokoll terminiert. Existiert kein UPnP-fa¨higer
NAT Router, wird die zweite Phase des Protokolls ausgefu¨hrt. Um diese Phase
auszufu¨hren muss der MFB Client einen direkt erreichbaren IP Endpunkt eines MFB
Servers kennen. Die zweite Phase des MFB Protokolls umfasst das Filterverhalten,
das Filterantwortverhalten sowie den Socket- und TCP Sequenznummerntest. In
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UPnP-Test






Abbildung 3.5: Phasen des MFB Protokolls
der dritten und letzten Phase wird das Portzuordnungsverhalten bestimmt sowie
die Unterstu¨tzung fu¨r Hairpinning ermittelt.
Im Folgenden werden die im MFB Protokoll verwendeten Nachrichtenformate sowie
die drei Phasen im Detail beschrieben.
Nachrichten
Das Nachrichtenformat des MFB Protokolls basiert auf dem Nachrichtenformat des
klassischen STUN Protokolls. Alle Nachrichten bestehen aus einem 20 Byte großen
Header, der aus einem 2 Byte großen Nachrichtentyp, einer 2 Byte großen Nach-
richtenla¨nge sowie einer 16 Byte großen Transaktionsnummer besteht. Das MFB
Protokoll verwendet zwei Nachrichtentypen des klassischen STUN Protokolls. Der
erste Nachrichtentyp ist der BindingRequest, der vom Client an den Server gesendet
wird und der zweite Nachrichtentyp ist der BindingResponse, der als Antwort vom
Server an den Client gesendet wird.






Abbildung 3.6: MFB Nachrichten Header
Nach dem Nachrichtenheader folgt eine variable Anzahl an Attributen. Jedes Attri-
but besteht aus einem 2 Byte großen Attributtyp, einer 2 Byte großen Attributla¨nge
sowie einem beliebigen Attributwert, wie in Abbildung 3.6 dargestellt. Attribute sind
gema¨ß der Spezifikation des klassischen STUN Protokolls entweder gefordert oder op-
tional. Das MFB Protokoll verwendet dieselbe Menge an geforderten Attributen und
erga¨nzt das klassische STUN Protokoll um einige neue optionale Attribute. Durch
die Verwendung von optionalen Attributen kann ein MFB Client mit MFB Servern
und auch mit klassischen STUN Servern kommunizieren. Empfa¨ngt ein klassischer
STUN Server ein optionales Attribut, das nicht der klassischen STUN Spezifikation
entspricht, wird dieses Attribut vom Server ignoriert. Die Kompatibilita¨t zum klas-
sischen STUN Protokoll ermo¨glicht es eine reduzierte Version des MFB Protokolls
mit den klassischen STUN Servern im Internet durchzufu¨hren, fu¨r den Fall, dass
keine MFB Server verfu¨gbar sind.
Eine BindingRequest Nachricht kann die folgenden Attribute beinhalten:
Change Request (gefordert): Der Wert dieses Attributes umfasst die beiden
Flags ChangeIP und ChangePort. Diese beiden Flags geben wie beim klassi-
schen STUN Protokoll an, u¨ber welchen o¨ffentlichen IP Endpunkt der Server
seine Antwort Nachricht senden soll.
FirewallResponse Request (optional): Dieses neue Attribut weist den Server an,
das Antwortverhalten von nicht zugeordneten oder gefilterten Portnummern
zu ermitteln.
SequenceNumber Request (optional): Hierbei wird der Server angewiesen, die
TCP Sequenznummer der Anfragenachricht des MFB Clients auszulesen und
diese mit der Antwortnachricht an den Client zuru¨ckzusenden.
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Eine BindingResponse Nachricht, die vom MFB Server gesendet wird, kann die fol-
genden Attribute beinhalten:
  Mapped Address (gefordert): Dieses Attribut beinhaltet den externen IP End-
punkt mit dem der Client mit dem Server kommuniziert.
  Changed Address (gefordert): Dieses Attribut beinhaltet den alternativen IP
Endpunkt des MFB Servers, der verwendet wird, wenn das Flag ChangeIP
und ChangePort gesetzt ist.
  Source Address (gefordert): Dieses Attribut gibt die Absenderadresse des MFB
Servers an. Der MFB Client kann hierdurch feststellen, ob sich der MFB Ser-
ver hinter einem weiteren NAT Router befindet. In diesem Fall ko¨nnten die
ermittelten Ergebnisse fehlerhaft sein.
  FirewallResponse (optional): Dieses neue Attribut beinhaltet das Ergebnis des
Filterantwortverhaltens. Der Wert kann hierbei keine Antwort, ICMP oder
TCP RST sein.
  SequenceNumber (optional): Dieses Attribut liefert die TCP Sequenznummer,
die beim Sequenznummerntest ermittelt wurde.
Erste Phase
Die erste Phase des MFB Protokolls umfasst die U¨berpru¨fung, ob sich ein UPnP-
fa¨higer NAT Router im lokalen Netzwerk befindet. Der MFB Client sendet hierfu¨r
eine UDP Multicast Nachricht an die Portnummer 1900. Befindet sich ein NAT
Router mit UPnP Unterstu¨tzung im lokalen Netzwerk, antwortet dieser mit einer
Nachricht, die einen Hyperlink zu einem XML Dokument beinhaltet. Dieses XML
Dokument beinhaltet hierbei alle vom NAT Router unterstu¨tzten Dienste. Die Ver-
fu¨gbarkeit des Dienstes AddPortMapping zeigt hierbei an, ob eine Portzuordnung
mittels UPnP erstellt werden kann.
Fu¨r eine ausfu¨hrlichere Beschreibung des UPnP Protokolls sei an dieser Stelle auf
Abschnitt 2.6.1 verwiesen.
Zweite Phase
Wa¨hrend der zweiten Phase des MFB Protokolls ermittelt der MFB Client das
Filter- und das Filterantwortverhalten des verwendeten NAT Routers. Des Weiteren
wird in dieser Phase u¨berpru¨ft, ob ein Raw Socket zur Verfu¨gung steht und ob der











Abbildung 3.7: Diagramm zur Bestimmung des Filterverhaltens
NAT Router die TCP Sequenznummern a¨ndert. Im letzten Teil der zweiten Phase
wird ermittelt, wie der zur Verfu¨gung stehende TCP Socket reagiert, wenn dieser
geschlossen wird.
Der Client sendet vier BindingRequest Nachrichten jeweils per TCP und UDP par-
allel an den MFB Server. Zu diesem Zweck erstellt der MFB Client einen Socket fu¨r
UDP und einen Socket fu¨r TCP, u¨ber die diese Nachrichten gesendet werden. Sollte
dem MFB Client kein MFB Server bekannt sein, kann er dieselben Nachrichten an
einen klassischen STUN Server senden. Aufgrund der Tatsache, dass ein klassischer
STUN Server nur UDP unterstu¨tzt, ist der MFB Client nicht in der Lage eine TCP
Verbindung zum klassischen STUN Server aufzubauen. Dementsprechend ist der
Client nicht in der Lage die Netzwerkumgebung in Bezug auf TCP zu bestimmen.
Um das Filterverhalten des NAT Routers bestimmen zu ko¨nnen, beinhaltet jede
BindingRequest Nachricht eine andere Kombination der Flags ChangeIP und Chan-
gePort. Durch die verschiedenen Kombinationen der gesetzten Flags sendet der MFB
Server die Antwortnachrichten jeweils u¨ber einen anderen IP Endpunkt (siehe Ab-
bildung 3.7).
Der MFB Client wartet bis entweder alle Antworten empfangen wurden oder eine
gegebene Zeitspanne abgelaufen ist. Abha¨ngig davon, welche Antworten der NAT
Router an den internen Rechner bzw. den MFB Client weiterleitet (gestrichelter Pfeil
in Abbildung 3.7), kann der Client das Filterverhalten des NAT Routers bestimmen.
In Tabelle 3.2 ist der Zusammenhang zwischen empfangenen Antworten und dem
Filterverhalten dargestellt. Dieser Zusammenhang gilt fu¨r TCP und UDP.
Ein Unterschied in Bezug auf TCP ist allerdings, dass hierbei jeweils eine Verbindung
aufgebaut werden muss, damit die Antwortnachricht gesendet bzw. empfangen wer-
den kann. Die initiale Verbindung, die der MFB Client zum MFB Server aufgebaut
hat, wird verwendet, um die vier BindingRequest Nachrichten zu senden und um die
erste Antwortnachricht (ChangeIP und ChangePort nicht gesetzt) zu empfangen.
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Empfangene Antworten Filterverhalten
Antwort von X:x (1) Adressen- und Port-abha¨ngig
Antwort von X:x (1) und X:y (2) Adressen-abha¨ngig
Antwort von X:x (1) und Y:x (3) Port-abha¨ngig
Antwort von X:x (1), X:y, (2) Y:x (3), Y:y (4) Endpunkt-unabha¨ngig
Tabelle 3.2: Zusammenhang zwischen empfangenen Antworten und Filterverhalten
Um die verbliebenen drei Nachrichten zu senden, muss der MFB Server jeweils eine
neue TCP Verbindung zum MFB Client aufbauen.
Die initiale TCP Verbindung wird zusa¨tzlich noch verwendet, um den TCP Se-
quenznummerntest durchzufu¨hren. Um den TCP Sequenznummerntest durchfu¨hren
zu ko¨nnen, wird ein Raw Socket beno¨tigt, der ausgehende TCP Pakete mitlesen
kann. Aufgrund dessen, dass der Zugriff auf solch einen Raw Socket unter den meis-
ten Betriebssystemen Administratorrechte beno¨tigt, ist dieser Test mo¨glicherweise
nicht in allen Fa¨llen durchfu¨hrbar. Ist ein Raw Socket verfu¨gbar, wird der TCP Se-
quenznummerntest durchgefu¨hrt. Der MFB Client setzt hierfu¨r das SequenceNum-
ber Request Attribut und liest die TCP Sequenznummer des TCP Pakets aus mit
dem die BindingRequest Nachricht gesendet wurde. Auf der anderen Seite liest der
Server die TCP Sequenznummer der eingehenden TCP Nachrichten aus und setzt
die ausgelesene TCP Sequenznummer als Wert des SequenceNumber Attributs in
die Antwortnachricht. Durch einen Vergleich der beiden Sequenznummern kann der
MFB Client feststellen, ob der NAT Router die TCP Sequenznummern a¨ndert. Zu-
sa¨tzlich zum TCP Sequenznummerntest wird, wenn ein Raw Socket zur Verfu¨gung
steht, das Verhalten eines TCP Sockets u¨berpru¨ft, wenn dieser geschlossen wird.
Hierfu¨r initiiert der Client von einer beliebigen lokalen Portnummer aus einen TCP
Verbindungsaufbau zum MFB Server. Anschließend wird der Socket direkt wieder
geschlossen und mit Hilfe des Raw Socket u¨berpru¨ft, ob eine Fehlernachricht gesen-
det wurde.
Wenn der Client das Attribut FirewallResponse Request in einer der BindingRequest
Nachrichten gesetzt hat, fu¨hrt der MFB Server den Test fu¨r das Filterantwortver-
halten durch. Abha¨ngig davon u¨ber welches Transportprotokoll die BindingRequest
Nachricht empfangen wurde, sendet der MFB Server entweder einige UDP Pakete an
zufa¨llig gewa¨hlte externe Portnummern des MFB Clients oder versucht eine TCP
Verbindung herzustellen. Der Server wartet anschließend eine bestimmte Zeit auf
eine Antwort des NAT Routers. Wenn die ausgewa¨hlten Portnummern nicht zufa¨l-
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Externer IP Endpunkt Portzuordnungsverhalten
MA(X:x ) = MA(X:y) = MA(Y:y) Endpunkt-unabha¨ngig
MA(X:x ) = MA(X:y) ≠ MA(Y:y) Adressen-abha¨ngig
MA(X:x ) ≠ MA(X:y) = MA(Y:y) Port-abha¨ngig
MA(X:x ) ≠ MA(X:y) ≠ MA(Y:y) Adressen- und Port-abha¨ngig
Tabelle 3.3: Zusammenhang zwischen ermittelten externen IP Endpunkten und dem
Portzuordnungsverhalten
lig zugeordnet sind und ein Endpunkt-unabha¨ngiges Filterverhalten haben, kann der
Server ermitteln, ob der NAT Router Pakete ohne Antwort verwirft, mit einer ICMP
Nachricht oder einer TCP RST Nachricht antwortet. Das Ergebnis dieses Tests wird
in die Antwortnachricht als Wert des Attributs FirewallResponse gesetzt.
Am Ende dieser Phase hat der Client Informationen u¨ber das Filterverhalten, das
Filterantwortverhalten, die Verfu¨gbarkeit eines Raw Sockets, das Verhalten eines
TCP Sockets, wenn dieser geschlossen wird, sowie das Ergebnis des Sequenznum-
merntests. Zusa¨tzlich zu diesen Informationen kennt der Client auch seinen externen
IP Endpunkt E:e, der als Wert des Mapped Address Attributes vom MFB Server ge-
setzt wurde.
Dritte Phase
Wa¨hrend der dritten Phase ermittelt der Client das Portzuordnungs- und das Port-
auswahlverhalten sowie die Unterstu¨tzung des NAT Routers fu¨r Hairpinning. Der
Client sendet hierfu¨r neue BindingRequest Nachrichten an die IP Endpunkte X:x,
X:y und Y:y des MFB Servers. Um diese Nachrichten zu senden, werden diesel-
ben Sockets mit denselben Portnummern verwendet wie in der zweiten Phase. Im
Gegensatz zum Filtertest ist in keiner dieser Nachrichten eines der beiden Flags
ChangeIP und ChangePort gesetzt. Der Server wird dementsprechend fu¨r alle Ant-
wortnachrichten den IP Endpunkt verwenden u¨ber den die jeweilige BindingRequest
Nachricht empfangen wurde.
Im Gegensatz zur zweiten Phase wird beim Test fu¨r das Portzuordnungsverhal-
ten fu¨r jede gesendete BindingRequest Nachricht eine Antwort empfangen. Sobald
der Client alle Antwortnachrichten empfangen hat, kann das Portzuordnungsverhal-
ten bestimmt werden. Zu diesem Zweck werden die externen IP Endpunkte aus
den Mapped Address Attributen miteinander verglichen. In Tabelle 3.3 sind die
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mo¨glichen Werte der Mapped Address Attribute und das dazugeho¨rige Portzuord-
nungsverhalten dargestellt. Wenn beispielsweise alle IP Endpunkte der empfange-
nen Mapped Address Attribute gleich sind, so hat der NAT Router ein Endpunkt-
unabha¨ngiges Portzuordnungsverhalten. Zusa¨tzlich wird u¨berpru¨ft, ob die lokale
Portnummer gleich der externen Portnummer ist. Wenn dies der Fall ist, so un-
terstu¨tzt der NAT Router die Eigenschaft der Porterhaltung. Dies gilt fu¨r UDP als
auch fu¨r TCP.
Nachdem das Portzuordnungsverhalten bestimmt wurde, wird sofern das ermittelte
Portzuordnungsverhalten kein Endpunkt-unabha¨ngiges Verhalten ist, bestimmt, ob
das Portauswahlverhalten vorhersagbar ist oder nicht. Hierfu¨r wird u¨berpru¨ft, ob
die vom NAT Router verwendeten externen Portnummern in einem kleinen Intervall
(z.B. 10) liegen.
Parallel zur Bestimmung des Portzuordnungs- und Portauswahlverhaltens wird er-
mittelt, ob der NAT Router Hairpinning unterstu¨tzt. Zum diesem Zweck wird der
externe IP Endpunkt beno¨tigt, der in der zweiten Phase ermittelt wurde. Der Client
versucht ein Paket an seinen eigenen externen IP Endpunkt E:e zu senden. Hierfu¨r
wird intern ein neuer Socket mit einer bisher nicht genutzten internen Portnummer
verwendet. Der NAT Router unterstu¨tzt Hairpinning, wenn der Client in der Lage
ist, dass selbst gesendete UDP Paket zu empfangen bzw. den TCP Verbindungsauf-
bau erfolgreich durchzufu¨hren.
Nachdem alle Tests durchgefu¨hrt wurden, hat der Client am Ende dieser Phase das
Portzuordnungs- und Portauswahlverhalten sowie die Unterstu¨tzung fu¨r die Porter-
haltung und fu¨r Hairpinning ermittelt.
3.3.3 Peer-to-Peer MFB
In diesem Abschnitt wird beschrieben wie das MFB Protokoll, das in den vorherigen
Abschnitten vorgestellt wurde, in einem Peer-to-Peer-basierten System eingesetzt
werden kann. Das Ziel hierbei ist es, dass die Peers des Peer-to-Peer Netzwerks den
MFB Dienst zur Verfu¨gung stellen. Hierdurch kann die Notwendigkeit von dedizier-
ten MFB Servern reduziert werden. Hierbei ergeben sich drei Herausforderungen,
die im Folgenden na¨her betrachtet werden.
Die erste Herausforderung besteht darin, die o¨ffentlichen IP Endpunkte der Peers,
die den MFB Dienst zur Verfu¨gung stellen (MFB Peers) zu ermitteln. Allerdings
ist diese Herausforderung vergleichbar mit der Herausforderung einen aktiven Peer
zu finden, um einem Peer-to-Peer Netzwerk beizutreten. Daher ko¨nnen bekannte
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Bootstrapping-Verfahren (siehe beispielsweise [20, 45, 46]) verwendet werden, um
die Adressen von aktiven MFB Peers zu ermitteln.
Die na¨chste Herausforderung besteht in der Tatsache, dass Peers in den meisten
Fa¨llen einen NAT Router verwenden und somit nicht direkt erreichbar sind. Eine
Anforderung an einen MFB Peer ist, dass dieser auf zwei externen Portnummern er-
reichbar sein muss. Dies kann entweder mittels manueller Portweiterleitung, UPnP
oder durch ein Endpunkt-unabha¨ngiges Filterverhalten erreicht werden. Durch die-
se Anforderungen wird die Anzahl der mo¨glichen MFB Peers reduziert. Allerdings
werden Peers mit dieser Anforderungen unabha¨ngig vom MFB Dienst in einem Peer-
to-Peer Netzwerk beno¨tigt (z.B. Bootstrapping oder fu¨r die Kommunikation mittels
Mittelsmann), so dass davon ausgegangenen werden kann, das Peers mit diesen Ei-
genschaften existieren.
Die dritte und letzte Herausforderung liegt darin, dass Peers sehr selten mehr als
eine o¨ffentliche IP Adresse haben. In diesem Fall wa¨re ein MFB Peer nicht in der
Lage eine Antwortnachricht auf eine BindingRequest Nachricht zu senden, in der
das ChangeIP Flag gesetzt ist. Damit trotzdem eine Antwortnachricht an den an-
fragenden MFB Client gesendet werden kann, wird der Nachrichtendienst, der vom
Peer-to-Peer Netzwerk bereitgestellt wird, verwendet. Der MFB Peer, der die An-
frage erhalten hat, setzt das ChangeIP Flag der Nachricht zuru¨ck und leitet diese
Nachricht an einen Peer mit dem er direkt verbunden ist (z.B. ein Peer aus seiner
Nachbarschaft). Dieser Peer kann dann eine Antwortnachricht erstellen und diese
u¨ber seinen externen IP Endpunkt an den MFB Client zuru¨ck senden.
Dieser Ansatz bietet einige Vorteile. Der Peer, an den diese BindingRequest Nach-
richt weitergeleitet wird, muss nicht direkt erreichbar sein, um eine ausgehende Bin-
dingResponse Nachricht zu senden. Peers, die bereits im Peer-to-Peer Netzwerk in-
tegriert sind, ko¨nnen u¨ber den Peer-to-Peer Nachrichtendienst eine weitergeleitete
BindingRequest Nachricht empfangen. Aufgrund dessen, dass die BindingRequest
Nachricht an jeden beliebigen Peer weitergeleitet werden kann, muss ein MFB Peer
nicht aktiv nach einem speziellen Peer suchen und die Verbindung mit ihm auf-
rechterhalten. Hierdurch ko¨nnen Verwaltungsaufwand und entsprechende Nachrich-
ten eingespart werden.
Es existiert bei dem vorgestellten Ansatz eine mo¨gliche Einschra¨nkung bei der Be-
stimmung des Filterverhaltens. Wenn ein Peer, der eine weitergeleitete BindingRe-
quest Nachricht empfa¨ngt in der nur das ChangeIP Flag gesetzt ist, sich hinter
einem NAT Router befindet, der keine Porterhaltung unterstu¨tzt, kann nicht sicher-
gestellt werden, dass beide Peers dieselbe externe Portnummer verwenden. Hierdurch
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ist es mo¨glich, dass der Client die Nachricht nicht empfa¨ngt oder fa¨lschlicherweise
ein Port-abha¨ngiges Filterverhalten als ein Adressen- und Port-abha¨ngiges Filter-
verhalten interpretiert. Um dies zu vermeiden, sollte ein MFB Peer die Nachricht
nur an einen Peer weiterleiten, dessen lokale Portnummer auch als externe Port-
nummer verwendet wird (Porterhaltung). In Abschnitt 3.5 wird gezeigt, dass ein
Port-abha¨ngiges Filterverhalten nur eine sehr geringe praktische Relevanz hat, so
dass die beschriebene Einschra¨nkung in der Praxis vernachla¨ssigt werden kann.
3.3.4 Auswahl des zu verwendenden NAT Traversal Verfahrens
Nachdem in den vorherigen Abschnitten das MFB Protokoll und die wa¨hrend der
Ausfu¨hrung des Protokolls ermittelten Eigenschaften eines NAT Routers beschrieben
wurden, wird im folgenden Abschnitt beschrieben, wie diese Eigenschaften verwen-
det werden. Anhand der ermittelten Eigenschaften sowie der jeweiligen Bedingungen
der verschiedenen NAT Traversal Verfahren (siehe Abschnitt 3.2.2) wird ein Regel-
werk definiert, anhand dessen entschieden werden kann, welches Verfahren in einem
konkreten Fall angewendet werden sollte. Zusa¨tzlich zu der Entscheidung, welches
Verfahren eingesetzt werden sollte, werden basierend auf den ermittelten Eigenschaf-
ten einige Verfahren parametrisiert, um die Erfolgswahrscheinlichkeit zu erho¨hen.
Welche Verfahren wie parametrisiert werden, wird im weiteren Verlauf dieses Ab-
schnitts na¨her beschrieben.
Das Regelwerk, das in diesem Abschnitt vorgestellt wird, wird nicht alle Verfahren,
die in dieser Arbeit betrachtet wurden, beru¨cksichtigen. Warum die Verfahren Ver-
bindungsumkehrung, NUTSS(a), P2PNAT und NATBLASTER nicht Bestandteil
des Regelwerks sind, wird im Folgenden erla¨utert.
Das in Abschnitt 2.6.2 vorgestellte Verfahren der Verbindungsumkehrung ist kein
eigensta¨ndiges Verfahren, sondern ein Spezialfall des direkten Verbindungsaufbaus.
Die Verbindungsumkehrung ist ein direkter Verbindungsaufbau mit getauschten Rol-
len von A und B. Da dieser Rollentausch bei jedem Verfahren mo¨glich ist, werden
im Regelwerk nur die eigentlichen Verfahren betrachtet. Der Rollentausch wird fu¨r
alle Verfahren gemeinsam betrachtet.
Das Verfahren NUTSS(a) wird fu¨r das Regelwerk nicht betrachtet, da dieses Ver-
fahren auf IP-Spoofing basiert. Unter der Annahme, dass Internet Service Provider
Ingress [26] und Egress Filter einsetzen, um Nachrichten, die mittels IP-Spoofing
gesendet wurden, herauszufiltern, ist der Einsatz dieses Verfahrens in der Praxis
deutlich eingeschra¨nkt (siehe Abschnitt 2.2.3).
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Eine Verbindung mit Hilfe des Verfahrens P2PNAT herzustellen setzt voraus, dass
beide Kommunikationspartner den Verbindungsaufbau zur selben Zeit initiieren. Im
Gegensatz zu den anderen Verfahren, ist bei diesem Verfahren die Zeitspanne fu¨r
die Synchronisation geringer (siehe Abschnitt 3.2.2). In der Praxis ist die Einhal-
tung der Zeitspanne schwer zu gewa¨hrleisten, da man beispielsweise keinen Einfluss
auf unterschiedliche Routing Pfade oder das Scheduling des Betriebssystems hat.
Zusa¨tzlich zu der Synchronisation hat P2PNAT ho¨here Anforderungen an die TCP
Zustandsfilterung der involvierten NAT Router im Vergleich zu NUTSS(b), welches
Bestandteil des Regelwerks ist. Aus diesen Gru¨nden ist das Verfahren P2PNAT nicht
Bestandteil des Regelwerks.
Das letzte Verfahren, das nicht Bestandteil des Regelwerks ist, ist NATBLASTER.
Die Bedingungen, die erfu¨llt sein mu¨ssen, um mit dem Verfahren NATBLASTER
erfolgreich eine Verbindung herzustellen, sind eine Obermenge der Bedingungen des
Verfahrens SYNI. Daher wu¨rde das Verfahren nie ausgewa¨hlt und dementsprechend
ist es kein Bestandteil des Regelwerks.
Im Folgenden werden die Regeln zur Auswahl, der fu¨r das Regelwerk relevanten
Verfahren (direkter Verbindungsaufbau, NUTSS(b), SYNI sowie UDP Hole Pun-
ching) na¨her betrachtet. Bei diesen Regeln wird davon ausgegangen, dass A eine
Verbindung zu B aufbauen mo¨chte. A kann hierbei entscheiden, ob eine verla¨ssli-
che Verbindung (TCP oder RUDP) oder ein unverla¨sslicher Nachrichtenaustausch
per UDP gewu¨nscht wird. Zu diesem Zweck besteht das Regelwerk aus zwei ver-
schiedenen Teilen: ein Teil fu¨r TCP und ein Teil fu¨r UDP. Das Regelwerk fu¨r UDP
wird auch angewendet, wenn versucht wird eine Verbindung per RUDP herzustellen.
Abha¨ngig von den ermittelten Eigenschaften, ko¨nnen die Rollen von A und B bei
jedem Verfahren getauscht werden, wodurch die Richtung des Verbindungsaufbaus
umgekehrt wird. Hierfu¨r ist es allerdings notwendig, dass A in der Lage ist B u¨ber
den Verbindungswunsch zu informieren, so dass B dann das ausgewa¨hlte Verfahren
initiieren kann. Da die meisten Verfahren einen gemeinsamen Kommunikationskanal
beno¨tigten um Aktionen zu koordinieren oder Informationen auszutauschen, kann
dieser Kanal auch verwendet werden, um einen umgekehrten Verbindungsaufbau zu
initiieren.
Die aufgestellten Regeln werden in der Reihenfolge ausgewertet, in der sie im Regel-
werk aufgelistet sind. Jede Regel wird mit den Standardrollen (A initiiert) sowie mit
getauschten Rollen (B initiiert) ausgewertet. Die erste Regel, bei der alle Eigenschaf-
ten erfu¨llt sind, wird angewendet und somit das entsprechende Verfahren ausgefu¨hrt.
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Sollte mit dem ausgewa¨hlten Verfahren keine Verbindung hergestellt werden ko¨nnen,
wird das Regelwerk nach der zuletzt angewandten Regel weiter ausgewertet.
Regelwerk fu¨r TCP Im Folgenden wird das Regelwerk fu¨r TCP na¨her betrach-
tet. Das erste Verfahren, das fu¨r dieses Regelwerk betrachtet wird, ist der direkte
Verbindungsaufbau. Bei diesem Verfahren muss B direkt erreichbar sein. Die Eigen-
schaft, dass B direkt erreichbar ist, ist erfu¨llt, wenn RB ein Endpunkt-unabha¨ngiges
Filterverhalten hat oder wenn B durch die Verfu¨gbarkeit von UPnP eine Portweiter-
leitung erstellen kann. Ist B mittels TCP direkt erreichbar, so kann A eine direkte
Verbindung zu B mittels TCP aufbauen. Dieser Fall wird durch die folgenden Regeln
beschrieben:
1.EndpunktUnabhaengigesF ilterverhalten(B,TCP ) →Direkt(A,B,TCP )
2.UPnPV erfuegbar(B,TCP ) → PortweiterleitungErstellen(B,TCP )∧
Direkt(A,B,TCP )
(3.1)
Konnte keine der beiden Regeln angewendet werden, so kann unter weiteren Bedin-
gungen eine Verbindung mit dem direkten Verbindungsaufbau hergestellt werden.
Hierfu¨r muss RB ein Port-abha¨ngiges Filterverhalten aufweisen. Das bedeutet, dass
alle Pakete, die von einer bestimmten externen Portnummer aus gesendet werden,
vom Router weitergeleitet werden. Damit mit diesem Filterverhalten ein erfolgrei-
cher Verbindungsaufbau mo¨glich ist, muss A die verwendete externe Portnummer
von RA beeinflussen ko¨nnen. Damit A die verwendete externe Portnummer beein-
flussen kann, muss RA die Eigenschaft der Porterhaltung haben. Zusa¨tzlich muss
die beno¨tigte Portnummer auf der Seite von A verfu¨gbar sein, das bedeutet, dass
die Portnummer noch nicht zugeordnet sein darf. Wenn RB ein Port-abha¨ngiges Fil-
terverhalten hat und beispielsweise alle Pakete, die von der externen Portnummer
4000 gesendet werden an den internen Rechner B weiterleitet, muss RA die externe
Portnummer 4000 verwenden um Pakete an RB senden zu ko¨nnen. Verwendet A den
lokalen Port 4000 und RA unterstu¨tzt die Porterhaltung und zusa¨tzlich ist die exter-
ne Portnummer 4000 noch nicht zugeordnet, dann wird RA die externe Portnummer
4000 verwenden und es kann erfolgreich eine Verbindung aufgebaut werden. Dieser
Verbindungsaufbau wird durch die folgende Regel 3.2 beschrieben.
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3.PortAbhaengigesF ilterverhalten(B,TCP ) ∧ Porterhaltung(A,TCP )∧
PortV erfuegbar(A,TCP ) →Direkt(A,B,TCP )
(3.2)
Sollte es nicht mo¨glich sein mittels direkten Verbindungsaufbaus eine TCP Verbin-
dung herzustellen, muss eines der in Abschnitt 3.2 vorgestellten TCP Hole Punching
Verfahren eingesetzt werden. Alle TCP Hole Punching Verfahren setzen voraus, dass
der externe IP Endpunkt, der zur Kommunikation verwendet wird, verla¨sslich be-
stimmt werden kann. Hierfu¨r muss der NAT Router ein Endpunkt-unabha¨ngiges
Portzuordnungsverhalten haben oder das Portauswahlverhalten muss einem erkenn-
baren Muster folgen und so entsprechend vorhersagbar sein.
Sind die externen IP Endpunkte der beiden Kommunikationspartner bestimmbar,
ist die erste Bedingung fu¨r die beiden TCP Hole Punching Verfahren NUTSS(b)
und SYNI erfu¨llt. An dieser Stelle des Regelwerks muss nun entschieden werden,
welches dieser beiden Hole Punching Verfahren in einer bestimmten Situation ver-
wendet werden sollte. Beide Verfahren haben unterschiedliche Anforderungen an
die TCP Zustandsfilterung, der beim Verbindungsaufbau involvierten NAT Rou-
ter. Allerdings wird das Verhalten der TCP Zustandsfilterung nicht durch das MFB
Protokoll bestimmt (siehe Abschnitt 3.3.1). Ohne die Informationen u¨ber die Zu-
standsfilterung ist es allerdings nicht mo¨glich eine verla¨ssliche Aussage daru¨ber zu
treffen mit welchem Verfahren eine Verbindung hergestellt werden kann. An die-
ser Stelle wird daher die Reihenfolge der Regeln in Abha¨ngigkeit der allgemeinen
Erfolgswahrscheinlichkeit festgelegt. In Abschnitt 3.5.1 wird gezeigt, dass das Ver-
fahren SYNI im Allgemeinen die ho¨chste Erfolgswahrscheinlichkeit aufweist. Infolge
dessen wird erst u¨berpru¨ft, ob das Verfahren SYNI angewendet werden kann und
anschließend werden die Eigenschaften fu¨r NUTSS(b) u¨berpru¨ft.
4.ExternerIPEPBestimmbar(A,TCP ) ∧RawSocket(A)∧
NoTCPSeqChange(A) ∧ExternerIPEPBestimmbar(B,TCP )∧
RawSocket(B) ∧ SilentDrop(B,TCP ) → SY NIStandardTTL(A,B)
5.ExternerIPEPBestimmbar(A,TCP ) ∧RawSocket(A)∧
NoTCPSeqChange(A) ∧ExternerIPEPBestimmbar(B,TCP )∧
RawSocket(B) → SY NI(A,B)
(3.3)
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In Abschnitt 3.2.1 wurde beschrieben, dass beim Verfahren SYNI die TTL wa¨hrend
des Verbindungsaufbaus auf der Seite von A gea¨ndert werden muss. Wenn RB ein
Filterantwortverhalten vom Typ ohne Antwort verwerfen (SilentDrop) hat, ist die
TTL Modifikation allerdings nicht notwendig, da das ausgehende SYN mit Standard
TTL keine Auswirkungen hat. In diesem Fall kann das SYNI Verfahren in einer
modifizierten Variante mit Standard TTL ausgefu¨hrt werden (siehe Regel 3.3).
Sollte das Verfahren SYNI aufgrund der durch das MFB Protokoll ermittelten Ei-
genschaften nicht eingesetzt werden ko¨nnen, wird als na¨chstes u¨berpru¨ft, ob das
Verfahren NUTSS(b) eingesetzt werden kann. Voraussetzung fu¨r NUTSS(b) ist, dass
der verwendete Socket kein TCP RST sendet, wenn dieser geschlossen wird. A¨quiva-
lent zum Verfahren SYNI kann NUTSS(b) das erste SYN Paket mit einem Standard
TTL Wert senden, wenn RB auf dieses Paket nicht mit einer Fehlernachricht reagiert
(siehe Regel 3.4).
6.ExternerIPEPBestimmbar(A,TCP ) ∧ SocketSchliessenKeinRST (A)∧
ExternerIPEPBestimmbar(B,TCP ) ∧ SilentDrop(B,TCP )
→ NUTSSStandardTTL(A,B)
7.ExternerIPEPBestimmbar(A,TCP ) ∧ SocketSchliessenKeinRST (A)∧
ExternerIPEPBestimmbar(B,TCP ) → NUTSS(A,B)
(3.4)
Sollte der Socket beim Schließen ein TCP RST senden, so kann auch NUTSS(b) in
einer weiteren modifizierten Variante ausgefu¨hrt werden, wenn A einen Raw Socket
zur Verfu¨gung hat. In diesem Fall wu¨rde mit Hilfe des Raw Sockets das erste SYN
Paket gesendet, so dass hierfu¨r kein Socket geo¨ffnet und anschließend wieder ge-
schlossen werden muss.
8.ExternerIPEPBestimmbar(A,TCP ) ∧RawSocket(A)∧
ExternerIPEPBestimmbar(B,TCP ) ∧ SilentDrop(B,TCP )
→ NUTSSRawStandardTTL(A,B)
9.ExternerIPEPBestimmbar(A,TCP ) ∧RawSocket(A)∧
ExternerIPEPBestimmbar(B,TCP ) → NUTSSRaw(A,B)
(3.5)
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Diese Variante ist in Regel 3.5 darstellt und la¨sst sich ebenso wie die urspru¨ngliche
Version in einer Variante mit Standard TTL verwenden.
Im Folgenden ist das gesamte Regelwerk fu¨r TCP (siehe Regel 3.6) zusammenfassend
dargestellt.
1.EndpunktUnabhaengigesF ilterverhalten(B,TCP ) →Direkt(A,B,TCP )
2.UPnPV erfuegbar(B,TCP ) → PortweiterleitungErstellen(B,TCP )∧
Direkt(A,B,TCP )
3.PortAbhaengigesF ilterverhalten(B,TCP ) ∧ Porterhaltung(A,TCP )∧
PortV erfuegbar(A,TCP ) →Direkt(A,B,TCP )
4.ExternerIPEPBestimmbar(A,TCP ) ∧RawSocket(A)∧
NoTCPSeqChange(A) ∧ExternerIPEPBestimmbar(B,TCP )∧
RawSocket(B) ∧ SilentDrop(B,TCP ) → SY NIStandardTTL(A,B)
5.ExternerIPEPBestimmbar(A,TCP ) ∧RawSocket(A)∧
NoTCPSeqChange(A) ∧ExternerIPEPBestimmbar(B,TCP )∧
RawSocket(B) → SY NI(A,B)
6.ExternerIPEPBestimmbar(A,TCP ) ∧ SocketSchliessenKeinRST (A)∧
ExternerIPEPBestimmbar(B,TCP ) ∧ SilentDrop(B,TCP )
→ NUTSSStandardTTL(A,B)
7.ExternerIPEPBestimmbar(A,TCP ) ∧ SocketSchliessenKeinRST (A)∧
ExternerIPEPBestimmbar(B,TCP ) → NUTSS(A,B)
8.ExternerIPEPBestimmbar(A,TCP ) ∧RawSocket(A)∧
ExternerIPEPBestimmbar(B,TCP ) ∧ SilentDrop(B,TCP )
→ NUTSSRawStandardTTL(A,B)
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9.ExternerIPEPBestimmbar(A,TCP ) ∧RawSocket(A)∧
ExternerIPEPBestimmbar(B,TCP ) → NUTSSRaw(A,B)
(3.6)
Regelwerk fu¨r UDP Nachdem alle Regeln zur Auswahl eines TCP basierten Ver-
fahrens betrachtet wurden, wird im Folgenden das Regelwerk fu¨r UDP na¨her be-
trachtet. Dieses Regelwerk wird verwendet, wenn explizit ein UDP Nachrichtenaus-
tausch gewu¨nscht wird oder wenn versucht wird eine RUDP Verbindung als Alter-
native zu einer TCP Verbindung aufzubauen.
Analog zum Regelwerk fu¨r TCP wird als erstes u¨berpru¨ft, ob ein direkter Verbin-
dungsaufbau mo¨glich ist. Sollte B direkt per UDP erreichbar sein, so kann A B direkt
per UDP kontaktieren (siehe Regel 3.7). Auch hier bedeutet direkt erreichbar, dass
RB ein Endpunkt-unabha¨ngiges Filterverhalten hat oder B durch die Verfu¨gbarkeit
von UPnP eine Portweiterleitung erstellen kann.
1.EndpunktUnabhaengigesF ilterverhalten(B,UDP ) →Direkt(A,B,UDP )
2.UPnP (B,UDP ) → PortweiterleitungErstellen(B,UDP ) ∧Direkt(A,B,UDP )
(3.7)
Ist B nicht direkt per UDP erreichbar, so kann a¨quivalent zum direkten Verbin-
dungsaufbau bei TCP ein direkter Nachrichtenaustausch per UDP hergestellt wer-
den, wenn RB ein Port-abha¨ngiges Filterverhalten hat und RA die Porterhaltung
unterstu¨tzt (siehe Regel 3.8).
3.PortAbhaengigesF ilterverhalten(B,UDP ) ∧ Porterhaltung(A,UDP )∧
PortV erfuegbar(A,UDP ) →Direkt(A,B,UDP )
(3.8)
Fu¨r den Fall, dass keine der vorherigen Regeln fu¨r UDP angewendet werden konnte,
wird als na¨chstes gepru¨ft, ob das Verfahren UDP Hole Punching angewendet werden
kann. Hierbei mu¨ssen auf beiden Seiten die externen IP Endpunkte bestimmbar sein.
Analog zu den Verfahren SYNI und NUTSS(b) kann dieses Verfahren mit einem
geringen TTL Wert als auch mit dem Standard TTL Wert ausgefu¨hrt werden (siehe
Regel 3.9).
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4.ExternerIPEPBestimmbar(A,UDP ) ∧ SilentDrop(B,UDP )∧
ExternerIPEPBestimmbar(B,UDP )
→ UDPHolePunchingStandardTTL(A,B)
5.ExternerIPEPBestimmbar(A,UDP ) ∧ExternerIPEPBestimmbar(B,UDP )
→ UDPHolePunching(A,B)
(3.9)
Das vollsta¨ndige Regelwerk fu¨r UDP ist in Regel 3.10 zusammengefasst.
1.EndpunktUnabhaengigesF ilterverhalten(B,UDP ) →Direkt(A,B,UDP )
2.UPnP (B,UDP ) → PortweiterleitungErstellen(B,UDP ) ∧Direkt(A,B,UDP )
3.PortAbhaengigesF ilterverhalten(B,UDP ) ∧ Porterhaltung(A,UDP )∧
PortV erfuegbar(A,UDP ) →Direkt(A,B,UDP )
4.ExternerIPEPBestimmbar(A,UDP ) ∧ SilentDrop(B,UDP )∧
ExternerIPEPBestimmbar(B,UDP )
→ UDPHolePunchingStandardTTL(A,B)




Nachdem im vorherigen Abschnitt das MFB Protokoll, dessen Adaption fu¨r Peer-to-
Peer Netzwerke sowie das Regelwerk zur Auswahl eines NAT Traversal Verfahrens
beschrieben wurden, werden im Folgenden verwandte Arbeiten in diesem Bereich
na¨her betrachtet. Die vorgestellten Arbeiten werden u¨ber die in Abschnitt 3.3.1
definierten Anforderungen mit dem MFB Protokoll verglichen.
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Wie in Abschnitt 2.5 beschrieben, handelt es sich bei dem klassischen STUN Pro-
tokoll um ein simples auf UDP basierendes Protokoll, um das Vorhandensein und
Verhalten eines NAT Routers zu bestimmen. Im Gegensatz zum MFB Protokoll
verwendet das klassische STUN Protokoll eine eigene Klassifikation und kann damit
nur zwischen vier NAT Typen Full Cone, Restricted Cone, Port Restricted Cone
und Symmetric NAT unterscheiden. Diese Klassifikation ist zu restriktiv, so dass
nicht alle Router exakt mit dieser Klassifikation beschrieben werden ko¨nnen [68].
Diese Restriktion resultiert daraus, dass nur vier Typen verwendet werden, wobei
das Portzuordnungs- und Filterverhalten, wie in [68] und Abschnitt 2.4 beschrieben,
16 verschiedene Verhaltensweisen unterscheidet. In Tabelle 2.3 sind die klassischen
STUN Typen und die entsprechenden Kombinationen aus Portzuordnungs- und Fil-
terverhalten dargestellt. Ein weiterer Unterschied ist, dass das klassische STUN Pro-
tokoll vollsta¨ndig auf UDP basiert. Daher ist das klassische STUN Protokoll nicht in
der Lage Informationen u¨ber das Verhalten beim Einsatz von TCP zu bestimmen.
In Bezug auf die definierten Anforderungen, erfu¨llt das klassische STUN Protokoll
keine der Anforderungen. Basierend auf dem klassischen STUN Protokoll existieren
weitere zahlreiche Vero¨ffentlichungen [57, 58, 70] zur Ermittlung von NAT Verhal-
tensweisen oder im Bereich NAT Traversal, welche allerdings alle auf der klassischen
STUN Klassifikation basieren. Daher ko¨nnen alle diese Ansa¨tze die Anforderungen
A2, A3 und A10 nicht erfu¨llen.
Eine weitere Arbeit in diesem Gebiet ist das auf dem klassischen STUN Protokoll
basierende STUNT Protokoll [30]. STUNT erweitert hierbei das klassische STUN
Protokoll um die Unterstu¨tzung fu¨r TCP, wodurch die Anforderung A10 erfu¨llt wird.
Allerdings werden auch von STUNT die Anforderungen A2 und A3 nicht erfu¨llt.
Das klassische STUN Protokoll wurde in einer nachfolgenden Arbeit [68] grundle-
gend u¨berarbeitet. Die neue Spezifikation ersetzt die NAT Klassifikation des klas-
sischen STUN Protokolls mit der Kombination aus Portzuordnungs- und Filterver-
halten [68]. Zusa¨tzlich wurde der Algorithmus zur Bestimmung des NAT Verhaltens
(siehe Abbildung 2.9) dahingehend reduziert, dass nur noch der externe IP Endpunkt
des Clients bestimmt werden kann. Das MFB Protokoll und das STUN Protokoll
verwenden somit die gleiche Klassifikation, allerdings kann das STUN Protokoll das
Verhalten gema¨ß der verwendeten Spezifikation nicht bestimmen. Daher erfu¨llt das
STUN Protokoll keine der aufgestellten Anforderungen.
MacDonald und Lowekamp haben in [52] ein Protokoll mit dem Namen NAT Beha-
vior Discovery Using STUN (NAT B.D.) vorgestellt. Hierbei haben die Autoren das
klassische STUN Protokoll so modifiziert, dass es das Verhalten eines NAT Routers
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Ansa¨tze A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11
STUN (klassisch) - - - - - - - - - - -
STUNT - - - - - - - - - ✓ -
STUN - - - - - - - - - - -
NAT B.D. - ✓ ✓ - - - - - - ✓ ✓
MFB Protokoll ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓






A7 TCP Sequenznummern Modifikation
A8 Verfu¨gbarkeit von Raw Sockets
A9 TCP RST nachdem der Socket geschlossen wurde
A10 Separate Ergebnisse fu¨r TCP und UDP
A11 Unterstu¨tzung von Hairpinning
Tabelle 3.4: Vergleich des MFB Protokolls mit verwandten Arbeiten
gema¨ß des Portzuordnungs- und Filterverhaltens [68] bestimmt. Zusa¨tzlich wurde
das Protokoll um die Unterstu¨tzung fu¨r TCP und die Bestimmung von Hairpinning
erweitert. Hierfu¨r verwendet das Protokoll andere Attribute als das klassische STUN
Protokoll und zusa¨tzlich wurden neue Attribute eingefu¨hrt, die als gefordert defi-
niert sind. Der Nachteil, der sich hieraus ergibt ist, dass das NAT B.D. Protokoll
inkompatibel zum klassischen STUN Protokoll ist, wodurch existierende klassische
STUN Server nicht verwendet werden ko¨nnen. Des Weiteren erfu¨llt das Protokoll
die Anforderungen A1 und A4 bis A9 nicht.
In Tabelle 3.4 sind abschließend alle verwandten Arbeiten sowie die Anforderungen,
wie sie in Abschnitt 3.3.1 definiert wurden, zusammengefasst.
3.4 Testumgebung
Um die in den vorherigen Abschnitten vorgestellten Protokolle und Verfahren zu
evaluieren, wurde im Rahmen dieser Arbeit eine spezielle Testumgebung entwickelt.
80 Kapitel 3 NAT Traversal
Diese Testumgebung besteht zum einem aus einem Hardwareaufbau und einer Soft-
warekomponente, die in den na¨chsten Abschnitten genauer betrachtet werden.
3.4.1 Hardware
Der Hardwareaufbau besteht aus zwei Kommunikationspartnern, zwei Servern und
einer Menge von NAT Routern, wie in Abbildung 3.8 dargestellt. Jeder NAT Router
verfu¨gt u¨ber eine Schnittstelle fu¨r das Wide Area Network (WAN) und mindestens
eine Schnittstelle fu¨r das lokale Netzwerk (LAN). Das Protokoll, das von den NAT
Routern auf der Seite des WAN Anschlusses verwendet wird, ist das Point-to-Point
Protokoll (PPP), welches in Verbindung mit Ethernet verwendet wird (PPPoE).
Alle Router sind u¨ber den WAN Anschluss mit einem Switch und daru¨ber mit einem










Abbildung 3.8: Allgemeiner Hardwareaufbau der Testumgebung
Der PPPoE Server weist den NAT Routern, wenn sie sich registrieren, eine IP Adres-
se zu, die vom NAT Router als externe IP Adresse verwendet wird. Zusa¨tzlich dient
der PPPoE Server dazu, Pakete zwischen den einzelnen NAT Routern weiterzuleiten
und den Netzwerkverkehr zwischen diesen zu speichern. Der PPPoE Server sowie die
verwendeten NAT Router befinden sich im selben externen Netzwerk (172.30.1.0).
Zusa¨tzlich befindet sich im externen Netzwerk noch ein Rendezvous Server. Dieser
Server stellt den MFB Dienst zur Verfu¨gung, so dass Rechner A und Rechner B das
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Abbildung 3.9: Netzwerkaufbau der Testumgebung
Jeder NAT Router verfu¨gt zusa¨tzlich zu der externen IP Adresse aus dem externen
Netzwerk u¨ber eine IP Adresse aus einem privaten Netzwerk, das u¨ber die LAN
Schnittstelle erreichbar ist. Die beiden Kommunikationspartner verfu¨gen jeweils u¨ber
eine IP Adresse aus jedem der privaten Netzwerke (siehe Abbildung 3.9). Hierdurch
sind die Kommunikationspartner in der Lage mit jedem NAT Router u¨ber dessen
LAN Anschluss zu kommunizieren. In Abbildung 3.9 ist die Netzwerkstruktur des
gesamten Testsystems grafisch dargestellt.
3.4.2 Software
Basierend auf dem im vorherigen Abschnitt beschriebenen Hardwareaufbau wurde
eine Software entwickelt mit der NAT Traversal Verfahren automatisch mit verschie-
denen NAT Routern ausgefu¨hrt werden ko¨nnen. Im Folgenden wird eine Reihe von
Anforderungen definiert, die von der Software erfu¨llt werden muss. Anschließend
werden die Schnittstellen fu¨r die Implementierung der NAT Traversal Verfahren so-
wie der allgemeine Programmablauf beschrieben.
Automatische Nutzung der ausgewa¨hlten NAT Router Die Software soll in der
Lage sein ein NAT Traversal Verfahren mit einer beliebigen Kombination von NAT
Routern durchzufu¨hren. Nachdem eine Kombination von NAT Routern ausgewa¨hlt
wurde, muss sicherstellt werden, dass die beiden Kommunikationspartner jeweils
einen der ausgewa¨hlten NAT Router fu¨r die Kommunikation verwenden.
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Ausfu¨hrung verschiedener NAT Traversal Verfahren Zusa¨tzlich zur Auswahl
einer beliebigen Kombination an NAT Routern, soll die Software in der Lage sein
jedes implementierte NAT Traversal Verfahren automatisch durchzufu¨hren. Neue
Verfahren sollen hierbei einfach integrierbar sein.
Bestimmung des externen IP Endpunkts Die meisten NAT Traversal Verfahren
beno¨tigen den externen IP Endpunkt von einem oder beiden Kommunikationspart-
nern. Daher soll die Software in der Lage sein, den externen IP Endpunkt fu¨r den
ausgewa¨hlten NAT Router zu bestimmen und diesen dem ausgewa¨hlten NAT Tra-
versal Verfahren zur Verfu¨gung zu stellen.
Gemeinsamer Kommunikationskanal Zusa¨tzlich zu der Bestimmung des exter-
nen IP Endpunkts beno¨tigen NAT Traversal Verfahren ha¨ufig einen gemeinsamen
Kommunikationskanal. Damit dieser Kommunikationskanal nicht fu¨r jedes Verfah-
ren neu entwickelt werden muss, muss die Software den NAT Traversal Verfahren
einen gemeinsamen Kommunikationskanal zur Verfu¨gung stellen.
Netzwerkmitschnitt Um eine aussagekra¨ftige und verla¨ssliche Evaluation der ein-
zelnen NAT Traversal Verfahren zu erhalten, wird ein Netzwerkmitschnitt beno¨-
tigt. Dieser Netzwerkmitschnitt muss die Kommunikation zwischen Kommunikati-
onspartner A und dem verwendeten NAT Router RA, zwischen RA und dem vom
Kommunikationspartner B verwendeten NAT Router RB sowie die Kommunikation
zwischen RB und B beinhalten. Hierdurch erst ist es mo¨glich eine exakte Aussage
daru¨ber zu treffen, warum ein Verfahren funktioniert hat oder warum nicht.
Schnittstellen
Nachdem im vorherigen Abschnitt die Anforderungen an die Software definiert wur-
den, wird im folgenden Abschnitt beschrieben, welche Schnittstelle die NAT Tra-
versal Verfahren implementieren mu¨ssen, damit diese mit der Software ausgefu¨hrt
werden ko¨nnen.
In der Auflistung 3.1 ist die allgemeine Schnittstelle beschrieben, die jedes NAT
Traversal Verfahren implementieren muss, damit es in der Testumgebung ausgefu¨hrt
werden kann. Die Implementierung eines Verfahrens besteht aus zwei verschiedenen
Teilen. Der erste Teil umfasst die Funktionalita¨t fu¨r den Kommunikationspartner A
und der zweite Teil die fu¨r den Kommunikationspartner B. Jeder Teil muss hierbei
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1 public interface INATTraversal
2 {
3 void StartHost(IPEndPoint localInternalIPEP , AsyncCallback <
ReturnInformationEventArgs > callback);
4 }
Auflistung 3.1: Allgemeine Schnittstelle fu¨r NAT Traversal Verfahren
die allgemeine Schnittstelle implementieren. Die Methode StartHost startet hierbei
asynchron das NAT Traversal Verfahren auf einem Rechner. Als Parameter werden
der Methode der lokale IP Endpunkt sowie ein Callback u¨bergeben. Der lokale IP
Endpunkt besteht zum einen aus einer IP Adresse, die aus dem privaten Netzwerk
des zu verwendenden NAT Routers stammt sowie einer ausgewa¨hlten lokalen Port-
nummer. Mit Hilfe des Callbacks wird signalisiert, wann das Verfahren beendet ist
und ob eine Verbindung aufgebaut werden konnte oder nicht.
1 public interface INATTraversalWithOoBCommunication
2 {
3 event EventHandler <SendMessageEventArgs > SendOoBMessage;
4
5 void HandleOoBMessage(byte[] msg);
6 }
Auflistung 3.2: Schnittstelle fu¨r die Nutzung eines gemeinsamen Kommunikationskanals
Einige der vorgestellten NAT Traversal Verfahren beno¨tigen einen gemeinsamen
Kommunikationskanal. Verfahren, die dies beno¨tigen, mu¨ssen zusa¨tzlich die Schnitt-
stelle, die in Auflistung 3.2 dargestellt ist, implementieren. Mit Hilfe des Ereignisses
SendOoBMessage kann das NAT Traversal Verfahren eine Nachricht an das aktu-
ell ausgefu¨hrte Verfahren des anderen Kommunikationspartners senden. Wenn die
Nachricht beim Kommunikationspartner angekommen ist, wird die Nachricht u¨ber
die Methode HandleOoBMessage an das aktuell ausgefu¨hrte Verfahren u¨bergeben.
1 public interface INATTraversalWithRemoteExternalIPEPRequired
2 {
3 IPEndPoint RemoteExternalIPEP { get; set; }
4 }
Auflistung 3.3: Schnittstelle fu¨r den externen IP Endpunkt
Zusa¨tzlich mu¨ssen einige NAT Traversal Verfahren die externen IP Endpunkte be-
stimmen und austauschen. Wenn ein Verfahren dies beno¨tigt, muss die in Auflis-
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tung 3.3 beschriebene Schnittstelle implementiert werden. Implementiert ein Verfah-
ren diese Schnittstelle, so wird der externe IP Endpunkt des Kommunikationspart-
ners von der Software ermittelt und an das NAT Traversal Verfahren u¨bergeben.
1 public interface INATTraversalWithRawSocket
2 {
3 WinPcapDevice RawSocket { get; set; }
4 }
Auflistung 3.4: Schnittstelle fu¨r Raw Sockets
NAT Traversal Verfahren wie beispielsweise NATBLASTER oder SYNI beno¨tigen
einen speziellen Raw Socket um eigene TCP Pakete zu senden. Implementiert ein
NAT Traversal Verfahren die Schnittstelle aus Auflistung 3.4, wird ein solcher Raw
Socket u¨ber die Eigenschaft RawSocket an das NAT Traversal Verfahren u¨berge-
ben.
1 public interface INATTraversalLowTTLSupported
2 {
3 bool UseLowTTL { get; set; }
4 }
Auflistung 3.5: Schnittstelle zur Verwendung eines geringen TTL Wertes
Einige NAT Traversal Verfahren ko¨nnen in einer Version mit einem Standard TTL
Wert oder einem geringen TTL Wert ausgefu¨hrt werden. Wenn ein Verfahren beide
Mo¨glichkeiten bietet, muss die in Auflistung 3.5 dargestellte Schnittstelle imple-
mentiert werden. Mit Hilfe der Eigenschaft UseLowTTL kann dem NAT Traversal
Verfahren signalisiert werden einen geringen TTL Wert anstatt des Standard TTL
Wertes zu verwenden.
Implementierung
Im folgenden Abschnitt wird die Implementierung der Softwarekomponente na¨her
erla¨utert und beschrieben, wie die in Abschnitt 3.4.2 aufgestellten Anforderungen
erfu¨llt werden. Die Software wurde in der Programmiersprache .NET C# implemen-
tiert und verwendet das Framework WinPcap [17]. Dieses Framework stellt einen
Raw Socket zur Verfu¨gung mit dem eigene TCP Pakete gesendet werden ko¨nnen.
Die Software besteht aus zwei zentralen Komponenten. Die erste Komponente ist
der Master, die auf Rechner A ausgefu¨hrt wird und die zweite Komponente ist der
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Slave, die auf Rechner B ausgefu¨hrt wird. Der Master koordiniert den gesamten
Ablauf und ist zusta¨ndig fu¨r die Auswahl der NAT Router und des auszufu¨hrenden
NAT Traversal Verfahrens. Alle NAT Traversal Verfahren, die mit Hilfe der Software
ausgefu¨hrt werden sollen, mu¨ssen hierbei die im vorherigen Abschnitt beschriebene
allgemeine Schnittstelle implementieren.





NAT Traversal Verfahren ausgewählt
Externe IP Endpunkte bestimmt und ausgetauscht







Abbildung 3.10: Ablaufdiagramm der Software
In Abbildung 3.10 ist der Programmlauf aus Sicht des Masters dargestellt. Im ersten
Schritt wird die Kommunikation zwischen dem Master und dem Slave hergestellt.
Anschließend wa¨hlt der Master die beiden NAT Router aus, die fu¨r den Testdurch-
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Abbildung 3.11: Screenshot der Software der Testumgebung
gang verwendet werden sollen. Zu diesem Zweck sendet der Master eine Nachricht
an den Slave. Anschließend werden vom Master und Slave entsprechende Eintra¨ge in
den Routing Tabellen der Betriebssysteme erstellt, so dass alle Pakete, die fu¨r den
Testdurchgang gesendet werden, immer an die ausgewa¨hlten NAT Router gesendet
werden.
Der na¨chste Schritt besteht darin, das NAT Traversal Verfahren auszuwa¨hlen und
wenn beno¨tigt, die externen IP Endpunkte zu bestimmen und auszutauschen. Bevor
das eigentliche NAT Traversal Verfahren ausgefu¨hrt wird, mu¨ssen der Master, der
Slave sowie der PPPoE Server den Netzwerkmitschnitt starten. Im Anschluss an
diesen Schritt wird das ausgewa¨hlte Verfahren gestartet.
Nachdem beide Kommunikationspartner das NAT Traversal Verfahren gestartet ha-
ben, wartet die Testsoftware darauf, dass das Verfahren terminiert. Konnte mit
dem ausgewa¨hlten NAT Traversal Verfahren eine Verbindung hergestellt werden,
werden von den beiden Kommunikationspartnern Daten u¨ber diese Verbindung aus-
getauscht. Unabha¨ngig davon, ob eine Verbindung aufgebaut werden konnte oder
nicht, werden nach dem Durchlauf, die Netzwerkmitschnitte vom PPPoE Server
sowie der vom Master und Slave zusammengefasst und gespeichert.
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Abbildung 3.12: Foto des Laboraufbaus der Testumgebung
Abschließend pru¨ft der Master, ob weitere Kombinationen von NAT Routern getes-
tet oder weitere NAT Traversal Verfahren durchgefu¨hrt werden sollen und startet
gegebenenfalls einen weiteren Durchlauf.
In Abbildung 3.11 ist ein Screenshot der Software dargestellt und Abbildung 3.12
zeigt ein Foto des Laboraufbaus der gesamten Testumgebung.
3.5 Evaluation
Im folgenden Abschnitt werden die Verfahren SYNI sowie das MFB Protokoll eva-
luiert. Das Verfahren SYNI wird hinsichtlich seiner Erfolgswahrscheinlichkeit unter
Verwendung verschiedener NAT Router evaluiert. Die Evaluation des MFB Pro-
tokolls umfasst die Bestimmung der Verhaltensweisen verschiedener NAT Router
sowie die Bestimmung der Erfolgswahrscheinlichkeit beim Verbindungsaufbau unter
Verwendung des in dieser Arbeit vorgestellten Regelwerks.
Um eine verla¨ssliche Evaluation des Verfahrens SYNI sowie des MFB Protokolls
durchzufu¨hren, wurde die Evaluation mit der im vorherigen Abschnitt vorgestellten
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Testumgebung durchgefu¨hrt. Mit Hilfe der Testumgebung ist es mo¨glich eindeutig zu
bestimmen, welche Pakete von welchem Router gesendet bzw. weitergeleitet wurden
und welche vom NAT Router entsprechend an den internen Rechner weitergeleitet
wurden. Fu¨hrt man die Evaluation in einer realen Umgebung z.B. dem Internet
durch, kann nur bestimmt werden, ob eine Verbindung aufgebaut wurde oder nicht.
Allerdings ist hierbei nicht ersichtlich, ob beispielsweise der NAT Router von A das
Paket nicht an den NAT Router von B weitergeleitet hat oder ob dieser das Paket
gefiltert hat.
Nummer Hersteller Modell Firmware Version
1 Netgear FM114P Version 1.4 Release 26
2 pfSense FreeBSD 1.2.3
3 AVM FRITZ!Box 7050 14.04.33
4 SMC 7004ABR Runtime Code: 1.00
Boot Code: V0.15T
5 IPCop Linux 1.4.20
6 Level One FBR-1415TX R1.94p0v
7 D-Link DI-604 D1 V3.02
8 SMC 7004VBR Runtime Code: R1.00
Boot Code: R1.0606.0707
9 Netgear RP614 v3 V6.0GR
10 Netgear FVS318 v3.0 26RC1
11 Digitus DN-11004-O 02.00.00.03
12 Asus RX3041 Runtime Code: V2.1.2.114
Boot Code: V0.1.5.24
13 SOHO IS104A B4 V2.00.0068
14 D-Link DI-604 B2 1.80
15 D-Link DIR-100 A1 v1.00DE
Tabelle 3.5: Verwendete NAT Router
Im Rahmen der Evaluation wurde die Testumgebung mit insgesamt 15 verschiedenen
NAT Routern verwendet. Die verwendeten Modelle sind in Tabelle 3.5 aufgelistet.
Alle NAT Router wurden vor der Evaluation auf die entsprechenden Werkseinstel-
lungen zuru¨ckgesetzt und außer der Konfiguration der PPPoE Daten und der Kon-
figuration der lokalen Netzwerke wurden keine Einstellungen gea¨ndert.
Wa¨hrend der Testla¨ufe wurde festgestellt, dass einige der verwendeten NAT Router
den TTL Wert nicht ordnungsgema¨ß dekrementieren. Um sicherzustellen, dass alle
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Pakete, die mit einem TTLWert von 2 gesendet werden, nicht beim Ziel NAT Router
ankommen, wurde beim PPPoE Server ein Linux Netzfilter verwendet. Dieser Filter
dekrementiert den TTL Wert von jedem Paket um den Wert 3. Hierdurch wird
sichergestellt, dass alle Pakete, die mit einem TTL Wert von 2 gesendet werden,
den Ziel NAT Router nicht erreichen und eine ICMP Nachricht vom Typ Zeitlimit
u¨berschritten erzeugt wird. In der Praxis liegen zwischen den NAT Routern RA und
RB in der Regel mehrere Stationen, so dass Pakete mit einem TTL Wert von 2 ihr
Ziel nicht erreichen.
3.5.1 SYNI
Um das TCP Hole Punching Verfahren SYNI zu evaluieren, wurde das Verfahren
entsprechend der in Abschnitt 3.4.2 beschriebenen Schnittstellen implementiert. Die
Testsoftware fu¨r die beiden Kommunikationspartner A und B wurde auf 2 Rech-
nern mit Windows 7 SP1 ausgefu¨hrt. Insgesamt wurden 15 NAT Router getestet, so
dass insgesamt 15 ⋅ 14 = 210 Testfa¨lle evaluiert wurden. Die Testergebnisse sind in
Tabelle 3.6 zusammengefasst. Durch die mit dem Testsystem erstellten Netzwerk-
mitschnitte konnte verifiziert werden, dass in allen Testfa¨llen das SYNI Verfahren
wie erwartet durchgefu¨hrt wurde. Im Folgenden werden die Ursachen fu¨r die nicht
erfolgreichen Testfa¨lle kurz betrachtet.
In 132 von 210 ausgefu¨hrten Testfa¨llen konnte mit dem Verfahren SYNI erfolgreich
eine TCP Verbindung hergestellt werden. Alle Testfa¨lle, in denen NAT Router 2 (pf-
Sense) oder NAT Router 12 (Asus RX3041 ) involviert waren sind fehlgeschlagen,
da bei beiden NAT Routern die verwendete externe Portnummer nicht bestimmt
werden konnte. Der Grund hierfu¨r ist, dass beide NAT Router ein Adressen- und
Port-abha¨ngiges Portzuordnungsverhalten sowie ein nicht vorhersagbares Portaus-
wahlverhalten haben (siehe Abschnitt 3.5.3). Die Bestimmung der verwendeten ex-
ternen Portnummer ist fu¨r alle Hole Punching Verfahren eine Voraussetzung, die
von beiden Routern nicht erfu¨llt wird.
Betrachtet man diese beiden NAT Router nicht, so ergeben sich 13 ⋅ 12 = 156 Test-
fa¨lle von denen 132 erfolgreich durchgefu¨hrt worden sind (84,6%). In allen anderen
fehlgeschlagenen Testfa¨llen wurden die NAT Router 5 (IPCop) oder NAT Router 6
(Level One FBR-1415TX ) als RB verwendet. Die Ursache dafu¨r, dass das Verfahren
SYNI in Verbindung mit IPCop als RB nicht erfolgreich war, lag an der Tatsache,
dass IPCop ein ausgehendes SYN-ACK Paket nach einem ausgehenden SYN Pa-
ket nicht weiterleitet, so dass die Bedingung B4 nicht erfu¨llt wird. A¨hnlich verha¨lt
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A/B 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 - × ✓ ✓ × × ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ✓
2 × - × × × × × × × × × × × × ×
3 ✓ × - ✓ × × ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ✓
4 ✓ × ✓ - × × ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ✓
5 ✓ × ✓ ✓ - × ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ✓
6 ✓ × ✓ ✓ × - ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ✓
7 ✓ × ✓ ✓ × × - ✓ ✓ ✓ ✓ × ✓ ✓ ✓
8 ✓ × ✓ ✓ × × ✓ - ✓ ✓ ✓ × ✓ ✓ ✓
9 ✓ × ✓ ✓ × × ✓ ✓ - ✓ ✓ × ✓ ✓ ✓
10 ✓ × ✓ ✓ × × ✓ ✓ ✓ - ✓ × ✓ ✓ ✓
11 ✓ × ✓ ✓ × × ✓ ✓ ✓ ✓ - × ✓ ✓ ✓
12 × × × × × × × × × × × - × × ×
13 ✓ × ✓ ✓ × × ✓ ✓ ✓ ✓ ✓ × - ✓ ✓
14 ✓ × ✓ ✓ × × ✓ ✓ ✓ ✓ ✓ × ✓ - ✓
15 ✓ × ✓ ✓ × × ✓ ✓ ✓ ✓ ✓ × ✓ ✓ -
Tabelle 3.6: Testergebnisse von SYNI mit einem TTL Wert von 2
es sich bei NAT Router 6. Dieser sendet zwar die ausgehende Sequenz SYN und
SYN-ACK, allerdings wird das anschließend eingehende ACK gefiltert, so dass die
Bedingung B4 nicht erfu¨llt ist. Solange nicht beide Kommunikationspartner einen
NAT Router verwenden, der dieses Verhalten zeigt, kann durch ein Rollentausch
von A und B eine Verbindung hergestellt werden. Betrachtet man die Erfolgswahr-
scheinlichkeit mit Rollentausch und ohne die NAT Router 2 und 12, ergibt sich eine
Erfolgswahrscheinlichkeit von 98,7%.
In weiteren Versuchen wurde festgestellt, dass der NAT Router 6 ein ausgehendes
SYN-ACK erlaubt, wenn zuvor kein ausgehendes SYN gesendet wurde. Anschließend
wird auch das eingehende ACK weitergeleitet (SYNI ohne Schritt 2). Allerdings wu¨r-
de das Weglassen des 2. Schritts bei den NAT Routern 1 und 10 dazu fu¨hren, dass
das Verfahren fehlschla¨gt, was zu einer insgesamt schlechteren Gesamterfolgswahr-
scheinlichkeit fu¨hrt.
Zusa¨tzlich zu den Labortests wurde das Verfahren SYNI in der Praxis getestet. Hier-
fu¨r wurde das Verfahren zwischen zwei Rechnern, die u¨ber zwei verschiedene NAT
Router und Internet Service Provider mit dem Internet verbunden waren, durchge-
fu¨hrt. Ein Rechner verwendete einen T-Com SpeedPort W701V NAT Router und
der zweite Rechner einen AVM FRITZ!Box 7140 NAT Router. In diesem Szenario
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wurde mit dem Netzwerk Diagnose Programm Traceroute der entsprechende geringe
TTL Wert ermittelt, der vom Rechner A beno¨tigt wird. Beide Rechner haben ihren
externen IP Endpunkt mit dem MFB Protokoll bestimmt und waren u¨ber einen
Rendezvous Server miteinander verbunden. Das Verfahren SYNI wurde in beiden
Richtungen erfolgreich durchgefu¨hrt.
Auch in diesem Szenario wurde u¨berpru¨ft, ob der 2. Schritt notwendig ist. Wurde
der FRITZ!Box 7140 NAT Router auf der Seite von Rechner B eingesetzt, war der 2.
Schritt nicht notwendig. Wenn allerdings der NAT Router T-Com SpeedPort W701V
auf der Seite von Rechner B einsetzt wurde, war dieser Schritt notwendig, da dieser
Router ein einzelnes ausgehendes SYN-ACK nicht erlaubt.
Standard TTL Das SYNI Verfahren kann, wie in Abschnitt 3.2.1 beschrieben, mit
einem Standard TTL Wert auf der Seite von A durchgefu¨hrt werden. Die Ergebnisse
dieser Variante sind in Tabelle 3.7 zusammengefasst.
A/B 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 - × ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ×
2 × - × × × ✓ ✓ ✓ × × × × × ✓ ×
3 ✓ × - ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ×
4 ✓ × ✓ - ✓ ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ×
5 ✓ × ✓ ✓ - ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ×
6 ✓ × ✓ ✓ ✓ - ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ×
7 ✓ × ✓ × ✓ ✓ - ✓ ✓ ✓ ✓ × ✓ ✓ ×
8 ✓ × ✓ × ✓ ✓ ✓ - ✓ ✓ ✓ × ✓ ✓ ×
9 ✓ × ✓ × ✓ ✓ ✓ ✓ - ✓ ✓ × ✓ ✓ ×
10 ✓ × ✓ × ✓ ✓ ✓ ✓ ✓ - ✓ × ✓ ✓ ×
11 ✓ × ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ - × ✓ ✓ ×
12 × × × × × ✓ ✓ ✓ × × ✓ - × ✓ ×
13 ✓ × ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × - ✓ ×
14 ✓ × ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × ✓ - ×
15 ✓ × ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ -
Tabelle 3.7: Testergebnisse von SYNI mit einem Standard TTL Wert
Die Ergebnisse dieser Variante unterscheiden sich bei machen Routern von denen
aus der ersten Varianten mit geringem TTL Wert. In einigen Testfa¨llen waren Ver-
bindungsversuche erfolgreich, in denen vorher keine Verbindung aufgebaut werden
konnte und umgekehrt.
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In allen Testfa¨llen, bei denen der NAT Router 15 auf der Seite von B verwendet wur-
de, konnten in dieser Variante keine Verbindungen hergestellt werden. Der Grund
hierfu¨r ist, dass der NAT Router 15 auf das ankommende SYN Paket mit einem TCP
RST Paket reagiert. In diesem Fall wird beim NAT Router 15 die Portzuordnung,
die zuvor von B ermittelt wurde, ungu¨ltig, so dass fu¨r das von B ausgehende SYN
und anschließende SYN-ACK Paket eine neue Portzuordung erstellt wird. Die Port-
nummer, die im SYN-ACK Paket, das bei A ankommt, verwendet wird, entspricht
somit nicht der erwarteten Portnummer und wird dementsprechend gefiltert.
Zusa¨tzlich zu den Testfa¨llen, in denen der NAT Router 15 als RB verwendet wurde,
sind die Verbindungsversuche bei denen die Router 7, 8, 9 und 10 als RA und der
NAT Router 4 als RB verwendet wurden fehlgeschlagen. Der NAT Router 4 antwor-
tet wie auch der NAT Router 15 mit einem TCP RST auf das ankommende SYN
Paket. In diesen Testfa¨llen sorgt das TCP RST allerdings nicht dafu¨r, dass eine neue
Portnummer auf der Seite von RB verwendet wird, sondern dass die NAT Router
7, 8, 9 und 10 aufgrund des ankommenden RST Pakets alle nachfolgenden Pakete
filtern.
Insgesamt hat die Variante mit einem Standard TTL Wert in 16 Fa¨llen, in denen
vorher eine Verbindung hergestellt werden konnte, zu einem nicht erfolgreichen Ver-
bindungsaufbau gefu¨hrt.
Im Gegensatz zu diesen Testfa¨llen, waren einige Testfa¨lle erfolgreich, in denen vor-
her keine Verbindung hergestellt werden konnte. Alle Testfa¨lle, bei denen der NAT
Router 5 auf der Seite von B verwendet wurde, fu¨hrten zu einem erfolgreichen Ver-
bindungsaufbau mit Ausnahme der Testfa¨lle in denen die NAT Router 2 oder 12
auf der Seite von A verwendet wurden. In allen diesen Testfa¨llen wurde die Ver-
bindung aufgebaut, da das SYN Paket, welches von A gesendet wird, von RB an
B weitergeleitet wird. Der NAT Router 5 akzeptiert nach einen ausgehenden SYN
Paket zwar kein ausgehendes SYN-ACK Paket, dafu¨r aber ein eingehendes SYN
Paket. Der TCP Socket auf der Seite von A schickt insgesamt 3 SYN Pakete, so
dass eines dieser wiederholten SYN Pakete B erreicht, nachdem B ein ausgehendes
SYN Paket gesendet hat. Anschließend wird auch das ausgehende SYN-ACK von
diesem Router weitergeleitet, da dieses Paket erwartungsgema¨ß auf ein eingehendes
SYN Paket folgt. Die Testfa¨lle mit den NAT Routern 2 und 12 waren trotz die-
ses Verhaltens nicht erfolgreich, weil beide NAT Router ein Endpunkt-abha¨ngiges
Portzuordnungsverhalten haben. Hierdurch werden die Pakete nicht von der von RA
erwarteten Portnummer aus gesendet, so dass die Pakete gefiltert werden.
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Die Verbindungsversuche, bei denen der NAT Router 6 auf der Seite von B verwen-
det wurde, waren in dieser Variante im Gegensatz zu der mit einem geringen TTL
Wert, erfolgreich. Der Grund hierfu¨r ist, dass der NAT Router 6 ein Endpunkt-
unabha¨ngiges Filterverhalten zeigt. Durch die bei der Bestimmung des externen IP
Endpunkts erstellten Portzuordnung kann somit jeder beliebige Rechner Pakete an
den internen Rechner senden. Hierdurch wird das erste SYN Paket, welches A an B
sendet, von RB weitergeleitet und die Verbindung aufgebaut, ohne dass das Verfah-
ren SYNI wirklich ausgefu¨hrt werden muss.
Dieses Endpunkt-unabha¨ngige Filterverhalten wurde, wie in Abschnitt 3.5.3 gezeigt
wird, ebenfalls bei den NAT Routern 6, 7, 8 und 14 festgestellt. Aufgrund dessen
konnte auch in den Fa¨llen, in denen die NAT Router 2 und 12 als RA und die
NAT Routern 6, 7, 8 und 14 als RB verwendet wurden eine Verbindung hergestellt
werden.
Eine weitere Kombination, die in dieser Variante zu einer erfolgreichen Verbindung
fu¨hrte, ist die in der NAT Router 12 als RA und NAT Router 11 als RB verwendet
wurden. Der NAT Router 11 antwortet auf das erste gesendete SYN Paket mit einem
RST Paket. In diesem Fall sorgt das RST Paket bei NAT Router 12 dafu¨r, dass nach
diesem Paket alle weiteren Pakete an den internen Rechner weitergeleitet werden. Im
Gegensatz zu den vorherigen Fa¨llen, in denen ein RST Paket den Verbindungsaufbau
negativ beeinflusst hat, hat das RST Paket in diesem Fall dafu¨r gesorgt, dass eine
Verbindung aufgebaut werden konnte.
Insgesamt hat die Variante mit einem Standard TTL Wert in 33 Fa¨llen, in denen
vorher keine Verbindung hergestellt werden konnte, zu einem erfolgreichen Verbin-
dungsaufbau gefu¨hrt. Subtrahiert man nun die 16 Testfa¨lle, bei denen in dieser Vari-
ante keine Verbindung aufgebaut werden konnte, so ist diese Variante insgesamt um
17 Testfa¨lle erfolgreicher. Allerdings ist in den zusa¨tzlich erfolgreichen Testfa¨llen das
Verfahren nicht wie spezifiziert durchgefu¨hrt worden, sondern fu¨hrte aus anderen
Gru¨nden (z.B. Endpunkt-unabha¨ngige Filterverhalten) zum Erfolg.
3.5.2 Verwandte Arbeiten
Zusa¨tzlich zur Evaluation des in dieser Arbeit vorgestellten TCP Hole Punching
Verfahrens SYNI, wurde das Verfahren NUTSS (b) evaluiert. NUTSS (b) wurde als
einziges Verfahren der verwandten Arbeiten evaluiert, da dieses Verfahren Bestand-
teil des in Abschnitt 3.3.4 vorgestellten Regelwerks ist und somit auch fu¨r die Eva-
luation des Regelwerks beno¨tigt wird. Das Verfahren wurde, wie in Abschnitt 3.2.2
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A/B 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 - × × × × × × × × × × × × × ×
2 × - × × × × × × × × × × × × ×
3 ✓ × - ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ✓
4 ✓ × ✓ - ✓ ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ✓
5 ✓ × ✓ ✓ - ✓ ✓ ✓ ✓ ✓ ✓ × ✓ ✓ ✓
6 × × × × × - × × × × × × × × ×
7 ✓ ✓ ✓ ✓ ✓ ✓ - ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
8 ✓ ✓ ✓ ✓ ✓ ✓ ✓ - ✓ ✓ ✓ ✓ ✓ ✓ ✓
9 ✓ × ✓ ✓ ✓ ✓ ✓ ✓ - ✓ ✓ × ✓ ✓ ✓
10 ✓ × ✓ ✓ ✓ ✓ ✓ ✓ ✓ - ✓ × ✓ ✓ ✓
11 × × × × × × × × × × - × × × ×
12 × × × × × × × × × × × - × × ×
13 ✓ × ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ × - ✓ ✓
14 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ - ✓
15 × × × × × × × × × × × × × × -
Tabelle 3.8: Testergebnisse von NUTSS(b)
beschrieben, implementiert und mit Hilfe der Testumgebung evaluiert. NUTSS (b)
wurde in 114 von 210 Testfa¨llen erfolgreich durchgefu¨hrt (54,3%). Die Ergebnisse der
Evaluation sind in Tabelle 3.8 zusammengefasst. Im Folgenden werden die einzelnen
Testfa¨lle na¨her betrachtet.
Die Testfa¨lle, in denen die NAT Router mit den Nummern 1, 2, 6, 7, 12 und 15 auf
der Seite von A verwendet wurden, sind fehlgeschlagen, da die Router die Sequenz
ausgehendes SYN eingehendes SYN nicht akzeptieren. Hierdurch kann die Verbin-
dung, die von B initiiert wird, nicht erfolgreich aufgebaut werden. Waren die NAT
Router 3, 4, 5, 9, 10 und 13 auf der Seite von A, waren nur die Verbindungen nicht
erfolgreich, bei denen die NAT Routern 2 und 12 auf der Seite von B eingesetzt wur-
den. Der Grund hierfu¨r ist der, dass die NAT Router 2 und 12 ein Adressen- und
Port-abha¨ngiges Portzuordnungsverhalten sowie ein nicht vorhersagbares Portaus-
wahlverhalten haben (siehe Abschnitt 3.5.3). Hierdurch wird fu¨r den Verbindungs-
aufbau, der von B initiiert wird, eine neue Portnummer verwendet, die nicht mit der
u¨bereinstimmt, die A verwendet hat um die Portzuordnung zu erstellen. Die NAT
Router 7, 8 und 14 haben unabha¨ngig von der verwendeten Portnummer alle TCP
Pakete weitergeleitet, so dass alle Testfa¨lle in denen diese NAT Router auf der Seite
von A verwendet wurden, erfolgreich durchgefu¨hrt wurden.
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NUTSS (b) wurde zusa¨tzlich in einer weiteren Variante evaluiert. Hierbei wurde das
SYN Paket, das von A gesendet wird, mit einem Standard TTL Wert gesendet. In
9 Testfa¨llen, in denen mit einem geringen TTL Wert eine Verbindung aufgebaut
werden konnte, waren in dieser Variante nicht erfolgreich. Der Grund hierfu¨r ist,
dass aufgrund des SYN Pakets ein TCP RST von der Gegenstelle gesendet wurde.
In 3 Testfa¨llen hat dieses RST Paket allerdings dafu¨r gesorgt, dass eine Verbin-
dung aufgebaut werden konnte, die in der Variante mit einem geringen TTL Wert
nicht hergestellt werden konnte. Dieses Verhalten wurde auch bei der Evaluation des
Verfahrens SYNI beobachtet. Insgesamt wurden in dieser Variante 6 Verbindungen
weniger aufgebaut.
3.5.3 MFB Protokoll
Die im Folgenden vorgestellte Evaluation des MFB Protokolls gliedert sich in zwei
Teile. Im ersten Teil werden verschiedene NAT Router mit dem MFB Protokoll auf
ihre Eigenschaften getestet. Basierend auf diesen Eigenschaften wird im zweiten Teil
das in Abschnitt 3.3.4 vorgestellte Regelwerk bezu¨glich der Erfolgswahrscheinlichkeit
beim Verbindungsaufbau evaluiert.
NAT Charakteristiken
In diesem Abschnitt werden die Ergebnisse, die mit dem MFB Protokoll ermittelt
wurden, dargestellt. Hierfu¨r wurden die Client und Server Komponenten des MFB
Protokolls, wie in Abschnitt 3.3 beschrieben, unter Verwendung der Programmier-
sprache .NET C# implementiert. Zusa¨tzlich wurde das Framework WinPcap [17]
eingesetzt. WinPcap stellt einen Raw Socket zur Verfu¨gung, der es erlaubt eigene
TCP Pakete zu senden und alle eingehenden Pakete mitzulesen.
Die Evaluation wurde mit dem in diesem Kapitel vorgestellten Testsystem sowie zu-
sa¨tzlich als o¨ffentlicher Test durchgefu¨hrt. Um den o¨ffentlichen Test durchzufu¨hren
wurde ein MFB Server eingerichtet, der u¨ber zwei o¨ffentliche IP Adressen verfu¨gt und
auf jeweils zwei Portnummern erreichbar ist. Die daraus resultierenden IP Endpunk-
te wurden in die Client Software, die an die teilnehmenden Tester verteilt wurde, fest
eingetragen. Die Ergebnisse der Tests wurden von den MFB Clients anschließend an
einen Datenbank Server gesendet.
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Insgesamt wurden 40 eindeutige Tests von den teilnehmenden Nutzern durchgefu¨hrt.
Im Folgenden werden die Testergebnisse des o¨ffentlichen Tests sowie die Ergebnisse,
die mit dem Testsystem ermittelt wurden, zusammengefasst dargestellt.
Portzuordnungsverhalten Labor Internet Gesamt
UDP TCP UDP TCP UDP TCP
Endpunkt-unabha¨ngig 80% 66,7% 72,5% 80% 74,5% 76,4%
Adressen-abha¨ngig 0% 0% 0% 0% 0% 0%
Port-abha¨ngig 0% 0% 0% 0% 0% 0%
Adressen- und Port-abha¨ngig 20% 33,3% 27,5% 20% 25,5% 23,6%
Tabelle 3.9: Portzuordnungsverhalten fu¨r TCP und UDP
In Tabelle 3.9 sind die Ergebnisse des Portzuordnungsverhaltens aller getesteten
NAT Router zusammengefasst. Hierbei wird deutlich, dass die Mehrheit der NAT
Router ein Endpunkt-unabha¨ngiges Portzuordnungsverhalten zeigt. Die ermittelten
Ergebnisse decken sich mit den Ergebnissen, die von Guha et al. in [32] vero¨ffentlicht
wurden. Die Tatsache, dass die meisten NAT Router ein Endpunkt-unabha¨ngiges
Portzuordnungsverhalten zeigen, ist von Vorteil fu¨r die in dieser Arbeit pra¨sentierten
Hole Punching Verfahren.
Ein weiterer interessanter Punkt dieser Ergebnisse ist, dass einige NAT Router ein
unterschiedliches Verhalten fu¨r TCP und fu¨r UDP zeigen. Im Allgemeinen ist das
Portzuordnungsverhalten fu¨r TCP restriktiver als das fu¨r UDP.
Filterverhalten Labor Internet Gesamt
UDP TCP UDP TCP UDP TCP
Endpunkt-unabha¨ngig 46,7% 26,7% 10% 0% 20% 7,3%
Adressen-abha¨ngig 13,3% 0% 0% 0% 3,6% 0%
Port-abha¨ngig 0% 0% 0% 0% 0% 0%
Adressen- und Port-abha¨ngig 40% 73,3% 90% 100% 76,4% 92,7%
Tabelle 3.10: Filterverhalten fu¨r TCP und UDP
Das Filterverhalten der getesteten Router ist in Tabelle 3.10 zusammengefasst. Im
Allgemeinen ist das Filterverhalten restriktiver als das Portzuordnungsverhalten.
Die meisten Router haben ein Adressen- und Port-abha¨ngiges Filterverhalten fu¨r
UDP (76,4%) und TCP (92,7%).
Die ermittelten Ergebnisse des Filterantwortverhaltens sind in Tabelle 3.11 zusam-
mengefasst. Die Mehrheit der getesteten Router sendet keine Antwort, wenn ein
Paket empfangen wird fu¨r das keine Portzuordnung existiert oder das aufgrund
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Filterantwortverhalten Labor Internet Gesamt
UDP TCP UDP TCP UDP TCP
Keine Antwort 80% 73,3% 72,5% 80% 76,4% 80%
TCP RST - 20% - 5% - 9,1%
ICMP 20% 6,7% 27,5% 15% 23,6% 10,9%
Tabelle 3.11: Filterantwortverhalten fu¨r TCP und UDP
des Filterverhaltens nicht weitergeleitet wurde. Dieses Verhalten ist von Vorteil fu¨r
die Verfahren SYNI und NUTSS(b), da hierdurch das erste SYN Paket mit einem
Standard TTL Wert gesendet werden kann, ohne dass der Ziel NAT Router eine
Fehlernachricht sendet.
Weitere Eigenschaften Labor Internet Gesamt
UDP TCP UDP TCP UDP TCP
Vorhersagbare Portauswahl 93,3% 86,7% 97,5% 97,5% 96,4% 94,5%
Porterhaltung 40% 46,7% 80% 80% 69,1% 70,9%
Hairpinning 13,3% 26,7% 10% 2,5% 10,9% 9,1%
Modifikation der TCP Seq. - 0% - 0% - 0%
Unterstu¨tzung von UPnP 13,3% 10% 10,9%
Tabelle 3.12: Weitere Eigenschaften der NAT Router fu¨r TCP und UDP
In Tabelle 3.12 sind weitere Eigenschaften der getesteten NAT Router zusammen-
gefasst. Die Ergebnisse zeigen, dass die Mehrheit der getesteten NAT Router ein
vorhersagbares Portauswahlverhalten zeigt. Dieses Verhalten resultiert weitestge-
hend aus der Tatsache, dass die meisten NAT Router ein Endpunkt-unabha¨ngiges
Portzuordnungsverhalten zeigen. Zusa¨tzlich unterstu¨tzen die meisten NAT Router
ebenfalls die Eigenschaft der Porterhaltung. Lediglich zwei Router zeigten ein vo¨llig
zufa¨lliges Portauswahlverhalten fu¨r UDP und drei NAT Router fu¨r TCP, so dass die
verwendete Portnummer praktisch nicht vorhergesagt werden kann.
Ford hat 2005 in [27] die Notwendigkeit von Hairpinning in Verbindung mit NAT
Traversal Verfahren und mehreren hintereinander liegenden NAT Routern herausge-
stellt. Allerdings zeigen die Ergebnisse, dass kaum einer der getesteten NAT Router
Hairpinning unterstu¨tzt. Von den getesteten NAT Routern unterstu¨tzte nur ein NAT
Router Hairpinning fu¨r TCP und UDP. Vier weitere Router zeigten Hairpinning Un-
terstu¨tzung fu¨r UDP oder fu¨r TCP.
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Eine Bedingung des Verfahrens SYNI ist, dass der verwendete NAT Router die
TCP Sequenznummern nicht modifiziert. Die Ergebnisse der Evaluation zeigen, dass
keiner der getesteten NAT Router dieses Verhalten zeigt.
Die letzte Eigenschaft, die ermittelt wurde, ist die Unterstu¨tzung fu¨r UPnP. Die
Ergebnisse des UPnP Tests aus dem o¨ffentlichen Test zeigen, dass mit 10% der NAT
Router das Erstellen einer Portweiterleitung per UPnP mo¨glich war. Hierbei ist al-
lerdings nicht ersichtlich, ob die anderen Router UPnP nicht unterstu¨tzen oder ob
UPnP deaktiviert war. Bei den Routern, die in dem Testsystem getestet wurden,
konnte hingegen beides ermittelt werden. Insgesamt unterstu¨tzen 12 von 15 Rou-
tern UPnP. Allerdings konnte nur mit den NAT Routern 1 und 13 erfolgreich eine
Portweiterleitung erstellt werden. Dieses Ergebnis zeigt die Notwendigkeit von Hole
Punching Verfahren, da UPnP nicht immer verwendet werden kann.
Nachdem die durch das MFB Protokoll bestimmten Eigenschaften der NAT Router
dargestellt wurden, wird im Folgenden kurz das Verhalten der Sockets beschrieben.
Die Eigenschaften, die bestimmt wurden, resultieren aus den Anforderungen der
NAT Traversal Verfahren SYNI und NUTSS(b).
Das Verfahren NUTSS(b) setzt voraus, das der verwendete Socket kein RST Pa-
ket sendet, wenn dieser geschlossen wird. Daher wurde das Socketverhalten unter
Verwendung der Betriebssysteme Windows XP SP3 und Windows 7 bestimmt. In
beiden Fa¨llen wurde kein RST gesendet, wenn der Socket geschlossen wurde (siehe
Tabelle 3.13).
Socketverhalten Windows XP SP3 Windows 7
RST nach Schließen nein nein
TTL Modifikation nicht mo¨glich nach Handshake
Tabelle 3.13: Socketverhalten unter verschiedenen Betriebssystemen
Die zweite Socket Eigenschaft, die bestimmt wurde, resultiert aus der Anforderung
des Verfahrens SYNI. Das Verfahren SYNI setzt voraus, dass der TTL Wert nach
dem Verbindungsaufbau (Handshake) modifiziert werden kann. Bei dieser Eigen-
schaft zeigten die Betriebssysteme Windows 7 und Windows XP SP3 ein unter-
schiedliches Verhalten. Unter Windows 7 konnte der TTL Wert nach dem Verbin-
dungsaufbau erfolgreich modifiziert werden. Windows XP SP3 hingegen erlaubte
ebenso die Modifikation, allerdings wurde der TTL Wert des Sockets ignoriert. Hier-
durch werden alle Pakete immer mit demselben Standard TTL Wert gesendet, so
dass es unter Windows XP nicht mo¨glich ist einen anderen TTL Wert zu verwen-
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den. Das bedeutet, dass die NAT Traversal Verfahren unter Windows XP nur in der
Variante mit Standard TTL verwendet werden ko¨nnen.
Zusammenfassend zeigen die Ergebnisse, dass NAT Router kein einheitliches Ver-
halten zeigen. Allerdings ko¨nnen in den meisten Fa¨llen NAT Traversal Verfahren
eingesetzt werden, um eine Verbindung zwischen zwei Kommunikationspartnern her-
zustellen.
Regelwerk
Nachdem im vorherigen Abschnitt die Eigenschaften der getesteten NAT Router
betrachtet wurden, wird in diesem Abschnitt das Regelwerk zur Auswahl des zu
verwendenden NAT Traversal Verfahrens evaluiert.
A/B 1 2 3 4 5 6 7 8
1 - U U U U U U U
2 UU - M DUU M DT DT DT
3 UU M - S SSTTL DT DT DT
4 UU DUU S - SSTTL DT DT DT
5 UU M S S - DT DT DT
6 UU DTU DTU DTU DTU - DT DT
7 UU DTU DTU DTU DTU DT - DT
8 UU DTU DTU DTU DTU DT DT -
9 UU DUU S S SSTTL DT DT DT
10 UU M S S SSTTL DT DT DT
11 UU DUU S S SSTTL DT DT DT
12 UU M M DU M DT DT DT
13 U U U U U U U U
14 UU DTU DTU DTU DTU DT DT DT
15 UU DUU S S SSTTL DT DT DT
U = UPnP UU = UPnP (Umkehr)
DT = Direkt TCP DTU = Direkt TCP (Umkehr)
DU = Direkt UDP DUU = Direkt UDP (Umkehr)
S = SYNI SSTTL = SYNI mit Standard TTL
M = Mittelsmann
Tabelle 3.14: Testergebnisse des Regelwerks - Teil 1
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A/B 9 10 11 12 13 14 15
1 U U U U U U U
2 DU M DUU M UU DT DU
3 SSTTL SSTTL SSTTL M UU DT S
4 SSTTL SSTTL SSTTL DUU UU DT S
5 SSTTL SSTTL SSTTL M UU DT S
6 DTU DTU DTU DTU UU DT DTU
7 DTU DTU DTU DTU UU DT DTU
8 DTU DTU DTU DTU UU DT DTU
9 - SSTTL SSTTL DUU UU DT S
10 SSTTL - SSTTL M UU DT S
11 SSTTL SSTTL - DUU UU DT S
12 DU M DU - UU DT DUU
13 U U U U - U U
14 DTU DTU DTU DTU UU - DTU
15 SSTTL SSTTL SSTTL DUU UU DT -
U = UPnP UU = UPnP (Umkehr)
DT = Direkt TCP DTU = Direkt TCP (Umkehr)
DU = Direkt UDP DUU = Direkt UDP (Umkehr)
S = SYNI SSTTL = SYNI mit Standard TTL
M = Mittelsmann
Tabelle 3.15: Testergebnisse des Regelwerks - Teil 2
Die beiden Kommunikationspartner A und B wurden auf zwei Rechnern mit Win-
dows 7 ausgefu¨hrt. A und B konnten jeweils einen durch WinPcap zur Verfu¨gung
gestellten Raw Socket verwenden. In den Tabellen 3.14 und 3.15 sind die jeweils vom
Regelwerk ausgewa¨hlten Verfahren dargestellt.
Insgesamt konnten in 196 von 210 Verbindungsversuchen im ersten Versuch eine
direkte Verbindung per TCP oder UDP/RUDP aufgebaut werden. In 14 Fa¨llen
konnte keine direkte Verbindung aufbaut werden, so dass in diesen Fa¨llen nur u¨ber
einen Mittelsmann kommuniziert werden konnte.
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3.5.4 Sonderfa¨lle
Wa¨hrend der Evaluation der Hole Punching Verfahren und des MFB Protokolls wur-
de eine Reihe von speziellen Eigenschaften bei einigen NAT Routern beobachtet.
Die NAT Router 6, 7 und 8 akzeptieren nach einem ausgehenden UDP Paket alle
Pakete, die an die durch das UDP Paket erstellte Portzuordnung gesendet werden.
Dieses Verhalten ist in Abbildung 3.13 grafisch dargestellt.






Abbildung 3.13: Ausgehendes UDP Paket und eingehende TCP Verbindung
Der NAT Router 11 zeigte als einziger Router ein spezielles Verhalten bei einem
eingehenden TCP RST Paket. Die Sequenz ausgehendes SYN, eingehendes SYN wird
nicht akzeptiert, allerdings erlaubt der NAT Router die Sequenz ausgehendes SYN,
eingehendes RST, eingehendes SYN. Das TCP RST Paket gibt im Normalfall einen
schwerwiegenden Fehler an, allerdings sorgt das RST Paket beim Digitus DN-11004-
O dafu¨r, dass der Verbindungszustand zuru¨ckgesetzt wird, aber die Portzuordnung
bestehen bleibt. Diese Portzuordnung kann im Folgenden verwendet werden, um
eine eingehende TCP Verbindung herzustellen (siehe Abbildung 3.14).






Abbildung 3.14: Eingehendes RST Paket setzt Verbindungszustand zuru¨ck
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Der NAT Router 15 zeigte ebenso wie NAT Router 11 als einziger Router ein speziel-
les Verhalten bei einem TCP RST Paket. Empfa¨ngt NAT Router 15 ein RST Paket
auf einer bestimmten Portnummer, so wird die Portzuordnung fu¨r diese Portnummer
entfernt. Werden weitere Pakete gesendet, so wird fu¨r diese eine neue Portzuordnung
mit einer neuen Portnummer erstellt.
3.6 Zusammenfassung
In diesem Kapitel wurden das TCP Hole Punching Verfahren SYNI sowie das MFB
Protokoll vorgestellt.
Das vorgestellte TCP Hole Punching Verfahren basiert auf der Injektion eines SYN
Pakets zur Initiierung einer neuen TCP Verbindung. In Abschnitt 3.2.2 wurden die
Anforderungen des SYNI Verfahrens mit den Anforderungen bereits existierender
TCP Hole Punching Verfahren verglichen. Aufgrund der verschiedenen Anforderun-
gen kann mit dem Verfahren SYNI bei bestimmten NAT Routern eine Verbindung
hergestellt werden, in denen andere Verfahren keine Verbindung herstellen ko¨nnen.
Im zweiten Teil dieses Kapitels wurde das MFB Protokoll vorgestellt. Das MFB
Protokoll ermittelt Informationen u¨ber die Netzwerkumgebung eines Rechners wie
beispielsweise das Portzuordnungs- und Filterverhalten des NAT Routers. Die durch
das MFB Protokoll ermittelten Eigenschaften wurden durch eine Analyse verschie-
dener NAT Traversal Verfahren bestimmt. Um bereits existierende STUN Server
nutzen zu ko¨nnen, wurde das MFB Protokoll so entwickelt, dass eine limitierte Ver-
sion des MFB Protokolls mit existierenden STUN Servern ausgefu¨hrt werden kann.
Zusa¨tzlich wurde das MFB Protokoll so entwickelt, dass der MFB Dienst in einem
dezentralen Peer-to-Peer System von den Peers angeboten werden kann. Aufbauend
auf den durch das MFB Protokoll ermittelten Eigenschaften wurde ein Regelwerk
entwickelt, mit dem in einem konkreten Szenario das NAT Traversal Verfahren be-
stimmt werden kann, dass die ho¨chste Erfolgswahrscheinlichkeit hat.
Um eine verla¨ssliche Evaluation der TCP Hole Punching Verfahren und des MFB
Protokolls zu gewa¨hrleisten, wurde ein spezielles Testsystem entwickelt. Das Test-
system erstellt fu¨r die Kommunikation zwischen den Routern und Rechnern Netz-
werkmitschnitte. Hierdurch kann eine eindeutige Aussage daru¨ber getroffen werden,
ob ein Verfahren aufgrund seiner Eigenschaften oder durch das zufa¨llige Zusammen-
treffen von bestimmten Umsta¨nden erfolgreich war. In Abschnitt 3.5 wurde gezeigt,
dass das Verfahren SYNI eine Erfolgswahrscheinlichkeit von 98,7% erreicht, wenn
3.6 Zusammenfassung 103
man nur die NAT Router betrachtet bei denen man den verwendeten externen IP
Endpunkt verla¨sslich bestimmen kann. Die Evaluation des in diesem Kapitel vorge-
stellten Regelwerk zeigt, dass in 93,3% der Testfa¨lle im ersten Versuch eine direkte
Verbindung hergestellt werden konnte. In den anderen Fa¨llen konnte aufgrund der
verwendeten NAT Router keine direkte Verbindung hergestellt werden, so dass in
diesen Fa¨llen nur eine Kommunikation per Mittelsmann mo¨glich war.




In diesem Kapitel wird eine Softwarearchitektur fu¨r Forschung und Entwicklung
von komplexen Peer-to-Peer Systemen vorgestellt [37]. Eine komplette Peer-to-Peer
Applikation muss verschiedene Aufgaben wie NAT Traversal, Bootstrapping, Ver-
bindungsmanagement, Routing, Datenspeicherung und Sicherheit erfu¨llen. In der
vorgestellten Softwarearchitektur wird eine Peer-to-Peer Applikation in verschiede-
ne Schichten und Komponenten unterteilt. Das Grundgeru¨st einer Peer-to-Peer Ap-
plikation kann so durch das Zusammensetzen verschiedener existierender Schichten
und Komponenten erstellt werden. Hierdurch wird eine hohe Wiederverwendbarkeit
und Austauschbarkeit ermo¨glicht. Zusa¨tzlich ermo¨glicht es die vorgestellte Archi-
tektur den gleichen Quelltext fu¨r die Release Software als auch fu¨r eine diskrete
Ereignis-basierte Simulation zu verwenden. Dies wird durch das in Abschnitt 2.11
vorgestellte Programmiermodell Gears4Net ermo¨glicht. Des Weiteren unterstu¨tzt
die Softwarearchitektur mehrere zeitgleich aktive Peer-to-Peer Netzwerke, so dass
verschiedene Netzwerke fu¨r unterschiedliche Aufgaben verwendet werden ko¨nnen.
Im Folgenden wird die Architektur, die im weiteren Verlauf als peers@play Architek-
tur bezeichnet wird, vorgestellt. Bevor die Architektur im Detail betrachtet wird,
wird eine Reihe von Anforderungen beschrieben, die die Softwarearchitektur erfu¨l-
len muss. In Abschnitt 4.4 wird gezeigt, dass die peers@play Architektur nur einen
geringen Overhead in Bezug auf die Geschwindigkeit und den Speicherverbrauch
der Anwendung verursacht. Abschließend werden die fu¨r die peers@play Architek-
tur relevanten verwandten Arbeiten vorgestellt sowie die Ergebnisse dieses Kapitels
zusammengefasst.
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4.1 Anforderungen
Wa¨hrend der Entwicklung des peers@play Projektes zeigte sich, dass die Entwick-
lung einer komplexen Peer-to-Peer Anwendung mehr erfordert als das Bilden einer
Netzwerkstruktur und eines Routing Algorithmus. Auch wenn die Netzwerkstruk-
tur in den meisten Fa¨llen das Hauptaugenmerk des wissenschaftlichen Interesses
ist, sind Aufgaben, wie beispielsweise das Bootstrapping, NAT Traversal und die
Verbindungsverwaltung und deren Zusammenwirken nicht trivial.
Eine vollsta¨ndige Peer-to-Peer Applikation, die auf verschiedenen Rechnern hinter
NAT Routern mit Breitband Internetzugang und variierenden Bandbreiten und La-
tenzen ausgefu¨hrt wird zu entwickeln, zu verteilen und zu testen ist deutlich auf-
wa¨ndiger als eine neue Netzwerkstruktur zu simulieren. Die hierbei auftretenden
Einflu¨sse ko¨nnen den Unterschied zwischen einer Anwendung, die benutzbar ist und
einer Anwendung, die zu langsam oder zu instabil ist, ausmachen. Wenn beispiels-
weise aufgrund einer hohen Interaktionsgeschwindigkeit innerhalb der Anwendung
eine Antwort in 100-150ms erwartet wird, die Anwendung aber einige 100ms be-
no¨tigt, um dafu¨r eine Verbindung mittels Hole Punching herzustellen, ist dies ein
entscheidender Faktor bezu¨glich der Nutzbarkeit. Daher sind Tests in der realen
Umgebung notwendig, um die Umsetzbarkeit einer Applikation zu demonstrieren.
Das gilt insbesondere, wenn diese so empfindlich bezu¨glich der Latenz, Verfu¨gbarkeit
und Sicherheit ist, wie eine Peer-to-Peer-basierte Online Welt.
Allerdings existiert zusa¨tzlich zu den Tests in der realen Umgebung die Notwen-
digkeit Tests und Messungen mit reproduzierbaren Ergebnissen durchzufu¨hren. Der
allgemeine Ansatz hierfu¨r ist eine eigene Simulation der zu testenden Protokolle
durchzufu¨hren. Um diese Simulation mit Hilfe von Netzwerksimulatoren durchzu-
fu¨hren, muss in den meisten Fa¨llen die zu testende Anwendung neu implementiert
werden, um die Anforderungen des jeweiligen Netzwerksimulators zu erfu¨llen. Infol-
gedessen werden zwei verschiedene Implementationen desselben Konzepts beno¨tigt:
eine fu¨r die Simulation und eine fu¨r die Release Software. Um dies zu umgehen
ist die erste Anforderung, die an die peers@play Architektur gestellt wird, dass die
gleiche Implementation fu¨r Messungen in einer Simulation als auch fu¨r die Release
Software verwendet werden kann. Hierbei ist es wichtig, dass die Umsetzung dieser
Anforderung nur geringen Overhead in Bezug auf die Verarbeitungszeit und den
Speicherverbrauch der Anwendung verursacht, da es sonst nicht mo¨glich ist eine
große Anzahl an Peers zu simulieren.
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Des Weiteren existieren ha¨ufig verschiedene Lo¨sungen bzw. Ansa¨tze fu¨r eine Aufgabe
(z.B. Bootstrapping Verfahren [46] oder Routing Protokolle [47, 71, 74]). Um ver-
schiedene Ansa¨tze im Gesamtsystem testen zu ko¨nnen, ist es notwendig, dass diese
Ansa¨tze einfach austauschbar sind und mit bereits implementierten Komponenten
zusammen kombiniert werden ko¨nnen. Das ermo¨glicht es beispielsweise eine neue
Netzwerkstruktur mit bereits bestehenden Komponenten fu¨r die Verbindungsverwal-
tung und das Bootstrapping zu kombinieren und zu testen. Die zweite Anforderung
an die peers@play Architektur ist daher die Austauschbarkeit und Wiederverwend-
barkeit von existierenden Lo¨sungen.
Im peers@play Projekt werden verschiedene Netzwerkstrukturen (Peer-to-Peer Netz-
werke) fu¨r verschiedene Aufgaben verwendet. Ein Peer-to-Peer Netzwerk wird bei-
spielsweise als Grundlage fu¨r einen Datenspeicher verwendet, der Informationen u¨ber
die Objekte der virtuellen Welt im 2- oder 3-dimensionalen Raum zur Verfu¨gung stel-
len muss. Dieses Peer-to-Peer Netzwerk sollte nur beim Eintreten und Verlassen von
Peers die Struktur anpassen, da bei jeder Strukturanpassung Teile der gespeicherten
Daten zwischen Peers transferiert werden mu¨ssen. Das erho¨ht zum einen die Last
innerhalb des Netzwerks und zum anderen erho¨ht sich die Wahrscheinlichkeit, dass
Daten verloren gehen. Im Gegensatz dazu beno¨tigt ein Peer-to-Peer Netzwerk, das
die dynamischen Positionen der Nutzer innerhalb der virtuellen Welt abbildet, ein
hoch dynamisches Netzwerk. In diesem Fall a¨ndert sich gegebenenfalls mit jeder
Positionsa¨nderung eines Nutzers die Netzwerkstruktur. Die peers@play Architek-
tur muss daher mehrere zeitgleich aktive Peer-to-Peer Netzwerke unterstu¨tzen, die
dieselben grundlegenden Komponenten verwenden. Hierbei ist es wichtig, dass kein
Peer-to-Peer Netzwerk in der Lage sein darf so viele Daten zu senden, dass an-
dere Netzwerke dadurch keine Daten mehr senden ko¨nnen. Wa¨re ein Peer-to-Peer
Netzwerk dazu in der Lage, wu¨rde dies die Leistung des Gesamtsystems verringern.
Die dritte und letzte Anforderung an die Architektur ist daher die Unterstu¨tzung
mehrerer aktiver Peer-to-Peer Netzwerke.
Zusammenfassend muss die peers@play Architektur die folgenden Anforderungen
erfu¨llen:
R1: Gleicher Quelltext fu¨r Simulationen und Release Software mit ge-
ringem Overhead in Bezug auf die Verarbeitungszeit und den Spei-
cherverbrauch
R2: Wiederverwendbarkeit und Austauschbarkeit
R3: Unterstu¨tzung mehrerer aktiver Peer-to-Peer Netzwerke
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4.2 Architektur
Nachdem im vorherigen Abschnitt die an die peers@play Architektur gestellten An-
forderungen beschrieben wurden, wird im Folgenden die Architektur na¨her betrach-
tet. Basierend auf dem Ansatz von Aberer [5] (siehe Abbildung 4.1) und etablier-
ten Ansa¨tzen im Design von verteilten Systemen, unterteilt die peers@play Archi-






Abbildung 4.1: Schichtenarchitektur von Aberer [5]
Vergleichbar mit anderen Peer-to-Peer Architekturen, wie beispielsweise der von
Aberer, beinhaltet die peers@play Architektur eine Anwendungsschicht, eine Daten-
speicherungsschicht und eine Schicht fu¨r das Peer-to-Peer Netzwerk.
Die Anwendungsschicht in der peers@play Architektur beinhaltet nicht nur die ei-
gentliche Applikationslogik und die Integration zur Visualisierung, sondern kapselt
auch Funktionalita¨ten fu¨r typische wiederkehrende Probleme, wie die Gruppenkom-
munikation und Auswahlprotokolle.
Die Datenspeicherungsschicht ist dafu¨r zusta¨ndig Daten auf den teilnehmenden
Peers zu speichern. Zusa¨tzlich kann die Datenspeicherungsschicht dafu¨r sorgen, dass
die Daten auf mehreren Peers repliziert werden, um so eine ho¨here Verfu¨gbarkeit zu
gewa¨hrleisten. Um Daten zu speichern stellt die Datenspeicherungsschicht im ein-
fachsten Fall eine rudimenta¨re Schnittstelle [21] zur Verfu¨gung mit der Daten unter
einem bestimmten Schlu¨ssel gespeichert und angefragt werden ko¨nnen. Hier ist es
auch mo¨glich speziellere Schnittstellen zu verwenden, die beispielsweise Versions-
oder Zugriffskontrolle bieten. Allerdings reduziert dies die Austauschbarkeit der ver-
schiedenen Ansa¨tze innerhalb dieser Schicht.
Die Schicht des Peer-to-Peer Netzwerks ist verantwortlich fu¨r die Netzwerkstruk-
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Abbildung 4.2: peers@play Architektur
Struktur. In der peers@play Architektur ko¨nnen in dieser Schicht mehrere Peer-to-
Peer Netzwerke existieren und gleichzeitig verwendet werden.
Der gro¨ßte Unterschied zu existierenden Peer-to-Peer Architekturen ist die Schicht
5, die Peer-to-Peer Link Schicht (siehe Abbildung 4.2). Diese Schicht setzt direkt
auf der Transportschicht (siehe Abschnitt 2.1.1) auf und besteht aus zwei verschiede-
nen Komponenten. Die erste Komponente, das Bootstrapping, stellt Funktionen zur
Verfu¨gung, um aktive Peers eines bestimmten Peer-to-Peer Netzwerks zu finden. Zu
diesem Zweck kann beispielsweise ein IRC-basiertes Verfahren, welches in [46] vor-
gestellt wurde, verwendet werden. Die zweite Komponente, das Peer-to-Peer Link
Management, ist verantwortlich fu¨r die Verbindungsverwaltung und das Aufbauen
direkter Verbindungen zwischen Rechnern, die sich hinter verschiedenen NAT Rou-
tern befinden ko¨nnen. Die dafu¨r beno¨tigten NAT Traversal Verfahren sind, wie im
vorherigen Kapitel beschrieben, nicht trivial und verursachen Kosten in Bezug auf
die Zeit, die beno¨tigt wird um die Verbindung aufzubauen und in Bezug auf Nach-
richten, die u¨ber den gemeinsamen Kommunikationskanal gesendet werden. Daher
stellt das Peer-to-Peer Link Management eine Verbindung, die einmal erstellt wurde,
allen aktiven Peer-to-Peer Netzwerken zur Verfu¨gung. Zu diesem Zweck verwenden
alle aktiven Peer-to-Peer Netzwerke dieselbe Peer-to-Peer Link Management Kom-
ponente.
Alle Komponenten und Schichten innerhalb der peers@play Architektur kommuni-
zieren durch asynchronen Nachrichtenaustausch miteinander. Zusa¨tzlich wird inner-
halb der peers@play Architektur ein dedizierter Scheduler und Zeitgeber verwendet.
110 Kapitel 4 Architektur fu¨r komplexe Peer-to-Peer Systeme
Diese werden von allen entwickelten Schichten und Komponenten verwendet und
ermo¨glichen es denselben Quelltext fu¨r Simulationen und fu¨r die Release Software
zu verwenden. Der Scheduler kontrolliert hierbei die Ausfu¨hrung aller Komponenten
und Schichten und der Zeitgeber ist verantwortlich fu¨r alle zeitgesteuerten Ereignis-
se, Intervalle und Timeouts.
Im Folgenden werden alle Schichten und Komponenten der peers@play Architektur
na¨her beschrieben.
4.2.1 Schicht 5: Bootstrapping
Die erste Aufgabe eines jeden Peers besteht darin eine Verbindung zu einem anderen
aktiven Peer aufzubauen oder zu erkennen, dass er der erste Peer ist. In Simulationen
oder in kontrollierten Testsystemen kann das Problem des Bootstrappings einfach
gelo¨st werden, indem IP Adressen von aktiven Peers fest in die Software eingetragen
werden oder im lokalen Netzwerk eine Broadcast Nachricht gesendet wird. Wenn al-
lerdings die Applikation unter realen Bedingungen in einem Feldexperiment getestet
werden soll, beno¨tigt man komplexere Protokolle. Die Standardtechniken hierfu¨r sind
beispielsweise Peer- oder Host-Caches. Zusa¨tzlich zu diesen Standardtechniken kann
beispielsweise ein auf dem IRC-Protokoll basierendes Bootstrapping Verfahren [45]
eingesetzt werden.
Bootstrapping Verfahren nutzen Protokolle aus der Transportschicht, um mit einem
externen Service (z.B. DynDNS, IRC, Suchmaschine, usw.) zu kommunizieren. U¨ber
diesen externen Service erha¨lt der Peer eine Liste mit Adressen von aktiven Peers.
Mit Hilfe dieser Adressen kann dann eine Verbindung mit einem Peer oder mehre-
ren Peers aufgebaut werden. Da das Bootstrapping direkt auf der Transportschicht
aufsetzt, ist es ein Protokoll der 5. Schicht innerhalb der peers@play Architektur.
Das Bootstrapping Verfahren muss bei der Auswahl der aktiven Peers, die es einem
anfragenden Peer nennt, sicherstellen, dass diese Peers direkt per TCP oder UDP
kontaktiert werden ko¨nnen. Es existiert zwar eine Reihe an NAT Traversal Verfah-
ren, die einen Verbindungsaufbau zwischen zwei Peers hinter verschiedenen NAT
Routern ermo¨glichen, allerdings setzen diese Verfahren voraus, dass beide Peers ent-
weder u¨ber das Peer-to-Peer Netzwerk (siehe Abschnitt 4.2.2) oder einen gemeinsa-
men Kommunikationskanal (z.B. Server) Nachrichten miteinander austauschen ko¨n-
nen. Ein Peer, der sich erst ins das Peer-to-Peer Netzwerk integrieren mo¨chte, kann
aber noch keine Nachrichten u¨ber das Peer-to-Peer Netzwerk senden und die meis-
ten Peer-to-Peer Netzwerke verwenden keine Server. Das bedeutet, dass diese NAT
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Traversal Mechanismen fu¨r einen sich neu integrierenden Peer nicht zur Verfu¨gung
stehen.
Nachdem sich ein Peer erfolgreich in das Peer-to-Peer Netzwerk integriert hat, kann
das Bootstrapping Protokoll entweder voru¨bergehend deaktiviert werden oder der
Peer wird selbst zum Bootstrapper und hilft anderen Peers sich in das Peer-to-Peer
Netzwerk zu integrieren.
4.2.2 Schicht 5: Peer-to-Peer Link Management
Peers kommunizieren entweder direkt per TCP oder UDP miteinander oder indirekt,
indem sie Nachrichten u¨ber das Peer-to-Peer Netzwerk routen. Routing ist eine Ei-
genschaft der Peer-to-Peer Netzwerk Schicht, wa¨hrend die direkte Kommunikation
von den meisten Architekturen [5] als Teil der Transportschicht gesehen wird. Aller-
dings werden zusa¨tzliche Probleme, wie NAT Traversal und Punkt-zu-Punkt Sicher-
heit nicht von der Transportschicht behandelt. Daher kapselt die peers@play Archi-
tektur diese Funktionalita¨ten in der Peer-to-Peer Link Management Komponente,
da diese Funktionalita¨ten von allen Peer-to-Peer Netzwerken beno¨tigt werden.
Aufgrund dessen, dass NAT Traversal ein wesentlicher Bestandteil der 5. Schicht
ist, unterscheidet sich das Adressierungsschema von dem der Transportschicht (IP
Adresse und Portnummer). Rechner, die sich hinter einem NAT Router befinden
verfu¨gen u¨ber zwei IP Endpunkte, einen Internen und einen Externen. Befinden
sich zwei Rechner im selben externen Netzwerk und verwenden dieselbe externe IP
Adresse, wird zuerst versucht eine Verbindung u¨ber den internen IP Endpunkt z.B.
192.168.x.x. aufzubauen. Der Grund hierfu¨r ist, dass die meisten NAT Router kein
Hairpinning unterstu¨tzen (siehe Abschnitt 3.5.3). In diesem Fall wa¨re eine Kommu-
nikation u¨ber den externen IP Endpunkt nicht mo¨glich. Das wu¨rde dazu fu¨hren,
dass keine Verbindung zwischen den beiden Rechnern aufgebaut werden kann, ob-
wohl sich beide Rechner im selben lokalen Netzwerk befinden. Ein weiterer Grund
dafu¨r, dass sich das Adressierungsschema unterscheidet, resultiert aus der Tatsache,
dass NAT Router unterschiedliche Verhaltensweisen zeigen beziehungsweise unter-
schiedliche Eigenschaften haben (siehe Abschnitt 3.5.3). Diese Eigenschaften sind
relevant um zu entscheiden, welches NAT Traversal Verfahren eingesetzt werden
kann bzw. sollte (siehe Abschnitt 3.3.4). Wenn ein Rechner eine Verbindung zu ei-
nem anderen Rechner herstellen mo¨chte, so mu¨ssen die Eigenschaften der beiden
involvierten NAT Router bekannt sein. Um diese Eigenschaften zu bestimmen, wird
das in Abschnitt 3.3 vorgestellte MFB Protokoll verwendet. Die Bestimmung dieser
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Eigenschaften beno¨tigt eine gewisse Zeit. Daher wird die Bestimmung der Eigen-
schaften durchgefu¨hrt, wenn das Link Management gestartet wird und anschließend
werden diese Informationen in einer Schicht 5 Adresse zusammengefasst. Zusam-
menfassend besteht eine Schicht 5 Adresse aus:
Interne IP Adresse + Portnummer, Externe IP Adresse + Portnummer,
Netzwerkumgebung
Die Netzwerkumgebung beinhaltet hierbei alle vom MFB Protokoll bestimmten Ei-
genschaften und Verhaltensweisen.
Zwei Rechner, die beispielsweise versuchen eine direkte Verbindung mittels Hole
Punching herzustellen, mu¨ssen ihre Aktionen koordinieren. Aufgrund dessen, dass
beide Rechner zu diesem Zeitpunkt noch nicht miteinander verbunden sind, aber
beide Rechner sich in die Netzwerkstruktur des Peer-to-Peer Netzwerks integriert
haben, kann das Peer-to-Peer Netzwerk verwendet werden, um die Aktionen zu
koordinieren. Zu diesem Zweck kann das Link Management die daru¨ber liegende
Schicht, das Peer-to-Peer Netzwerk, auffordern, eine Nachricht u¨ber das Peer-to-
Peer Netzwerk zu routen (siehe Abbildung 4.3).
Link Management 
Peer-to-Peer Netzwerk 
1. Verbinde 2. Route 
Abbildung 4.3: Link Management und Routen von Nachrichten
Diese Aufforderung ist in Schichtenarchitekturen unu¨blich, da in der Regel nur die
obere Schicht die untere Schicht aufordert etwas auszufu¨hren. Allerdings ermo¨glicht
es NAT Traversal Verfahren ohne Server durchzufu¨hren, indem bereits initialisierte
Komponenten verwendet werden. Ohne diese Mo¨glichkeit mu¨sste ein zentraler Server
als gemeinsamer Kommunikationskanal zur Verfu¨gung stehen. Alle Peers des Peer-
to-Peer Netzwerks mu¨ssten mit diesem Server verbunden sein oder es wa¨re in vielen
Fa¨llen nicht mo¨glich eine direkte Verbindung per NAT Traversal herzustellen.
Eine a¨hnliche Situation tritt auf, wenn ein direkt erreichbarer Peer beno¨tigt wird, der
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Abbildung 4.4: Link Management und direkt erreichbare Peers
aufbauen ko¨nnen. In der peers@play Architektur wird dieses Problem mit Hilfe des
Datenspeichers gelo¨st (siehe Abbildung 4.4).
Jeder Peer, der direkt erreichbar ist und somit als Vermittler in Frage kommt, spei-
chert seine Adresse unter einem allgemein bekannten Schlu¨ssel im Datenspeicher.
Die Peer-to-Peer Link Management Komponente kann somit den Datenspeicher nach
Adressen von direkt erreichbaren Peers fragen und eine Verbindung zu einem Ver-
mittler aufbauen.
Die Peer-to-Peer Link Management Komponente implementiert eine Reihe von Si-
cherheitsmechanismen fu¨r Punkt-zu-Punkt Kommunikation, wie beispielsweise die
Verschlu¨sselung von Nachrichten oder die Authentifizierung von anderen Peers mit
Hilfe von Zertifikaten. Hierfu¨r verfu¨gt jeder Peer u¨ber ein, von einer Zertifizierungs-
stelle ausgestelltes Zertifikat. Die Peer-to-Peer Netzwerk Schicht kann ebenfalls eine
Verschlu¨sselung von Nachrichten durchfu¨hren. Allerdings handelt es sich auf dieser
Ebene um eine Ende-zu-Ende und nicht um eine Punkt-zu-Punkt Verschlu¨sselung,
wie sie vom Peer-to-Peer Link Management durchgefu¨hrt wird.
Ein weiterer Grund fu¨r die Einfu¨hrung der Peer-to-Peer Link Schicht resultiert aus
der Anforderung mehrere aktive Peer-to-Peer Netzwerke zu unterstu¨tzen. Wenn
mehrere Peer-to-Peer Netzwerke zur selben Zeit ausgefu¨hrt werden, ko¨nnen bereits
aufgebaute Verbindungen von den Peer-to-Peer Netzwerken gemeinsam genutzt wer-
den. Beispielsweise ko¨nnen Verbindungen, die in einem Peer-to-Peer Netzwerk zur
Erhaltung der Struktur aufgebaut wurden, in einem anderen Netzwerk als Abku¨r-
zung beim Routing verwendet werden. Hierbei ko¨nnen beide Peer-to-Peer Netzwerke
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dieselbe Verbindung verwenden, wodurch die Kosten fu¨r den Verbindungsaufbau und
die Aufrechterhaltung minimiert werden.
Die Peer-to-Peer Link Management Komponente verwendet eine spezielle Verbin-
dungsverwaltung, die von der klassischen O¨ffnen/Schließen Semantik von Sockets
oder Dateien abweicht. Wenn eine Verbindung einige Zeit nicht mehr verwendet
wurde und die Anzahl der aktuell aktiven Verbindungen einen bestimmten Grenz-
wert u¨berschreitet, fragt die Peer-to-Peer Link Management Komponente alle ak-
tiven Peer-to-Peer Netzwerke nach ihrem Votum. Ein Peer-to-Peer Netzwerk kann
hierbei auf der Aufrechterhaltung der Verbindung bestehen, wenn diese Verbindung
beispielsweise zur Erhaltung der Netzwerkstruktur dient oder es kann indifferent
bezu¨glich der Verbindung sein. Wenn mindestens ein Peer-to-Peer Netzwerk fu¨r die
Aufrechterhaltung der Verbindung stimmt, wird die Verbindung nicht geschlossen.
Andernfalls kann das Peer-to-Peer Link Management sich dazu entscheiden diese
Verbindung zu schließen. In diesem Fall werden alle aktiven Peer-to-Peer Netzwerke
daru¨ber informiert, dass die Verbindung geschlossen wurde. Durch diese Verbin-
dungsverwaltung muss kein Peer-to-Peer Netzwerk explizit eine Verbindung schlie-
ßen, sondern es muss nur zwischen notwendigen Verbindungen und Verbindungen,
die verwenden werden, weil sie bestehen, unterscheiden.
Durch die Unterstu¨tzung mehrerer aktiver Peer-to-Peer Netzwerke, die dieselbe Peer-
to-Peer Link Schicht verwenden, muss das Peer-to-Peer Link Management die Nach-
richten aller Peer-to-Peer Netzwerke u¨ber die bestehenden TCP/UDP oder RUDP
Verbindung multiplexen. Die Peer-to-Peer Link Management Komponente verwen-
det hierfu¨r einen Nachrichten-Scheduler, um zu entscheiden welche Nachricht direkt
gesendet, welche in eine Warteschlange eingereiht und welche eventuell gar nicht ge-
sendet wird. Wenn beispielsweise eine große Datei transferiert werden soll, um einen
Teil der Anwendung zu aktualisieren, wird das Peer-to-Peer Link Management diese
große Nachricht aufteilen und in die Warteschlange einreihen. Hierdurch ko¨nnen bei-
spielsweise Nachrichten, die zur Aufrechterhaltung der Netzwerkstruktur notwendig
sind, verzo¨gert werden. Werden diese Nachrichten zu lange verzo¨gert, kann dies dazu
fu¨hren, dass andere Peers der Meinung sind, dass dieser Peer nicht mehr aktiv ist.
Der Transfer von großen Datenmengen ko¨nnte so die Netzwerkstruktur gefa¨hrden.
Diesem Problem kann mit dynamischen Grenzen fu¨r Zeitu¨berschreitungen entge-
gengewirkt werden. Allerdings betrifft dieses Problem auch alle Nachrichten, die mit
der Interaktivita¨t der Anwendung zu tun haben, so dass die Anwendung fu¨r den
Nutzer unbenutzbar werden kann. Daher verwendet die Peer-to-Peer Link Mana-
gement Komponente ein priorisiertes Scheduling vergleichbar mit dem Algorithmus
von DiffServ [59]. Insgesamt werden drei verschiedene Priorita¨ten verwendet:
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  Hoch: Nachrichten fu¨r Echtzeit Nutzerinteraktion
  Mittel: Nachrichten zur Erhaltung des Peer-to-Peer Netzwerkes
  Niedrig: Dateitransfer
Der Scheduler sendet zuerst alle Nachrichten mit einer hohen Priorita¨t. Um zu ver-
hindern, dass Nachrichten mit einer mittleren Priorita¨t zu lange zuru¨ck gehalten
werden und so die Netzwerkstruktur gefa¨hrden ko¨nnen, wird die Priorita¨t dieser
Nachrichten nach einer gewissen Zeit erho¨ht. Nachrichten, die eine niedrige Prio-
rita¨t haben, werden nur gesendet, wenn genu¨gend Ressourcen verfu¨gbar sind. Die
Priorita¨t dieser Nachrichten wird nie erho¨ht.
Allerdings kann dies dazu fu¨hren, dass obere Schichten, die beispielsweise fu¨r den
Dateitransfer zusta¨ndig sind, versuchen ihre Nachrichten erneut zu schicken, da diese
zu lange zuru¨ckgehalten wurden und sie somit keine Besta¨tigung u¨ber den Empfang
erhalten haben. Um dies zu verhindern, stellt das Peer-to-Peer Link Management
den oberen Schichten eine Schnittstelle zur Verfu¨gung mit der die aktuelle La¨nge
der Warteschlange u¨berpru¨ft werden kann. Eine Schicht, die sich korrekt verha¨lt
und regelma¨ßig Nachrichten mit einer niedrigen Priorita¨t sendet, u¨berpru¨ft die La¨n-
ge der Warteschlange, um so gegebenenfalls seinen Datenfluss anzupassen. Auf den
ersten Blick kann dies nach einem Fehler im Schichtendesign aussehen, da die Fluss-
kontrolle eine Aufgabe der 4. bzw. 5. Schicht ist. Allerdings ist es in Peer-to-Peer
Dateiaustauschprotokollen u¨blich die Flusskontrolle in ho¨heren Schichten abzuwi-
ckeln. BitTorrent [19] beispielsweise verwendet eine Flusskontrolle um Free-Rider
zu erkennen und anschließend zu drosseln. Um BitTorrent in den Schichten 6 und
7 zu implementieren beno¨tigen diese Schichten die Mo¨glichkeit den Datenfluss zu
kontrollieren, was die Mo¨glichkeit, die La¨nge der Warteschlange zu bestimmen mit
einschließt.
4.2.3 Schicht 6: Peer-to-Peer Netzwerk
Die Peer-to-Peer Netzwerk Schicht ist vergleichbar mit der Peer-to-Peer Basis Schicht
der Schichtenarchitektur von Aberer [5]. Die zentrale Aufgabe dieser Schicht ist der
Aufbau und die Instandhaltung einer Netzwerkstruktur sowie das Routing von Nach-
richten. Den oberen Schichten stellt die Peer-to-Peer Netzwerkschicht eine Schnitt-
stelle zur Verfu¨gung mit der eine Nachricht an jeden aktiven Peer gesendet werden
kann. Hierfu¨r muss die Schicht 6 Adresse des Peers bekannt sein (z.B. ein SHA1
Wert). Die Peer-to-Peer Netzwerk Schicht muss eine Reihe Zuordnungen von Schicht
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5 zu Schicht 6 Adressen in einer Routing Tabelle speichern. Wenn eine Nachricht
zu einem Peer, der sich in der Routing Tabelle befindet gesendet werden soll, hat
die Peer-to-Peer Netzwerkschicht die drei folgenden Mo¨glichkeiten diese Nachricht
zu senden:
  Routing: routet die Nachricht u¨ber bestehende Schicht 5 Verbindungen
  Direkte Verbindung: baut u¨ber das Peer-to-Peer Link Management eine direkte
Verbindung auf, wenn die Schicht 5 Adresse bekannt ist
  Hybrid: routet die Nachricht sofort und versucht parallel dazu eine direkte
Verbindung aufzubauen
Befindet sich der Peer nicht in der Routing Tabelle, so ist die Schicht 5 Adresse
des Peers nicht bekannt und die zweite Mo¨glichkeit kann nicht verwendet werden.
Welche dieser Mo¨glichkeiten gewa¨hlt wird, ist abha¨ngig von der Anzahl, der Gro¨ße
sowie der Dringlichkeit der zu sendenden Nachrichten.
Wenn eine Anwendung nur einige kleine Nachrichten mit hoher Dringlichkeit ver-
senden mo¨chte, ist es meistens schneller diese Nachrichten u¨ber mehrere Peers zu
routen, als darauf zu warten, dass eine direkte Verbindung aufgebaut ist. Allerdings
verschwendet das Routing die Bandbreite aller auf dem Pfad befindlichen Peers und
sollte somit nur fu¨r wenige kleine Nachrichten verwendet werden. Sollten mehrere
oder gro¨ßere Nachrichten gesendet werden, so ist eine direkte Verbindung zu bevor-
zugen. Muss die Anwendung mehrere Nachrichten mit hoher Dringlichkeit senden,
sollte die hybride Mo¨glichkeit gewa¨hlt werden.
Das Peer-to-Peer Netzwerk kann allerdings nicht vorhersehen, wie viele Daten die
Anwendung senden wird und kann auch nicht die Dringlichkeit der Nachrichten
bestimmen. Daher mu¨ssen die oberen Schichten dem Peer-to-Peer Netzwerk einen
Optimierungshinweis geben. Das geschieht in der peers@play Architektur mit Hilfe
von zwei Flags. Die oberen Schichten ko¨nnen hierbei angeben, ob sie eine gro¨ßere
Menge an Nachrichten schicken mo¨chten (Bandbreiten-Flag). Zusa¨tzlich kann an-
geben werden, ob es sich um dringliche Nachrichten handelt (Dringlichkeits-Flag).
Basierend auf diesen Flags und dem Wissen u¨ber die Schicht 5 Adresse, kann die
Peer-to-Peer Netzwerk Schicht die optimale Mo¨glichkeit auswa¨hlen.
Einige Peer-to-Peer Netzwerke ko¨nnen die spezielle Verbindungsverwaltung des Peer-
to-Peer Link Managements nutzen um ihre Routing Tabelle zu optimieren. Als Bei-
spiel kann das Peer-to-Peer Netzwerk Pastry, wenn es seine Routing Tabelle fu¨llt,
jeden Peer aufnehmen, dessen Adresse einen passenden Pra¨fix hat. Hierdurch ko¨nnen
Nachrichten schneller geroutet werden, da zu diesen Peers bereits eine Verbindung
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besteht und nicht erst bei Bedarf eine Verbindung aufgebaut werden muss. Zusa¨tz-
lich ko¨nnen auf diese Weise mehr Verbindungen geteilt werden, wodurch weniger
Bandbreite fu¨r die Instandhaltung und weniger Ressourcen beno¨tigt werden. Mit
einer entsprechenden O¨ffnen/Schließen Semantik wa¨re dies nicht mo¨glich. Durch die
spezielle Verbindungsverwaltung der Peer-to-Peer Link Management Komponente
wird die Unterstu¨tzung mehrerer aktiver Peer-to-Peer Netzwerke optimiert.
Im Gegensatz zu der Peer-to-Peer Basis Schicht der Architektur von Aberer [5]
existiert in der peers@play Architektur keine verbindliche Schnittstelle fu¨r die Peer-
to-Peer Netzwerkschicht. Hierfu¨r gibt es zwei Gru¨nde. Der erste Grund ist, dass
die verschiedenen Peer-to-Peer Netzwerke unterschiedliche Adressierungsarten ver-
wenden. Wa¨hrend das Peer-to-Peer Netzwerk Chord [80] oder Pastry [71] eindi-
mensionale Adressen verwenden, verwendet das Peer-to-Peer Netzwerk CAN [64]
n-dimensionale Adressen. Zweitens unterstu¨tzen unstrukturierte Peer-to-Peer Netz-
werke, wie Gnutella nur das Fluten von Nachrichten und kein Routing. Zusa¨tzlich
existieren Peer-to-Peer Datenspeicher, die auf spezielle Eigenschaften von Peer-to-
Peer Netzwerken basieren. Beispielsweise verwendet der Peer-to-Peer Datenspeicher
des Peer-to-Peer Netzwerks Pastry einen speziellen Replikationsmechanismus, der
auf den linken und rechten Nachbarn der von Pastry verwendeten Ringstruktur ba-
siert. Dieses Konzept der linken und rechten Nachbarn gibt es beispielsweise bei
CAN nicht. Anstatt eine verbindliche Schnittstelle mit dem kleinsten gemeinsamen
Nenner zu definieren, ist es in der peers@play Architektur mo¨glich differenzierte
Schnittstellen zu verwenden.
Dennoch lassen sich beispielsweise fu¨r eindimensionale strukturierte Peer-to-Peer
Netzwerke Schnittstellen definieren, die mindestens das Routen von Nachrichten
beinhalten. Abha¨ngig von den oberen Schichten ko¨nnen, wenn diese einfache Schnitt-
stelle ausreicht, verschiedene Peer-to-Peer Netzwerke mit der gleichen Datenspeiche-
rungsschicht verwendet werden.
4.2.4 Schicht 7: Datenspeicher
Die Aufgaben des Peer-to-Peer Datenspeichers ko¨nnen neben dem verteilten Spei-
chern von Daten unter anderem Replikation, Versionierung oder Zugriffsverwal-
tung umfassen. Analog zur Architektur von Aberer existieren zwei unterschiedli-
che Schichten fu¨r das Peer-to-Peer Netzwerk und den Peer-to-Peer Datenspeicher.
Allerdings ko¨nnen einige Funktionen des Datenspeichers stark abha¨ngig vom dar-
unter liegenden Peer-to-Peer Netzwerk sein, so dass einige Datenspeicher nur mit
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bestimmten Peer-to-Peer Netzwerken funktionieren. In einigen Peer-to-Peer Syste-
men werden Daten nicht nur auf dem zusta¨ndigen Peer gespeichert, sondern auch
auf dem Pfad zu diesem Peer. Hierfu¨r muss der Datenspeicher alle Nachrichten, die
von der Peer-to-Peer Netzwerk Schicht weitergeleitet werden mitlesen, um den Ca-
che des Datenspeichers aus Schicht 7 aufzubauen. Ein Beispiel fu¨r solch ein System
ist Tapestry [89].
Trotz dieser Abha¨ngigkeiten sind das Peer-to-Peer Netzwerk und der Datenspeicher
auch in der peers@play Architektur in separaten Schichten. Hierdurch ko¨nnen bei-
spielsweise verschiedene Datenspeicher mit demselben Peer-to-Peer Netzwerk ver-
wendet werden oder es kann auch ein Peer-to-Peer Netzwerk ohne Datenspeicher
verwendet werden.
4.2.5 Schicht 8: Applikation
Die Applikationsschicht der peers@play Architektur beinhaltet die Applikationslogik
sowie die Anbindung an die Visualisierung. Bei der Entwicklung von Peer-to-Peer
Applikationen gibt es eine Reihe ha¨ufig wiederkehrender Probleme. Allerdings sind
diese Probleme nicht allgemein genug, um hierfu¨r eine eigene Schicht innerhalb der
peers@play Architektur zu erstellen. Daher werden die Verfahren, die diese Probleme
lo¨sen in Komponenten innerhalb der Applikationsschicht gekapselt. Hierdurch wird
die Wiederverwendbarkeit erho¨ht und Entwicklungszeit reduziert.
Ein Beispiel fu¨r eine solche Komponente ist die Gruppenkommunikation. Mit Hilfe
dieser Komponente kann eine Applikation Interessengruppen mit einer beliebigen
Anzahl an Peers erstellen. Diese Interessengruppen ko¨nnen dazu verwendet werden
eine Nachricht an alle Peers dieser Gruppe zu senden. Zum einen kann diese Funk-
tionalita¨t in Chat Anwendungen verwendet werden, in denen mehrere Nutzer an
einem gemeinsamen Chat teilnehmen. Zum anderen kann diese Funktionalita¨t in
Applikationen verwendet werden in denen ein Nutzer mehrfach u¨ber verschiedene
Endgera¨te zur selben Zeit angemeldet sein kann. Um die Synchronisation dieser In-
stanzen zu vereinfachen, ko¨nnen alle Instanzen eines Nutzers eine Interessengruppe
bilden. Wenn immer eine Nachricht an diese Interessengruppe gesendet wird, wird
sie automatisch an alle Instanzen gesendet.
Ein weiteres ha¨ufig auftretendes Problem in verteilten Systemen betrifft Auswahlver-
fahren. Daher wird diese Funktionalita¨t ebenfalls in einer Komponente gekapselt. In
manchen Peer-to-Peer Systemen werden bestimmte Peers aufgrund ihrer Eigenschaf-
ten, wie hoher Bandbreite oder Verfu¨gbarkeit ausgewa¨hlt. Die Auswahlkomponente
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erha¨lt eine Reihe Anforderungen und fu¨hrt ein Auswahlverfahren durch, um einen
passenden Peer zu finden.
4.2.6 Scheduler und Zeitgeber
Eine wesentliche Anforderung an die peers@play Architektur ist, dass derselbe Quell-
text fu¨r Simulationen als auch fu¨r die eigentliche Anwendung verwendet werden
kann. Hierbei ist es wichtig, dass eine große Anzahl an Peer Instanzen auf einem
einzelnen Rechner simuliert werden kann. Daher muss mit Systemressourcen wie
Speicher und Threads sorgfa¨ltig umgegangen werden. Zu diesem Zweck wurde in-
nerhalb der peers@play Architektur das in Abschnitt 2.11 vorgestellte Programmier-
modell Gears4Net eingesetzt.
Simulations Scheduler / Zeitgeber mit virtueller Zeit 
 
Ereignis-basierte Liste 
Peer 1 Peer 2 Peer n Peer 3 Peer 4 
Sende Nachricht an Peer 4 
… 
Aktuelle virtuelle Zeit 
Abbildung 4.5: Diskrete Ereignis-basierte Simulation
Um eine diskrete Ereignis-basierte Simulation einer Anwendung durchzufu¨hren, mu¨s-
sen die eigentliche Ausfu¨hrung und das zeitliche Verhalten der Anwendung kontrol-
lierbar sein. Zu diesem Zweck wird ein zentraler Scheduler, der die Ausfu¨hrung
kontrolliert und ein zentraler Zeitgeber fu¨r das zeitliche Verhalten verwendet (siehe
Abbildung 4.5). Der zentrale Scheduler wird von allen Peer Instanzen und somit
von allen Gears4Net Protokollen verwendet. Hierdurch kontrolliert der Scheduler
die gesamte Ausfu¨hrung und gewa¨hrleistet eine deterministische Ausfu¨hrung der
Anwendung.
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In einer Ereignis-basierten Simulation erfolgt der Simulationsfortschritt durch Er-
eignisse, die zu einer bestimmten virtuellen Zeit ausgelo¨st werden. Diese Ereignisse
treten zu einer bestimmten virtuellen Zeit ein und ko¨nnen wiederum neue Ereignisse
in der Zukunft auslo¨sen. Daher verwenden alle Instanzen denselben Zeitgeber, um
beispielsweise einen Timeout zu definieren, der dann als Ereignis mit einer bestimm-
ten virtuellen Zeit versehen wird.
Wenn ein Peer einem anderen Peer eine Nachricht senden mo¨chte, so wird in der
Simulation kein Netzwerksocket verwendet, sondern es wird ein Ereignis Nachricht
empfangen in die Ereignisliste eingetragen. Wenn die virtuelle Zeit dieses Ereignisses
eintritt, wird dem Peer die Nachricht zugestellt (siehe Abbildung 4.5). Zu diesem
Zweck kann bei der Kommunikationskomponente zwischen Sockets und Simulation
ausgewa¨hlt werden.
Um anstatt einer Ereignis-basierten Simulation die eigentliche Anwendung auszu-
fu¨hren mu¨ssen der Scheduler, der Zeitgeber sowie die Komponente zum Versenden
von Nachrichten ausgetauscht werden. Hierbei werden zur Kommunikation Netz-
werksockets verwendet und anstatt eines Zeitgeber, der mit virtueller Zeit arbeitet,
ein Zeitgeber verwendet, der mit realer Zeit arbeitet. Der Scheduler wird bei der
Ausfu¨hrung der eigentlichen Anwendung nur von einem einzelnen Peer verwendet.
Durch den Einsatz von Gears4Net und dem asynchronen Nachrichtenaustausch zwi-
schen den Komponenten und Schichten kann durch den einfachen Austausch der drei
Komponenten (Scheduler, Zeitgeber, Komponente zum Versenden von Nachrichten)
der selbe Quelltext fu¨r Simulationen als auch fu¨r die eigentliche Anwendung verwen-
det werden.
4.3 Verwandte Arbeiten
Im Bereich der Simulationsumgebungen existiert eine Reihe von Simulatoren, die
es ermo¨glichen das unterliegende Netzwerk eines Peer-to-Peer Systems zu simulie-
ren. NS-2 [4] ist ein diskreter Ereignis-basierter Simulator, der eine Simulation auf
der Ebene von Netzwerkpaketen ermo¨glicht. Der Fokus dieser Simulationsumgebung
liegt daher auf den ersten vier Schichten des hybriden Referenzmodells. NS-2 stellt
keine Funktionalita¨ten zur Verfu¨gung, um vollsta¨ndige Peer-to-Peer Anwendungen
zu simulieren. Im Gegensatz zu NS-2 ko¨nnen Peer-to-Peer Simulatoren wie Peer-
Sim [54], P2PRealm [48] oder PlanetSim [50] komplette Peer-to-Peer Anwendungen
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simulieren. Allerdings wird in beiden Fa¨llen zwischen dem Quelltext fu¨r Simulatio-
nen und Release Software unterschieden, so dass die Anforderung R1 von diesen
Ansa¨tzen nicht erfu¨llt wird.
Im Gegensatz zu den angesprochenen Simulatoren, erlauben es Entwicklungswerk-
zeuge wie Neko [85], MACEDON [67], RealPeer [35] und OverSim [9] den gleichen
Quelltext fu¨r Simulationen und die Release Software zu verwenden. Neko [85] zielt
auf kleinere verteilte Systeme und ist daher nicht in der Lage eine Vielzahl an Peers
zu simulieren, wie es fu¨r die Simulation von Peer-to-Peer Netzwerken notwendig ist.
MACEDON [67] hingegen bietet eine Infrastruktur, die das Design, die Entwick-
lung und Evaluation von Peer-to-Peer Netzwerken unterstu¨tzt. Der Einsatzzweck
von MACEDON ist allerdings eingeschra¨nkt, da MACEDON auf den Einsatz von
verteilten Hashtabellen (DHTs) und Multicast auf Applikationsebene ausgerichtet
ist. In [35] wurde RealPeer, ein Framework fu¨r eine Simulations-basierte Entwicklung
von Peer-to-Peer Systemen vorgestellt. RealPeer unterstu¨tzt hierbei die Simulation
als auch die Entwicklung von Peer-to-Peer Systemen, indem ein Simulationsmodell
iterativ zu einer Produktivanwendung transformiert wird. Allerdings bietet RealPeer
keine Unterstu¨tzung fu¨r mehrere aktive Peer-to-Peer Netzwerke. OverSim [9] ist ein
skalierendes und flexibles Framework fu¨r Peer-to-Peer Netzwerke, das Simulationen
und Produktivanwendungen unterstu¨tzt. Die in OverSim verwendete Architektur
unterstu¨tzt Mechanismen fu¨r Bootstrapping, Peer-to-Peer Netzwerke und DHTs.
Allerdings bietet auch OverSim keine Unterstu¨tzung fu¨r mehrere zeitgleich aktive
Peer-to-Peer Netzwerke.
Zusa¨tzlich zu den bisher betrachteten verwandten Arbeiten existieren eine Vielzahl
von Architekturen, wie die von Aberer [5], Dabek [21] und Lua [51]. Diese Arbeiten
beschreiben geschichtete Architekturen ohne weitere detaillierte Informationen. Die
meisten Architekturen haben separate Schichten fu¨r das Peer-to-Peer Netzwerk und
den Datenspeicher, aber keine der Architekturen unterstu¨tzt die Funktionalita¨ten
der Peer-to-Peer Link Schicht. Zusa¨tzlich bieten diese Architekturen keine Funktio-
nalita¨ten um denselben Quelltext fu¨r Simulationen und Produktivanwendungen zu
nutzen.
Peer-to-Peer Frameworks wie JXTA [29], SpoVNet [12], und OPeN [82] sind nicht
generisch genug in Bezug auf die unterstu¨tzten Anwendungen. Des Weiteren fehlen
auch in diesen Frameworks die Funktionalita¨ten der Peer-to-Peer Link Schicht und
die Unterstu¨tzung fu¨r mehrere aktive Peer-to-Peer Netzwerke.
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4.4 Evaluation
In diesem Abschnitt wird die peers@play Architektur bezogen auf Speicherverbrauch
und Verarbeitungszeit evaluiert. Alle Schichten, Komponenten und Testfa¨lle, die fu¨r
die Evaluation verwendet wurden, wurden mit Microsoft .NET C# 4.0 implemen-
tiert. Ausgefu¨hrt wurde die Evaluation auf einem einzelnen Lenovo ThinkPad T61p
mit einem 2.6Ghz Prozessor, 3GB RAM und Windows 7 (32-bit) als Betriebssys-
tem.
4.4.1 Verarbeitungszeit
Im Folgenden wird evaluiert, wie viel zusa¨tzliche Verarbeitungszeit durch die Ver-
wendung der peers@play Architektur und Gears4Net erzeugt wird. Hierfu¨r wird die
Umlaufzeit einer Nachricht in verschiedenen Testszenarios ermittelt. Die Nachricht
la¨uft hierbei auf der einen Seite durch alle Schichten nach unten, wenn sie gesendet
wird und durch alle Schichten wieder nach oben, wenn sie empfangen wird. Dieser














Lokaler Rechner (Localhost) 
Antwort Anfrage 
Abbildung 4.6: Nachrichtenfluss einer Speicher-Operation
Fu¨r das erste Testszenario wurden zwei Testprogramme implementiert, wodurch die
zusa¨tzliche Verarbeitungszeit ermittelt wird, die durch die Aufteilung einer Appli-
kation in verschiedene Schichten und den Einsatz von Gears4Net erzeugt wird. Das
Testprogramm A sendet alle Nachrichten direkt u¨ber einen TCP Socket ohne den
Einsatz von Gears4Net und ohne Aufteilung in verschiedene Schichten. Testpro-
gramm B hingegen verwendet drei verschiedene Schichten wie in Abbildung 4.6 dar-
gestellt. Jede Schicht leitet die Nachricht hierbei einfach weiter zur na¨chsten Schicht
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ohne weitere Verarbeitung. Die Nachricht wird wie bei A u¨ber einen Standard TCP
Socket gesendet. Zusa¨tzlich verwendet das Testprogramm B Gears4Net. Subtrahiert
man die beno¨tigte Verarbeitungszeit des Testprogramms A von der Verarbeitungs-
zeit des Testprogramms B, so erha¨lt man die zusa¨tzliche Verarbeitungszeit, die durch
die Aufteilung in die einzelnen Schichten und den Einsatz von Gears4Net erzeugt
wird.
In jeder Messung wurden zwei Nachrichten gesendet, wobei die erste Nachricht 290
Byte groß und die Antwortnachricht 258 Byte groß ist. Mit beiden Testprogrammen
wurde 1.000.000 mal die Zeit bis zum Erhalt der Antwortnachricht (Umlaufzeit)
gemessen. Die Ergebnisse dieser Messung sind in Tabelle 4.1 zusammengefasst. Die
Spalten Q1 und Q3 geben hierbei die Werte fu¨r das untere und obere Quartil an,
welche 50% der ermittelten Werte umfassen.
Zusa¨tzlich sind die Ergebnisse dieser Messungen in Abbildung 4.7 grafisch darge-
stellt. Die durchschnittliche Zeit unter Verwendung des Testprogramms A lag bei
0,10ms und fu¨r das Testprogramm B bei 0,12ms. Subtrahiert man die Umlaufzeit
von A von der Umlaufzeit von B, so ergibt sich eine zusa¨tzliche Verarbeitungszeit von
0,02ms. Beru¨cksichtigt man, dass die durchschnittliche Latenz im Internet zwischen
30ms und 40ms liegt, so ist diese zusa¨tzliche Verarbeitungszeit vernachla¨ssigbar
gering.
Minimum Maximum Q1 Q2 (Median) Q3 Durchschnitt
A 0,098 0,130 0,099 0,102 0,109 0,105
B 0,108 0,147 0,114 0,120 0,126 0,121
C 0,648 0,752 0,656 0,659 0,665 0,663
D 1,325 1,437 1,337 1,343 1,354 1,348
Tabelle 4.1: Umlaufzeiten der einzelnen Tests (in ms)
Im zweiten Testszenario wurde die Umlaufzeit unter der Verwendung des peers@play
Frameworks in zwei verschiedenen Varianten C und D gemessen. Hierfu¨r wurde eine
Speicher -Operation der Datenspeicher Schicht von einem Peer initiiert und vom an-
deren Peer verarbeitet. Alle Schichten in diesem Szenario sind voll funktionsfa¨hig. Es
wird hierbei die Zeit gemessen bis der initiierende Peer die Besta¨tigung seiner Spei-
cher -Anfrage erhalten hat (siehe Abbildung 4.6). Um die Ergebnisse dieser Messung
mit der vorherigen vergleichen zu ko¨nnen, sind die Gro¨ßen der Nachrichten a¨qui-
valent zu den Gro¨ßen der Testprogramme A und B. In Variante C des peers@play
Frameworks wurden die Verschlu¨sselung der Nachrichten sowie die Replikationsme-
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chanismen ausgeschaltet. In Variante D hingegen sind alle Funktionen eingeschaltet

















Abbildung 4.7: Umlaufzeit bei Testprogramm A und B
A¨quivalent zum ersten Testszenario wurde die Umlaufzeit 1.000.000 mal gemes-
sen. Hierfu¨r wurde das Peer-to-Peer Netzwerk einmalig gestartet und anschließend
1.000.000 mal eine Speicher -Operation initiiert. Die durchschnittliche Umlaufzeit in
Variante C betrug 0,65ms und in Variante D betrug die Umlaufzeit 1,3ms. Die
Ergebnisse dieser Messungen sind in Abbildung 4.8 grafisch dargestellt. Der signifi-
kante Unterschied zwischen den beiden Varianten resultiert aus der Verschlu¨sselung
und Replikation.
In Tabelle 4.1 sind die Ergebnisse aller Tests zusammengefasst. Die Messungen zei-
gen, dass die durch die Aufteilung in Schichten und den Einsatz von Gears4Net
entstehende zusa¨tzliche Verarbeitungszeit sehr gering ist. Der zusa¨tzliche Aufwand
fu¨r Verschlu¨sselung und Replikation (siehe C und D) ist um eine Gro¨ßenordnung
ho¨her als die Kosten fu¨r die reine TCP Kommunikation (siehe A). Hierdurch wird
deutlich welche Bereiche einer Peer-to-Peer Applikation die meiste Verarbeitungszeit
beno¨tigen und dass die durch die peers@play Architektur erzielte Flexibilita¨t kaum


















Abbildung 4.8: Umlaufzeit bei Testprogramm C und D
4.4.2 Speicherverbrauch
In diesem Abschnitt wird der Speicherverbrauch der peers@play Architektur evalu-
iert und somit ermittelt wie viele Peers auf einem einzelnen Rechner simuliert wer-
den ko¨nnen. Zu diesem Zweck wurde ein Peer-to-Peer Netzwerk auf einem Rechner
gestartet und der Speicherverbrauch nach jedem neu hinzugefu¨gten Peer ermittelt.
Durch den Einsatz von Gears4Net kann die Simulation mit einer festgelegten Anzahl
an Threads durchgefu¨hrt werden. Im Folgenden wird der physikalische und virtuelle
Speicherverbrauch fu¨r das in dieser Evaluation verwendete Peer-to-Peer Netzwerk
Chord ermittelt. Zusa¨tzlich wird der Speicherverbrauch mit der Microsoft .NET
Speicherbereinigung ermittelt. Dieser gibt den Speicherverbrauch der Datenstruktu-
ren und Objekte an, die auf dem Heap liegen.
In Abbildung 4.9 ist der Speicherverbrauch in zwei verschiedenen Varianten mit je-
weils 1000 Peers grafisch dargestellt. In der ersten Variante wurden zur Kommunika-
tion TCP Sockets und in der zweiten Variante ein In-Prozess Nachrichtenaustausch
(IPN) verwendet. Hierbei wird deutlich, dass der Einsatz von TCP deutlich mehr
Speicher beno¨tigt als die Variante mit dem In-Prozess Nachrichtenaustausch. Nach-
dem 1000 Peers dem Peer-to-Peer Netzwerk beigetreten sind, wurden insgesamt 5190
Verbindungen aufgebaut. Der Speicherverbrauch bei TCP war hierbei zwischen 11%






























Abbildung 4.9: 1000 verbundene Peers (Chord)
und 25% ho¨her als beim In-Prozess Nachrichtenaustausch. Die Messungen zeigen,
dass durch die Verwendung des In-Prozess Nachrichtenaustauschs im Vergleich zu
TCP eine gro¨ßere Anzahl an Peers simuliert werden kann.
Nachdem der unterschiedliche Speicherverbrauch zwischen TCP und dem In-Prozess
Nachrichtenaustausch verdeutlicht wurde, zeigt die folgende Messung den Speicher-
verbrauch fu¨r eine gro¨ßere Anzahl an Peers mit In-Prozess Nachrichtenaustausch.
Hierbei wurde der Speicherverbrauch mit 5000 Peers und insgesamt 26914 Verbin-
dungen gemessen. Die Ergebnisse sind in Abbildung 4.10 grafisch dargestellt. Die
Simulation von 5000 Peers mit der peers@play Architektur beno¨tigt ca. 800 MB
physikalischen Speicher. Die Messung zeigt, dass eine große Anzahl an Peers mit der
peers@play Architektur auf nur einem einzelnen Rechner simuliert werden kann.
Die Messungen in Abbildung 4.9 und in Abbildung 4.10 zeigen jeweils einen deutli-
chen Unterschied zwischen den verschiedenen Messungen. Der virtuelle Speicherver-
brauch ist deutlich ho¨her, da die Speicherallokationsverfahren von Microsoft .NET
und Windows gro¨ßere Mengen Speicher anfordern, bevor dieser beno¨tigt wird. Der
Unterschied zwischen dem physikalischen Speicherverbrauch und dem, der durch
die .NET Speicherbereinigung ermittelt wurde, resultiert daraus, dass der physika-
lische Speicherverbrauch den vom Stack verwendeten Speicher sowie den Speicher-


























Abbildung 4.10: 5000 verbundene Peers mit In-Prozess Nachrichtenaustausch (Chord)
lische Speicherverbrauch auch den Verlust, der durch die Speicherfragmentierung
entsteht. Da der virtuelle Speicherverbrauch schneller wa¨chst als der physikalische
Speicherverbrauch, ist die Verwendung eines 64-Bit Rechners sinnvoll, auch wenn
der physikalische Speicherverbrauch unter 4 GB liegt.
Zusammenfassend zeigt die Evaluation, dass mit der peers@play Architektur eine
große Anzahl an Peers auf einem einzelnen Rechner simuliert werden kann. Durch
den Einsatz von Gears4Net und dem In-Prozess Nachrichtenaustausch ist die Gro¨-
ße fu¨r den Heap die einzige Ressource, die die Anzahl der zu simulierenden Peers
limitiert.
4.5 Zusammenfassung
In diesem Kapitel wurde die peers@play Architektur, die von einer Vielzahl an prak-
tischen Erfahrungen beeinflusst wurde, vorgestellt. Die peers@play Architektur er-
laubt es denselben Quelltext fu¨r Simulationen als auch fu¨r die Produktivanwendung
zu verwenden und erfu¨llt die in Abschnitt 4.2 aufgestellten Anforderungen. Des
Weiteren bildet die peers@play Architektur die Grundlage des peers@play Frame-
works, welches Bestandteil von zwei Anwendungen ist. Die erste Anwendung ist ein
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Prototyp einer vollsta¨ndig Peer-to-Peer-basierten virtuellen 3D Welt, die auf der
CeBit’2010 vorgestellt wurde. Bei der zweiten Anwendung handelt es sich um Cryp-
Tool [2], einer E-Learning-Plattform fu¨r Kryptographie und Kryptoanalyse. Hier
bildet das peers@play Framework die Grundlage fu¨r die verteilte Kryptoanalyse.
Durch die Verwendung des Programmiermodells Gears4Net und eines speziellen
Schedulers und Zeitgebers ist es mo¨glich denselben Quelltext fu¨r Simulationen und
Messungen als auch fu¨r die Produktivanwendung zu verwenden. Die peers@play Ar-
chitektur beziehungsweise das Framework wurde hinsichtlich des Speicherverbrauchs
und der Verarbeitungszeit evaluiert. Die ermittelten Ergebnisse zeigen, dass die Vor-
teile, die sich aus der peers@play Architektur ergeben, nur einen geringen Overhead
verursachen, so dass die erste Anforderung erfu¨llt wird. Durch die Aufteilung in
Schichten und Komponenten ko¨nnen diese einfach durch verschiedene Implemen-
tationen ausgetauscht werden, was die Verwendbarkeit und Austauschbarkeit ge-
wa¨hrleistet (R2). Durch die Einfu¨hrung der Peer-to-Peer Link Schicht ist es mo¨glich




Virtuelle Welten, wie das von Blizzard vero¨ffentlichte World of Warcraft, unterhalten
weltweit Millionen von Nutzern. Nutzer spielen dabei die Rolle eines Helden (Avatar)
in einer Fantasiewelt, ka¨mpfen gegen Gegner, lo¨sen Ra¨tsel und erfu¨llen Aufgaben,
um sta¨rker zu werden und um neue Ausru¨stungsgegensta¨nde zu erhalten. Hierbei
dauert es Tage oder Wochen einen Avatar auf den ho¨chsten Level zu bringen. Dabei
ist es fu¨r einen Nutzer nicht akzeptabel den Fortschritt seines Avatars zu verlieren,
weil sein Computer oder die Netzwerkverbindung ausfa¨llt. Insgesamt wird erwartet,
dass der Zustand bzw. Fortschritt des Avatars verla¨sslich gespeichert wird. Ebenso
ist es fu¨r den Nutzer inakzeptabel, wenn er gegen eine Menge von Gegnern ka¨mpfen
musste, um einen bestimmten Ort zu erreichen und er wieder gegen diese Gegner
ka¨mpfen muss, weil sein Computer kurz ausgefallen ist. Daher muss der aktuelle
Stand der virtuellen Welt verla¨sslich gespeichert werden. Zudem muss ein Nutzer
in der Lage sein den aktuellen Stand abzufragen, nachdem er die virtuelle Welt
verlassen hat und dieser wieder neu beitreten mo¨chte.
In Peer-to-Peer-basierten virtuellen Welten existieren keine Server, die zur Speiche-
rung der Daten genutzt werden ko¨nnten. Daher mu¨ssen die Daten verteilt auf den
Peers gespeichert werden. Die Menge der aktiven Peers ist allerdings nicht konstant,
sondern Peers betreten und verlassen das Peer-to-Peer Netzwerk sta¨ndig und dabei
kann man nicht davon ausgehen, dass das Verlassen immer regelkonform durchge-
fu¨hrt wird. Daher ist die einzige Mo¨glichkeit Daten verla¨sslich zu speichern, diese
redundant im Peer-to-Peer Netzwerk zu speichern.
Zusa¨tzlich zu der Tatsache, dass Peers nicht zuverla¨ssig sind, kann nicht davon aus-
gegangen werden, dass alle Nutzer der virtuellen Welt ehrlich sind (bo¨swillige Peers).
Daher muss verhindert werden, dass Nutzer den Zustand der virtuellen Welt zu ih-
rem Vorteil a¨ndern.
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In diesem Kapitel wird ein Replikationsverfahren vorgestellt, das Daten in einem
Positions-basierten Peer-to-Peer Netzwerk an verschiedene Positionen im Peer-to-
Peer Netzwerk repliziert [36]. Darauf aufbauend wird ein Routingverfahren beschrie-
ben, das es erlaubt diese Replikate auf disjunkten Routingpfaden zu erreichen. Wel-
chen Einfluss bo¨swillige Peers auf die Verfu¨gbarkeit der Replikate haben, wird in
Abschnitt 5.4 evaluiert. Die Ergebnisse dieses Kapitels werden in Abschnitt 5.5 zu-
sammengefasst.
5.1 Systemmodell
Im Folgenden wird das Systemmodell, das in diesem Kapitel verwendet wird, na¨her
betrachtet. Es wird angenommen, dass alle Nutzer ihren mit dem Internet verbun-
denen Computer nutzen, um dem Peer-to-Peer Netzwerk beizutreten. Hierbei wird
davon ausgegangen, dass die Rechenleistung und Speicherkapazita¨ten der Compu-
ter ho¨her sind als die, die jeder fu¨r die Berechnung der virtuellen Welt beno¨tigt.
Dadurch ist es mo¨glich die nicht beno¨tigten Ressourcen fu¨r redundante Berechnun-
gen und Datenspeicherung zu verwenden. Weiterhin wird davon ausgegangen, dass
die verfu¨gbare Bandbreite und dabei insbesondere der Upstream ein Flaschenhals
darstellen kann, da die meisten Nutzer u¨ber Breitband ADSL mit dem Internet
verbunden sind.
Peers ko¨nnen u¨ber eine verla¨ssliche Verbindung, wie sie durch TCP gewa¨hrleistet
wird, miteinander kommunizieren. Hierbei sind die Peers in der Lage die Verbindung
mit Hilfe von NAT Traversal Mechanismen aufzubauen (siehe Abschnitt 2.6). Aller-
dings ko¨nnen diese eine gewisse Zeit beno¨tigen um eine Verbindung aufzubauen.
Peers betreten und verlassen das Peer-to-Peer Netzwerk zu beliebigen Zeitpunkten.
Hierbei kann nicht davon ausgegangen werden, dass Peers das Peer-to-Peer Netzwerk
regelkonform verlassen, da Peers ohne Voranku¨ndigung ausfallen ko¨nnen. Allerdings
wird davon ausgegangen, dass Peers, die dem Peer-to-Peer Netzwerk der virtuellen
Welt beitreten, auch einige Stunden in diesem verweilen [83].
Der Provider der virtuellen Welt ist nicht in der Lage eine große Menge an eigenen
Peers im Peer-to-Peer Netzwerk zu betreiben. Dadurch kann nicht sichergestellt
werden, dass alle Teilnehmer einem gegebenen Protokoll folgen, was dazu fu¨hrt, dass
Peers nicht vertrauenswu¨rdig sind. Es kann dementsprechend Peers geben, die von
Betru¨gern kontrolliert werden und versuchen den aktuellen Zustand der virtuellen
zu vera¨ndern. Des Weiteren ko¨nnen diese Betru¨ger auch zusammenarbeiten und
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sich unter einander koordinieren, um einen Betrug durchzufu¨hren. Dabei ko¨nnen sie
byzantinisches Verhalten zeigen und sich zu jeder Zeit an das Protokoll halten oder
dagegen verstoßen. Es wird allerdings davon ausgegangen, dass die Mehrheit der
Nutzer ehrlich ist und sich an das gegebene Protokoll ha¨lt. Sollte die Mehrheit in
der virtuellen Welt betru¨gen und sich somit nicht an das Protokoll halten, macht
das Betru¨gen kaum noch Sinn, da man dadurch kaum noch einen Vorteil gegenu¨ber
den anderen Betru¨gern hat.
Aufgrund der Tatsache, dass nicht davon ausgegangen wird, dass vertrauenswu¨r-
dige Peers im Peer-to-Peer Netzwerk sind, muss der Betreiber der virtuellen Welt
eine Zertifizierungsstelle zur Verfu¨gung stellen. Mit Hilfe dieser Zertifizierungsstelle
ko¨nnen eindeutige Identita¨ten (Zertifikate) [76] fu¨r jeden Nutzer und damit jeden
Peer erstellt werden. Durch diese Identita¨ten kann man den Zutritt zu der virtuellen
Welt kontrollieren, indem nur Nutzer mit einer gu¨ltigen Identita¨t der virtuellen Welt
beitreten ko¨nnen. Sollte ein Nutzer durch bo¨swilliges Verhalten auffallen, kann sei-
ne Identita¨t widerrufen werden, so dass er nicht mehr der virtuellen Welt beitreten
kann. Damit ein bo¨swilliger Nutzer sich nicht einfach eine neue Identita¨t erstellen
la¨sst, muss das Erstellen dieser Identita¨t in irgendeiner Weise aufwa¨ndig fu¨r den
Nutzer sein. Das kann beispielsweise durch die Bindung an die echte Identita¨t oder
eine Gebu¨hr geschehen. Dadurch ist es dann auch nur sehr schwer mo¨glich sich sehr
viele Identita¨ten zu erzeugen um beispielsweise einen sogenannten Sybil Angriff [24]
durchzufu¨hren. Die erzeugten virtuellen Identita¨ten ko¨nnen auch zusa¨tzliche Infor-
mationen, wie beispielsweise eine Position innerhalb der virtuellen Welt beinhalten.
Nutzer der virtuellen Welt ko¨nnen die Identita¨ten anderer Nutzer mit Hilfe des o¨f-
fentlichen Schlu¨ssels der Zertifizierungsstelle u¨berpru¨fen.
5.2 VoroStore
In diesem Abschnitt wird VoroStore vorgestellt. VoroStore ist ein Positions-basiertes
Peer-to-Peer Netzwerk, das es erlaubt u¨ber disjunkte Routingpfade zu verschiedenen
Positionen im Peer-to-Peer Netzwerk zu routen. Zusa¨tzlich umfasst VoroStore ein
Replikationsverfahren, das Daten im Peer-to-Peer Netzwerk so platziert, dass diese
u¨ber disjunkte Routingpfade erreicht werden ko¨nnen.
VoroStore umfasst konzeptionell die 6. und 7. Schicht der im vorherigen Kapitel vor-
gestellten peers@play Architektur (siehe Abbildung 5.1). Das Peer-to-Peer Netzwerk
inklusive dem Routingverfahren ist Teil der Peer-to-Peer Netzwerk Schicht, wohin-
gegen das Replikationsverfahren Bestandteil der Datenspeicher Schicht ist. Obwohl







TCP/IP (Socket API) 

























Abbildung 5.1: VoroStore innerhalb der peers@play Architektur
VoroStore mit der Replikation Verfahren aus der Datenspeicher Schicht umfasst,
ist VoroStore kein vollsta¨ndiger Datenspeicher. VoroStore beschreibt wo Daten ge-
speichert werden und stellt fu¨r diese Daten disjunkte Routingpfade zur Verfu¨gung.
Aufgaben bezu¨glich der Konsistenz der Replikate, der Zugriffskontrolle oder a¨hnli-
ches sind nicht Bestandteil von VoroStore.
Im Folgenden werden die grundlegenden Konzepte von VoroStore na¨her betrach-
tet. Das erste Konzept umfasst hierbei Redundanz. Die Redundanz der Daten ist
notwendig, um mit der Unzuverla¨ssigkeit und der Nichtvertrauenswu¨rdigkeit der
Peers umgehen zu ko¨nnen. VoroStore verwendet zwei verschiedene Arten von Red-
undanz.
Zum einen wird der allgemeine Ansatz verwendet und die gespeicherten Daten wer-
den auf den Peers repliziert, deren Position nahe an der Position der Daten liegt. Das
sind bei VoroStore die Voronoinachbarn. Die Replikate werden hierbei nicht separat
adressiert und dienen dazu mit der Unzuverla¨ssigkeit der Peers umzugehen. Damit
Peers sich nicht aussuchen ko¨nnen, welche Daten sie verwalten, bekommt jeder Peer
eine feste Position zugewiesen. Dafu¨r wird in jeder Identita¨t (Zertifikat) eines Nut-
zers eine bestimmte Position fest eingetragen. Diese Position bestimmt dann fu¨r
welche Daten der Peer innerhalb des Peer-to-Peer Netzwerks verantwortlich ist.
Beim zweiten Ansatz wird ein Replikationsschema verwendet, das es erlaubt auf
jedes Replikat individuell zuzugreifen (siehe Abschnitt 5.2.1). Hierfu¨r verfu¨gt jedes
Replikat u¨ber eine eigene Adresse beziehungsweise Position. Um auf diese Replikate
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zuzugreifen muss fu¨r jedes Replikat eine eigene Anfrage gesendet werden. Die Rou-
tingpfade zu diesen Replikaten sind bei VoroStore disjunkt, wie in Abschnitt 5.2.2
gezeigt wird. Im Vergleich zum ersten Replikationsschema dient dieses Replikati-
onsschema dazu den Einfluss von bo¨swilligen Peers zu reduzieren. Ein Angreifer
bra¨uchte fu¨r einen erfolgreichen Angriff auf mindestens der Ha¨lfte aller Pfade einen
Peer, um eine Anfrage oder das Ergebnis einer Anfrage beeinflussen zu ko¨nnen.
Durch die Wahl eines bestimmten Replikationsfaktors k kombiniert mit k disjunk-
ten Routingpfaden, kann die Wahrscheinlichkeit eines Angriffs beeinflusst werden.
In VoroStore werden Voronoi-Diagramme [8] (siehe Abschnitt 2.8) verwendet, um
die Fla¨che der virtuellen Welt in eine Menge von Zellen einzuteilen. Diese Fla¨che
ist hierbei a¨quivalent zum verwendeten Adressraums des Peer-to-Peer Netzwerks.
Jeder Peer ist dabei fu¨r eine bestimmte Voronoizelle verantwortlich vergleichbar mit
Ansa¨tzen wie [15, 40, 65]. Jeder Peer hat eine feste Position innerhalb der virtuellen
Welt und ist dadurch verantwortlich fu¨r alle Objekte, die am na¨chsten an seiner
Position sind und somit in seiner Voronoizelle liegen. Ein Peer ist dabei mit seinen
direkten Voronoinachbarn verbunden, so dass die grundlegende Struktur des Peer-to-
Peer Netzwerks einen Delaunaygraphen (siehe Abschnitt 2.9) bildet. Um die Struktur
aufrecht zuhalten verwendet VoroStore den in Abschnitt 2.10 beschriebenen selbst-
stabilisierenden Algorithmus zur Berechnung eines Delaunaygraphen.
Im Gegensatz zu anderen Ansa¨tzen [15, 40, 65] ist die Position eines Peers innerhalb
des Peer-to-Peer Netzwerks durch die Zertifizierungsstelle fest zugewiesen. Diese
Position ist im Zertifikat des Nutzers eingetragen. Ein Peer kann durch das Verlassen
und neu Betreten der virtuellen Welt seine Position und damit seine Zusta¨ndigkeit
nicht a¨ndern.
Die Position innerhalb des VoroStore Netzwerks ist nicht von der aktuellen Position
des Nutzers innerhalb der virtuellen Welt abha¨ngig. Daher muss die Struktur des
Peer-to-Peer Netzwerks nur dann angepasst werden, wenn neue Peers hinzukom-
men oder Peers das Peer-to-Peer Netzwerk verlassen. Zusa¨tzlich zum Peer-to-Peer
Netzwerk, das fu¨r VoroStore verwendet wird, existiert noch ein zweites dynami-
sches Peer-to-Peer Netzwerk, das verwendet wird, um die aktuellen Positionen der
Nutzer innerhalb der virtuellen Welt auszutauschen [43]. Dieses Netzwerk ist nicht
Bestandteil dieser Arbeit und wird daher im Folgenden nicht weiter betrachtet.
Aufgrund der Entscheidung, dass die dynamische Position des Nutzers eine andere
ist, als die feste Position innerhalb des Netzwerkes von VoroStore, muss gewa¨hrleis-
tet werden, dass Daten, die weit entfernt gespeichert sind, effizient abgefragt werden
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ko¨nnen. Zu diesem Zweck wurde das Schema der Routing Tabelle von Pastry [71] er-
weitert, so dass es in einem zweidimensionalen Raum verwendet werden kann (siehe
Abschnitt 5.2.2). Dadurch erreicht VoroStore eine logarithmische Routingkomplexi-
ta¨t.
5.2.1 Replikatsplatzierung
Die Positionen der Replikate werden basierend auf der originalen Position des zu
speichernden Objekts berechnet. Hierbei haben alle Replikate den gleichen Abstand
in jeder Dimension zueinander. Der Abstand der Replikate ist abha¨ngig von der
Anzahl der Replikate in jeder Dimension sowie der Gro¨ße des Adressraums in der
jeweiligen Dimension. Die Gro¨ße des Adressraums wird hierbei mit der Breite w
und der Ho¨he h angegeben und der Adressraum wird in k gleich große Segmente
unterteilt.























Um die Gro¨ße eines jeden Segments zu bestimmen werden zwei Variablen kx und
ky gewa¨hlt, die den Replikationsfaktor pro Dimension festlegen. Hierbei mu¨ssen kx
und ky so gewa¨hlt werden, dass sie die Gleichung k = kx ⋅ ky erfu¨llen. Die Segmente
werden wie folgt als eine Menge von Punkten definiert:
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Si,j = {(x, y)∣i ⋅
w
kx










mit 0 ≤ i < kx und 0 ≤ j < ky.
Wird beispielsweise ein Replikationsfaktor k = 4 mit kx = 2 und ky = 2 verwendet
und der Adressraum ist mit w = 1000 und h = 1000 definiert, so wird das rechte
obere Segment bestimmt durch:
S1,0 = {(x, y)∣500 ≤ x < 1000,0 ≤ y < 500}
Die Positionen fu¨r die Replikate werden hierbei so berechnet, dass sich jedes Replikat
in einem anderen Segment befindet. Allerdings haben alle Replikate innerhalb eines
Segments die gleiche Position relativ zu den Grenzen eines Segments, wie in Abbil-
dung 5.2 dargestellt ist. Fu¨r ein Objekt, das die Position p0,0 = (x, y) hat, werden
die Adressen der Replikate pi,j wie folgt berechnet:




Wenn beispielsweise die eigentlichen Daten an der Position p0,0 = (100,100) gespei-
chert werden, so werden die Replikate an den Positionen (100,600), (600,100) und
(600,600) gespeichert.
Jeder Peer ist in der Lage die Positionen der Replikate zu berechnen. Dadurch kann
jeder Peer eine Anfrage an jedes Replikat senden umso alle Replikate zu erhalten.
Basierend auf den erhalten Antworten kann der Peer dann einen Mehrheitsentscheid
durchfu¨hren. Um den Einfluss eines bo¨swilligen Peers einzugrenzen, mu¨ssen alle
Anfragen auf disjunkten Pfaden zu den Replikaten gelangen. Wenn dies nicht der
Fall wa¨re, ko¨nnte ein bo¨swilliger Peer einfach alle Anfragen verwerfen oder einen
fehlerhaften Zustand zuru¨ck senden, um so eine Mehrheit fu¨r den falschen Zustand
zu erhalten. Im folgenden Abschnitt wird ein Routingverfahren vorgestellt, das es
erlaubt auf disjunkten Pfaden zu den Replikaten zu routen.
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5.2.2 Routing
Das Routingverfahren von VoroStore basiert auf dem Pra¨fix Routing von Pastry [71]
und wurde fu¨r den Einsatz in einem zweidimensionalen Adressraum erweitert. Ver-
gleichbar mit Pastry verwaltet jeder Peer eine Routing Tabelle und eine Nachbar-
schaftsliste. Die Nachbarschaftsliste beinhaltet hierbei alle Voronoinachbarn eines
Peers. Voronoinachbarn sind hierbei alle Peers mit denen ein Peer verbunden sein
muss, um einen Delaunaygraphen zu bilden. Im Gegensatz zu Pastry ist die Gro¨ße
der Nachbarschaftsliste nicht begrenzt, da die Anzahl der Voronoinachbarn nicht
begrenzt ist. Je gro¨ßer die Nachbarschaftsliste ist, desto mehr Verbindungen mu¨s-
sen verwaltet und aufrecht gehalten werden. Obwohl die Nachbarschaftsliste nicht
begrenzt ist, liegt die durchschnittliche Anzahl an Voronoinachbarn, wie in Ab-
schnitt 5.4 gezeigt wird, bei 6 Nachbarn. Die Nachbarschaftsliste garantiert, dass
eine Nachricht schlussendlich beim verantwortlichen Peer ankommt.
Im Gegensatz zur Nachbarschaftsliste hat die Routing Tabelle eine feste Gro¨ße und
stellt Abku¨rzungen im Peer-to-Peer Netzwerk zur Verfu¨gung um die Anzahl der
Routing Schritte zu reduzieren. Zusa¨tzlich garantiert die Routing Tabelle, dass die
Pfade zu den Replikaten disjunkt sind. Wenn eine Nachricht geroutet wird, wird die
Nachricht in jedem Schritt an den Peer weitergeleitet, der den gro¨ßten gemeinsamen
Pra¨fix mit der Zielposition der Nachricht in beiden Dimensionen hat. Existieren
zwei Peers in der Routing Tabelle, wobei einer einen gro¨ßeren gemeinsamen Pra¨fix
in der x-Koordinate und der andere Peer einen gro¨ßeren gemeinsamen Pra¨fix in der
y-Koordinate hat, so wird der Peer verwendet, der den gro¨ßeren gemeinsamen Pra¨fix
in der x-Koordinate hat. Allerdings ha¨tte an dieser Stelle auch der Peer mit dem
gro¨ßeren gemeinsamen Pra¨fix in der y-Koordinate verwendet werden ko¨nnen. Sollte
in der Routing Tabelle kein Peer mit einem gro¨ßeren Pra¨fix existieren, dann befindet
sich in der Nachbarschaftsliste ein Peer, der na¨her an der Zielposition ist oder der
Peer selbst ist zusta¨ndig fu¨r diese Nachricht. Hierdurch ist sichergestellt, dass das
Routingverfahren immer konvergiert.
Im Vergleich zu Pastry verwendet VoroStore keinen eindimensionalen Adressraum,
sondern einen zweidimensionalen Positionsraum. Daher verwendet VoroStore anstatt
der zweidimensionalen Routing Tabelle von Pastry einen dreidimensionalen Routing
Quader (siehe Abbildung 5.3). Der Routing Quader besteht aus einer Menge von l
verschiedenen Schichten, wobei l die Anzahl der Stellen des Adressraums ist. Die
Anzahl der Schichten ist hierbei gleich der Anzahl der Zeilen der Routing Tabelle
von Pastry. Jede Schicht umfasst hierbei einen speziellen Bereich des Adressraums
wie in Abbildung 5.3 dargestellt.
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Abbildung 5.3: Routing Quader
Jede Schicht beinhaltet eine Tabelle, die aus bx Spalten und by Zeilen besteht, wobei
bx und by durch die Basis des verwendeten Zahlensystems bestimmt werden. In
Pastry beinhaltet die oberste Zeile der Routing Tabelle x Eintra¨ge, wobei x die
Basis des verwendeten Zahlensystems ist. Bei jedem Eintrag muss die fu¨hrende Zahl
der Pastry ID des eingetragenen Peers gleich der Spaltennummer des Eintrags sein.
In der Spalte 0 befindet sich ein Peer dessen Pastry ID mit einer 0 beginnt und in
Spalte 1 ein Peer dessen Pastry ID mit einer 1 beginnt. Der Routing Quader ist
nach demselben Prinzip aufgebaut, allerdings erweitert auf zwei Dimensionen. Die
Tabelle der obersten Schicht entha¨lt fu¨r den Eintrag in Spalte 0 und Zeile 0 einen
Peer dessen Position mit einer 0 in der x-Koordinate und 0 in der y-Koordinate
beginnt. In Spalte 0 und Zeile 1 der obersten Tabelle befindet sich ein Peer dessen
erste Stelle der x-Koordinate eine 0 und an der ersten Stelle der y-Koordinate eine
1 aufweist.
Um zu entscheiden, an welchen Peer eine Nachricht weitergeleitet werden soll, wird
in den Schichten des Routing Quaders nach dem Peer gesucht, der den gro¨ßten ge-
meinsamen Pra¨fix in der x- und der y-Koordinate mit der Zielposition hat. Wenn es
in den Schichten keinen weiteren Peer gibt, der einen gro¨ßeren gemeinsamen Pra¨fix
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hat, wird u¨berpru¨ft ob in der Nachbarschaftsliste ein Peer existiert, der na¨her an
der Zielposition liegt. Bei diesem Routing Verfahren handelt es sich um einen soge-
nannten gierigen Algorithmus, der schlussendlich einen verantwortlichen Peer findet.
Aufgrund der Tatsache, dass bei jedem Routing Schritt der gemeinsame Pra¨fix um
eine Stelle wa¨chst, weist das Routing Verfahren eine logarithmische Komplexita¨t
auf.
In VoroStore wird eine Nachricht rekursiv weitergeleitet. Das bedeutet, dass wenn
eine Nachricht bei einem Peer ankommt, der fu¨r diese Nachricht nicht verantwortlich
ist, wird der Peer die Nachricht an einen Peer weiterleiten, der na¨her an der Zielpo-
sition ist. Der Absender kennt dementsprechend nicht den Pfad, den die Nachricht
nimmt. Wenn eine Nachricht unterwegs verloren geht, kann der Absender nicht ent-
scheiden an welcher Stelle die Nachricht verloren gegangen ist.
Um disjunkte Pfade zu allen Replikaten garantieren zu ko¨nnen, mu¨ssen die Basis
fu¨r bx der x Dimension und die Basis fu¨r by der y-Dimension gleich den Faktoren kx
und ky gewa¨hlt werden. Jedes Segment Si,j beinhaltet nur Peers deren Positionen
mit i in der x-Koordinate und j in der y-Koordinate beginnen. Die oberste Schicht
des Routing Quaders eines jeden Peers beinhaltet daher Peers deren Positionen mit
einer Kombination aus i und j beginnen. Das bedeutet, dass jeder Peer mindes-
tens einen anderen Peer aus jedem Segment kennt. Dadurch kann jeder Peer eine
Nachricht direkt in das Segment schicken, in dem sich ein Replikat befindet (siehe
Abbildung 5.6).
Wenn eine Nachricht einmal in einem Segment ist, wird die Nachricht dieses Segment
nicht wieder verlassen, da eine Nachricht wenn sie weitergeleitet wird, immer nur
an einen Peer weitergeleitet wird, der einen gro¨ßeren und niemals einen kleineren
gemeinsamen Pra¨fix aufweist. Die einzige Ausnahme in der eine Nachricht ein Seg-
ment wieder verlassen kann ist, wenn Peers aus der Nachbarschaftsliste verwendet
werden, um die Nachricht weiterzuleiten. Allerdings sollte die Nachbarschaftsliste
nur verwendet werden, wenn die Nachricht bereits im Zielgebiet ist. In diesem Fall
wa¨ren die Routing Pfade trotzdem disjunkt.
5.2.3 Zielpositionen des Routing Quaders
Der Erfolg des disjunkten Pfadroutings ist abha¨ngig von der sicheren Instandhaltung
des Routing Quaders. Wenn bo¨swillige Peers in der Lage sind, sich selbst in die
Routing Quader von ehrlichen Peers zu platzieren und somit ha¨ufiger in Routing
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Abbildung 5.4: Routing Quader mit den Schichten l0 − l3 eines Peers mit der Position
(1111,1101)
Peers geleitet als u¨ber ehrliche Peers. Dadurch wird die Wahrscheinlichkeit erho¨ht,
dass bo¨swillige Peers eine Mehrheit in den k disjunkten Pfaden erhalten. Deshalb ist
es notwendig darauf zu achten, welche Peers in den Routing Quader aufgenommen
werden.
Um zu entscheiden, welche Peers in den Routing Quader aufgenommen werden,
werden die einzelnen Zellen des Routing Quaders mit Zielpositionen versehen. Die
Zielpositionen sind fu¨r jeden Routing Quader anders, da sie auf der Position des
jeweiligen Peers basieren. Nur Peers, die eine bestimmte Position haben, werden
in den Routing Quader aufgenommen. Diese Zielpositionen sind vergleichbar mit
den Einschra¨nkungen fu¨r die Routing Tabelle von Pastry, die in [18] vorgestellt
wurden.
Die Zielposition fu¨r die Zelle e in der Schicht i des Routing Quaders eines Peers N
wird wie folgt berechnet. Die Ziffern von jeder Koordinate von e mu¨ssen gleich den
ersten i−1 Ziffern der Koordinaten des Peers N sein. Die Ziffer an der Position i ist
wie bei den Bedingungen von Pastry abha¨ngig von der Zeile r und der Spalte c. Die
verbleibenden Stellen beider Koordinaten fu¨r die Zielposition von e mu¨ssen gleich
den verbleibenden Ziffern der Koordinaten von N sein.
In Abbildung 5.4 sind die einzelnen Tabellen des Routing Quaders fu¨r den Peer mit
der Position (1111,1101) dargestellt. Die Position in diesem Beispiel ist maximal 4
Ziffern lang (l=4) und verwendet einen bina¨ren Zahlenraum (b=2). Die dazugeho¨rige
grafische Darstellung der Zielpositionen ist in Abbildung 5.5 dargestellt. Der blaue
Punkt gibt hierbei die Position des Peers mit der Position (1111,1101) an. Die roten
Punkte sind die Zielpositionen der einzelnen Schichten des Routing Quaders.
Allerdings existiert nicht fu¨r jede Zielposition ein Peer, der exakt diese Position
hat. Daher werden die Peers verwendet, die am na¨chsten an der definierten Positi-
on liegen. Bo¨swillige Peers ko¨nnten jetzt allerdings einfach behaupten, dass sie am
na¨chsten an dieser Position liegen. Damit ein Peer abscha¨tzen kann, ob ein Peer
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Abbildung 5.5: Zielpositionen der Schichten eines Peers mit der Position (1111,1101)
fu¨r eine bestimmte Position verantwortlich sein kann, wird eine maximale Distanz
verwendet, die angibt die weit ein Peer von der Zielposition entfernt sein sollte. Die
maximale Distanz ist definiert als der durchschnittliche Abstand zwischen 2 Peers.
Dieser durchschnittliche Abstand ist abha¨ngig von der Peerdichte im Peer-to-Peer
Netzwerk. Um die Peerdichte im Netzwerk abzuscha¨tzen, kann ein Peer die Distanz
zu seinen Nachbarn verwenden. Durch die Zertifizierungsstelle wird eine Gleichver-
teilung der Peers gewa¨hrleistet, so dass alle Peers eine in etwa gleich große Distanz
zueinander haben sollten.
Behauptet nun ein Peer P , dass er fu¨r eine bestimmte Position BP zusta¨ndig ist
und der Abstand des Peers zu dieser Position u¨berschreitet die maximale Distanz,
so wird der Peer erst mal in die Routing Tabelle aufgenommen. Wu¨rde der Peer
aufgrund der maximalen Distanz nicht aufgenommen, wa¨re es mo¨glich, dass ein
Peer nicht in ein bestimmtes Segment routen kann, weil er fu¨r dieses Segment keinen
Peer kennt. Allerdings wird in regelma¨ßigen Absta¨nden weiterhin nach einem Peer
gesucht, dessen Abstand die maximale Distanz nicht u¨berschreitet. Zu diesem Zweck
kann der Peer auch Anfragen an Positionen senden, die in der Na¨he von BP sind und























Abbildung 5.6: Symmetrische Replikation mit k=4 und disjunktem Pfadrouting
Peer eine genauere Sicht u¨ber die Zusta¨ndigkeiten in dem Gebiet. Mit Hilfe dieser
Peers kann dann die Zusta¨ndigkeit von P verifiziert werden oder der Peer lernt einen
Peer kennen, der die maximale Distanz nicht u¨berschreitet.
Wenn ein Peer X alle Replikate kxy eines Objekts anfragen mo¨chte, wird die Anfrage
immer direkt zu dem Peer weitergeleitet, der am na¨chsten an der Zielposition ZPxy
ist (siehe Abbildung 5.6). Ein bo¨swilliger Peer bzw. ein Angreifer beno¨tigt daher
Peers, die relativ nah an den festgelegten Zielpositionen von X sind, um so die
Anfragen fu¨r die Replikate u¨ber die disjunkten Pfade im ersten Schritt zu verhindern.
Da allerdings die Positionen nicht frei gewa¨hlt werden ko¨nnen, sondern fest von der
Zertifizierungsstelle vergeben werden, ist es sehr unwahrscheinlich, dass ein Angreifer
Peers an den notwendigen Positionen hat.
Angesichts der Tatsache, dass Nutzer sich innerhalb der virtuellen Welt bewegen
mu¨ssen sie, wenn sie sich in eine neue Region bewegen den aktuellen Zustand dieser
Region anfragen. Der Zustand der beno¨tigten Region kann dabei auf verschiedenen
benachbarten Peers gespeichert sein. Um den Zustand von allen Peers zu erhalten
ko¨nnen positionsbezogene Bereichsabfragen, wie in [6] beschrieben, verwendet wer-
den. Hierbei wird jede der k Anfragen fu¨r die k Replikate in das jeweilige Zielgebiet
gesendet und wird dort an alle relevanten Peers verteilt bevor die Daten gesammelt
und zuru¨ck gesendet werden.
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5.2.4 Bootstrapping und Instandhaltung
Um den in den vorherigen Abschnitten beschriebenen Routing Quader mit entspre-
chenden Peers zu fu¨llen, mu¨ssen der Integrations- und Instandhaltungsmechanismus
angepasst werden.
Wenn sich ein Peer neu in das Peer-to-Peer Netzwerk integrieren mo¨chte und der
Bootstrapping Service beispielsweise nur einen einzelnen aktiven Peer aus dem Peer-
to-Peer Netzwerk zuru¨ck gibt, ist es nicht ausgeschlossen, dass der neu beitretende
Peer in ein Netzwerk bestehend aus bo¨swilligen Peers integriert wird. Daher muss
der Bootstrapping Service mehrere Peers zuru¨ckgeben, wobei auch hier angenommen
wird, dass in dieser Menge eine ehrliche Mehrheit existiert. Vergleichbar mit Pastry,
sendet ein neu beitretender Peer eine Integrationsanfrage fu¨r seine eigene Position
an die Peers, die er vom Bootstrapping Service erhalten hat. Diese Anfragen wer-
den dann von den Peers an die jeweilige Zielposition weitergeleitet. Allerdings muss
bei der Auswahl der Peers darauf geachtet werden, dass die Positionen der ausge-
wa¨hlten Peers nicht so sind, dass sie denselben Peer fu¨r das Zielsegment in ihren
Routing Quadern haben. Wa¨re dies der Fall wu¨rden alle Anfragen u¨ber denselben
Peer geleitet, so dass dieser die Integration des Peers beeinflussen kann. Die Ant-
worten auf die Integrationsanfragen beinhalten dann die Voronoinachbarn des neu
beitretenden Peers. Anschließend kann der Peer sich zu seinen Voronoinachbarn ver-
binden und den selbst-stabilisierenden Delaunay-Algorithmus [42] starten, um seine
Nachbarschaftsliste instand zu halten.
In Pastry kann ein neu beitretender Peer seine Routing Tabelle mit Eintra¨gen fu¨llen,
die er von den Peers erha¨lt, die auf dem Pfad zur Zielposition liegen. Bei VoroStore
wa¨re dies auch mo¨glich, allerdings wu¨rden diese Peers bei VoroStore in den meisten
Fa¨llen die maximale Distanz u¨berschreiten. Daher wird ein neu beitretender Peer
fu¨r jede Zielposition in seinem Routing Quader eine Anfrage senden um Peers, die
die maximale Distanz nicht u¨berschreiten, zu erhalten. Das bedeutet, dass hierfu¨r
ein nennenswerter aber konstanter Zusatzaufwand erzeugt wird, der von der Gro¨ße
des Routing Quaders abha¨ngig ist.
Aufgrund dessen, dass bei VoroStore Nachrichten rekursiv weitergeleitet werden,
ko¨nnen Peers nur in geringem Maße ihren Routing Quader passiv aktualisieren. Der
Grund hierfu¨r ist, dass ein Peer beim rekursiven Routing im Vergleich zum iterativen
Routing keine neuen Peers kennenlernt, die eventuell zur Aktualisierung verwendet
werden ko¨nnten. Allerdings sollten die Routing Quader immer die Peers beinhalten,
die sich am na¨chsten an den definierten Zielpositionen befinden. Daher sendet ein
neu beigetretener Peer A eine Nachricht an die Peers, die A in ihrem Routing Quader
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haben mu¨ssten. Sei B der Peer, der am na¨chsten an einer Zielposition von A ist. In
diesem Fall muss A eine Benachrichtigung an B schicken, so dass B den neu beigetre-
tenen Peer A in seinen Routing Quader aufnehmen kann. B kann dann die Nachricht
von A an seine Nachbarn weiterleiten, so dass diese u¨berpru¨fen ko¨nnen, ob A na¨her
an ihren Zielpositionen ist, als die bisher verwendeten Peers. Dementsprechend muss
A alle Peers aus seinem Routing Quader u¨ber seine Anwesenheit informieren, nach-
dem er dem Peer-to-Peer Netzwerk beigetreten ist. Das geschieht automatisch wenn
A seinen eigenen Routing Quader am Anfang initial fu¨llt. Dieser Benachrichtigungs-
mechanismus wird ebenfalls verwendet, wenn ein Peer das Peer-to-Peer Netzwerk
verla¨sst, so dass die anderen Peers ihren Routing Quader aktualisieren ko¨nnen.
Wenn ein Peer Anfragen sendet um seinen Routing Quader zu fu¨llen oder zu ak-
tualisieren muss sichergestellt werden, dass sich die Peers fu¨r die Zielpositionen im
richtigen Segment befinden. Peers, deren Positionen beispielsweise am Rand eines
Segments liegen, ko¨nnen auch fu¨r Positionen im benachbarten Segment verantwort-
lich sein. In Abbildung 5.7 ist dieses Problem grafisch dargestellt. Ein Peer (roter
Punkt) sendet Anfragen fu¨r die Zielpositionen der obersten Schicht (blaue Punkte)
seines Routing Quaders. Fu¨r die Zielposition im oberen rechten Segment ist aller-
dings Peer Z verantwortlich, wobei sich Z im oberen linken Segment befindet. In
diesem Fall wu¨rde der anfragende Peer zwei Peers aus dem oberen linken Segment in
seinen Routing Quader aufnehmen. Um das zu verhindern beinhaltet die Antwort auf
diese Anfrage auch die Adressen der Nachbarn. Hierdurch wird sichergestellt, dass
die im Routing Quader aufgenommen Peers im richtigen Segment liegen auch wenn
diese sich nicht am na¨chsten an der definierten Zielposition befinden. Andernfalls
ko¨nnten die disjunkten Routingpfade nicht gewa¨hrleistet werden.
In dem selbst-stabilisierenden Delaunay Algorithmus, der in VoroStore verwendet
wird, tauschen die Peers regelma¨ßig Informationen u¨ber ihre 2-Hop Nachbarschaft
mit ihren Nachbarn aus. Daher muss diese 2-Hop Nachbarschaft zusa¨tzlich zur direk-
ten Nachbarschaftliste verwaltet werden. Mit den Informationen aus diesen beiden
Listen kann ein Peer seine eigene sowie die Voronoizellen seiner Nachbarn berechnen.
Dadurch wird es fu¨r bo¨swillige Peers schwieriger Fehlinformationen u¨ber die Umge-
bung zu verbreiten. Wenn ein einziger bo¨swilliger Peer beispielsweise u¨ber seine
Nachbarschaft lu¨gt, ko¨nnen seine Nachbarn dies erkennen. Um erfolgreich die Netz-
werkstruktur in einer Region zu fa¨lschen, mu¨sste eine Gruppe von bo¨swilligen Peers
in einer Region kooperieren. Da allerdings Peers ihre Positionen nicht beeinflussen
ko¨nnen, ist die Wahrscheinlichkeit, dass mehr als die Ha¨lfte der Voronoinachbarn
eines Peers Betru¨ger sind sehr gering.
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Abbildung 5.7: Zusta¨ndigkeit an den Segmentgrenzen
5.3 Verwandte Arbeiten
In diesem Abschnitt wird eine Reihe von verwandten Ansa¨tzen und Arbeiten be-
schrieben und mit VoroStore verglichen.
Past [72] und OceanStore [49] realisieren beide einen verteilten Datenspeicher. A¨hn-
lich wie VoroStore verwenden sie Redundanz, um die Verfu¨gbarkeit der Daten zu ge-
wa¨hrleisten. Beide Ansa¨tze basieren auf verteilten Hashtabellen. Hierbei wird durch
eine Hashfunktion bestimmt wo ein Objekt gespeichert wird. Durch die Verwendung
einer Hashfunktion geht der Zusammenhang von Objekten, die in der virtuellen Welt
nah bei einander sind, verloren. Daher unterstu¨tzen Ansa¨tze, die auf verteilten Has-
htabellen basieren keine effizienten positionsbezogenen Bereichsabfragen, wie es in
einem Positions-basierten Netzwerk mo¨glich ist.
Geostry [47] ist ein Framework fu¨r Kontext-basierte Informationen, das auf dem
Peer-to-Peer Netzwerk Pastry basiert. Hierbei ermo¨glicht es Geostry Daten aus ei-
nem zweidimensionalen Positionsraum in einem eindimensionalen Netzwerk zu spei-
chern. Zu diesem Zweck verwendet Geostry raumfu¨llende Kurven, die einen zwei-
dimensionalen Positionsraum auf einen eindimensionalen Adressraum projizieren.
Durch diese Projektion ist es allerdings mo¨glich, dass Daten, die im zweidimensio-
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nalen Raum nah beieinander sind, im eindimensionalen Raum weiter voneinander
entfernt sind. Hierdurch ko¨nnen positionsbezogene Bereichsabfragen nicht so effizi-
ent wie mit einem Positions-basierten Netzwerk umgesetzt werden.
Das Peer-to-Peer System CAN [64] hingegen erlaubt es Daten mit Positionsbezug
zu speichern. CAN unterstu¨tzt mehrdimensionale Adressra¨ume, die durch Rechtecke
zerlegt werden. Jeder Peer ist fu¨r eines dieser Rechtecke verantwortlich. Allerdings
existieren in CAN keine Mechanismen, um den Einfluss von bo¨swilligen Peers zu
reduzieren und zusa¨tzlich bietet CAN kein logarithmisches Routing.
Im Bereich Peer-to-Peer-basierter virtueller Welten existiert eine Reihe von Arbei-
ten, die auf Voronoi-Zerlegungen und Delaunaygraphen basieren. Das von Hu et
al. vorgestellte Peer-to-Peer Netzwerk VON [41] verwendet eine Voronoi-Zerlegung,
um einen Delaunaygraphen zu bilden. VoroNet [10] ist ebenso ein Peer-to-Peer
Netzwerk, dessen Struktur auf einem Delaunaygraphen basiert und weit entfernte
Nachbarn verwendet, um die Anzahl der Routing Schritte zu reduzieren. Bei No-
mad [66] und [16, 28] handelt es um a¨hnliche Ansa¨tze. Die Voronoi-Zerlegung wird
hierbei verwendet, um die Objekte der virtuellen Welt den teilnehmenden Peers
zuzuordnen [15, 40, 65]. Durch die Verwendung von positionsbezogenen Bereichsab-
fragen [6, 55] kann der aktuelle Zustand bestimmter Objekte in einer Region effizient
ermittelt werden. Im Gegensatz zu VoroStore verwenden diese Ansa¨tze die dynami-
sche Position eines Nutzer innerhalb der virtuellen Welt fu¨r die Position innerhalb
des Peer-to-Peer Netzwerks. Hierdurch entstehen hohe Instandhaltungskosten fu¨r
das Peer-to-Peer Netzwerk, da die Struktur angepasst werden muss, sobald sich ein
Nutzer innerhalb der virtuellen Welt bewegt. Die Nutzer in diesen Ansa¨tzen haben
zusa¨tzlich die Mo¨glichkeit zu bestimmen fu¨r welche Objekte sie verantwortlich sind,
da sie ihre Position bestimmen ko¨nnen. Des Weiteren verwendet keiner dieser An-
sa¨tze einen selbst-stabilisierenden Algorithmus, um die Netzwerkstruktur aufrecht
zu erhalten.
Keiner der betrachteten Ansa¨tze beinhaltet Verfahren um die Verfu¨gbarkeit der
Daten in Verbindung mit bo¨swilligen Peers sicherzustellen. VoroStore hingegen er-
weitert den Ansatz symmetrischer Replikation mit disjunktem Pfadrouting [77] fu¨r
Voronoi-basierte Peer-to-Peer Netzwerke. Um betru¨gerische Updates fu¨r die Routing
Quader zu verhindern, verwendet VoroStore Zielpositionen fu¨r jeden Eintrag [18].
Durch die Verwendung einer zentralen Zertifizierungsstelle werden Sybil Angriffe [24]
erschwert und durch die feste Zuordnung der Positionen haben bo¨swillige Peers kei-
nen Einfluss auf ihre Zusta¨ndigkeit.
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5.4 Evaluation
Nachdem in den vorherigen Abschnitten VoroStore beschrieben wurde, werden im
folgenden Abschnitt die Ergebnisse der Evaluation dargestellt. Zu diesem Zweck
wurde VoroStore prototypisch unter Verwendung der in Kapitel 4 vorgestellten
peers@play Architektur und der Programmiersprache Microsoft .NET C# 4.0 im-
plementiert. Die Evaluation umfasst hierbei verschiedene Aspekte, wie die Gro¨ße der
Voronoizellen, die Anzahl der Voronoinachbarn sowie die Wahrscheinlichkeit einer
erfolgreichen Datenabfrage bei symmetrischer Replikation und disjunktem Pfadrou-
ting. Im Folgenden werden die einzelnen Ergebnisse ausfu¨hrlich betrachtet.
Gro¨ße der Voronoizellen
Der erste Aspekt, der im Rahmen der Evaluation betrachtet wird, betrifft die Gro¨ße
der Voronoizellen. Je gro¨ßer die Voronoizelle eines Peers ist, desto ha¨ufiger kommt
dieser Peer in den Routing Quadern anderer Peers vor. Das fu¨hrt dazu, dass mehr
Nachrichten u¨ber diesen Peer geroutet werden und dieser Peer zum einen mehr
Einfluss gewinnt und zum anderen sta¨rker belastet wird. Um dies zu verhindern,
sollten die Voronoizellen der Peers in etwa die gleiche Gro¨ße haben.
Um die Gro¨ße der Voronoizellen zu bestimmen wurde VoroStore in unterschiedlichen
Konfigurationen (Anzahl an Peers) ausgefu¨hrt und die Gro¨ße der Voronoizellen er-
mittelt. Hierbei wurde ein Positionsraum der Gro¨ße 256 ⋅ 256 (b=2, l=8) verwendet
und die Positionen der Peers wurden zufa¨llig gewa¨hlt. Jede Konfiguration wurde 10-
mal durchgefu¨hrt und die Ergebnisse gemittelt. In Tabelle 5.1 sind die gemittelten
Ergebnisse dargestellt. Die Zeilen Q1 und Q3 geben hierbei die Werte fu¨r das untere
und obere Quartil an, welche 50% der ermittelten Werte umfassen.
Die Standardabweichung der Ergebnisse zwischen den einzelnen Testdurchla¨ufen ist
in Tabelle 5.2 zusammengefasst.
Die Ergebnisse zeigen, dass bei einer geringen Peerdichte die Gro¨ße der Voronoizellen
sta¨rker variiert und dass mit steigender Anzahl an Peers, die Abweichungen bei den
Zellengro¨ßen geringer werden. Das gleiche gilt fu¨r die Standardabweichung zwischen
den einzelnen Testla¨ufen.
Die Schwankungen in der Gro¨ße der Voronoizellen resultieren aus der zufa¨lligen
Vergabe der Peer Positionen. Wenn man beispielsweise die Positionen in Form eines
Gitters vergibt, so haben alle Voronoizellen fast dieselbe Gro¨ße. Daher muss bei der
Vergabe der Positionen versucht werden, diese mo¨glichst gleichma¨ßig zu vergeben.
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500 1000 5000 10000
Dichte (%) 0,76 1,53 7,63 15,26
Gro¨ße (berechnet) 131,072 65,536 13,1072 6,5536
Minimum 12,2 4 1 1
Maximum 408,1 221,9 54,9 27,7
Q1 79,1 40,1 8 4
Q2 (Median) 119,1 59,8 12 6
Q3 170,1 84,9 17 8
Standardabweichung 69,6 34,6 6,8 3,3
Tabelle 5.1: Gro¨ße der Voronoizellen
500 1000 5000 10000
Minimum 4,4 1,7 0 0
Maximum 46,9 19,0 6,9 2,3
Q1 3,3 0,9 0 0
Q2 (Median) 2,4 1,0 0 0
Q3 3,1 1,5 0 0
Standardabweichung 4,2 0,6 0,1 0
Tabelle 5.2: Standardabweichung der einzelnen Testdurchla¨ufe - Voronoizellen
Da die Positionen u¨ber die Zertifizierungsstelle vergeben werden, kann an dieser
Stelle Einfluss auf die Verteilung genommen werden.
Anzahl der Voronoinachbarn
Die Anzahl der Nachbarn in einem Voronoi-basierten Peer-to-Peer Netzwerk ist nicht
begrenzt. Je mehr Nachbarn ein Peer hat, desto ho¨her ist der Verwaltungsaufwand
fu¨r diesen Peer, da zu jedem Nachbarn eine Verbindung aufrecht gehalten werden
muss. Um die Anzahl der Nachbarn zu bestimmen wurde VoroStore in unterschied-
lichen Konfigurationen ausgefu¨hrt. Wie im vorherigen Abschnitt wurde ein Positi-
onsraum der Gro¨ße 256 ⋅ 256 (b=2, l=8) verwendet und die Positionen der Peers
wurden zufa¨llig gewa¨hlt.
In diesem Szenario wurde jede Konfiguration 5-mal durchfu¨hrt und die Ergebnisse
und die Standardabweichung zwischen den einzelnen Testla¨ufen sind in Tabelle 5.3
dargestellt. Die dargestellten Ergebnisse zeigen, dass im Gegensatz zu der Gro¨ße der
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100 300 500 100ST 300ST 500ST
Durchschnitt 5,71 5,88 5,92 0,04 0,01 0,01
Minimum 3,2 3 3 0,45 0 0
Maximum 9 10,4 10,6 0,71 0,55 0,89
Q1 5 5 5 0 0 0
Q2 (Median) 5,6 6 6 0,55 0 0
Q3 6,6 6,8 7 0,55 0,45 0
Standardabweichung 1,29 1,34 1,34 0,10 0,09 0,05
Tabelle 5.3: Anzahl der Voronoinachbarn
Voronoizelle die Peerdichte keinen signifikanten Einfluss auf die Anzahl der Nach-
barn hat. Ebenso zeigen die Ergebnisse der einzelnen Testdurchla¨ufe keine großen
Schwankungen. Betrachtet man den Durchschnitt sowie den Median so hat jeder
Peer bei VoroStore 6 Nachbarn.
Die Menge der Voronoinachbarn bei VoroStore ist konzeptionell vergleichbar mit
dem Leaf-Set, das von Pastry verwendet wird. Die Gro¨ße des Leaf-Sets bei Pastry
ist allerdings konfigurierbar. Typische Werte fu¨r die Gro¨ße sind 4 oder 8. Betrach-
tet man die Anzahl der Voronoinachbarn und die Gro¨ße des Leaf-Sets so ist der
Verwaltungsaufwand eines Peers in beiden Ansa¨tzen vergleichbar.
Zielpositionen
VoroStore verwendet, wie in Abschnitt 5.2.3 beschrieben, Zielpositionen fu¨r die ein-
zelnen Zellen des Routing Quaders. Da nicht fu¨r jede Zielposition ein Peer mit ge-
nau der geforderten Position existieren muss, werden auch Peers verwendet, die am
na¨chsten an der geforderten Position liegen. Damit bo¨swillige Peers nicht einfach
dafu¨r sorgen ko¨nnen, dass sie in die Routing Quadern von ehrlichen Peers aufge-
nommen werden, wird eine maximale Distanz verwendet um zu entscheiden, ob ein
Peer fu¨r eine Position verantwortlich sein kann. VoroStore verwendet hierbei eine
dynamische Distanz, die von jedem Peer selbst berechnet wird. Hierfu¨r ermittelt je-
der Peer die Absta¨nde zu seinen Voronoinachbarn und bildet den Durchschnitt u¨ber
die Absta¨nde.
Um zu u¨berpru¨fen, ob der durchschnittliche Abstand zu den Nachbarn repra¨sentativ
fu¨r die Absta¨nde im gesamten Netzwerk ist, wurden die Absta¨nde in verschiedenen
Konfigurationen ermittelt. Es wurden hierfu¨r zwei verschiedene Werte bestimmt.
Der erste Wert ist der Abstand zwischen allen Voronoinachbarn im Peer-to-Peer
5.4 Evaluation 149
Netzwerk (globaler Abstand). Der zweite Wert ist der durchschnittliche Abstand
eines Peers zu seinen Nachbarn (lokaler Abstand).
100 300 500 100ST 300ST 500ST
Durchschnitt 31,42 17,65 13,57 0,83 0,16 0,17
Minimum 10,31 4,53 3,25 2,15 1,13 0,45
Maximum 85,74 68,15 58,19 15,18 8,36 11,62
Q1 22,77 12,83 10,03 1,57 0,27 0,19
Q2 (Median) 28,80 16,32 12,50 1,34 0,24 0,10
Q3 36,42 20,33 15,46 1,35 0,31 0,14
Standardabweichung 13,29 7,97 6,41 1,45 0,31 1,03
Tabelle 5.4: Abstand zwischen den Voronoinachbarn (lokal)
Um beide Werte zu bestimmen wurde VoroStore mit 100, 300 und 500 Peers aus-
gefu¨hrt. Jede Messung wurde 5-mal wiederholt und die Abweichung zwischen den
einzelnen Tests bestimmt. Die Ergebnisse sind in Tabelle 5.4 und 5.5 zusammenge-
fasst und zeigen, dass der globale und lokale Abstand kaum voneinander abweichen.
Das bedeutet, dass der Abstand zu den eigenen Nachbarn ein guter Richtwert ist
um zu entscheiden, ob ein Peer fu¨r eine Position zusta¨ndig sein kann.
100 300 500 100ST 300ST 500ST
Durchschnitt 32,59 18,49 11,54 0,67 0,21 1,73
Tabelle 5.5: Abstand zwischen den Voronoinachbarn (global)
Allerdings gibt es auch Peers, deren lokaler Abstand deutlich u¨ber oder unter dem
globalen Abstand liegt (siehe Tabelle 5.4 Minimum und Maximum). In den Fa¨llen,
in denen der lokale Abstand gro¨ßer ist als der Globale, bedeutet das, dass der Peer
eventuell einen Peer in seine Tabelle aufnimmt, der gemessen am globalen Abstand
zu weit entfernt ist. Das bedeutet, dass es eventuell einen Peer geben ko¨nnte, der
noch na¨her an der definierten Zielposition ist. In den Fa¨llen, in denen der lokale
Abstand geringer ist als der Globale, hat das zur Folge, dass der Peer ha¨ufiger
versucht neue Peers zu finden, die einen geringen Abstand zur definierten Zielposition
haben. Dies hat zur Folge, dass der Aufwand zur Aktualisierung des Routing Quaders
unno¨tigerweise steigt.
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Gro¨ße des Routing Quaders
Nachdem im letzten Abschnitt die Zielpositionen na¨her brachtet wurden, wird im
Folgenden der Routing Quader na¨her betrachtet. Die allgemeine Gro¨ße des Routing
Quaders wird mit b2 ⋅ l berechnet. Allerdings sind die Zellen, fu¨r die der Peer selbst
zusta¨ndig ist nicht besetzt, so dass sich maximal (b2−1) ⋅ l Peers im Routing Quader
befinden (siehe Abbildung 5.4). Betrachtet man die maximale Anzahl an Eintra¨gen
bei einer verwendeten Zahlenbasis von 2 und einer La¨nge von 8 Ziffern, ergeben
sich maximal 24 Eintra¨ge im Routing Quader. Allerdings existiert nicht fu¨r jede
Zielposition ein Peer, der die Bedingung fu¨r den Pra¨fix erfu¨llt, so dass einige Eintra¨ge
leer sein ko¨nnen.
Um die Anzahl der Peers in den Routing Quadern zu bestimmen, wurde VoroStore
mit verschiedenen Peerdichten ausgefu¨hrt und bei jedem Peer die Anzahl der Peers
in dessen Routing Quader ermittelt. Die Ergebnisse sind in Tabelle 5.6 dargestellt.
100 300 500 100ST 300ST 500ST
Durchschnitt 12,04 14,43 15,46 0,14 0,05 0,12
Minimum 7,8 8 8 1,30 1,22 1,41
Maximum 16,8 19,8 21 0,84 1,30 0
Q1 10,8 13 14 0,44 0 0
Q2 (Median) 12 14 15,2 0 0 0,45
Q3 13,2 15,4 16,6 0,45 0,55 0,55
Standardabweichung 1,89 1,86 1,81 0,22 0,14 0,07
Tabelle 5.6: Gro¨ße des Routing Quaders
Hierbei wird deutlich, dass mit steigender Peerdichte auch die Anzahl der Peers in
den Routing Quadern steigt. Je mehr Peers im Netzwerk sind, desto ho¨her ist die
Wahrscheinlichkeit, dass ein Peer existiert, der einen geeigneten Pra¨fix hat. Bei 100
Peers, was einer Peerdichte von 0,76% entspricht, ist der Routing Quader im Schnitt
bereits zu 50% mit Peers besetzt.
Disjunktes Routing und Replikation
Im folgenden Abschnitt wird evaluiert, welchen Einfluss bo¨swillige Peers auf den
Erfolg einer Anfrage haben. Zu diesem Zweck wird zuerst eine theoretische Ab-
scha¨tzung betrachtet.
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Hierbei wird davon ausgegangen, dass sich P Peers im Peer-to-Peer Netzwerk be-
finden. Die prozentuale Anzahl bo¨swilliger Peers wird mit x bezeichnet, so dass
insgesamt X = P ⋅ x bo¨swillige Peers im Netzwerk sind. Der Positionsraum wird
durch die verwendete Zahlenbasis b und die La¨nge der Positionen l bestimmt. Die
La¨nge des Routingpfades rp wird mit log2b(P ) berechnet.
Um den Einfluss von bo¨swilligen Peers zu berechnen, muss zuerst berechnet werden,
wie hoch die Wahrscheinlichkeit ist, dass auf einem Routingpfad kein bo¨swilliger Peer
liegt. Zu diesem Zweck wird die hypergeometrische Verteilung verwendet. Hierbei
wird ermittelt, wie viele Objekte beim Ziehen aus einer Menge ohne Zuru¨cklegen
eine bestimmte Eigenschaft aufweisen. Die Wahrscheinlichkeit, dass kein bo¨swilliger








Nachdem die Wahrscheinlichkeit dafu¨r, dass kein bo¨swilliger Peer auf einem Routing-
pfad liegt, berechnet wurde, wird jetzt berechnet wie hoch die Wahrscheinlichkeit
ist, dass auf mehr als der Ha¨lfte der Routingpfade zu den Replikaten kein bo¨swil-
liger Peer liegt. Wenn k Replikate im Peer-to-Peer Netzwerk existieren, dann muss
mindestens die Ha¨lfte aller Pfade zu den Replikaten vollsta¨ndig aus ehrlichen Peers
bestehen. Das bedeutet, dass nur auf ho¨chstens z Pfaden, mit z < k2 ein oder mehr
bo¨swillige Peer liegen du¨rfen. Die Wahrscheinlichkeit hierfu¨r wird mit Hilfe der ku-










In Tabelle 5.7 sind die berechneten Erfolgswahrscheinlichkeiten fu¨r verschieden große
Peer-to-Peer Netzwerke und verschiedene Replikationsfaktoren dargestellt.
Die Ergebnisse zeigen, dass mit steigender Anzahl an Peers die Erfolgswahrschein-
lichkeit sinkt. Das liegt daran, dass mit steigender Anzahl an Peers auch die La¨nge
des Routingpfades steigt. Je la¨nger der Routingpfad wird, desto gro¨ßer ist die Wahr-
scheinlichkeit, dass ein bo¨swilliger Peer auf diesem Pfad liegt. Betrachtet man die
Erfolgswahrscheinlichkeit bei einem Replikationsfaktor von 9 und einem Anteil von
bo¨swilligen Peers von 5% liegt die Erfolgswahrscheinlichkeit bei u¨ber 97%.
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Gesamtanzahl Peers
Bo¨swillige 100 500 2000
Peers (%)
1 99,29 98,87 98,36
2 96,97 95,46 93,67
3 93,45 90,42 87,09
4 89,05 84,47 79,47
5 84,05 77,91 71,42
10 56,55 45,45 35,71
20 17,84 10,03 5,39
b=2, l=8, k=4
Gesamtanzahl Peers
Bo¨swillige 100 500 2000
Peers (%)
1 100 100 100
2 100 99,99 99,97
3 99,98 99,92 99,75
4 99,91 99,64 99,00
5 99,72 98,97 97,37
10 93,96 84,77 72,08
20 52,08 27,59 12,49
b=3, l=8, k=9
Tabelle 5.7: Wahrscheinlichkeiten erfolgreicher Anfragen in Verbindung mit bo¨swilligen
Peers
Zusa¨tzlich zu der theoretischen Betrachtung der Erfolgswahrscheinlichkeit wurde die-
se mit VoroStore ermittelt. Hierbei wurden Peer-to-Peer Netzwerke mit 100 und 500
Peers (N) bei verschiedenen Replikationsfaktoren und unterschiedlichen Anteilen
an bo¨swilligen Peers ausgewertet. Zu diesem Zweck wurden 500 Daten an verschie-
denen Positionen im Netzwerk gespeichert und anschließend wurden die Daten von
500 verschiedenen Peers aus angefragt. Jede Testreihe wurde 5-mal durchgefu¨hrt und
die Ergebnisse sind in den Tabellen 5.8, 5.9, 5.10 und 5.11 zusammengefasst. Die
Tabellen zeigen fu¨r unterschiedlich große Netzwerke und unterschiedlichen Anteilen
an bo¨swilligen Peers, wie viele der 500 Anfragen erfolgreich waren. In den letzten
beiden Zeilen einer jeden Tabelle, befinden sich der mit VoroStore ermittelte durch-
schnittliche Wert fu¨r eine erfolgreiche Anfrage sowie der Wert aus der theoretischen
Betrachtung.
Vergleicht man die Ergebnisse der theoretischen Berechnung mit den ermittelten
Ergebnissen von VoroStore, so liegen die Werte der ermittelten Ergebnisse u¨ber de-
nen der theoretischen Berechnung. Die Gru¨nde hierfu¨r sind zum einen, dass die in
der Berechnung verwendete La¨nge des Routingpfades eine worst case Abscha¨tzung
ist und zum anderen dass die Einschra¨nkungen des Routing Quaders nicht beru¨ck-




Erfolgreiche Anfragen 1% 5% 10%
Minimum 500 486 464
Maximum 500 500 493
Median 500 497 483
Standardabweichung 0 6,52 12,82
Durchschnitt 500 494 480
Durchschnitt (%) 100 98,8 96
Theoretisch (%) 99,29 84,05 56,55
Tabelle 5.8: Erfolgreiche Anfragen bei unterschiedlichen Anteilen bo¨swilliger Peers
(N=100, b=2, l=8, k=4)
Anteil bo¨swilliger Peers
Erfolgreiche Anfragen 1% 5% 10%
Minimum 499 488 473
Maximum 500 497 479
Median 500 493 477
Standardabweichung 0,45 2,75 2,59
Durchschnitt 499 492 476
Durchschnitt (%) 99,8 98,6 95,2
Theoretisch (%) 98,87 77,91 45,45
Tabelle 5.9: Erfolgreiche Anfragen bei unterschiedlichen Anteilen bo¨swilliger Peers
(N=500, b=2, l=8, k=4)
Anteil bo¨swilliger Peers
Erfolgreiche Anfragen 1% 5% 10%
Minimum 500 500 500
Maximum 500 500 500
Median 500 500 500
Standardabweichung 0 0 0
Durchschnitt 500 500 500
Durchschnitt (%) 100 100 100
Theoretisch (%) 100 99,72 93,96
Tabelle 5.10: Erfolgreiche Anfragen bei unterschiedlichen Anteilen bo¨swilliger Peers
(N=100, b=3, l=8, k=9)
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Anteil bo¨swilliger Peers
Erfolgreiche Anfragen 1% 5% 10%
Minimum 500 500 499
Maximum 500 500 500
Median 500 500 500
Standardabweichung 0 0 0,55
Durchschnitt 500 500 499,6
Durchschnitt (%) 100 100 99,92
Theoretisch (%) 100 98,97 84,77
Tabelle 5.11: Erfolgreiche Anfragen bei unterschiedlichen Anteilen bo¨swilliger Peers
(N=500, b=3, l=8, k=9)
Kosten
VoroStore erlaubt es Daten verla¨sslich mit Positionsbezug zu speichern. Die Ver-
la¨sslichkeit der Daten kann hierbei nur mit einer bestimmten Wahrscheinlichkeit
gewa¨hrleistet werden kann. Die Wahrscheinlichkeit wird u¨ber den gewa¨hlten Repli-
kationsgrad k beeinflusst.
Durch die Replikation, die Instandhaltung des Routing Quaders und die k-fache
Anfrage fu¨r die Replikate wird der Nachrichtenaufwand erho¨ht. Wenn ein Peer das
Peer-to-Peer Netzwerk betritt oder verla¨sst muss er an jede Zielposition seines Rou-
ting Quaders eine Nachricht schicken. Zusa¨tzlich muss anstatt einer Nachricht fu¨r
eine Anfrage k Anfragen gesendet werden.
Allerdings handelt es sich bei den Replikationsanfragen und den Benachrichtigungen
um einen konstanten Aufwand. Der Aufwand fu¨r einen Peer ha¨ngt somit von diesen
Konstanten sowie von der Verteilung der Peers ab, aber nicht von der Gesamtanzahl
der Peers.
5.5 Zusammenfassung
In diesem Kapitel wurde VoroStore vorgestellt. VoroStore erlaubt es Daten mit Posi-
tionsbezug an verschiedenen Positionen in einem Peer-to-Peer Netzwerk zu speichern
und abzufragen. Durch die Kombination von einer k-fachen symmetrischen Repli-
kation und dem disjunktem Pfadrouting, kann die Verfu¨gbarkeit und die Integrita¨t
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der gespeicherten Daten mit einer bestimmten Wahrscheinlichkeit gewa¨hrleistet wer-
den. Zu diesem Zweck wurde das Pra¨fix-basierte Routing Verfahren von Pastry fu¨r
einen zweidimensionalen Positionsraum erweitert. Der hierdurch entstandene Rou-
ting Quader ermo¨glicht in einem zweidimensionalen Positionsraum ein Routing Ver-
fahren mit einer logarithmischen Anzahl an Routing Schritten. Um den Einfluss von
bo¨swilligen Peers zu beschra¨nken, wurden die einzelnen Zellen des Routing Quaders
mit speziellen Zielpositionen versehen. Durch diese Zielpositionen und der festen
Positionsvergabe durch die Zertifizierungsstelle, ist es bo¨swilligen Peers nicht mo¨g-
lich ihr Vorkommen in den Routing Quadern von ehrlichen Peers zu erho¨hen. In
der Evaluation wurde gezeigt, dass bei VoroStore die Wahrscheinlichkeit fu¨r eine
erfolgreiche Anfrage bei u¨ber 97% liegt, wenn 5% der teilnehmenden Peers bo¨swillig
sind.
Um den Einfluss von bo¨swilligen Peers zu reduzieren, erzeugt VoroStore einen nicht
zu vernachla¨ssigen zusa¨tzlichen Aufwand im Vergleich zu nicht redundanten Spei-
cherlo¨sungen. Allerdings ist der Aufwand nicht abha¨ngig von der Gesamtzahl der
Peers, sondern vom gewa¨hlten k sowie der Gro¨ße des Positionsraums, da dieser die
Gro¨ße des Routing Quaders bestimmt. Bei beiden Gro¨ßen handelt es sich um kon-
stanten Aufwand, der nicht von der Anzahl der Peers abha¨ngt.




Peer-to-Peer-basierte Anwendungen reduzieren im Vergleich zu Anwendungen, die
auf einer Client-Server Architektur basieren, die Notwendigkeit von dedizierten Ser-
vern. Allerdings ergibt sich bei der Entwicklung von Peer-to-Peer-basierten Anwen-
dungen eine Reihe von Herausforderungen. Diese Herausforderungen ko¨nnen von An-
wendung zu Anwendung variieren, wobei einige Herausforderungen von allen Peer-
to-Peer-basierten Anwendungen gelo¨st werden mu¨ssen. Die vorliegende Arbeit hat
hierbei verschiedene Herausforderungen aus unterschiedlichen Themengebieten na¨-
her betrachtet.
Im ersten Teil dieser Arbeit wurde die allgemeine Problematik des Verbindungs-
aufbaus der Peers in Verbindung mit NAT Routern ausfu¨hrlich betrachtet. Hierbei
wurde ein neues TCP Hole Punching Verfahren namens SYNI vorgestellt. Das Ver-
fahren initiiert eine TCP Verbindung durch die Injektion eines TCP SYN Pakets.
Damit das Verfahren erfolgreich eine TCP Verbindung herstellen kann, mu¨ssen die
involvierten NAT Router bestimmte Anforderungen erfu¨llen. Jedes TCP Hole Pun-
ching Verfahren hat hierbei andere Anforderungen an die involvierten NAT Router,
so dass fu¨r jeden Verbindungsaufbau entschieden werden muss, welches Verfahren
eingesetzt werden sollte. Zu diesem Zweck wurde das in dieser Arbeit vorgestellte
MFB Protokoll entwickelt. Dieses Protokoll ermo¨glicht es die relevanten Eigenschaf-
ten eines NAT Routers zu bestimmen und anhand eines Regelwerks zu entscheiden,
welches Verfahren verwendet werden sollte. Fu¨r die Evaluation des TCP Hole Pun-
ching Verfahrens SYNI und des MFB Protokolls wurde ein spezielles Testsystem
entwickelt, so dass beide Ansa¨tze mit verschiedenen NAT Routern evaluiert werden
konnten. Die Evaluation zeigt, dass mit dem Verfahren SYNI in 98,7% der Fa¨lle,
in denen Hole Punching Verfahren eingesetzt werden konnten, erfolgreich eine TCP
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Verbindung hergestellt werden konnte. Der zweite Teil der Evaluation zeigt, dass
unter Verwendung der durch das MFB Protokoll ermittelten Eigenschaften und des
Regelwerks in allen Fa¨llen im ersten Versuch erfolgreich eine Verbindung hergestellt
werden konnte.
Der zweite Themenschwerpunkt dieser Arbeit betrachtet die peers@play Architek-
tur, eine Softwarearchitektur fu¨r komplexe Peer-to-Peer Systeme. Hierbei wird eine
Peer-to-Peer Anwendung in verschiedene Schichten und Komponenten aufgeteilt,
um die Wiederverwendbarkeit und Austauschbarkeit von bereits entwickelten An-
sa¨tzen zu ermo¨glichen. Zusa¨tzlich unterstu¨tzt die peers@play Architektur mehrere
zeitgleich aktive Peer-to-Peer Netzwerke. Hierdurch ist es mo¨glich unterschiedliche
Peer-to-Peer Netzwerke fu¨r verschiedene Zwecke einzusetzen. Im peers@play Pro-
jekt werden beispielsweise unterschiedliche Netzwerke fu¨r die Datenspeicherung und
die dynamischen Positionen der Teilnehmer verwendet. Eine weitere Eigenschaft der
peers@play Architektur ist, dass derselbe Quelltext fu¨r Simulationen als auch fu¨r
die Produktivanwendung verwendet werden kann. Dies wird durch die Verwendung
des Programmiermodells Gears4Net und eines speziellen Schedulers, Zeitgebers und
einer Kommunikationskomponente ermo¨glicht. Durch die Aufteilung in Schichten
und Komponenten und die Mo¨glichkeit der Simulation ist es ohne großen Aufwand
mo¨glich neue Ansa¨tze zu integrieren und das neue Gesamtsystem zu evaluieren. Die
Evaluation der peers@play Architektur zeigt, dass diese nur eine geringe zusa¨tzliche
Verarbeitungszeit verursacht. Ebenso hat die peers@play Architektur einen gerin-
gen Speicherverbrauch, so dass eine Vielzahl an Peers auf einem einzelnen Rechner
simuliert werden kann.
Das dritte und letzte Themengebiet, das in dieser Arbeit betrachtet wird, umfasst
die verla¨ssliche Datenverteilung in Peer-to-Peer Netzwerken. Das hierbei vorgestell-
te Konzept VoroStore verwendet Voronoi-Diagramme, um den verwendeten Positi-
onsraum aufzuteilen sowie ein spezielles Routing- und Replikationsverfahren. Das
Replikationsverfahren sorgt dafu¨r, dass die Daten an verschiedenen Positionen im
Peer-to-Peer Netzwerk gespeichert werden. Die Positionen werden hierbei so gewa¨hlt,
dass diese mit dem Routingverfahren auf disjunkten Routingpfaden erreicht werden
ko¨nnen. Hierfu¨r verwendet VoroStore einen Routing Quader, der auf dem Prinzip der
Routing Tabelle von Pastry basiert. Damit bo¨swillige Peers ihr Vorkommen in den
Routing Quadern von ehrlichen Peers nicht erho¨hen ko¨nnen, verwendet der Routing
Quader spezielle Zielpositionen fu¨r jeden Eintrag. Um den Einfluss von bo¨swilligen
Peers zu bestimmen wurde dieser zum einen theoretisch abgescha¨tzt und zum ande-
ren mit einer prototypischen Implementation gemessen. Hierbei wurde gezeigt, dass
je nach Gro¨ße des Netzwerks und einem Anteil bo¨swilliger Peers von 5% und einem
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Replikationsgrad von 4 die Wahrscheinlichkeit fu¨r eine erfolgreiche Anfrage in der
Theorie und Praxis bei u¨ber 97% liegt.
Weiterer Forschungsbedarf Die vorliegende Arbeit betrachtet eine Reihe von Fra-
gestellungen und Herausforderungen bei der Entwicklung von Peer-to-Peer-basierten
Anwendungen. Allerdings bleiben einzelne Detailfragen offen beziehungsweise fu¨hren
die in dieser Arbeit vorgestellten Ansa¨tze weiter.
Die Ergebnisse der im ersten Kapitel vorgestellten Verfahren basieren auf den fu¨r die
Evaluation verwendeten NAT Routern. In diesem Bereich ko¨nnten durch eine gro¨ßere
Anzahl an NAT Routern neue Erkenntnisse u¨ber weitere Verhaltensweisen ermittelt
werden. Ebenso ko¨nnte u¨berpru¨ft werden, ob die Verhaltensweisen, die in dieser
Arbeit ermittelt wurden, von einer gro¨ßeren Menge an NAT Routern gezeigt werden.
In diesem Fall ko¨nnte es interessant sein neue NAT Traversal Verfahren basierend auf
diesen Verhaltensweisen zu entwickeln. In [87] wurden zwei NAT Traversal Verfahren
vorgestellt, die die Application Level Gateway (ALG) Funktion einiger NAT Router
verwenden um eine TCP Verbindung aufzubauen. Sollten diese Verfahren mit einer
Vielzahl an NAT Routern funktionieren, so ko¨nnten diese Verfahren in das in dieser
Arbeit vorgestellte Regelwerk integriert werden.
Ein Punkt, der im Rahmen der peers@play Architektur na¨her betrachtet werden
kann, ist ein dynamischer Wechsel der in den Schichten verwendeten Ansa¨tze. Dieser
Wechsel ist mo¨glich, da die Schichten nur u¨ber einen asynchronen Nachrichtenaus-
tausch miteinander kommunizieren. Um einen Ansatz auszutauschen mu¨ssen nur die
Nachrichtenwarteschlangen angehalten werden und sobald der Ansatz ausgetauscht
ist wieder gestartet werden. Hierdurch wa¨re es mo¨glich das Peer-to-Peer Netzwerk
abha¨ngig von der Anzahl der Teilnehmer zu wechseln.
Als weiterfu¨hrende Arbeit im Rahmen von VoroStore ko¨nnte man ho¨her dimensio-
nale Voronoi-Zerlegung verwenden, um so zusa¨tzliche Dimensionen fu¨r Raum, Zeit
und Benutzer zu erhalten. Dadurch ko¨nnte man Daten noch spezifischer Anfragen,
was allerdings auch den Aufwand erho¨ht. Des Weiteren ko¨nnte man VoroStore um
Vertraulichkeit und Zugriffskontrolle erweitern. Informationen, die ein Nutzer hat,
sollten sich nur auf die Region beziehen, in der der Nutzer sich auch gerade befindet.
Wenn ein Nutzer u¨ber mehr Informationen u¨ber die virtuelle Welt verfu¨gt als ande-
re, kann er sich damit eventuell einen Vorteil gegenu¨ber anderen Nutzer verschaffen.
Daher ko¨nnte man den Zugriff auf die gespeicherten Daten so einschra¨nken, dass nur
Nutzer, die in einer bestimmten Region sind, die Daten aus dieser Region abfragen
und modifizieren ko¨nnen.
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