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Zusammenfassung
Das automatisierte Fahren hat bereits den Weg auf den kommerziellen Markt geschafft
und weiterer Fortschritt kann in naher Zukunft erwartet werden. Das Level 3 des au-
tomatisierten Fahrens verspricht steigende Sicherheit, Komfort und Verkehrseffizienz.
Fu¨r den menschlichen Fahrer sind diese Funktionen und damit einhergehende Nutzer-
schnittstellen eine neuartige Technologie. Im Bereich Human Factors stehen Forschung
und Entwicklung vor zwei Herausforderungen, welche (1) der Entwurf von intuitiven
und einfach bedienbaren Nutzerschnittstellen und (2) die Entwicklung von Methoden
zur Bewertung ebendieser sind. Bei der Bewertung von Technologie wurde bereits
ha¨ufig auf die sogenannte Preference-Performance Dissoziation aufmerksam gemacht.
Diese beschreibt das Ergebnis von Nutzerstudien, in denen die Pra¨ferenz (Selbstbericht)
der Nutzer nicht mit deren Leistung (beobachtbares Verhalten) u¨bereinstimmt. Dieses
Pha¨nomen stellt eine Gefa¨hrdung fu¨r die Bewertung von Nutzerschnittstellen beim
automatisierten Fahren dar. Aufgrund dessen berichtet die vorliegende Dissertation
zuna¨chst Untersuchungen zur Messbarmachung von Pra¨ferenz und Leistung. Zudem
wurde das Versta¨ndnis von automatisierten Systemen (mentales Modell) als ein wichtiger
Einflussfaktor zur Entstehung des beobachtbaren Verhaltens angenommen und mit in
die Arbeiten eingeschlossen. Mithilfe der gewonnenen Erkenntnisse der Messbarmachung
widmete sich der zweite Teil der Dissertation den Faktoren, die einen Einfluss auf das
Entstehen von Pra¨ferenz und/oder Leistung ausu¨ben. Untersuchte Faktoren waren die
Anzahl an Wiederholungen von Anwendungsfa¨llen, Ru¨ckmeldung zur Bedienleistung,
Nutzerschulung und eine statistische post-hoc Analyse. Um die Ziele der Messbarma-
chung und Einflussnahme zu erreichen wurden drei Fahrsimulatorstudien mit insgesamt
N =225 Probanden durchgefu¨hrt. Die Haupterkenntnisse waren (1) die Entwicklung
einer differenzierten Empfehlung von Fragebo¨gen zur Erfassung der Nutzerpra¨ferenz.
Außerdem (2) wurden Erkenntnisse der Entwicklung von Verhaltensmaßen u¨ber die
Zeit sowie deren Zusammenhang zu Pra¨ferenzmaßen gewonnen. Betreffend der men-
talen Modelle (3) zeigte die vorliegende Arbeit, dass es wiederholter Interaktion be-
darf, damit diese sich korrekt entwickeln. Außerdem kann das Versta¨ndnis durch Blick-
verhaltensmaße erfasst werden. Zusa¨tzlich (4) zeigte sich, dass Leistungsru¨ckmeldung
Pra¨ferenz, nicht aber Leistung selbst beeinflussen kann. Im Gegensatz dazu (5) wirkt
sich Nutzerschulung positiv auf die Korrektheit mentaler Modelle und nachfolgend der
Nutzerleistung selbst aus, la¨sst aber Pra¨ferenzmaße unbeeinflusst. Abschließend zeigte
sich, dass (6) Nutzer verschiedener Leistungsstufen a¨hnliche Pra¨ferenzurteile fa¨llen. Der
theoretische Beitrag der vorliegenden Arbeit liegt in den Einblicken in die Entstehung
der beiden Datenquellen der Preference-Performance Dissoziation wodurch diese erkla¨rt
und vorhergesagt werden kann. Der praktische Beitrag liegt in der Anwendung der
Arbeit zur Messbarmachung von Variablen und Empfehlung zum Studiendesign hin-
sichtlich Anzahl an Messwiederholungen und Nutzerschulung. Abschließend betreffen
die hier gewonnenen Erkenntnisse nicht nur die Bewertung von Nutzerschnittstellen
beim automatisierten Fahren, sondern ko¨nnen auch auf andere Automationsbereiche der
Mensch-Maschine Interaktion wie beispielsweise Luftfahrt, Robotik oder Medizintechnik
u¨bertragen werden.
Abstract
Driving automation systems have already entered the commercial market and further
advancements will be introduced in the near future. Level 3 automated driving systems
are expected to increase safety, comfort and traffic efficiency. For the human driver,
these functions and according human-machine interfaces are a novel technology. In the
human factors domain, research and development faces two challenges which are (1)
the conceptualization of intuitive and easy to use interfaces and (2) the development
of a methodological framework to evaluate these interfaces. In technology evaluation, a
methodological phenomenon has frequently been reported which is called the preference-
performance dissociation. It describes the outcome of studies where users’ preference
(i.e., self-report) does not match their performance (i.e., interaction behavior). This
phenomenon poses a threat to the evaluation of automated vehicle HMIs. Therefore,
the present thesis first reports investigations on how to operationalize both performance
and preference. Moreover, the understanding (i.e., mental model) of automated vehi-
cle HMIs was hypothesized as an influential precursor of performance and included in
the present work. Using the insights of the operationalization part, the second part of
the thesis aimed at finding out about factors that exert influence on preference and/or
performance. Investigated factors were the number of use case repetitions, feedback on
operator performance, user education and a post-hoc statistical analysis. To reach the
operationalization and variation aims, three driving simulator studies with a total of
N =225 participants were conducted. The main outcomes were that (1) a sophisticated
recommendation regarding preference questionnaire application could be given. Fur-
thermore, (2) insights into the development of behavioral measures over time and their
relation to a satisfaction measure could be given. Concerning mental models, (3) the
present work showed that it takes repeated interaction to evolve accurately and gaze
measures could also be used for capturing these processes. In addition, (4) feedback on
operator performance was found to influence preference but not performance while (5)
user education increased understanding and subsequent performance but did not affect
preference. Eventually it showed that (6) users of different performance levels report
similar preference. The theoretical contribution of this work lies in insights into the
formation of the two sources of data and its potential to both explain and predict the
preference-performance dissociation. The practical contribution lies in the recommen-
dation for research methodology regarding how to operationalize measures and how to
design user studies concerning the number of use cases and user education approaches.
Finally, the results gained herein do not only apply to automated vehicle HMIs but
might also be generalized to related domains such as aviation, robotics or health care.
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1 Introduction
Future modes of transportation in general and automated driving in particular are
among of the most prominent challenges in the 21st century. Not a day passes by where
news about technological advancements, new collaborations, ethical or liability issues
concerning driving automation are reported in the media. People are bot curious and
skeptical about this trend. Before outlining theoretical considerations, the following
scenario about a user with the arbitrary name David shall be considered:
As a customer, David buys a vehicle that is equipped with the latest technological
features, among others driving automation. At the dealer site, he receives a brief
introduction about multimedia, connected services and, of course automated driving
features. When finally driving the car home and entering the highway, he decides to
try the automated driving features. But: He notices that there are multiple control
elements and also remembers that the vehicle is equipped with different levels of driving
automation. By trying these features on the highway, David becomes more and more
skilled in operating and understanding about the automation’s capabilities, limitations
and displays. Having arrived at home, his reporting to relatives and friends about the
driving automation turns out to be enthusiastic due to the automated driving function
itself and the unprecedented interface features.
This quite possible future scenario shows how users need a certain degree of
initial understanding to appropriately use driving automation and operate the human-
machine interface (HMI). Nevertheless, interface novelty and the new technological
capability does not let some operating issues in the beginning show through in what
he reports eventually. How do these seemingly contradictory examples align and
what consequences does this pose to the development of research methodology for
automated vehicle HMIs? The present thesis will encircle this initial thought experiment
and investigate how users understand, interact and evaluate HMIs for automated driving.
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According to Parasuraman and Riley (1997), automation can be defined as ”the
execution by a machine agent of a function previously carried out by a human”
(p.231). Research on automation technology has a long tradition in many areas such
as supervisory systems in refineries, naval and air transportation. For an extensive
coverage of history of automation one might consider Bissell (2009). In the particular
context of driving a vehicle, considerable efforts have been, are and will be undertaken
to develop functions that partly or fully replace the human driver. At the present
time, there is extremely fast growth in the race for commercial availability of driving
automation. Assuming that Moore’s law about exponential technology trends (Moore
et al., 1965) holds true, an even more accelerated development can be expected for
the future. With rapidly increasing system functionalities, there is an urgent need
to consider appropriate HMIs to communicate system states especially via visual and
auditory elements and also to let the user interact with these systems through haptic
elements. The HMI is particularly important for a vehicle where a human driver is
still an integral part and rules should ensure a high level of commonality (European
Commission, 2017). This proliferation of functionality and interaction possibilities
raises the necessity for developing robust methods to evaluate such interfaces (Kun,
2017; European Commission, 2017; Naujoks, Hergeth, et al., 2019). The Society
of Automotive Engineers (SAE) norm J3016R states that level 3 (L3) automated
driving systems (ADS) are characterized by temporarily taking over longitudinal and
lateral vehicle control (SAE, 2018). It is not the driver’s responsibility anymore to
monitor correct system functioning (SAE, 2018) as compared to level 2 (L2) driving
automation. The SAE levels of driving automation are more comprehensively outlined
in chapter 1.3. Through this transfer of driving task responsibility, the opportunity to
engage in non-driving related tasks (NDRT) arises. From a research methodological
perspective, this change of responsibility requires the development of new methods
for an evaluation of automated vehicle HMIs. Existing research methodologies (e.g.,
AAM, 2006; NHTSA, 2012) for HMIs cannot be simply transferred to higher levels
of automation. The most obvious example is the case of lane keeping measures. In
manual and L1 automation, lane keeping served as a measure of distraction potential
and thus marked an important criterion for HMI evaluation. However, since driving
automation of L2 and higher include additional lane keeping by the system, one cannot
infer human performance from this measure anymore. In the next step from L2 to L3
automated driving, the driver’s role shifts from monitoring correct system functioning
in L2 to performing fallback performance in L3 in case the ADS leaves its Operational
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Design Domain (ODD). The ODD is defined in SAE (2018) as “[...] the specific
conditions under which a given driving automation system or feature thereof is designed
to function, including, but not limited to, driving modes“ (p 12).
The potential benefits of automating the driving task such as increased comfort, safety
and traffic efficiency (Nunes, Reimer, & Coughlin, 2018) can only arise if market
introduction is successful. However, there might be resistance of people to actually
use such systems (Ko¨nig & Neumayr, 2017). Eventually, it will be the soft, human
factors such as safety and usability, not the hard technological factors, that determine
success of technology introduction (Neale & Dingus, 1998). To overcome resistance and
for the potential benefits to become reality, robust methods for the evaluation of both
the system functions and especially the HMI are of utmost importance. Research on
automated driving so far has largely investigated transfer of control events (so-called
“take-over situations”) from the automated vehicle to the human operator. This
revealed a variety of human factors issues such as fatigue (Jarosch, Kuhnt, Paradies,
& Bengler, 2017; Woerle, Metz, Thiele, & Weller, 2019), trust (Forster, Naujoks, &
Neukum, 2017; Hergeth, Lorenz, & Krems, 2017), mode awareness (Feldhu¨tter, Segler,
& Bengler, 2017) or controllability (Naujoks, Mai, & Neukum, 2014). In the present
series of studies flawless functionality of driving automation is assumed at all times.
Theoretically it is possible that sensors fail, digital maps are not available or other
problems. However, to date there is no valid statement on the frequency of such
incidents possible. An indication might be available from the California disengagement
report (State of California, 2017), where developers of ADS have to report the number
of safety driver interventions. As the systems are still under development and have
not reached a maturity level for the commercial market, it is questionable whether
these numbers resemble future series products. Instead of take-over scenarios, the
assuredly much more frequent use case of a driver initiated transition between levels
of automation (see e.g., Naujoks, Hergeth, Wiedemann, Scho¨mig, & Keinath, 2018)
under differing ODD restrictions shall receive attention in the present work.
Detailed background information on automated driving and human factors is outlined
first. This chapter continues with the description of two important challenges for
automated vehicle development, an overview of the SAE taxonomy (SAE International,
2018) and outline of prototypical HMI concepts. The subsequent chapter 2 reports
a literature analysis and provides frequency indications on current trends in this
particular field of study. The central issue for this thesis is then covered in chapter 3
leading to the main aim and objectives as described in chapter 4.
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1.1 Challenges for Automated Driving Research
In the area of automated driving, two major challenges need to be considered in par-
ticular: Inexperienced users and increasing system complexity (C. A. Hart, 2019). Au-
tomating the driving task by implementing algorithms that take care of various vehicle
guidance functions increases the distance between the driver and the vehicle (Billings,
2018). By rapidly adding more and more systems and functionalities (e.g., lane keep-
ing assistant, adaptive cruise control, combined system function etc.), the driver is more
and more detached from the direct, inner loop of vehicle control (Parasuraman & Byrne,
2003). Wickens, Hollands, Banbury, and Parasuraman (2015) describe the issue of ob-
servability that comes with automation. Here, due to complex algorithms that are
embedded within the automation, the human operator is likely to not fully comprehend
why and much less how an automated system does what it does. This rising complexity
of driving automation marks the first challenge for human factors research.
The second challenge are inexperienced users in first contacts with driving automa-
tion technology. These first encounters with such an emerging and novel technology
are characterized by inaccurate initial mental models (Beggiato, Pereira, Petzoldt, &
Krems, 2015) and consequently poor operator performance (Rudin-Brown, 2010). Espe-
cially, when users initiate a transition between automation levels themselves (Naujoks,
Hergeth, et al., 2018), they have to meet a certain number of conditions, depending on
the desired level of automation (SAE, 2018). As during active L2 automation, the opera-
tor’s responsibility is to supervise correct system functioning, the number of restrictions
concerning the ODD when initiating a transition to this particular level are comparably
small. For L3 automation, however, the number of boundary conditions (i.e., speed,
lateral position, automation availability) may rise due to the transition of driving task
responsibility from the human driver to the ADS. These conditions for transitions be-
tween levels of driving automation and the increasing complexity pose a challenge to the
human operator when interacting with this technology. The transitions, however, should
not be difficult or time consuming for the driver to complete successfully (Parasuraman
& Riley, 1997). If drivers face considerable task demands here in terms of understanding
the HMI and executing the correct input action, it makes the system less attractive on
the one hand and more prone to interaction errors on the other hand.
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1.2 Manuscript Overview
The two challenges described above require the development of new methods. This
work reports considerations and efforts of method development for automated vehicle
HMIs. With a novel technology for inexperienced users, one phenomenon that can
occur is the so-called ”preference-performance dissociation” (Nielsen & Levy, 1994).
As already described in the initial hypothetical scenario, users might hold favorable
attitudes towards a technology but are poor at operating it. Conversely it can also occur
that users succeed in interaction but still do not hold a favorable attitude towards the
technology. These two instances where attitude and observed behavior do not agree are
potential forms of the preference-performance dissociation. This relationship between
preference (i.e., self-report) and performance (i.e., interaction performance) measures
when conducting user studies marks the central issue on which the thesis is based upon.
It shall be noted at this point that the aim is not to resolve the preference-performance
relationship. Rather, this thesis aims to explain the underlying reasons. Hence, it
can help to deal with influencing factors prior to planning user studies as well as explain
dissociations post-hoc. An extensive outline of this phenomenon is provided in chapter 3.
The first part of the thesis covers the question how to measure these two sources of data.
The second part then investigates factors that influence either performance or preference
and thus affect the relationship. For these purposes, three driving simulator studies were
conducted. From this series of studies and theoretical considerations, nine publications
have emerged of which eight are accepted and published and one is submitted and under
review at present. As following, the publications are listed in the order of appearance
herein. These nine manuscripts are the foundation for the following dissertation.
Manuscript 1 – Frison, A.-K., Forster, Y., Wintersberger, P., Geisel, V., & Riener,
A. (2019). Where we Come from and Where we are Going: A systematic Review of
Automated Driving Studies. Manuscript submitted and under review.
Manuscript 2 – Forster, Y., Hergeth, S., Naujoks, F., & Krems, J.F. (2018) How
Usability can Save the Day: Methodological Considerations for making Automated Driv-
ing a Success Story. Proceedings of the 10th International Conference on Automotive
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User Interfaces and Interactive Vehicular Applications. Toronto, ON, CN. ACM: New
York. doi.org/10.1145/3239060.3239076
Manuscript 3 – Forster, Y., Hergeth, S., Naujoks, F., Krems, J. F., Keinath,
A. (2019) Self-Report Measures for the Assessment of Human-Machine Interfaces in
Automated Driving. Cognition, Technology and Work, 1-18. doi.org/10.1007/s10111-
019-00599-8
Manuscript 4 – Forster, Y., Hergeth, S., Naujoks F., Beggiato, M., Krems, J. F.
& Keinath, A. (2019). Learning to Use Automation: Behavioral Changes in Interaction
with Automated driving Systems. Transportation Research Part F: Traffic Psychology
and Behaviour, 62, 599–614. doi.org/10.1016/j.trf.2019.02.013
Manuscript 5 – Forster, Y., Hergeth, S., Naujoks, F., Beggiato, M., Krems, J. F.,
& Keinath, A. (2018). Learning and the Development of Mental Models in Automated
Driving: A Simulator Study. Proceedings of the 10th International Driving Symposium
on Human Factors in Driver Assessment, Training and Vehicle Design, Santa Fe, NM,
USA, p. 398 – 404. doi.org/10.1145/3239092.3265960
Manuscript 6 – Forster, Y., Hergeth, S., Naujoks F., Krems, J. F. & Keinath, A.
(2019). Tell Them How They Did: Feedback on Operator Performance Helps Calibrate
Perceived Ease of Use in Automated Driving. Multimodal Technologies and Interaction,
3(2), 29. doi.org/10.3390/mti3020029
Manuscript 7 – Forster, Y., Hergeth, S., Naujoks F., Krems, J. F. & Keinath, A.
(2019). User Education in Automated Driving: Owner’s Manual and Interactive Tuto-
rial support Mental Model Formation and Human-Automation Interaction Information
(Switzerland), 10(4), 143. doi.org/10.3390/info10040143
Manuscript 8 – Forster, Y., Hergeth, S., Naujoks F., Krems, J. F. &
Keinath, A. (2019). What and how to tell beforehand: The Effect of User Ed-
ucation on Understanding, Interaction and Satisfaction with Driving Automation.
Transportation Research Part F: Traffic Psychology and Behaviour, 68, 316–335.
doi.org/10.1016/j.trf.2019.11.017
Manuscript 9 – Forster, Y., Hergeth, S., Naujoks F., Krems, J. F. & Keinath, A.
(2018). Unskilled and Unaware: Subpar Users of Automated Driving Systems Make
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Spurious Decisions. Adjunct Proceedings of the 10th International Conference on Auto-
motive User Interfaces and Interactive Vehicular Applications Toronto, ON, CN. ACM:
New York. doi.org/10.1145/3239092.3265960
1.3 Taxonomies of Automation
Automated driving is not binary yes versus no but characterized through a more grad-
ual transition from manual operation without automated support up to full automation
where human intervention is not necessary or not even possible at all. A generic taxon-
omy for automation has been suggested by Sheridan and Verplank (1978). The authors
proposed a ten point scale from 1 (low) to 10 (high) automation based on different levels
of human versus automation involvement and control. Here, the higher the level, the
more involvement and control is transferred from the human to the automation. Actual
system intervention in the task starts at level 5. Systems up to level 4 provide feed-
back but do not actively intervene or support in the task itself. Parasuraman, Sheridan,
and Wickens (2000) extended this model to the stages of human information processing
which are (1) information acquisition, (2) information analysis, (3) decision selection
and (4) action implementation. Thus, automated systems might vary in the degree to
which they support tasks on each of these four levels. With the rise of driving automa-
tion, domain specific frameworks have been developed. Three taxonomies are cited most
frequently which are the German Federal Federal Highway Research Institute (BASt)
published by Gasser et al. (2012), the National Highway Traffic Safety Administration
(NHTSA, 2013) and the SAE taxonomy that had been first published in 2014 and since
revised twice in 2016 and 2018 (SAE, 2018). While the BASt and NHTSA align closely
with their four levels of automation plus no automation at level 0, the SAE J3016R
describes five levels of driving automation plus no automation at level 0. In 2018, the
NHTSA officially adopted the SAE taxonomy with six levels of driving automation. As
already objected by Hergeth (2016), the SAE taxonomy was eventually adopted by the
research community as a common ground for communication. The six levels of SAE are
shown in figure 1.1.
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The step from one level to the next higher level of automation is characterized by an
incremental transfer of responsibility for certain task components in the following order:
1. Steering OR accelerating
2. Steering AND accelerating
3. Monitoring correct system functioning
4. Performing fallback performance
5. Operation under unlimited conditions
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The SAE J3016R considers systems up to L2 as ”driver support features” and starting
at L3, systems are considered as ”automated driving features”. Furthermore, it clearly
describes what the human’s and the system’s responsibilities are at each level. Addi-
tionally, it provides examples for features at each level. The present work especially
considers L3 automated driving being expected for market introduction soon. It also
includes lower levels of automation (in particular L2) since vehicles will most certainly
be equipped with combined automation functions. With the step from system monitor
to the fallback ready user, conditions for human intervention with the system’s HMI
change. In the following chapter, an overview is presented about possible solutions for
the design of automated vehicle HMIs.
1.4 Human-Machine Interfaces for Automated
Driving
Some basic insights into design of HMIs are necessry to understand (1) conceptual ap-
proaches for automated vehicles in general and (2) understand about the methodology
for evaluating these interfaces. This section will also show that the interfaces in the
chapters describing the empirical work of this thesis (i.e., chapters 5–11) have used pro-
totypical solutions for automated driving. Hence, the insights and method development
generalize to a broad range of automated vehicle interfaces.
The HMI of an automated system has to show information about the to-be-automated
driving task. Michon (1985) breaks this task down into operational (longitudinal and
lateral vehicle guidance), tactical (maneuvering) and strategical (navigating) subtasks.
The HMI especially needs to convey information about the operational aspect of accel-
erating/braking and steering as well as about maneuvers it is undertaking. By applying
the SAE levels of automation (see chapter 1.3), certain requirement for the HMI can be
derived from this taxonomy. Three straightforward requirements are outlined below.
1.4.1 HMI Requirements and Guidelines
First, due to the supervisory role of the driver in L2, silent automation failures (Louw
et al., 2019) and transitions to manual without indications by the HMI are possible. In
contrast, the take-over request (TOR) by the automated system for control transfers to
the driver are a central aspect of L3 ADS and have been intensively investigated (see
chapter 2). The fallback ready user in L3 automation can additionally be supported
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with current information about system functioning during active automation. Such in-
formation, however, are not as mandatory for L2 automation since the driver’s role is
supervising the driving automation(SAE, 2018).
Second, a difference between L2 and L3 automation is the extent of the ODD. While
such an ODD is practically non-existent for L2 according to SAE J3016R, the L3 ADS
”permits engagement only within its ODD” (p.20). Thus, only when specific conditions
such as geographic, traffic or speed limitations are met, a transfer to L3 is possible.
As a consequence, the HMI must not permit transitions as long as any of the required
conditions is violated and also provide appropriate feedback (D. A. Norman, 1990) on
the causes for potential failure to transfer control to L3 automation via its HMI.
Third, for the human driver to clearly distinguish between the levels of driving automa-
tion, active system states must be designed in a clearly distinguishable way so that
issues such as mode awareness (Sarter & Woods, 1995) do not occur. These could lead
to severe consequences in case a driver erroneously assumes a L2 as a L3 function, dis-
engages from the driving task and is non-responsive to indications such as hands-on or
attention requests (for abuse see e.g., Parasuraman & Riley, 1997). On the other hand,
a confusion of L3 as L2 automation is not as dangerous but limits comfort since the user
would most likely engage in the strenuous vigilance task of system monitoring instead
of being relieved of this task.
These three examples as derived from the SAE (2018) have shown that HMI design has
important challenges to face. Research and development has already come up with many
suggestions for automated vehicle HMIs and representative examples shall be outlined
in this section. In addition to a multitude of developed concepts, design frameworks
and guidelines specifically aiming at standardization of automated vehicle HMIs have
emerged recently. For example, consortia reports such as AdaptIVe Consortium (2017)
of HAVEit Consortium (2011) describe HMI requirements. Buidling on these and ear-
lier work in related domains such as warnings (Wogalter, 2006) and driver information
systems (Green, Levison, Paelke, & Serafin, 1994), recent efforts are integrating auto-
mated vehicle research into these guidelines (Young, Koppel, & Charlton, 2017; Naujoks,
Wiedemann, Scho¨mig, Hergeth, & Keinath, 2019; Carsten & Martens, 2018). The work
by Naujoks, Wiedemann, et al. (2019) developed a heuristic expert procedure with 20
items that evaluate the HMI regarding guideline compliance. Carsten and Martens
(2018) discuss more generic goals of automated vehicles (e.g., engendering correct cali-
bration of trust), discuss requirements and implications for design. The following outline
is structured by describing different modalities, where the focus are visual and auditory
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HMI components. Subsequently, the issue of automated vehicle operating elements for
completing transitions and intervening in the automated driving task are discussed.
1.4.2 Examples for Automated Vehicle HMIs
Visual HMI Components
Besides components that are unique to automated driving, visual HMIs carry informa-
tion that are also present during manual driving such as current speed and navigation
information. For this reason, the strategic vehicle guidance (Michon, 1985) is not con-
sidered as important as operational and tactical information for HMI design. On an
operational level, the HMI first has to support lateral and longitudinal vehicle guidance
indications. Longitudinal guidance is frequently displayed through the absence or pres-
ence of a vehicle in front, time headway information in form of an adjustable distance bar
and current set speed information (Naujoks, Forster, Wiedemann, & Neukum, 2017a;
Manca, de Winter, & Happee, 2015; Carsten & Martens, 2018). Lateral guidance is usu-
ally displayed as the lane markings in the bird’s eye view of the vehicle (see e.g., Kunze,
Summerskill, Marshall, & Filtness, 2018). In general, these components resmble exist-
ing approaches for ACC with additional steering assistance (Purucker, Naujoks, Prill, &
Neukum, 2016). In HAVEit Consortium (2011), they are considered essential informa-
tion for automated vehicle HMIs. While this holds true for L3 ADS, it is not necessarily
essential in L2 automation as mentioned above. Here, HMIs that are currently offered
in the commercial market often only support single icons for these functions without
showing the vehicle and its surroundings from a bird’s eye view (see e.g., Carsten &
Martens, 2018). Figure 1.2 shows possible design solutions for visual displays of L3 ADS
systems. These all share the common features of (1) surrounding or at least a vehicle in
front, (2) time headway and (3) lateral guidance indicators.
Figure 1.2. HMIs for active L3 automation taken from Naujoks et al. (2017a), Hergeth
(2016) and HAVEit (2011) from left to right
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A popular and important area of research is the transfer from automated to manual
mode. Here, system-initiated messages have to be displayed that the fallback-ready user
takes back control in a safe and efficient manner. HMI design for these scenarios has
used the steering wheel as an indicator for manual vehicle control. Buidling on this,
different HMIs show hands that grab the steering wheel (Jarosch, Bellem, & Bengler,
2019; HAVEit Consortium, 2011), elements indicating importance of the steering wheel
(Louw, 2017) or further additional information about the upcoming control transfer
such as situation specifics (Wiedemann, Scho¨mig, Mai, Naujoks, & Neukum, 2015) or a
countdown (Forster, Naujoks, Neukum, & Huestegge, 2017). Figure 1.3 shows potential
design solutions for Take-Over Requests.
Figure 1.3. HMIs for Take-Over Requests taken from Jarosch et al. (2019), Louw (2017)
and Forster et al. (2017) from left to right
HMI design issues of TOR such as the out-of-the-loop problem (Merat et al., 2019),
NDRT engagement (Wandtner, 2018), timing and information issues (Wiedemann et
al., 2015) have been addressed in prior research. System-initiated transitions from au-
tomated to manual control are not a focus here and this brief overview shall suffice.
Auditory HMI Components
Auditory displays do not require visual attention (Alvarez et al., 2011) and are there-
fore a useful and powerful channel especially under high workload conditions such as
TOR scenarios (Politis, Brewster, & Pollick, 2015). On the downside of auditory dis-
play elements stands their nuisance potential (Beattie, Baillie, & Halvey, 2015) and
therefore designers need to carefully consider the amount of implementation of auditory
elements in HMIs for automated driving. Furthermore, due to the generic nature of
earcons (Beattie et al., 2015), they first require learning. Results by Patterson (1990)
have shown that such learning trials are rather short and earcons are learned quickly.
Going further than the implementation of generic tones and earcons, there is also the
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possibility to deliver semantic information via text-to-speech to the driver. Recently,
this HMI channel has received attention in conceptual development and testing in driv-
ing simulation experiments (see e.g., Naujoks, Forster, Wiedemann, & Neukum, 2017b;
Du et al., 2019; Koo et al., 2015).
Other HMI Components
Vibrotactile and olfactory HMI elements are also possible, but of inferior usefulness com-
pared to visual and auditory messages. These elements might rather serve as additional
HMI components but do not carry essential information. For overviews of olfactory in-
terfaces see for example Dmitrenko, Vi, and Obrist (2016) and for vibrotactile interfaces
see Petermeijer, De Winter, and Bengler (2015). Another possibility that can be applied
in HMI design in addition to visual and auditory elements are motion cues such as roll
and pitch vehicle motions (see e.g., Cramer & Klohr, 2019). The present work strongly
puts its focus on the visual HMI with additional auditory elements.
HMI Input Components
Research on HMI input modalities in comparison to HMI output modalities is rather
scarce. There is only a small number of studies that investigated different input compo-
nents for interacting with the automated vehicle (e.g., D. R. Large, Banks, Burnett, &
Margaritis, 2017; Frison, Wintersberger, Riener, & Schartmu¨ller, 2017). At the present,
commercial vehicles equipped with L2 automation provide the best insights into HMI de-
velopment for operating components. Generally, two different approaches for operating
automated driving are available. These are button-based and lever-based approaches.
On the one hand, BMW, Audi and General Motors among others deploy button-based
operating elements for activating and adjusting driving automation system. These but-
tons usually show icons or words indicating their respective effect or purpose. On the
other hand, lever-based approaches are or have been pursued by Daimler, Tesla and
Volvo. While Tesla uses the gear switch to activate the L2 automation, Volvo introduced
two separate pedals behind the steering wheel that have to be pulled simultaneously.
Up to now, these two approaches work quite well, but with approaching L3 automa-
tion and addional features, the approaches as they exist at the moment reach their
limitations. Most likely, multiple buttons or level functions have to be merged and
menu-based systems for selecting automation levels and adjusting single features need
to be introduced. For example, ACC, lateral control and speed limiter are support sys-
tems and might be combined within a menu for selecting from driver support features in
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button-based approaches. Lever-based interfaces also face similar challenges. The rising
number of levels and functions on the one hand and the design principles of simplicity
and appropriateness for automation (D. A. Norman, 1990) thus put a challenge to HMI
designers and developers.
This section has briefly described requirements derived from SAE J3016R, design guide-
lines and shown prototypical examples of L3 automated vehicle HMIs. For output ap-
proaches, it especially described visual and auditory elements that characterize auto-
mated vehicle interfaces. The two most important input elements are buttons or levers
at the present time. Taken together, these HMI elements will lie the foundation for the
design of the HMIs in the empirical studies undertaken for the present thesis. By stick-
ing close to these design approaches, the methodological insights gained in the present
work can well be generalized to a wider spectrum of automated vehicle HMIs. Having
outlined the conceptual basis of automated vehicle HMIs, the upcoming chapter focuses
on the methodological aspects of automated driving research.
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2 Human Factors in Automated
Driving: Status Quo of Research 1
Abstract: During the last decade, research has brought forth a large amount of studies
that investigated driving automation from a human factors oriented perspective. Due
to the many methodological possibilities for study design concerning investigated con-
structs, data collection and parameters, at present, the pool of findings is heterogeneous
and nontransparent. This literature review applied a structured approach in reviewing
N =161 scientific papers of relevant journals and conferences that investigated driving
automation. It thus allows a statement on the status quo of existing methodological
approaches. Results revealed that most studies focused on safety aspects followed by
trust and acceptance. These were mainly collected through self-report measures. Driv-
ing/TOR performance also marked a significant portion of the data, however a wide
range of different parameters are investigated. The findings identify gaps to be ad-
dressed in future studies, and allow researchers to investigate known constructs with
established methods.
2.1 Introduction
This chapter takes a closer look into research trends and methods in the automated driv-
ing domain. It will describe a literature analysis that aimed at finding out about what
topics have received considerable interest so far and simultaneously which topics still
need closer investigation. Furthermore, it provides an in-depth assessment of method-
ological procedures and parameters found in 161 publications. Thus, a sophisticated
decision concerning the area of research in the present work can be drawn.
The advent of automated driving functions and according HMIs marks one of the biggest
1This chapter is based on a previous publication: Frison, A.-K., Forster, Y., Wintersberger, P., Geisel,
V., Riener, A. (2019) Where we Come from and Where we are Going: A Systematic Review of
Automated Driving Studies. Manuscript sumbitted and under review
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game changers in transportation research and development of our time. In 2013, the
SAE (2018) published the first version of their definition describing different levels of
automation, which addresses challenges, sets foundation for future standardization, and
establishes a common language. With SAE L2 driving automation already on the road,
it is only a matter of time until SAE L3 ADS, or even higher levels, are commercially
available. Due to the enormous potential of technological progress, enthusiasm among
researchers has sparked to develop functions and interfaces. Investigations of these fea-
tures through user studies are conducted to first determine feasibility and in a next step
to fine tune conceptual approaches. Here, basic research findings from engineering psy-
chology and human factors on the one side, as well as computer science on the other have
been applied by automotive industry and academia. Furthermore, some lessons learned
from prior automation development in the aviation sector (Gawron, 2019; Tro¨sterer et
al., 2017) could be transferred, despite different conditions for driving automation such
as the user population or dynamic of traffic conditions. As a result, there is a wide range
of challenges that need to be overcome and a multitude of publications addressing these
timely issues have been published over the last years. However, it is often hard to inte-
grate and/or compare the obtained findings as topics are often investigated differently.
Furthermore, due to the sheer amount of findings it is hard for researchers to identify
gaps on which they could build upon.
Thus, we2 claim that the time has come to systematically review, which topics in driv-
ing automation received the most attention and which methods have been applied to
investigate these.
2.1.1 Research Status on Automated Vehicle HMIs
User studies on automated vehicle HMIs have focused on different constructs, applied
different collection methods, and also evaluated different parameters. In addition, dif-
ferent study design approaches are possible, which in turn depend on the respective
construct and collection measure. Since there is no common agreed-upon methodolog-
ical framework for evaluating automated vehicle HMIs, the only sources researchers
could consult are several different consortia reports (e.g., AdaptIVe Consortium, 2017;
RESPONSE Consortium, 2006; HAVEit Consortium, 2011). There have been first ef-
2Since this and following chapters are based on prior published or submitted manuscripts, first person
pronouns appear in these chapters. To stick close to the original version and maintain readability,
these formulations are kept throughout the thesis. The pronoun therefore refers to the respective
authors of the original publication.
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forts to give an overview of methodological approaches in automated driving (Forster,
Hergeth, Naujoks, & Krems, 2018a) without reviewing a broader set of categories, or
human-computer-interaction research on user experience in general (Pettersson, Lach-
ner, Frison, Riener, & Butz, 2018). Therefore, the present work aims at combining these
approaches, and provide researchers and practitioners with an overview of current and
past topics of automated driving. It also points towards improvements in the future,
and unveils directions that have yet to be investigated. The main contribution of this
chapter is twofold concerning the status quo and derivation of future research directions:
 First, the present work provides an overview of different possibilities for study
design in driving automation research
 Second, it outlines which constructs have been investigated, which data collection
methods have been applied, and which specific parameters have been calculated
and reported
To reach this aim, we developed and followed a well-structured approach for reviewing
literature. First, we summarize important topics in driving automation that have been
addressed in the last years, followed by a precise description of inclusion/exclusion crite-
ria for publications used in this literature review. We then outline a procedure creating
a database in which relevant contributions can be stored. Eventually, descriptive re-
sults of queries on the database are presented. The results of this literature review are
expected to add to a better understanding of current trends and research directions of
automated driving. Hence, it holds a mirror to this research community on what has
been accomplished and which future aspects need more attention. We have to acknowl-
edge the fact that, rather than taking a look outside of this community and bringing
knowledge into the community, we can only provide a statement on the status quo of
research within this community itself. However, this is a necessary first step before going
beyond reviewing further conferences and journals.
2.1.2 Constructs and Dependent Measures
Early research efforts in automated driving have often focused on TOR scenarios, where
the system exceeds its operational design domain, and prompts the driver to pause/stop
their NDRT and regain manual vehicle control. These transitions are either due to sensor
failures/malfunctions or because the system issues a planned indication to take over. In
both cases it is the user’s responsibility to ensure a safe transition to manual. Other stud-
ies frequently applied survey approaches to investigate public acceptance and readiness
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for the introduction of this technology to the consumer market (Nordhoff et al., 2018; Os-
swald, Wurhofer, Tro¨sterer, Beck, & Tscheligi, 2012; Ro¨del, Stadler, Meschtscherjakov,
& Tscheligi, 2014). The downside of these acceptance-related studies is that mostly,
no realistic automated driving system is provided to the users. At best, a description
of such a system is given that requires a lot of imaginative power. A closely linked
construct to acceptance is trust in automation. Here, there have been driving simulator
studies that supported realistic ADS representations and HMIs (Wintersberger, Riener,
& Frison, 2016; Forster, Naujoks, Neukum, & Huestegge, 2017; Hergeth, 2016; Payre,
Cestac, Dang, Vienne, & Delhomme, 2017). Other topics more recently emerged that go
beyond safety-related issues, such as usability (Forster, Hergeth, et al., 2018a), and user
experience (Ro¨del et al., 2014; Frison et al., 2017) of ADS and HMIs. In the usability
domain, research questions mainly focus on the measures and appropriate conditions un-
der which users effectively and efficiently interact with driving automation and in turn
are satisfied with the interface (DIN-EN ISO, 2011). For a more comprehensive outline
of usability and automated driving forming the central aspect of the present work see
chapter 3.2. This also marks an additional factor in common acceptance frameworks
(Davis, 1989; Venkatesh, Morris, Davis, & Davis, 2003).
User Experience (Hassenzahl, 2001) expands usability going beyond mere pragmatic
aspects of using driving automation by adding hedonic qualities. With drivers being
relieved of driving themselves, there might be a lack of fulfillment of needs (Sheldon,
Elliot, Kim, & Kasser, 2001; Frison et al., 2017). Consequently, despite effectiveness and
efficiency in interaction, positive emotions and attitudes towards driving automation are
not guaranteed. For a more comprehensive outline of the attitude constructs (i.e., us-
ability, UX, acceptance, trust) see chapter 3.2. Besides different constructs, collection
methods, and parameters, which are all closely tied to dependent measures, there is
also a variety of study design possibilities when conducting user studies on automated
driving.
2.1.3 Possibilities for Study Design
One important aspect is the study environment which is a driving simulator in many
instances. Here, the degree of immersion varies from low fidelity simulation with only
a desk and attached steering wheel plus a simple desktop monitor (e.g., Forster, Nau-
joks, & Neukum, 2016; Seppelt, Lees, & Lee, 2005) to high fidelity driving simulation
with (Wintersberger, Frison, Riener, & von Sawitzky, 2019; Forster et al., 2019b; Louw,
2017) or without a moving-base platform (Donmez, Boyle, Lee, & McGehee, 2006; Gold,
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Dambo¨ck, Lorenz, & Bengler, 2013). Moreover, depending on the availability of an au-
tomation function, studies on test tracks and real roads are possible (van Veen, Karjanto,
& Terken, 2016; Yusof et al., 2016). Other types of studies use an interview or survey
setting to gain insights into automated driving because the users have used such a sys-
tem before (e.g., Tro¨sterer et al., 2017; Dikmen & Burns, 2016), or they rather target
the readiness of the consumer population (e.g., Kyriakidis, Happee, & de Winter, 2015;
Ro¨del et al., 2014).
Another aspect providing researchers with possibilities for study design is the represen-
tation of the automation. At the moment, most user studies in the automated driving
context are set up in a simulation environment, since maturity of this technology is not
yet given. A vast majority of studies has been conducted in driving simulators, where
automated vehicle functions and HMIs can be implemented without much effort and
tests in a risk-free and standardized environment are possible. However, first on-road
tests have been conducted in Wizard-of-Oz (Omozik, Yang, Kuntermann, Hergeth, &
Bengler, 2019; Naujoks, Purucker, Wiedemann, & Marberger, 2019) or real vehicles
(Wintersberger, Riener, Schartmu¨ller, Frison, & Weigl, 2018). As mentioned before,
there are studies that take a survey approach and represent the driving automation by
means of static descriptions (Kyriakidis et al., 2015) or sketches (Ro¨del et al., 2014).
Studies also differ in the type of research or main focus and contribution they bear.
Some studies target conceptual development with a subsequent proof-of-concept user
study (Kunze et al., 2018; Hock, Kraus, Walch, Lang, & Baumann, 2016; Chang, Toda,
Sakamoto, & Igarashi, 2017). Other approaches more generically cover basic research
topics, and focus on fundamentals of human perception and action in the automated
driving context. Such research is rather independent from specific HMI concepts but
implications hold true for the variety of conceptual approaches (van der Meulen, Kun, &
Janssen, 2016; Sikkenk & Terken, 2015). A similar independence from certain HMI
concepts is a characteristic of methodological work. Such studies aim at providing
instruments and tools for proper study conduction when evaluating HMIs (Naujoks,
Wiedemann, et al., 2019; Balters, Sibi, Johns, Steinert, & Ju, 2017).
The heterogeneity of constructs, use cases and ADS operationalization has recently
led to first efforts in methodological standardization. For example, various taxonomies
(McCall, McGee, Meschtscherjakov, Louveton, & Engel, 2016; Naujoks, Hergeth, et al.,
2018) have been proposed to describe TOR scenarios and related use cases (Gold, Nau-
joks, Radlmayr, Bellem, & Jarosch, 2017). Also regarding TOR, many research groups
follow their own measurement procedures and evaluation methods, which highlights the
19
need for standards. With these considerations and the authors’ experience in automated
driving research in mind, we defined the reviewing process for this literature review.
2.2 Pilot Study
2.2.1 Purpose and Method
To first identify relevant journals and conferences in the Human Factors community,
we conducted a pilot study. An online survey was distributed via social media (e.g.,
Twitter, LinkedIn etc.) and to peers of the authors. In the survey, participants could
indicate (1) both the top 3 journals and conferences where they have already published
as well as (2) both the top 3 journals and conferences where they consider submitting an
article (favored). Moreover, the survey included questions on whether the authors have
already published original research on automated driving (yes vs. no) and the year of
the author’s first publication. Eventually, demographic data (i.e., age, gender, academic
degree and academic background) were collected.
2.2.2 Results
Demographics showed that mean age of the N =21 participants (n=5 female) was 32.81
years (SD=5.65, MIN =24, MAX =49). N =10 participants held a Master’s degree, n=9
a PhD and n=2 were professors. The Academic Background showed that the majority
were psychologists (n=8), followed by engineers (n=5), computer scientists (n=5). N =2
participants had a Human Factors or Media Informatics background. For Academic
background there was more than one indication possible. Out of the N =21 participants,
n=19 have already published whereas n=2 have not yet published their research. The
earliest publication dates back to 1999 and the latest to 2016.
For the identification of relevant venues, we counted the overall number of instances
independently from its position (i.e., 1st vs. 2nd vs. 3rd rank). The results regarding
journals showed that Transportation Research Part F (n=7 publications, n=11 favored),
the Journal of Human Factors (n=7 publications, n=11 favored) and Accident Analysis
and Prevention (n=7 publications, n=6 favored) were the most frequently indicated
venues. Regarding conferences, the AutomotiveUI (n=6 publications, n=13 favored),
the Human Factors and Ergonomics Society Annual Meeting (n=2 publications, n=11
favored) and the CHI conference (n=2 publications, n=6 favored) were mentioned most
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Figure 2.1. Decision Tree for paper selection.
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frequently. Based on this expert survey we reviewed these three journals or conferences
regarding automated driving evaluation.
2.3 Methods
2.3.1 Selection Process
The basis for the selection of papers for the present literature analysis were all
publications in the respective venues (see section 2.2) in the years up to and including
2018. We developed a decision tree to decide in a standardized and stepwise manner,
whether or not to include each publication. This decision tree is depicted in figure
2.1. It features four steps represented through binary decisions, where each has to be
answered with ”yes” for a respective publication to be included into our analysis. To
pass the first step of the decision tree, the publications had to contain at least one of
a set of keywords related to driving automation in the full text (see below). These
keywords were selected to initially reduce the amount of publications in a reasonable
way, and at the same time to ensure that no potentially relevant publication would be
excluded in this step. The first step of the decision tree was implemented by searching
all data bases using the following search terms:
”automated driving” OR ”autonomous driving” OR ”self-driving” OR ”self driv-
ing” OR ”autonomous vehicle” OR ”automated vehicle”
Publications that did not feature automated driving represented by at least one
of the keywords, as well as short papers, posters, and adjunct proceedings (e.g.,
Forster, Hergeth, Naujoks, & Krems, 2018b), were excluded in this step. For the
remaining publications, the next step in the selection process consisted in examining
if its objective was an empirical study to discard other literature reviews, as well as
juridical, theoretical, or ethical publications (e.g., Millonig & Fro¨hlich, 2018; Inners &
Kun, 2017). The subsequent step of the decision tree aimed at the primary focus of the
empirical works. If this was not research and development of automated driving, the
respective publication was excluded from further analysis. This step was incorporated
to discard works on a concept that, in principle, could be used for the development
of automated driving, but were not originally investigated with that purpose (e.g.,
Roider, Ru¨melin, Pfleging, & Gross, 2017). In the last step of the selection process,
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we took a closer look at the levels of automation (SAE, 2018) that were investigated.
The level of mere driver assistance (Level 1) as well as concepts which do not fall
under the driving automation definition according to SAE (e.g., Merenda et al., 2017;
R. Liu, Kwak, Devarakonda, Bekris, & Iftode, 2017) were out of scope for this literature
analysis. Thus, only publications examining L2 and/or higher levels of automation
(i.e., simultaneous lateral and longitudinal vehicle guidance) were included. Overall,
161 publications passed all steps of the decision tree and were included in the literature
analysis.
2.3.2 Reviewing Strategy - Workshops
After selection of the papers, we developed a reviewing strategy for literature analysis
in two expert workshops. The first workshop lasted six hours and aimed at developing a
standardized reviewing procedure to ensure high inter-rater reliability. In order to verify
inter-rater reliability, the five reviewers classified ten randomly selected papers according
to the decision tree. The outcome is presented in the following result section (see section
2.4). After the workshop, the resulting categories/dimensions as well as their emerging
relations were translated into a database. For a detailed description of the categories and
the database see chapter 2.3.3. Subsequently, five reviewers classified the selected 161
publications by sorting them into the categories of the database. In case a new category
occurred that had not been considered before, it was added to the database. Despite
setting up a large number of constructs during the expert workshop and adding further
options during the review process, there still remained a considerable number of of
parameters that could not be assigned free of doubt. This resulted in the two constructs
General Attitude and Interaction Behavior. In these instances, information was scarce
and only high level indications about interface evaluation were provided by the authors.
After reviewing, we conducted another expert workshop which lasted approximately four
hours. During this workshop, lessons learned from the reviewing process were derived
and each reviewer could put unclear classification up for discussion. Thus we ensured
high reviewer agreement in classification of the selected papers.
2.3.3 Database Structure
We set up an Microsoft Access data base to capture the relevant information for the
investigation (see figure 2.2). The schema consisted of the five main tables Paper, Con-
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ference, Construct, CollectionMethod, and Parameter. In the following, we introduce
the most relevant properties:
 Paper: For each paper, we collected descriptive information (title, abstract, year,
authors, conference), as well as the levels of automation addressed in the study.
The following additional information was collected: The type of user (driver, pas-
senger, external), road type (urban, highway, rural, not relevant), study type (lab,
test track, real road, survey), the representation of the AV (static text descrip-
tion, sketch, driving simulator, Wizard-of-Oz, real vehicle), study period (single
session, short-term, long-term), type of research (basic research, concept evalua-
tion, method development, model development), as well as participant information,
such as the number of subjects, their mean age, as well as if they were internally
(students, employees, etc.) or externally recruited.
 Construct: Represents the topics of investigation. To avoid subjective interpreta-
tion by the reviewers, we only collected constructs which were explicitly mentioned
by authors in the publications (such as Safety, Trust, Acceptance, etc.). All con-
structs which were only investigated by one single paper are summarized within
an other construct. Generic investigations on participants’ opinion and general
perception without explicitly mentioning specific constructs are summarized as a
General Attitude construct.
 Collection Method: Relevant data collection methods, such as driving per-
formance, TOR performance, secondary task performance, standardized question-
naire, interview, etc.. Again, we came up with initial suggestions that were ex-
panded in case a new item emerged during the reviewing process.
 Parameter: Parameters that were used in the different data collection methods,
for example standard deviation of lateral position (SDLP, Knappe, Keinath, &
Meinecke, 2006), reaction time, gaze-off-road time, technology acceptance model
(Davis, 1989), NASA-TLX (S. Hart & Staveland, 1988) (examples for standardized
questionnaires).
 Relationships: To structure our data, we created a relationship table to represent
(n:m) relations of papers, collection methods, parameters and constructs. Thus,
each paper can investigate different constructs, each construct can be assessed
by one or multiple data collection methods and each data collection method by
one or multiple parameters. For each relation, we observed whether the set was
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Figure 2.2. Entity relationship diagram of the database structure showing the relations
between papers, constructs, data collection methods and parameters.
measured through behavioral, self-reported or physiological data. Furthermore,
we assessed if the parameter was measured before, during or after a trial in the
experiment. This data model allowed us to store all information without duplicates
(each construct/parameter/collection method was stored only once), while the
relations allow to perform powerful queries on the data (in comparison to pure
list/sheet based representations).
2.4 Results
In the following, we report the results from our literature study on the final 161 pub-
lications, which were identified as relevant for further investigation. All results were
obtained using the built-in structured query language (SQL) of MS-Access.
2.4.1 Inter-rater Reliabiltiy
To ensure inter-rater reliability, the five raters were compared by means of intra-class
correlations (ICC). ICC estimates were calculated based on a single-rating, consistency,
2-way random-effects model. Results revealed a high inter-rater reliability with a correla-
tion of r=.809 (F (9,36)=22.170, p<.001). Due to this result, high inter-rater reliability
of the following classifications can be assumed.
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Figure 2.3. Frequencies of publications regarding the investigated SAE levels of automa-
tion, presented over the time since 2010 (SAE L0 and L1 are excluded as
they are not part of this literature review).
2.4.2 General Study Details
Regarding levels of automation, we found that SAE L3 is the most frequently studied
level of automation with 58.39% (n=94) followed by Level 2 (36.65%, n=59) and Level
4 (22.36%, n=36). Level 5 was investigated in 19.88% (n=32) of the studies. The
number of publications gradually increased up to 2018 regardless of a specific level of
automation. Outstanding is L3, which attracted earlier attention than the other levels
(see figure 2.3).
Overall, 73.29% (n=118) of all studies were conducted in a lab environment, 13.66%
(n=22) as a survey, and 11.80% (n=19) on real road. 2.48% (n=4) reported results
from a test track study. This is in accordance with the automated vehicle representa-
tion. 71.43% (n=115) of the papers reported to have used a driving simulator, 12.42%
(n=20) a real vehicle, 7.45% (n=12) a Wizard-of-Oz setup, 11.18% (n=18) a textual
description and 3.11% (n=5) a visualization. There was a clear tendency towards single
session evaluation (94.41%, n=152). 3.11% (n=5) of the studies were conducted over
a short time period (up to six days; e.g., J. Lee et al., 2016). N =3 studies (1.86%)
investigated long-term effects (e.g., Dikmen & Burns, 2016).
While 60.25% (n=97) of the publications focused on basic research such as observing
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Figure 2.4. Frequencies [n] of age groups in the automated driving studies.
pedestrians’ interaction behavior with AVs on real roads (Currano et al., 2018), 34.78%
(n=56) evaluated a specific concept in their study such as a haptic seat to prepare driver
for TORs (Telpaz, Rhindress, Zelman, & Tsimhoni, 2015). Smaller numbers of studies
report empirical research about AD with the aim to create a method (8.07%, n=13) or
a model (1.86%, n=3).
The center of empirical research on AD is clearly the driver, who was investigated in
78.26% (n=126) of all studies. Passengers (9.32%, n=15) and other road users (e.g.,
pedestrians, 6.83%, n=11) are still a side topic. The ADS context is varying, while
47.83% (n=77) investigated a highway scenario, 19.88% (n=32) urban and 19.25%
(n=31) rural road conditions. For the remaining studies (13.04%, n=21), the road
type was not relevant or not reported.
Study participants’ mean age in the most papers is below 40 years (n=98). A smaller
number of publications report high mean ages such as Frison et al. (2017), who invited
participants older than 65 to compare their acceptance of automated vehicles with par-
ticipants of younger age (see figure 2.4). In 12.42% (n=20), participants’ age is not
reported.
2.4.3 Methodological Approaches
Regarding methodological approaches we observed that 74.91% (n=119) of all papers
involve self-reported data collection, 64.60% (n=104) behavioral and 10.56% (n=17)
psycho-physiological data.
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More than 50% of the publications collected different types of data (55.28%, n=89).
Here, 44.72% (n=72) of the papers collected behavioral and self-report data. Less com-
mon is the combined collection of self-report, behavioral and psycho-physiological data
(6.21%, n=10). The combinations of behavioral and psycho-physiological data (n=5)
and self-reported and psycho-physiological data (n=2) occur seldom. A large portion of
the publications (44.72%, n=72) is working with only one type of data. These papers
use mainly self-report measures (27.95%, n=45), while 16.77% (n=27) of the papers
report exclusively behavioral data.
Overall, we identified n=22 different collection methods. The self-defined questionnaire
is the most frequently used method (54.94%, n=89) in automated driving publications.
This is in accordance with the large number of self-report data. Standardized question-
naires (43.83%, n=71) and TOR performance measures (37.65%, n= 61) are frequently
used as well. Driving performance measures (24.07%, n=39), eye tracking/gaze behav-
ior (24.07%, n=39), Interviews (15.43%, n=25) and secondary task performance (9.26%,
n=15) are used more seldom.
2.4.4 Constructs and Parameters
To describe empirical research on automated driving in more detail, we took a closer look
at the constructs, which were investigated in the individual studies. We observed that
there was a broad range of 36 distinct constructs in all analyzed studies. Constructs,
which are used frequently are safety (50.93%, n=82), trust (22.98%, n=37), acceptance
(21.12%, n=34) and workload (19.88%, n=32). General attitude (12.42%, n=20), sit-
uation awareness (11.18%, n=18), stress (9.32%, n=15), interaction behavior (6.83%,
n=11), drowsiness/fatigue (6.83%, n=11) and user experience (6.21%, n=10) are also
frequently investigated. A small number of publications regards automated driving is-
sues such as comfort and productivity (5.59%, n=9 each), emotions (4.97%, n=8) or
usability (4.35%, n=7). The present thesis will not go into more detail concerning fre-
quencies of parameters for all the constructs and collection methods as they can mostly
be derived from the figure. What is worth a mention, however, is the usability construct:
To assess usability of automated driving, authors mainly developed an own questionnaire
(n=4) or used the System Usability Scale (SUS, n=3) (Brooke, 1996). A single paper




The present literature review showed that self-report measures mark the most prominent
measure in automated driving research. In comparison to that, there is further need to
report accompanying behavioral measures, such as driving/TOR performance, or gaze
behavior. Moreover, concerning areas of research, safety aspects received the most atten-
tion to date, followed by acceptance and trust. From these results, recommendations and
future research directions were derived. The following paragraphs discuss findings of (1)
study setups, (2) data collection methods, (3) reported parameters, and (4) investigated
constructs.
2.5.1 Study Setups
Concerning representation and study type we found that most studies were conducted
using driving simulators. Hence, present research supports high internal validity making
effects of differing conditions on dependent measures interpretable. On the downside,
the obtained results might lack external validity, and there is no guarantee that they
generalize to real world settings, since driving simulators may lack realism due to insuf-
ficient field of view or motion feedback. Thus, by lacking a feeling of presence (Slater,
2003), transfer of behavior found in the laboratory to real world settings might be lim-
ited (Will, 2017). Conditions in realistic driving studies are not as controlled as in a
laboratory but might differ in terms of surrounding traffic, weather conditions or vehicle
speeds. Despite the restriction of high internal but limited external validity, we can
assume that strong and consistent effects such as the dependency of TOR response time
on driver state (e.g., Jarosch et al., 2017; Naujoks, Befelein, Wiedemann, & Neukum,
2017; Gold et al., 2013; Wandtner, 2018; Wintersberger et al., 2018) also pertain in real
world driving. Despite this criticism, we acknowledge that driving simulators are still
immersive research tools providing a certain and in many cases sufficient degree of exter-
nal validity (Kemeny & Panerai, 2003; Hock et al., 2018). In that vein, the experiments
that are conducted for the present thesis align to state of the art settings using high
fidelity driving simulation.
Results showed that research interest especially for SAE L3 automated driving has
sparked in the last decade (see figure 2.3). This supports the aim of the present work
for intensifying research effort in this domain. Especially since method development and
standardization have largely been neglected as compared to conceptual development and
technological feasibility.
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The age distribution showed similarities a bell shape curve (see figure 2.4). This in-
dicates that across all identified studies, participants’ age was balanced and overall,
findings can be well generalized to the population. Both young and therefore novice, as
well as elderly drivers, are considered in these studies.
2.5.2 Constructs
The majority of parameters were well classifiable within the database. The safety con-
struct constituted the largest part of all measures. This shows the importance of safety
concerns when it comes to investigate driving automation technology. Investigations
on TOR performance during system failures have been the first scenarios in human-
automation interaction research (Gold et al., 2013; Merat, Jamson, Lai, Daly, & Carsten,
2014; Naujoks et al., 2014). Right now, it seems like a re-orientation of recent research
is taking place which is also reflected in the remaining constructs of the database. Trust
(Ghazizadeh, Lee, & Boyle, 2012) and intention to use (Davis, 1989) constitute pre-
cursors of actual system use, and therefore research has more closely investigated these
constructs. Besides the outlined well-investigated constructs, there remain other con-
structs that have rather been neglected until now. The reason why research has paid
less attention on usability or UX until now might be that these are rather precursors of
the higher priority constructs (i.e., safety, acceptance). Another reason might be that
the scenario where automation fails and humans need to step into action was an im-
portant issue to determine feasibility of driving automation in general. We argue, that
more emphasis should be paid to other types of interaction such as ongoing automation,
user-initiated or planned transfers of control, as most likely, these use cases will occur
more frequently than automation failures (Eriksson & Stanton, 2017). From that, the
need to investigate efficient and effective interaction arises (see chapter 3).
2.5.3 Data Collection Methods
Concerning collection methods, the results showed that a vast majority of studies col-
lected self-report data. In comparison to that, behavioral data was reported in about
two out of three publications. From there, the question arises, what the reasons for
this observation are. One obvious reason is that survey approaches (Ro¨del et al., 2014;
Lo¨cken, Heuten, & Boll, 2016) might focus more on technology readiness and deliberately
collect attitudinal measures only. For these approaches, to date, there is no available
behavioral criterion, such as buy/usage rates. As soon as the functions are available,
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however, research needs to investigate whether predictions made by these studies hold
true. With commercial availability of L2 automation, such a study could have already
been conducted, but to our knowledge this is still missing.
Research on acceptance of driving automation is not a focus of the present thesis since
behavioral measures for these attitudes stretch over longer periods of time that a driv-
ing simulator study could afford. Furthermore, acceptance research requires the user to
freely choose behavioral interaction with the driving automation which he/she decides
based on specific attitudes towards the system and the HMI. Since research on human-
automation interaction focusing on HMI issues rather forces participants to solve certain
use cases (see e.g., Naujoks, Hergeth, et al., 2018), the behavior is not independently
chosen by the user and thus acceptance assessments are restricted (see also chapter
3.2.1).
Another factor for the imbalance might be that self-report measures are seemingly easier
to collect. It does not take comparably much effort to hand out a questionnaire or inter-
viewing participants. However, researchers need to be careful when it comes to collect
reliable and valid self-report data. This concern is further elaborated on in chapter 5.1.
In contrast, the collection of behavioral data is much more complex. For example, dy-
namic vehicle data requires extensive pre-processing before descriptive and inferential
analyses can be run. The collection of eye-tracking data requires even more resources due
to the need for manual calibration to ensure data quality, although such data provides
the possibility to make direct inferences about cognitive processes (Just & Carpenter,
1976). For example, prior research has shown that the number of gaze switches can serve
as an indicator for reliance behavior (Hergeth, Lorenz, Vilimek, & Krems, 2016). Its
role for interface understanding is still unclear and empirically envestigated in chapter 8.
One solution to the difficulty and extensive effort of collecting behavioral data might be
experimenters’ single-item ratings of interaction performance (e.g., Kenntner-Mabiala,
Kaussner, Hoffmann, & Volk, 2016; Jarosch & Bengler, 2018). However, this approach
requires well-trained raters and, ideally, ratings are given single-blind, so that the rater
is not aware of assigned experimental conditions for the participant. Also, there should
be more than one rater to ensure inter-rater reliability. Despite requiring additional
time and cost efforts, the analysis of behavioral data should be an inherent part of a
user study, since it can provide additional valuable insights about the tested interface or
feature. It is not for nothing that the usability ISO-9241 (DIN-EN ISO, 2011) includes
effectiveness and efficiency as behavioral components and satisfaction as an attitudinal
component.
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The present review has shown that many behavioral and self-report measures for the
evaluation of automated vehicle HMIs are available. Yet, the suitability of these mea-
sures remains to be investigated. Chapters 5 and 7 provide empirical results on reliability
and validity of self-report and behavioral measures in driving automation research.
2.6 Conclusion
This chapter provided a review of the status quo of methods for automated driving
research and pointed towards future research directions. We followed a structured ap-
proach to give an overview of the research domain by selecting relevant papers and
reviewing them in a standardized manner using a relational database. There is a good
portion of research in different aspects of driving automation indicating that researchers
in the community work with a broad focus in the timely issue of developing and improv-
ing automated vehicle HMIs.
This chapter showed that the construct of usability has so far been largely neglected in
research on automated driving. While imperfect automation and TOR scenarios have
already received much attention, it is time to assume flawless functioning and inves-
tigate automated vehicle HMIs accordingly (see also chapter 1.1). Additionally, this
chapter gave an overview of methodology for automated driving research and supports
the approach of the empirical work reported herein (e.g., driving simulator, sample age
distribution, single session). The following chapter will turn towards the central re-
search issue of agreeableness between preference and performance data in human factors
research in general and automated driving in particular.
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3 How Usability can save the Day:
Methodological Considerations
for making Automated Driving a
Success Story 3
Abstract: It will not be long until Level 3 Automated Driving Systems (L3 ADS) enter
the consumer market. An important role corresponds to methodology development. The
present paper gives impetus to the process of developing robust methods for evaluating
Human-Machine Interfaces (HMI) for L3 ADS. First, a literature review on automotive
interfaces concerning methodology application is outlined showing that studies often lack
to provide both self-report and observational data. To derive a comprehensive image of
HMI quality, we recommend multi-method approach in user research. Subsequently, we
provide an overview of state-of-the-art self-report and observational measures. From the
availability of measures and the necessity to include both in user studies, the issue of the
performance-preference dissociation arises. It threatens study designs and interpretation
of results. Following methodological recommendations from the present work supports
researchers and practitioners in the area of automated driving for proper study design
and interpretation of study results.
3.1 Aim of this Chapter
The previous chapter gave an overview of current trends and future research directions
in automated driving. It showed that usability research for L3 ADS needs closer investi-
3This chapter is based on a previous publication: Forster, Y., Hergeth, S., Naujoks, F., Krems,
J.F. (2018) How Usability can save the Day: Methodological Considerations for making Auto-
mated Driving a Success Story. Proceedings of the 10th International Conference on Automo-
tive User Interfaces and Interactive Vehicular Applications. Toronto, ON, CN. ACM: New York.
doi.org/10.1145/3239060.3239076
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gation especially from a methodological perspective. There are some issues at this point.
Intention to buy an automated driving system is largely determined by attitudes towards
automated driving. In user studies, self-report measures are applied to assess attitudes.
In case someone holds a positive attitude towards this technology and buys the system
functions, this does not mean that he/she can and will use the function appropriately.
On the other hand, observational measures of interaction behavior between the user
and the automated driving function also play an important role. If users successfully
interact with the system as intended by the HMI designers, this does not necessarily
mean that they hold a positive attitude towards the system and end up buying or using
the function. These two examples emphasize the importance of appropriate selection of
research methodology for automated vehicle HMIs. Therefore, it is the role of usability
evaluation of HMIs to support market introduction success. Human factors research
needs to ensure the quality of self-report and behavioral observation measures at the
same time.
By reviewing and analyzing ten years of research on automated driving, the preceding
chapter has shown that there are instances where self-report measures are not accom-
panied by behavioral measures. This chapter outlines state of the art methods for the
evaluation of automated driving HMIs. From that, the issue of preference-performance
dissociation arises. Potential underlying reasons for this phenomenon are described and
research directions that are targeted in the following chapters are derived.
3.2 Overview of Measures
The duality of measures in user studies is also reflected in the usability definition in
DIN-EN ISO (2011). Table 3.1 gives an overview of usability components according
to DIN-EN ISO (2011), measures and possible operationalizations. This framework
combines effectiveness and efficiency as observational data and satisfaction as self-report
data. The following section outlines the heterogeneity of evaluation methods in user
studies on automated vehicle HMI evaluation.
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Table 3.1
Overview of usability components according to ISO (2011), measures and possible
operationalizations.
Usability Component Measure Operationalization
Effectiveness Success Error Frequency
Efficiency Effort Time on Task
Satisfaction Attitude Self-Report
3.2.1 Preference as an Attitude: Self-Report Measures
When users report the degree to which they favor or disfavor an object, they report
their attitude. By definition, attitudes are ”a mental representation that summarizes
an individual’s evaluation of a particular person, group, thing, action or idea” (Smith,
Mackie, & Claypool, 2015). According to Wege, Pereira, Victor, and Krems (2014),
attitudes are part of motivational internal processes in human-automation interaction.
The most straightforward way to measure attitudes is to simply ask people about their
evaluation of an object by means of an attitude scale. In the formation and reporting
of attitudes, there are different factors influencing these processes. For example, while
Petty and Cacioppo (1986) proposed two routes to attitude formation, Ostrom (1969)
proposes three informational sources that influence attitude formation. These influences
can lead to different manifestations when users report their attitude toward an object.
The most important constructs for an attitude assessment regarding preference in auto-
mated driving are acceptance, trust, user experience and usability. The previous chapter
2 showed that trust and acceptance are already established and well-investigated con-
structs regarding driving automation. UX and usability, however, have only received
first attention and are emerging topics. The present thesis uses ”preference” as an um-
brella term for these attitude measures. For each of the four preference constructs, there
exists an ample range of questionnaires. The following paragraphs outline the state of
the art methods of self-report measures to assess user preference. Table 3.2 outlines
relevant constructs with according scales, their original source and number of google
scholar citations. Taking into account the date of first publication, this chapter used
frequently applied questionnaires.
Sauer (1993) stated that the evaluation of acceptance of in-vehicle HMIs is critical be-
ing ”the single, most important factor in determining success or failure of information
systems and technologies” (p.4). Based on the theory of reasoned action (Ajzen, 1985),
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Davis (1989) developed the Technology Acceptance Model (TAM), which assumes that
intention to use a certain technology is derived from a combination of perceived use-
fulness and ease of use. The Unified Theory of Acceptance and Use of Technology
(UTAUT, Venkatesh et al., 2003) combines eight different models of user acceptance
within one framework. In the automotive context, researchers have built upon this work
to develop models and according questionnaires that predict usage of car technology in
general (Osswald et al., 2012), warning systems (D. Large et al., 2018), SAE Level 1
(Adell, Nilsson, & Varhelyi, 2014), SAE Level 2 (Rahman, Lesch, Horrey, & Strawder-
man, 2017), SAE Level 3 (Bazilinskyy, Eriksson, Petermeijer, & de Winter, 2017), SAE
Level 4 (Nordhoff, van Arem, & Happee, 2016) and SAE Level 5 systems (Nees, 2016).
According to the framework by van der Laan, Heino, and de Waard (1997), usefulness
and satisfaction as two independent dimensions compose acceptance. This definition,
however, does not align as much with the TAM and UTAUT but the satisfaction com-
ponent is also linked to the usability definition (DIN-EN ISO, 2011).
Trust is a precursor for acceptance of technology (Ghazizadeh et al., 2012; Mirnig, Win-
tersberger, Sutter, & Ziegler, 2016). Generally, low levels of trust lead to low acceptance
and to rejection of a system (Eichinger, 2011; J. D. Lee & See, 2004). J. D. Lee and See
(2004) define trust as ”the attitude that an agent will help achieve an individual’s goals in
a situation characterized by uncertainty and vulnerability” (p.2). Trust is an important
construct in the driving automation domain since the attitude trust is closely tied to
the resulting reliance behavior (J. D. Lee & See, 2004). Jian, Bisantz, and Drury (2000)
developed a psychometric questionnaire that is widely used in the assessment of trust in
automation operationalized as an attitude. In the context of driving automation, this
questionnaire or adaptations from it have been frequently used (Beggiato et al., 2015;
Forster, Naujoks, Neukum, & Huestegge, 2017; Gold, Ko¨rber, Hohenberger, Lechner, &
Bengler, 2015; Hergeth et al., 2017; Naujoks, Kiesel, & Neukum, 2016; Verberne, Ham,
& Midden, 2012; Waytz, Heafner, & Epley, 2014).
Furthermore, the human-centered design approach (D. A. Norman, 2005) becomes im-
portant to prevent unintended consequences such as misuse or disuse (Parasuraman &
Riley, 1997). The most commonly accepted definition for usability stems from the ISO
norm 9241-210 which states that usability is ”[...] the extent to which a product can be
used by specified users to achieve specified goals with effectiveness, efficiency and satisfac-
tion in a specified context of use” (DIN-EN ISO, 2011). One of the most frequently ap-
plied scales to quantify usability is the System Usability Scale (SUS, Brooke, 1996). The
Post-Study System Usability Questionnaire (PSSUQ, Lewis, 2002) is another question-
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naire that is frequently applied in user studies (e.g., Gugenheimer, Schaub, Neiswander,
Guneratne, & Weber, 2014; Walch, Baumann, Jaschke, Weber, & Hock, 2017). Usabil-
ity measures cover satisfaction with pragmatic aspects of product use. However, they
largely neglect non-instrumental aspects such as joy (Hassenzahl, Burmester, & Koller,
2003) or need fulfillment (Sheldon et al., 2001). The lack of including such qualities into
the evaluation of product perception led to the rise of User Experience in the 1990s and
early 2000s (D. Norman, Miller, & Henderson, 1995). By definition, UX goes beyond
the mere pragmatic aspect of usability as it covers aspects before and long after product
use and includes non-pragmatic aspects such as joy and comfort. ISO 9241-210 defines
UX as ”a person’s perceptions and responses that result from the use or anticipated use
of a product, system or service” (DIN-EN ISO, 2011). To quantify UX, Hassenzahl et
al. (2003) developed and validated the AttrakDiff questionnaire. From there more ques-
tionnaires for UX were developed such as the User Experience Questionnaire (UEQ,
Laugwitz, Held, & Schrepp, 2008) or the modular evaluation of key Components of User
Experience (meCUE, Minge, Thu¨ring, Wagner, & Kuhr, 2016).
Table 3.2
Overview of relevant constructs, scales, sources and google scholar citations (as of
August 15th, 2019)
Construct Scale Source Citations
Usability
SUS Brooke (1996) 7459
PSSUQ Lewis (2002) 360
Acceptance
UTAUT Venkatesh et al. (2003) 24458
TAM Davis (1989) 44833
van-der-Laan Scale van-der-Laan et al. (1997) 526
UX
AttrakDiff Hassenzahl et al. (2003) 809
UEQ Laugwitz et al. (2008) 629
meCUE Minge et al. (2016) 53
Trust ATS Jian et al. (2000) 639
3.2.2 Performance as Behavior: Observational Measures
The present thesis regards behavior as a precursor of attitudes. It does thus not regard
influences from attitude to behavior as they are described in expectancy-value models
(e.g., Davis, 1989). Reasons for this approach is given in the subsequent section.
The ”Joint Conceptual Framework (JCTF) of Behavioural Adaptation in Response
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to Advanced Driver Assistance Systems” (Wege et al., 2014) identifies several factors
influencing the adaptation of behavior. Among these are external factors such as
time of usage which can manifest in short medium and long-term or the system itself
which is defined by its level of automation and properties. Driver characteristics
such as demographics, personality, driver state and prior attitude together with the
external factors influence driver processes. These are cognitive (e.g., mental model,
situation awareness), motivational (e.g., attitudes, trust) and energetic (e.g., workload,
attention). From a complex interplay, behavior and performance in the respective
task with the ADAS results. With motivational processes excluded and energetic
processes assumed as constant within single session experiments, the present work
takes a cognitive perspective on factors that determine human-automation interaction
performance. But what are behavioral measures for assessing interaction performance
with automated vehicle HMIs? This section outlines measures for the constructs that
had been outlined in the previous section.
With the driving task being executed by the driving automation system, lane keeping
(Knappe et al., 2006) and acceleration or braking behavior (Neukum, Lu¨bbecke,
Kru¨ger, Mayser, & Steinle, 2008) are not applicable for HMI evaluation during active
system functioning. For use cases of L3 ADS availability, where the operator executes
a transition from manual to automated mode (see Naujoks, Hergeth, et al., 2018),
however, these metrics still apply. First human factors research efforts on L3 ADS
focused on transitions from automated to manual mode (for an overview see Eriksson
& Stanton, 2017). In the transition process from automated to manual mode, several
reaction time (Gold et al., 2013) and driving intervention (Radlmayr, Gold, Lorenz,
Farid, & Bengler, 2014) metrics can be calculated (see also chapter 2.4). From a
theoretical perspective, these measures are rather safety than usability related and
it is not clear, how well they relate empirically to user preference. Driver-initiated
transitions from manual to automated mode and transitions between automated modes,
however, have not been investigated in a comparably extensive manner. Measures such
as time to activate the system, time to release controls and time to resume a non-driving
related task could be promising for usability studies. If users can easily activate and
adjust a L3 ADS, this indicates high efficiency (DIN-EN ISO, 2011).
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Usability and User Experience
Research on driving automation usability needs to develop and bring together mea-
sures about interaction with these systems and interfaces and the usability aspects ef-
fectiveness and efficiency. A meta-analysis by Hornbæk (2006) identified measures for
effectiveness and efficiency. Effectiveness is operationalized through binary task comple-
tion, accuracy (i.e., error rates), recall, completeness, quality of outcome or an expert
assessment. Transferring this to the automated driving usability context, it is possi-
ble examine whether users successfully activate/deactivate the correct automation level
(i.e., SAE L1, L2, L3) or make setting modifications (e.g., time headway/lateral offset
adjustments). Similar to the instrument proposed by Naujoks, Wiedemann, Scho¨mig,
Jarosch, and Gold (2018), completion rates can be confirmed through expert assess-
ments. Time on task, input rate, effort/workload, usage patterns and learning serve as
efficiency measures (Hornbæk, 2006). These metrics can be transferred to usabiltiy in
driving automation a the time to complete a successful transition of control from one
level to another and the number of erroneous operating inputs.
According to Jacob and Karn (2003), gaze behavior is a promising measure for usability
studies. However, the authors criticize that usage of these metrics need to be more
widespread. Recent research on display complexity has found gaze behavior as a sensi-
tive tool (S. C. Lee, Hwangbo, & Ji, 2016; S. C. Lee & Ji, 2018). Hence, future research
effort is necessary to examine the relationship between gaze behavior and preference
measures.
Trust
There is already strong evidence of behavioral correlates for trust in automation. Trust
as an attitude results in reliance behavior. For L3 ADS, Hergeth et al. (2016) found
evidence of gaze behavior operationalized through the monitoring frequency (i.e., num-
ber of monitoring glances scaled to the duration of a non-driving related task) as a
behavioral correlate of trust in automation. Participants reported higher automation
trust under less frequent system monitoring. However, monitoring behavior relates to
changes between a non-driving related task and observation of appropriate system func-
tioning. The observation of HMI components is not reflected in this measure. A closer
investigation of monitoring behavior of different HMI components and the relation to
knowledge about the system is described in chapter 8.
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Acceptance
Acceptance models define intention to use as a direct precursor of actual use (Venkatesh
et al., 2003; Davis, 1989). Resulting behavior is reflected in actual usage. In the area of
L3 ADS, this behavior is difficult to measure since the functions do not exist commer-
cially, yet. Until now, user studies are limited to driving simulation or studies on test
tracks. Large-scale field operational tests (FOT) or naturalistic driving studies (NDS)
can bring insights into actual usage of advanced driver assistance systems or in-vehicle
infotainment systems (Dingus et al., 2006). As already outlined in chapter 2, behavioral
measures of acceptance are not investigated further in this work.
3.3 Influential Factors and Dynamic Interplay
As outlined in chapter 2, there is a heterogeneity of measures for the assessment of au-
tomated vehicle HMIs. Since there are two types of data (i.e., self-report and behavior),
researchers need to include both in user studies to derive a holistic picture of the system
and HMI (Pettersson, Frison, Lachner, Riener, & Nolhage, 2018; Pettersson, Lachner,
et al., 2018). Thus, one can make robust statements about both whether people can
successfully operate a system (observational data) and hold a favorable attitude towards
the system (self-report data). The application of a variety of measures provides superior
insights into the quality of an HMI. Researchers and practitioners use these measures
to decide whether and how to develop a certain concept or to decide between different
concepts during the development process. Ideally, users’ preference and performance
produce a consistent picture where superior interaction behavior in form of shorter total
task times and fewer errors are associated with favorable attitudes towards a certain
HMI concept.
3.3.1 Attitude-Behavior Relationship
The relationship between attitudes and behavior, however, is not always congruent. Be-
fore going into more detail, it shall be noted here that the present work investigates the
relationship for attitudes that are derived from behavior, but excludes the vice versa
path. There are attitude functions to guide behavior, such as trust leading to reliance
behavior (J. D. Lee & See, 2004) or expectancy-value models in general (Ajzen, 1985;
Davis, 1989). However, this work focuses on attitudes that are built on the basis of a
prior experience and do not directly relate back to the behavior. For example, the degree
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of satisfaction with an interface does not directly lead to shorter time on task or fewer
errors while operating an HMI. Here, study design characteristics force users to complete
certain tasks and subsequently report their attitude. Behavior is not chosen voluntarily
by the user and as a consequence the present work does not investigate an y further
a direct link from attitude to behavior. This thesis targets the preference-performance
relationship under the assumption that users observe their behavior in terms of interac-
tion performance and derive their attitude towards the object from self-observation (see
e.g., Bem, 1972).
In the 1970s, Ajzen and Fishbein (1977) already reported that attitude and behavior only
correlate to a low degree. The authors grouped empirical studies into three categories,
namely ”lack of correspondence”, ”partial correspondence” and ”high correspondence”.
Glasman and Albarracin (2006) have engaged in an extensive literature review on the
attitude-behavior relation to find out more about factors that moderate the correlation
in these instances. Overall, they report a correlation of r=.52. The most important
contribution of this work lies in the finding that people form more valid and pertaining
attitudes when they are motivated and the behavior is accessible. While in social psy-
chology the relation mostly focuses on the predictive validity of attitudes (and thus the
path that was explicitly excluded for the thesis), the opposite direction has not received
considerable research interest, yet. To fill this gap, the thesis at hand investigates the
factors influencing the formation of attitudes and relation to behavior in the applied
setting of usability research with a focus on driving automation.
3.3.2 Overview of Dissociations
In a more applied setting such as workload research, the dissociation between self-report
and behavioral measures appears. A recent overview by Hancock and Matthews (2018)
reports that self-reported, physiological and behavioral measures often do not agree.
Here, a dissociation is characterized by high workload on one measure but low workload
on another measure. Additionally, there might be cases where the relation is ”insensi-
tive”. This means that while one measure provides for example high workload, another
measure provides neither high nor low results. Similarly, Endsley (2019) reports a di-
vergence of objective and subjective measures for situation awareness. In a review of
n=37 empirical studies a wide range of measurements with divergence between the two
sources of data emerged. According to the author, possible reasons for such diverging
results are lack of meta-awareness, poor calibration and confounds with related mea-
sures. These two overviews on workload and situation awareness support the argument
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that dissociations between attitude and behavioral measures for a given construct is a
timely issue and needs additional research efforts.
A meta-analysis of 57 usability studies by Nielsen and Levy (1994), found a positive
association between users’ task performance and system preference. The correlation
of r=.46 indicates that performance accounts for 21% of the observed variance in self-
reported preference scores. The correlation is still not as large as one would expect.
This indicates that there are users, who perform poorly at using a system but show high
system preference. On the other hand, there are also users, who perform fairly well with
a system but do not ascribe comparably high preference scores. To better visualize this
issue, figure 3.1 depicts a randomly generated data set with a correlation of r=.46 that
was found in the meta-analysis (Nielsen & Levy, 1994). Here, it becomes obvious that
there are systems that exhibit comparable performance, but very different preference.
Conversely, there are also systems that are evaluated similarly in terms of preference
but interaction behavior differed largely. On the right it shows an idealized data set
(randomly generated) with a correlation of r=.95. Here, users assign preference scores
that are closely related to their performance with the system. From that, behavioral
measures can strongly predict user preference and vice versa. These examples show,
that dissociations between two sources of data are a timely issue in human factors and
transportation requiring further investigation.
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Figure 3.1. Randomly generated data sets for performance-preference correlations of
the meta-analysis with r=.46 (left) and an idealized dataset with r=.95
(right).
3.3.3 Examples of Preference-Performance Dissociations
In usability and automotive studies, the dissociation between preference and performance
also appears frequently. For example, Roberts, Gray, and Lesnik (2017) investigated the
usability of metro maps. The authors found that reaction times and error rates were
not in accordance with self-reported satisfaction. Investigating interfaces for virtual
citizen science platforms, Sprinks, Wardlaw, Houghton, Bamford, and Morley (2017)
report user preference for interfaces providing greater autonomy and variety, which did
not translate in improved performance. Investigating driving behavior and self-reported
attitudes about these, Kaye, Lewis, and Freeman (2018) searched several data bases
and systematically reviewed empirical evidence. The meta-analysis showed that there
are both disparities and similarities between self-reported and observed driver behavior.
The authors suggest that valid conclusions about the reasons for disparities cannot be
drawn and future research is necessary. Kruger and Dunning (1999) asked participants
to take a test on humor, grammar and logic. Additionally participants rated their
own performance in the test. Results showed that especially participants scoring in
the bottom quartile grossly overestimated their performance. In the automotive HMI
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context, Mehler, Reimer, Lee, Kidd, and Reagan (2017) compared two different voice
recognition interfaces. The authors found that participants did not favor the system that
led to the best observed interaction performance. A dissociation between acceptance of
warning systems and observed efficiency and effectiveness of use is reported in Navarro,
Mars, Forzy, El-Jaafari, and Hoc (2010). Evaluating motor priming for lane departure
warnings, the study found that participants preferred auditory warnings over motor
priming even though motor cues were more beneficial for recovery maneuvers compared
to auditory signals. In the driving automation context, Naujoks, Forster, et al. (2017b)
report improved usefulness through additional HMI speech output which was reflected
in behavioral measures (i.e., glance behavior) but counteracted by familiarity effects.
One might object at this point that preference and performance might simply be two
separate dimensions when it comes to evaluate human-technology interaction and as a
consequence it is necessary to simply measure both. This is also reflected in the three-
stage usability taxonomy of DIN-EN ISO (2011). On the contrary, the problem remains,
where the dissociation stems from and under which circumstances it is likely to appear.
Furthermore, if one obtains such a result in a user study, it is not clear what efforts
regarding a system or HMI need to be undertaken to resolve the issue and how this
might affect the outcome of a subsequent study. For researchers and practitioners it is
important to be aware of study design factors that might influence the relationship. This
work’s aim is explicitly not to bring the pattern on the left as close as possible to the
pattern on the right. It shall rather serve as a guideline that suggests methodological
approaches and considerations when collecting both self-report and behavioral measures
in human-automation interaction research. The following section outlines possible roots
of the performance-preference dissociation and leads towards the research questions of
the following chapters.
3.3.4 Roots and Countermeasures for the Dissociation
Preference Measures
The first possible reason for the performance-preference dissociation is the operational-
ization of the respective preference measure. As described eariler, HMI researchers and
practitioners can operationalize preference (in the automation context) through usabil-
ity, UX, acceptance or trust. The heterogeneity of measures for HMI evaluation shows,
that user preference is made of different aspects such as pragmatic or hedonic criteria
(Hassenzahl et al., 2003). In the emerging field of automated vehcile HMIs there have
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been plenty of studies conducted and a multitude of questionnaires have been applied.
However, the suitability of these has not been investigated within one comparative study.
Therefore, the only reason to apply a certain questionnaire in one’s study is an expert’s
best guess and positive assessment of the scale’s face validity. However, there are more
aspects to consider when making a sophisticated decision about scale application. When
dealing with self-report data in form of standardized measures, it is important to consider
psychometrics of the measures. Psychometric quality of a questionnaire is determined
by objectivity, reliability and validity (Bu¨hner, 2011; Nunnally, 1978). A test is objec-
tive, if the results are independent from the observer. Reliability refers to the degree of
accuracy that a test measures a certain trait with, independent whether the test claims
to measure this construct or not. A test has sufficient validity if its items are represen-
tative of the construct (content validity), if a test measures the construct that it intends
to measure (construct validity) and if they are reflected in a external criterion (criterion
validity). Ajzen and Fishbein (1977) note that the relationship between attitude and be-
havior can be attenuated when inappropriate measures are obtained. Furthermore, they
suggest to undertake precautions in form of applying standard scaling procedures with
respect to measures of attitudes. Only if the applied measure is suitable for the context
and research purpose, attitude and behavior can show correspondence in a reliable and
valid manner.
Performance Measure
Another possible root for the dissociation lies in the respective observational measure.
Here, the same reasoning as above holds true: There are many different measures avail-
able but choosing an inapproriate one might lead results and resulting interpretations
astray. In addition, Ajzen and Fishbein (1977) suggest to collect mutliple measures for
behavior. Reaction time and error rates by themselves allow describing interaction be-
havior on an operational level. This bears the potential to disregard effects on a tactical
level. Here, observations by the experimenter can be helpful tools to assess interaction
performance (e.g., Kenntner-Mabiala et al., 2016; Naujoks, Wiedemann, et al., 2018).
Furthermore, gaze behavior is an additional measure for workload (de Waard, 1996) and
cognitive processes (Duchowski, 2007). Gaze metrics can provide insigts into cognitive
functions as they are preceding motor actions (Hayhoe, Shrivastava, Mruczek, & Pelz,
2003). At first, an evaluation of behavioral measures and metrics regarding suitability
for human-automation interaction is necessary. The suitability of behavioral measures
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should also meet quality standards that can well be described by psychometrics as out-
lined in the paragraph above.
Mental Model
One influential factor for interaction performance is the mental model that users hold
about the automated system. A mental model (Durso & Gronlund, 1999) describes the
integrated understanding about the functionality of the system. It thus differs from mere
factual knowledge in a sense that a user has to actively imagine interaction and anticipate
the effects of his/her behavior on the output of the automated system. These mental
representations directly influence the interaction between the driver and the system
since they reflect the understanding about functioning principles and usage conditions
(Wege et al., 2014). Thus, higher level cognitive processes such as the formation of
mental models and learning to operate an ADS influence observable behavior (Rudin-
Brown, 2010). Support for this comes from Parasuraman and Riley (1997) noting that
”better operator knowledge [...] should results in more appropriate use of automation”
(p.248). Thus, we assume that the better a user understands system functioning, the
better the manifestation of their interaction behavior should be eventually. On the
contrary, if a user holds inaccurate mental models about a system, human-automation
interaction might turn out to be inefficient at best and dangerous at worst (Wege et
al., 2014). Especially when it comes to system limitations such as the ODD to and
from an L3 ADS, the mental model is especially important taking into account this very
aspect. Therefore, the mental model as a precursor of interaction performance needs
closer attention. Similar to self-report and behavioral measures, the issue of how to
assess mental models arises. There is prior evidence that questionnaires provide valid
insights into such understanding (Blo¨macher, No¨cker, & Huff, 2018; Beggiato et al., 2015;
Richardson, Sprung, & Michel, 2019). As gaze behavior is closely linked to cognitive
processes and actions (Duchowski, 2007; Hayhoe et al., 2003), additional insights can be
expected from these. Moreover, mental models are repeatedly updated during interaction
with ADAS (Beggiato, 2013). During a single interaction, users form a certain situation
model, that is matched with the existing long-term memory structure (i.e., the mental
model) and updates this if necessary. By repeatedly comparing the specific situation
model and the more generic mental model, the latter gets more accurate over time.
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Repeated Interaction and User Education
The experimental design affects the performance-preference relationship. One exam-
ple is the user’s respective skill that might be affected by repeated interaction or user
education. Concerning the relationship between preference and performance, Nielsen
and Levy (1994) report a difference between the correlations of experienced (r=.62)
and novice users (r=.36). The reasons for this observations, however, still remain un-
known. There is still large variance in self-reports and interaction behavior in learning
and familiarization trials. The variance in subsequent trials decreases due to increas-
ing operator understanding and behavioral adaptation (Rudin-Brown, 2010; Wege et
al., 2014). Therefore, familiarization trials or repeated interaction prior to evaluating
the automated vehicle HMI might be necessary. The time course that is considered
in the present work covers only immediate (directly after experience) and short term
(at maximum hours) adaptation (Manser, Creaser, & Boyle, 2013). This is due to the
context of the present research which primarily addresses driving simulator studies and
usability evaluations. For appropriate automation use, Parasuraman and Byrne (2003)
even explicitly demand to train operators of automated systems. Since the predeces-
sor of observable behavior in form of menal models is expected to update over time
(Beggiato, 2013), this process should also be reflected in behavioral measures. For ex-
ample, Hergeth et al. (2017) found evidence of the effects of prior familiarization with
take-over requests in L3 ADS. Effects of repeated interaction are also reported for the
evaluation of usefulness of an HMI for L3 ADS during independent system maneuver
execution by Naujoks, Forster, et al. (2017b) or reactions to warnings (Winkler, Kazazi,
& Vollrath, 2018). While standardized manuals exist for the evaluation of an HMI’s
distraction potential in manual driving (AAM, 2006), there is no common ground on
how to treat participants in studies on automated driving. Therefore, the role of user
education and repeated interaction with driving automation needs closer attention.
Feedback
One issue, as outlined initially is that ADS are a novel technology for novice users.
Thus, they might not have accurate understanding of this technology. Without suffient
understanding, the validity of self-reported preference might be treathened as users
assume correct interaction despite observed problems from a designer’s point of view. A
potential supporting factor for accurately classifiying their interaction performance could
be performance feedback. However, at the same time it confounds self-report measures
47
in a way that the researcher primes participants with their performance indicator. If one
decides not to report whether a participant succeeded in the use case or not, it might
be that participants always assume they had succeeded the trial. This effect has been
reported by Kruger and Dunning (1999). Especially users in the bottom quartile of
performance overestimate their performance. As a consequence self-reports are biased
towards the positive end. In this regard, Glasman and Albarracin (2006) outline the
hedonic-instrumental correspondence. They argue that strengthening the cognitive focus
towards instrumental qualities supports correspondence between attitude and behavior.
More than two decades ago, Andre and Wickens (1995) mentioned that “users often
want what is not best for them”. To solve this issue, the authors argue to implement
the systems resulting in best performance and to explain to users the favorable aspects
of performance to possibly change their attitudes (if needed).
3.4 Conclusions
The present chapter provided an overview of existing methods for measuring performance
and preference of automated vehicle HMIs. It showed that there is a heterogeneity in
available research methods concerning dependent variables and opportunities for study
design. In the interpretation of user study results, the performance-preference dissoci-
ation can occur. The chapter discussed potential roots of this phenomenon which are
targeted in the empirical chapters of this thesis. Subsequent to these potential influenc-
ing factors, the following chapter derives research aims and direction from the existing
evidence and considerations.
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4 Aims and Objectives
4.1 Main Aim of the Thesis
The aim of the present thesis is to find out about the issue of preference versus perfor-
mance in the applied setting of automated vehicle HMI research. The previous chapter
showed that these two sources of data frequently do not match and there must be reasons
for this. The purpose of this work is explicitly not to resolve the issue. It shall rather
shed light into factors that lead to stronger or weaker alignment of the two sources of
data. To reach this aim, the thesis has two major aims and intends to find out
1. how to measure each component (Operationalization) and find out
2. about influential factors (Variation) from a methodological point of view.
In order to meet these two global aims, they are broken down into more local ones that
shall be answered in a series of driving simulator studies.
4.1.1 Aim and Research Direction 1: Operationalization
When choosing from the heterogeneous pool of measures, researchers have to consider
including an appropriate self-report measure. By means of psychometric quality criteria,
a comparative evaluation of the goodness of standardized scales for human-technology
interaction shall be conducted. Chapter 5 reports the results of a psychometric analysis
of self-report measures for automated vehicle HMIs.
In the same manner, an evaluation of available behavioral metrics of human-automation
interaction will be undertaken. Effectiveness metrics (i.e., error rates) are only the tip
of the iceberg since they only provide a binary result without explaining the root of
the outcome. Efficiency metrics of reaction times are often misleading and only de-
scribe performance without providing information about the underlying process. These
metrics and additional experimenter observations are examined regarding reliability and
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validity in chapter 7. Duchowski (2007) acknowledges the contribution of process met-
rics since eye movements could help corroborating performance metrics of efficiency and
effectiveness (p. 174). Glance behavior should therefore be considered as an additional
dimension in research on automated vehicle HMIs. As mental models are a precursor
for interaction success or failure, their operationalization through questionnaires as well
as behavioral measures in form of gaze behavior shall be investigated. Chapter 7 out-
lines the development of gaze metrics and mental models over repeated interaction with
automated driving.
If possible, one should decide for a measure that is suitable in the respective field of
application. Before engaging in excessive conceptual evaluation, it is necessary to exam-
ine measures concerning psychometrics. If the a measure does not meet the criteria of
objectivity, reliability and validity, a dissociation between preference and performance
is more likely to occur.
4.1.2 Aim and Research Direction 2: Variation
It remains an open question, if and how repeated interaction and prior experience of
driving automation affects both preference and performance measures of such HMIs. It
seems logical that rising competence increases performance in form of decreases in total
task times and error rates. While theoretical considerations have led to the assumption
that familiarization and repeated interaction support the formation of accurate men-
tal models and consequently better interaction performance, their impact on preference
measures remains to be answered. Therefore, these factors might lead to different rela-
tionships between preference and performance. The following studies aim at finding out
about the effects and importance of experience with automation and familiarization tri-
als for usability evaluation in automated driving. The role of repeated interaction on the
development of the preference-performance relationship is described in chapter 7. The
influence of user education on interaction performance, mental models and self-reported
satisfaction is covered in chapters 10 and 11.
The role of performance feedback on validity of self-report measures shall also be investi-
gated herein. If there actually is an effect, this begs the question on potential advantages
and disadvantages of such a calibrating effect. Chapter 9 provides insights into this re-
search question. Furthermore, referring to Kruger and Dunning (1999), differences in
performance for certain sub-samples might not be evident in self-report measures. The
occurrence of this effect in human-automation interaction is of additional interest in the
present work. The Kruger-Dunning effect is therefore covered in chapter 12.
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4.2 Practical and theoretical Contribution
This thesis was carried out in the applied context of driving automation and HMI eval-
uation to target the research question how attitude and behavior relate to each other
and which factors might influence this relationship. Hence, it holds both practical and
theoretical implications.
4.2.1 Practical Contribution
First, its practical contribution lies in the insights into study planning and conduction
when evaluating automated vehicle HMIs. The previous two chapters already outlined
factors that practitioners should consider not only for driving automation HMIs but for
automated systems or technology in general. The following chapters show how these fac-
tors (e.g., respective measure, feedback, education) affect study results when conducting
a user study in one way or another. For example, when one sets up a study where high
agreeableness between performance and preference can be expected, one might even
consider cutting down the amount of dependent variables for the sake of parsimony. In-
stead of collecting potentially redundant and mutually approving measures, one might
disregard cost and time expensive manual video annotation or questionnaires and rather
engage in further usability engineering of the evaluated HMI. It shall be noted here that
eventually, empirical evidence for both measures is critical to determine HMI quality
and decide about market introduction. However, during the usability engineering cir-
cle (DIN-EN ISO, 2011) and in agile development, findings reported herein can well be
applied to make development more time and cost effective. In addition, this work can
serve as a guideline when interpreting existing study outcomes and critically scrutinizing
experimental design.
4.2.2 Theoretical Contribution
The theoretical contribution of this thesis are its insights into the relationship between
attitudes and behavior. As outlined in chapter 3, research on the attitude behavior rela-
tionship has a long tradition (e.g., Ajzen & Fishbein, 1977). Ideally, people should act
according to their attitude on the one hand and also form attitudes based on their own
behavior and observation of themselves on the other hand. Contrary to the expectation
and rational reasoning, these two instances often do not occur. While the predictive
validity of attitudes for the manifestation of behavior has been an important focus of
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psychology (e.g., Ajzen, 1991) and information technology research (e.g., Davis, 1989;
Venkatesh et al., 2003), the present work targets the vice versa path, namely the for-
mation of behavioral observations and inference of attitudes from these. The second
main aim (i.e., variation) sheds light into how several influential factors (e.g., user edu-
cation, feedback) impact one component but leave the other one unaffected. Eventually,
relating to figure 3.1, a better understanding of methodological reasons for the frequent
observation of ”users, that want what’s not best for them” (Andre & Wickens, 1995) can
be derived from this work.
4.3 Allocation of the Aim into three Studies
To meet the two main aims, three driving simulator studies were conducted. From
these, seven publications (see manuscripts 3-9 in chapter 1) emerged that lie this thesis’
foundation. It is obvious that some manuscripts are based on the same data and method-
ology. For this reason, the chapters do not repeatedly outline the same methodological
approaches but refer to an earlier chapter if use cases, measures, driving simulation or
the like had been described before. The need for method development and the issue of
the preference performance dissociation as main motivations for each of the studies had
been removed since chapters 1, 2 and 3 provided extensive outlines of these. This section
briefly summarizes considerations behind each of the studies in terms of the addressed
aims and in which chapters the respective analysis can be found.
4.3.1 First Study: Quality Criteria
The first study was conducted to find out about the operationalization of preference
measures. Literature provided a multitude of potentially applicable scales but it seemed
like a sophisticated and robust recommendation could only be derived from an expert’s
gut feeling. Assessing psychometric criteria of reliability and validity for self-report mea-
sures (i.e., summative questionnaires) gave insights into operationalization of self report
measures. Chapter 5 reports the outcome of a driving simulator study with N =57 par-
ticipants concerning psychometric properties of the scales in automated driving.
Since data on interaction performance were also assessed from the specific use cases, a
first evaluation regarding influential factors for the preference-performance relationship
was undertaken. The specific research question in this case was whether the relationship
is dependent on operator skill. Assuming that poor performance is accompanied by spu-
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rious overestimation of performance, preference and performance were compared based
on a quartile split in the performance measure. Chapter 12 reports the outcome of the
quartile split comparison. This chapter is located at the end of the manuscript-based
chapters because it targets the second main aim (i.e., variation) and rounds up the dis-
cussion of user skill and expertise from an ex-post perspective (rather than ex-ante as
in chapters 10 and 11).
4.3.2 Second Study: Prediction Power
The second driving simulator study’s aim was to investigate the operationalization of
behavioral measures. Just like in the first study, psychometrics were used as a criterion
for the suitability of the measures. The study was termed ”Prediction Power” since
reliability was examined by fitting a power law to the data. Furthermore, study one
raised the issue of an external criterion for preference apart from guideline conformity.
Study two took up this open question and investigated validity of the measures in form
of linear regression fits to find out whether one measure can predict the respective other.
This analysis at the same time targeted both the main aim of operationalization and
variation. These outcomes of a driving simulator with N =59 participants are reported
in chapter 7.
In addition to classical behavioral measures, data on gaze behavior was also recorded.
Sine these can provide insights into cognitive processes, the time course of gaze behav-
ior was investigated here. In addition, the study targeted the operationalization of the
mental model by means of questionnaires for specific HMI functions. The results for
gaze behavior and relation to mental models are reported in chapter 8.
While in the first study summative self-report measures were in the focus, an additional
analysis from the second study targeted the suitability of diagnostic self-report measures
in terms of development over time and use case specificity. These two factors relate to
the first main aim of operationalization. An exploratory approach was followed in re-
porting interaction success to one half of the participants in order to find out whether
participants’ self-reported perception of the interaction differs depending on feedback.
This factor is related to the main aim of variation since it was expected to influence
self-reports but not interaction performance. The outcomes of this analysis are reported
in chapter 9.
The results of this study are reported in three consecutive chapters. To not redun-
dantly report theoretical considerations and methodology, chapter 6 reports theoretical
considerations and derives hypotheses for each of the study aims. In addition, it com-
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prehensively outlines the methods for the study so that the subsequent chapters only
report results and discussions.
4.3.3 Third Study: Automation Intro
The third study with a total of N =109 participants concerned the variating factor of
user education. It was split into two parts which were the manipulation check and
the main study. These studies included the outcomes and recommendations of the
prior two studies concerning operationalization of preference, performance and mental
models. At first, conceptual development and considerations for prior treatments of
driving automation users are outlined. The first part regarding concept evaluation and
manipulation check for the following large-scale user study is reported in chapter 10.
The larger part (i.e., main study) was methodology-oriented. It outlines the effect
of different combinations of user education approaches on mental model formation,
subsequent transfer to interaction performance and the development from first to second
contacts with the HMI as well as on satisfaction. The outcome of this second part is
described in chapter 11.
So far, the background of this thesis was outlined. It now turns towards the em-
pirical chapters where the findings of the driving simulator studies are described. The
following chapter covers the evaluation of nine different preference measures using
psychometric quality criteria. The subsequent chapters follow in the order as shown in
the manuscript overview (see chapter 1.2).
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5 Self-Report Measures for the
Assessment of Human-Machine
Interfaces in Automated Driving 4
Abstract: For a successful market introduction of Level 3 Automated Driving Sys-
tems (L3 ADS), a careful evaluation of Human-Machine Interfaces (HMI) is necessary.
User preference has often focused on Usability, User Experience, Acceptance and Trust.
However, a thorough evaluation of measures when applied to ADS HMIs is missing. We
investigated the appropriateness of nine self-report measures in terms of reliability and
validity. A sample of N =57 participants completed two 15-minute simulator drives with
a L3 ADS. They experienced two variations of an HMI that differed in the degree of
complying with common guidelines. Consistency analysis identified scales that showed
insufficient reliability. Validity examination revealed a three-factorial structure of self-
reports for construct validity. These factors are design-orientation, usability-orientation
and acceptance-orientation. All measures were sensitive to the HMI manipulation and
therefore exhibited criterion-related validity. The present study provides researchers
and practitioners in the area of ADS with a recommendation for self-report measure
application.
5.1 Introduction
In principle, both self-report (e.g., questionnaires) and behavioral measures (e.g., inter-
action performance) can be used for HMI evaluation (Hornbæk & Law, 2007; Nielsen
& Levy, 1994). In that sense, it is necessary to investigate the suitability of the am-
ple range of available self-report measures. Since the driver becomes the mere fallback
4This chapter is based on a previous publication: Forster, Y., Hergeth, S., Naujoks, F., Krems, J.
F., Keinath, A. (2018) Self-Report Measures for the Assessment of Human-Machine Interfaces in
Automated Driving Cognition, Technology and Work, 1-18.
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performer, circumstances of HMI evaluation have fundamentally changed at this level
of automation compared to manual driving or partial automation (Naujoks, Hergeth,
et al., 2019). Testing scenarios for automated vehicle HMIs include not only voluntary
transitions of control initiated by the driver but also system initiated transitions from
the ADS to the driver (so called Take-Over Requests, TOR). There is dearth of research
concerning appropriateness of self-report application for L3 ADS evaluation despite the
ample range of self-report measures. Scales that are applied without intensive investi-
gation of its suitability for a particular context can lead researchers and practitioners
astray in their decision of the quality of an HMI. Another problem arises when trying to
compare results across studies. Without a consensus about methodological application,
studies differ substantially in terms of user education, testing scenarios and dependent
measures. There have been first efforts into standardization of testing scenarios (Gold
et al., 2017; Naujoks, Hergeth, et al., 2018). Concerning self-report measures, a re-
cent study by Zoellick, Kuhlmey, Schenk, Schindel, and Blu¨her (2019) outlined concerns
about attitude measures for automated vehicles and brought forth empirical evidence
that data structure and validity of attitude measures lack suitability for this context.
Similarly, chapter 3 has pointed towards the examination of self-report measure suit-
ability. Therefore, the aim of the present methodological work is to thoroughly examine
self-report measures for the evaluation of L3 ADS HMIs. The following paragraphs will
give an overview of preliminary findings and constructs for the evaluation of HMIs and
driving automation. Furthermore, psychometric measures as an evaluation criterion are
outlined. From there, research questions are derived resulting in a study that eventually
presents a comparative evaluation of different self-report measures.
5.1.1 Background
According to Franc¸ois, Osiurak, Fort, Crave, and Navarro (2016), usability and accep-
tance are important evaluation criteria for HMIs. Additionally, the construct of trust
has gained considerable research interest in the evaluation of automated driving lately
(J. D. Lee & See, 2004). Moreover, the construct User Experience (UX) became popular
since the 1990s (D. Norman et al., 1995). The following paragraphs briefly outline those
four constructs and relate them to automated driving research.
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Usability
When it comes to design for automation, the human-centered design approach gains
importance (DIN-EN ISO, 2011). According to the ISO 9241, effectiveness, efficiency
and satisfaction compose usability. The satisfaction component as a self-report measure
refers to the user’s attitude towards product use. A frequently applied scale to quantify
self-reported usability is the System Usability Scale (Brooke, 1996). It consists of ten
items in total on the two subscales usability and learnability (Lewis & Sauro, 2009). It
was initially developed to serve as a usability measure that is applicable across a wide
range of contexts. The SUS has previously been applied in research on automated driving
(Forster et al., 2016; Hergeth, 2016). The Post Study System Usability Questionnaire
(Lewis, 2002) was initially developed for the evaluation of speech dictation systems. Its
structure with a total of 19 items can be described with the three subscales system
usefulness, information quality and interface quality. Thus, it already bridges the gap
to acceptance through its usefulness subscale and to design related interface features of
user experience (e.g., attractiveness) through its interface quality subscale. It has also
been used by Walch et al. (2017) to evaluate a L3 ADS HMI. The present study thus
examined the applicability of these questionnaires for the evaluation of L3 ADS HMIs.
Acceptance
In the automotive context, researchers have built upon acceptance theory (Davis, 1989;
Venkatesh et al., 2003) to develop models that predict usage of car technology. The
Unified Theory of Acceptance and Use of Technology (Venkatesh et al., 2003) comprises
the four subscales Performance Expectancy, Effort Expectancy, Social Influence and In-
tention to Use with a total of 13 items. The UTAUT combines eight different acceptance
models within one generic framework and is a popular tool to evaluate acceptance. Ques-
tionnaires on its basis have been adapted to automotive technology in general (Osswald
et al., 2012), L1 driving automation (Adell et al., 2014), Level 2 (Rahman et al., 2017),
Level 3 (Bazilinskyy et al., 2017), Level 4 (Nordhoff et al., 2016) and Level 5 systems
(Nees, 2016). According to the acceptance framework by van der Laan et al. (1997),
usefulness and satisfaction as two independent dimensions compose acceptance. The
van-der-Laan scale consists of 9 items on a 7-point semantic differential scale. Since its
acceptance definition includes satisfaction as an integral component, it might also be
linked with the definition of usability in DIN-EN ISO (2011). This framework has been
applied for the evaluation of auditory HMI components for an L3 ADS by Bazilinskyy et
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al. (2017). Many studies on acceptance focus on acceptability of system functions with-
out providing an experience of the respective technology (Forster, Kraus, Feinauer, &
Baumann, 2018; Kyriakidis et al., 2015; Nees, 2016; Payre, Cestac, & Delhomme, 2014).
The present work fills this gap by examining and comparing acceptance measures for L3
ADS after an experience of the technology in a driving simulator.
User Experience
Usability measures cover satisfaction with pragmatic aspects of interaction with a prod-
uct (i.e., perception of interaction performance). However, they largely neglect non-
pragmatic aspects such as interface attractiveness or joy during interaction. The lack of
including such qualities into the evaluation of product perception led to the rise of User
Experience (UX) in the 1990s (D. Norman et al., 1995). To quantify UX, Hassenzahl
et al. (2003) developed and validated the AttrakDiff questionnaire. The 28 item ques-
tionnaire covers pragmatic aspects (pragmatic quality) and hedonic aspects (stimula-
tion, identification). It was originally developed in a website and MP3-player context.
Subsequently the authors report positive results of the UEQ in two validation studies
using software products. The 26 semantic differentials describe six subscales (i.e., At-
tractiveness, Perspicuity, Efficiency, Dependability, Stimulation, Novelty). Stating that
the AttrakDiff puts too much emphasis on non-instrumental product aspects, Laugwitz
et al. (2008) developed the User Experience Questionnaire (UEQ) over six different
contexts such as cell-phones, statistical packages (SYSTAT) or SAP-tools (customer re-
lationship management; CRM). Minge et al. (2016) developed the modular evaluation
of key Components of User Experience (meCUE) as a tool to measure UX. In their
self-report measure, 33 items are allocated to nine subscales representing hedonic and
pragmatic product qualities, emotions towards a product and usage intention. Hence,
the meCUE includes aspects of acceptance through its intention subscale and usability
through its UX definition of pragmatic product qualities. There have been applications
of the AttrakDiff (Frison et al., 2017), meCUE (Auricht, Stark, & Blume, 2014) and
UEQ (Haeuslschmid, Pfleging, & Alt, 2016) in the driving automation context. How-
ever, empirical support for the appropriateness of scale application is still missing.
Trust
Trust is an influential factor on acceptance of technology (Ghazizadeh et al., 2012).
Consequently, low levels of trust lead to low acceptance and to rejection of a system
(Eichinger, 2011; J. D. Lee & See, 2004). Among others, Jian et al. (2000) and (Chien,
58
Semnani-Azad, Lewis, & Sycara, 2014) have developed psychometric scales to measure
the attitude trust in automation. The 12-item Automation Trust Scale (ATS; Jian
et al., 2000) was explicitly developed for the automation context in computerized
systems. From a three-phased experiment (i.e., word elicitation study, questionnaire
study, paired comparison study) the authors report the development of a scale to
assess human-machine trust. The Universal Trust in Automation scale (UTA; Chien
et al., 2014) consists of two components which are “general automation” and “specific
automation”. Each dimension includes the three subscales of Performance, Process
and Purpose. To evaluate a product or HMI in particular, the “specific automation”
component is sufficient. It combines 18 items in total. One important aspect that the
authors considered during the development process were inter-cultural differences in
trust evolution. In the context of driving automation, these questionnaires or selected
items have been frequently used in HMI evaluation (Beggiato et al., 2015; Forster,
Naujoks, & Neukum, 2017; Gold et al., 2015; Hergeth et al., 2017; Naujoks et al., 2016;
Waytz et al., 2014; Verberne et al., 2012). Up to now, it is not clear which scale fits best
for evaluating HMIs for L3 ADS. In their work on the development of the Automation
Trust Scale (ATS), Jian et al. (2000) recommend to examine the questionnaire in
terms of validity and reliability. The current study follows this recommendation and
thoroughly examines self-report measures for trust in automation.
The previous outline of constructs and measures has shown that there is a het-
erogeneity of constructs and measures that can theoretically be applied in HMI
evaluation for L3 ADS. The constructs are not completely distinct, but overlap in
certain parts. Hassenzahl (2001) describes usability in the sense of pragmatic product
quality as one dimension of UX. Satisfaction can be found in both acceptance (van
der Laan et al., 1997) and usability (DIN-EN ISO, 2011) definitions. There are also
links between usability and trust based on theoretical considerations (Hoff & Bashir,
2015; J. D. Lee & See, 2004) as well as on empirical research on ADS (Hergeth, 2016).
A recent study by Frison et al. (2019) found a link between interface aesthetics and
trust in the ADS. Finally, Ghazizadeh et al. (2012) included trust as a precursor for
technology acceptance in the framework of (Davis, 1989). Thus, the issue arises which
constructs are necessary and suitable for L3 ADS HMI evaluation.
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Psychometrics
The present study aims to examine and compare the psychometric properties of self-
report measures for HMI evaluation in the context of L3 ADS. The quality of question-
naires is determined through psychometrics (Bu¨hner, 2011; Nunnally, 1978). There are
main quality criteria and side quality criteria. A high-quality measure adheres to the
main quality criteria of objectivity, reliability, validity. The following paragraphs briefly
outline these criteria.
Objectivity. Objectivity of a test refers to the degree to which test results are indepen-
dent from the experimenter. If a test does not vary between experimenters, evaluators
and interpreters, it conforms to this criterion. The present work focused on self-report
measures that provide standardized instructions for participants when giving their rat-
ings. They also provide instructions for researchers when scoring the questionnaire.
Objectivity of conductors, evaluators and interpreters of these methods can thus be as-
sumed and is not in the focus of this study.
Reliability. Reliability refers to the degree of accuracy that a test measures a certain trait
with, independent whether the test claims to measure this construct or not. There are
several different measures for reliability (e.g., Bu¨hner, 2011). Sijtsma (2009) describes
Cronbach’s alpha as the most frequently used measure. considered as an independent
test. Accordingly, its accuracy is reflected in the average relationship between all single
tests in consideration of the test length. Reliability is a necessary but Reliability is a
necessary but not sufficient prerequisite for validity.
Validity. There are three types of validity, which are content validity, construct validity,
and criterion validity (Bu¨hner, 2011). A test has sufficient content validity if its items
are representative of the construct. A quantification of content validity is not possible.
A closely related concept is face validity. A test has face validity if one can immediately
form a connection between an item and a to-be-assessed behavior. Construct validity
indicates whether an instrument measures the construct it intends to measure. Conver-
gent (i.e., strong relationships between similar constructs) and divergent validity (i.e.,
weak relationships between dissimilar constructs) together determine construct valid-
ity (Campbell & Fiske, 1959; Cronbach & Meehl, 1955). A possible numerical method
to evaluate construct validity is a factor analytical approach (Bu¨hner, 2011). Finally,
criterion validity describes the relationship between the test and an external criterion.
In HMI research, there is a wide range of guidelines for HMI design (Bubb, Bengler,
Gru¨nen, & Vollrath, 2015; Green et al., 1994; Naujoks, Wiedemann, et al., 2019). The
degree of compliance of an interface to these guidelines can be an external criterion to
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self-report measures. Thus, the questionnaire should provide statistically significant re-
sults for different compliant and non-compliant HMIs.
Side quality criteria. Side quality criteria also add to the overall quality. These criteria
are standardization (i.e., availability of norms), comparability (i.e., availability of par-
allel test forms), economy (i.e., brief and effortless administration) and usefulness (i.e.,
practical relevance of assessed criterion). These criteria are beyond the scope of the
present study but should be considered individually when designing a study and using
these questionnaires.
5.1.2 Research Questions and Study Aim
In a review on usability measures, Hornbæk (2006) recommends the validation of self-
report measures. For the constructs usability, acceptance, UX and trust there are several
scales that have been applied in HMI research settings. To date, there exists no general
recommendation and no study on the appropriateness of self-report measures for the eval-
uation of HMIs for driving automation. The scales that are frequently used such as the
SUS, AttrakDiff or van-der-Laan certainly bear the advantage of flexibility and adapt-
ability to many different contexts. However, once circumstances of human-technology
interaction have changed with the step to L3 automated driving, it is no proper proce-
dure to simply assume method suitability since it had been applied in other automotive
contexts such as in-vehicle information systems (IVIS). The current study aims to fill
this gap and provide researchers and practitioners with a recommendation for choosing
an appropriate self-report measure. Hence, the primary aim is the investigation of the
suitability of different self-report measures when evaluating automated vehicle HMIs. A
possible criterion to evaluate such self-report measures are psychometrics (Bu¨hner, 2011;
Nunnally, 1978). Therefore, the questionnaires in this study were evaluated in regard to
reliability and validity. We do explicitly not claim to conduct a rigorous psychometric
evaluation of measures but rather use psychometrics as evaluative criteria to guide the
quantification of self-report measure performance. The contribution of this work lies
in methodological development for automated vehicle HMI testing. Since high-fidelity
driving simulation experiments are time and cost consuming, particular circumstances of
such setups (e.g., sample size, experimental duration, external validity of safety critical
vehicle behavior) apply. Eventually, the goals of this study are (1) to find out whether
the self-report measures would exhibit sufficient reliability and (2) meet the validity in




In total, N =57 (9 female, 48 male) participants took part in the driving simulation
experiment. Mean age was 40.56 years (SD=9.32, MAX =60, MIN =25). All participants
were BMW Group employees, held a German driver’s license, had normal or corrected
to normal vision and had not previously partaken in a driving simulator study on L3
ADS. Thus, we ensured that there was no familiarity of any of the participants with
HMIs for automated driving.
5.2.2 Driving Simulation and Automated Driving Function
The study was conducted in a high-fidelity static driving simulator (see figure 5.1). The
integrated vehicle’s console contained all necessary instrumentation and was identical
to a BMW 5 series with automatic transmission. The front channels were displayed
through three LED screens (each 1920x1080 pixels, 50” size) providing a combined field
of view of 120°. Three LED screens behind the vehicle displayed the rear-view for the
mirrors. Driving simulation was rendered with a frequency of 60 Hz. Once activated,
the L3 ADS executed both longitudinal and lateral vehicle control. When the L3 ADS
encountered a scenario that exceeded its operational design domain (see 2.6 Use cases), a
20-second take-over cascade was initiated and displayed to the driver (see chapter 5.2.4).
Figure 5.1. Static driving simulator mockup used in the present study.
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5.2.3 Study Design and Procedure
There were two different HMIs in the present study. The study employed a one-factor
within subject design with two levels of HMI guideline compliance. Participants were
randomly assigned to either the (1) high compliance HMI or the (2) low compliance
HMI condition in the first drive and experienced the respective other condition in the
second drive. The two HMIs and respective differences are outlined in the section 2.5
Human-Machine Interface.
Upon arrival, participants were welcomed and gave informed consent. The experimenter
explained that the study purpose was to examine two HMIs for automated driving and
to evaluate different measures. To accustom themselves with the driving simulation,
participants completed a five-minute familiarization drive. Prior to each experimental
drive, the experimenter explained that, once activated, the L3 ADS would execute lateral
and longitudinal vehicle guidance. Furthermore, the experimenter pointed out, that in
case of exceedance of the system’s limits, it would inform them with sufficient notice
to take over manual control. Participants completed the first drive with all use cases
(see table 5.2) and subsequently evaluated the HMI in the first inquiry on all nine
questionnaires. After this inquiry participants again completed the experimental drive
with the respective other HMI. In the second inquiry, they evaluated the HMI again with
the same scales as in inquiry 1. Participants received the questionnaires in a randomized
order to counteract sequential effects. The experimental procedure is depicted in figure
5.2.
Figure 5.2. Flowchart of experimental procedure.
5.2.4 Human-Machine Interface
An HMI for automated driving, that had previously been used in studies by Jarosch
et al. (2017) and (Hergeth et al., 2017) served as the high compliance HMI. It was
depicted in the instrument cluster. When activated, the blue colour of the lane sym-
bols, the text and the steering wheel indicated that the system function carried out
longitudinal and lateral vehicle guidance. This HMI (see figure 5.3) resembles that of
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existing HMI solutions for adaptive cruise control (i.e., longitudinal vehicle guidance,
ACC) with additional steering assistance (Naujoks, Purucker, & Neukum, 2015). Infor-
mation was redundantly communicated by means of pictograms and a textbox above
(Stevens, Quimby, Board, Kersloot, & Burns, 2002). Textual information was displayed
in German language. During the approach of the system limits, the HMI announced sys-
tem limitations through a take-over cascade in form of an announcement, a conditional
Take-Over request (soft TOR) and an immediate take-over request (hard TOR) (Forster,
Naujoks, Neukum, & Huestegge, 2017). The stages lasted for 7 seconds (announcement
and soft TOR) and 6 seconds (hard TOR), respectively. 20 seconds before reaching
the limitation, a generic warning tone announced the upcoming limit. Additionally, the
textbox displayed messages. The low compliance HMI did not provide textual feedback.
The soft TOR followed this notification after six seconds and the HMI color switches
from blue to yellow. The HMI shows hands that grab the steering wheel and additional
information in the text. After seven more seconds, the hard TOR appeared with the
HMI colored in red and hands grabbing the steering wheel. A more critical warning
tone accompanies the visual information. Drivers could activate the L3 ADS by press-
ing a button on the left side of the steering wheel with the label AUTO. Deactivation
was possible through either braking/accelerating, active steering input or pressing the
AUTO-button with subsequently putting hands on the steering wheel. During the hard
TOR, a hands-on signal immediately deactivated the L3 ADS. The development of a
non-guideline compliant HMI and comparison with a compliant HMI is a mean for the
purpose of investigating criterion-related validity. To create a difference between two
HMIs, compliance with common HMI guidelines was systematically impaired in the low
compliance condition. A checklist for ADS HMI design by (Naujoks, Wiedemann, et
al., 2019) served as the criterion for HMI compliance. From the high compliance HMI,
both the display component and the operation component (i.e., AUTO-button) changed
by intentionally violating five items of the checklist. Table 5.1 provides an overview of
variations in the HMI, the accordingly varied guideline and reference. The guideline
items from (Naujoks, Wiedemann, et al., 2019) were the following:
 Item 3: System state changes should be effectively communicated.
 Item 7: The visual interface should have a sufficient contrast in luminance and/or
color between foreground and background.
 Item 8: Texts (e.g., font types and size of characters) and symbols should be easily
readable from the permitted seating position.
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 Item 9: Commonly accepted or standardized symbols should be used to communi-
cate the automation mode. Use of non-standard symbols should be supplemented
by additional text explanations or vocal phrases.
 Item 14: The colors used to communicate system states should be in accordance
with common conventions and stereotypes.
Figure 5.3 depicts the high compliance HMI (left) and the low compliance HMI (right)
when the L3 ADS is activated (1st row), the soft TOR (2nd row), hard TOR (3rd row)
and when the ADS was not available (bottom row).
Figure 5.3. Visual HMI for an active L3 ADS, conditional TOR, immediate TOR and
L3 ADS not available (rows from top to bottom). Numbers indicate HMI
variations described in table 5.1 column 2.
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Table 5.1






















(2) No text information
except for L3 ADS
availability
Items 2, 3, 9
AdaptIVe Consortium
(2017), CAMP (2016),
Stevens et al. (2002)
(3) no color coding
for cautionary and
imminent TOR
Items 3, 7, 14
AdaptIVe Consortium
(2017), ISO 15008 (2012),
Stevens et al. (2002)
(4) no blue colour coding
for active L3 ADS
Items 3, 7, 14
AdaptIVe Consortium
(2017), ISO 15008 (2012),
Stevens et al. (2002)
5.2.5 Use cases
Use-cases of the present study were chosen based on the HMI testing scenario catalogue
for L3 ADS proposed by (Naujoks, Hergeth, et al., 2018). Use-cases included driver
initiated activations and deactivations, two TORs due to road works and the end of L3
ADS availability as well as independently executed system maneuvers (Naujoks, Forster,
et al., 2017b). The eight use cases were arranged in a fixed order. This is necessary in
studies on automated driving since for example a TOR always requires a user-initiated
transition to an automated mode as the subsequent UC. The TOR scenario itself lasted
30 seconds in total if the driver does not intervene. The driver initiated UCs took until
the UC was completed successfully. At a maximum, the experimenter waited for two
minutes. If the participant could not complete the respective transition, he/she was
instructed by the experimenter. An analysis of the duration of the activation scenarios
is reported in chapter 7. One drive lasted approximately 15 minutes. Table 5.2 shows
the eight UCs with information about the initiator (i.e., driver vs. system)..
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Table 5.2
Sequential order of use-cases in for each experimental drive
Number Use case Initiator
UC1 Initial activation Driver
UC2 Independent lane change System
UC3 Driver-initiated deactivation Driver
UC4 Re-activation Driver
UC5 TOR (road works) System
UC6 Re-activation Driver
UC7 Independent speed adaptation System
UC8 TOR (end of L3 ADS) System
5.2.6 Dependent Variables
Table 5.3 summarizes the dependent measures used in the present study. Section 5.1.1
already provided information about the development of the respective scales. Question-
naires that did not exist in German language (i.e., UTAUT, PSSUQ) were translated and
backtranslated by a German and an English native speaker (Jones, Lee, Phillips, Zhang,
& Jaceldo, 2001). To investigate face validity, participants were asked to additionally
indicate when they struggled in answering a specific item due to unclear formulation of
the item or inappropriateness in the automated driving context.
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Table 5.3






SUS (2) Likert [1-5] Brooke (1996)
PSSUQ (3) Likert [1-7] Lewis (2002)
Acceptance
UTAUT (4) Likert [1-7]
Rahman et al. (2017)
adapted from Venkatesh et al.














Laugwitz et al. (2008)
meCUE (9) Likert [1-7] Minge et al. (2016)
Trust
ATS (2) Likert [1-7] Jian et al (2000)





Likert [1-7] Naujoks et al. (2019)
5.2.7 Manipulation Check
An expert evaluation served as manipulation check to ensure a successful variation of
HMI compliance. It consisted of eight items on a 7-point Likert scale from 1 (”not at all”)
to 7 (”very much”) concerning the guidelines for HMI design (Naujoks, Wiedemann, et
al., 2019). Participants answered each item for both the high and low compliance HMI.
The manipulation check for HMI guideline criteria was averaged into a composite. The
items number with the wording are shown in Table 5.4.
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Table 5.4
Manipulation check item numbers, wording and respective guideline number in Naujoks,







1 The driver is supported by the HMI in his/her perception of system state changes. 3
2 There is a sufficient contrast between foreground and background. 7
3 The visual display and the background differ sufficiently by color. 7
4 Color coding is according to urgency. 14
5 The displayed symbols are easily readable from the permitted seating position. 8
6 The displayed text is easily readable from the permitted seating position. 8
7 The operating elements of the HMI is intuitive. 3, 9
8 There is immediate feedback about user input on the HMI. 3, 9
5.2.8 Statistical Procedure and Data Analysis
To ensure that no confounding factor (i.e., HMI guideline compliance) is present which
could lead to an interaction between dependent measures and stages of the indepen-
dent variable, reliability and validity are examined separately for both HMI conditions.
Subscales were averaged into a composite as described in the original source. Mean
ATS scores were calculated separately for trust and distrust as suggested by (Spain,
Bustamante, & Bliss, 2008). Hence, Hence, there are two separate mean scores (i.e.,
trust, distrust) with a value between 1 and 7 each. Cronbach’s alpha was calculated as
a measure of scale reliability (Cronbach, 1951). To evaluate reliability coefficients in an
absolute sense, the present values were compared to a minimum value of α=0.7 (Kline,
1999; Nunnally, 1978) as well as the coefficients in the original source (if reported).
We evaluated content validity by means of participants’ evaluation about whether they
struggled giving their rating on the respective item (i.e., face validity). Here, we counted
the total number of indications for each item.
To determine construct validity, the correlations of the entire set of subscales in the
present study were evaluated by means of an exploratory factor analysis (EFA) ap-
proach (Bu¨hner, 2011). This approach allows combining subscales to a certain number
of factors that assess a similar construct and distinguish them from other subscales that
assess a different facet of user preference.
Criterion-related validity was evaluated by means of inferential statistical analysis of
the within-subject factor HMI compliance. A repeated measures-ANOVA was calcu-
lated for all self-report measures. Thus, criterion-related validity represents sensitivity
of the questionnaires to the experimental HMI variation. If a questionnaire is valid in
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this sense, it must be sensitive to the manipulation and reveal a statistically significant
main effect of HMI condition.
5.3 Results
5.3.1 Manipulation Check
N =8 experts in the field of Human Factors (at a minimum Master’s degree in psychol-
ogy, human-computer interaction or related field) completed the manipulation check.
The experts completed the manipulation check questionnaires (see chapter 5.2.6) after
experiencing both the high and low compliance HMI. Descriptive data for the fulfill-
ment of HMI guidelines showed that the high compliance HMI was considered superior
(M =5.30, SD=0.57) compared to the low compliance HMI (M =2.31, SD=0.42).
5.3.2 Missing Data
Across all participants, only n=4 missed to answer single items. This led to a total of
N =13 missing items. One participant did not complete the van-der-Laan scale. With
every participant answering 334 items in total, the percentage of missing data is very low
and equals 0.1%. Reliability analysis used listwise deletion. For validity and sensitivity,
however, an exclusion of n=4 participants would be necessary. According to Tabachnick
and Fidell (2007) ’Expectation-Maximization-methods sometimes offer the simplest and
most reasonable approach to imputation of missing data, as long as your preliminary
analysis provides evidence that scores are missing randomly ’ (p.71). Since the loss of
information looms larger than the overestimation of effects through the Expectation-
Maximization (EM) approach, missing raw values as well as the van-der-laan scale scores
were estimated by an EM Algorithm (Lu¨dtke, Robitzsch, Trautwein, & Ko¨ller, 2007).
5.3.3 Reliability
The following section outlines reliability results for the subscales of self-report measures.
Table 5.5 summarizes coefficients of the present study for both the high and the low com-
pliance HMI overall. In addition, the reliability coefficient alpha of the original source
is reported. Concerning the ATS, Jian et al. (2000) did not provide Cronbach’s alpha
for a two factorial solution, so no comparison is possible.
Reliability analysis found that n=7 subscales did not meet the minimum value of α=0.7
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in at least one of the two experimental conditions. If a low internal consistency was ob-
served in the present data, the original source also reported comparably low alpha values
such SUS Learnability, UATUT Social Influence and UEQ Dependability. Conversely,
there are also subscales (i.e., UTA Process, Purpose; meCUE Intention, Usefulness) that
exhibited low internal consistency while the original source reports sufficient reliability.
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Table 5.5
Reliability coefficients (Cronbach’s alpha) for each subscale by HMI (i.e., high








Learnability .571 .544 .70
Usability .824 .863 .90
PSSUQ
System Usefulness .940 .940 .96
Information Quality .898 .903 .96
Interface Quality .783 .880 .92
UTAUT
Perf.-Expectancy .774 .823 .87
Effort Expectancy .907 .902 .86
Social Influence .194 -.133 .48
Intention to Use .900 .879 .91
VDL
Usefulness .795 .811 .73-.87
Satisfaction .887 .879 .81.90
AttrakDiff
Hed-Stim .829 .868 .76-.87
Hed-Ident .872 .927 .73-.83
Pragmatic .832 .872 .83-.85
meCUE
Usefulness .588 .718 .83
Usability .890 .898 .89
Status .789 .793 .83
Aesthetics .799 .857 .89
Commitment .806 .768 .86
positive Affect .892 .886 .94
negative Affect .851 .814 .93
Intention .716 .571 .86
Loyalty .749 .838 .76
UEQ
Attractiveness .896 .954 .89
Perspicuity .786 .863 .82
Efficiency .769 .729 .73
Dependability .669 .866 .765
Stimulation .791 .799 .76
Novelty .906 .922 .83
ATS
Distrust .732 .826 N/A
Trust .940 .946 N/A
UTA
Performance .820 .828 .889
Process .560 .751 .870




We approached content validity via participants’ face validity ratings. Table 5.6 shows
items with a minimum of n=11 participants that considered an item as problematic to
answer which equals close to every fifth participant (19.3%). This threshold was not
chosen out of convenience but because from an expert’s perspective, 20% or more of a
sample indicating issues in answering a respective item is problematic. Analogous to
the procedure to determine the number of factors for the EFA in the following section,
a Scree-plot of the number of indications across all 168 items led to the threshold of
n=11 that are worth mentioning here. When a smaller percentage (e.g., 3 out of 57
participants) indicated that they struggled in understanding, no consistent picture across
the entire sample could be drawn. If a participant marked the same item at both times
of measurement, he/she was counted as one. Results revealed n=15 items with low face
validity. PSSUQ ratings depend on whether the experiment included use cases with error
messages and participants who had made a mistake and needed to recover from these.
Both items of the UTAUT Social Influence subscale were considered problematic. The
AttrakDiff included the highest number of items with low face validity (n=5). A large
number of participants also considered meCUE items related to status as problematic.
This is in accordance with the UTAUT Social Influence result. Another reason for face




Items and respective scales with low face validity as indicated by the frequency of





The system gave error messages that clearly told me how to fix problem. 12
Whenever I made a mistake using the system, I could recover easily and quickly. 17
UTAUT
People who influence my behavior would think that I should use the system 19
People who are important to me would not think that I should use the system 12
AttrakDiff
isolating-connective 15
alienating - integrating 17
brings me closer to people-separates me from people 26
cautious - bold 11
harmless-challenging 11
meCUE
The product would enhance my standing among peers 11
By using the product, I would be perceived differently 12
Compared to other products, this product seems incomplete 12
ATS The system has integrity. 17
UTA
The system uses appropriate methods to reach decisions 20
I can always rely on the system to ensure my performance 14
5.3.5 Construct Validity
Construct validity was investigated for the high compliance HMI condition by means of a
factor analysis. The Kaiser-Meyer-Olkin (KMO) as a test for the appropriateness of the
entire correlation table (relationship between all subscales) for factor analysis revealed a
score of .878. This that indicates appropriateness of data for a subsequent factor analy-
sis. Bartlett’s test for sphericity became highly significant (χ2(496)=1955.340, p<.001).
To determine the factor structure of the preference ratings, an EFA with principal-
component factor extraction and Varimax orthogonal rotation was carried out. The
Scree-criterion and Velicer’s minimum average partial test (O’connor, 2000; Velicer,
1976) suggested a three-factor solution. The factors can explain 28.33%, 25.70% and
16.30% of total variance, respectively, adding up to a total variance explained of 70.33%.
Table 5.7 shows factor loadings for a three-factor Varimax orthogonal rotated solution
sorted by size. Loadings smaller than 0.5 are colored in grey. Self-report measures that
use semantic differentials such as all subscales of the AttrakDiff, four subscales of the
UEQ and the van-der-Laan scale show high loadings on factor 1. This factor combines
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measures that evaluate the graphical interface design. Self-report measures that focus
on interaction and pragmatic qualities of the interface such as the SUS, UTAUT Effort
Expectancy and PSSUQ System Usefulness exhibit large factor loadings on factor 2.
Finally, subscales that assess future intentions regarding the use of the system function
accumulate on factor 3. Both ATS subscales load only weakly on factor two. This indi-
cates that trust as measured by ATS rather forms a fourth component of user preference
or is not suitable for interface evaluation.
According to the Fornell-Larker criterion, factor loadings of a component on its factor
needs to be at least 0.7 for sufficient convergent validity. To meet requirements of diver-
gent validity, the item’s factor loading on other factors must not exceed 0.3. The present
results show that eight subscales on factor 1 show high convergent validity. This factor
combines subscales that primarily assess an interfaces’ design features and graphical ap-
pearance. Seven subscales show high convergent validity on factor 2. Scales that assess
a user’s interaction and ease of it load high on this factor. These subscales are all closely
tied to the usability construct. One subscale of factor 3 showed sufficient convergent va-
lidity (i.e., UTAUT Intention). Subscales that assess usage intention accumulate on this
factor. Scales that did not exhibit convergent validity (e.g., meCUE Usefulness) neither
met the divergent validity goal. These subscales are represented by a combination of
two or more factors rather than by one factor alone. Results of the EFA procedure for
ratings of the low compliance HMI conditions also revealed a three factor solution for
user preference with similar factor loadings. Due to pagination constraints, these results
are not reported here.
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Table 5.7
Matrix with factor loadings after Varimax rotation. Factor loadings are sorted by size
and small values (i.e., <.5) are colored in grey.
Subscale Factor 1 Factor 2 Factor 3
UEQ Novelty 0.883 0.083 0.090
UEQ Stimulation 0.841 0.226 0.315
meCUE Aesthetics 0.811 0.176 0.175
AttrakDiff Pragmatic Quality 0.793 0.339 0.223
UEQ Attractiveness 0.773 0.378 0.330
AttrakDiff Stimulation 0.771 0.454 0.236
AttrakDiff Identification 0.747 0.510 0.119
PSSUQ Interface Quality 0.721 0.360 0.076
UEQ Efficiency 0.671 0.416 0.270
VDL Usefulness 0.644 0.396 0.416
meCUE Usefulness 0.589 0.304 0.444
PSSUQ Information Quality 0.581 0.553 0.109
UTAUT Effort Expectancy 0.226 0.889 0.112
UEQ Perspicuity 0.269 0.849 0.053
meCUE Usability 0.283 0.841 0.082
SUS Usability 0.101 0.804 0.211
SUS Learnability 0.101 0.804 0.004
PSSUQ System Usefulness 0.291 0.803 0.207
UTA Process 0.411 0.714 0.159
meCUE Negative Affect 0.378 0.692 0.170
VDL Satisfaction 0.591 0.606 0.322
UEQ Dependability 0.524 0.605 0.112
ATS Distrust 0.461 0.497 0.306
ATS Trust 0.038 0.267 0.116
meCUE positive Affect 0.514 0.102 0.700
UTA Performance 0.500 0.138 0.767
meCUE Intention 0.510 0.138 0.664
meCUE Commitment -0.030 0.029 0.655
meCUE Status 0.506 -0.092 0.610
UTAUT Intention 0.498 0.325 0.598
UTAUT Performance Expectancy 0.463 0.096 0.594
UTA Purpose 0.069 0.305 0.547
meCUE Loyalty 0.402 0.377 0.491
UTAUT Social Influence -0.098 0.373 0.378
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5.3.6 Criterion Validity
To determine each scale’s criterion validity regarding guidelines for HMI design, 2-
factorial repeated measures ANOVAs were calculated for all nine questionnaires. The
within-subject factors were HMI compliance (high vs. low) and number of subscales.
Table 5.8 shows descriptive (i.e., M, SD) and inferential results for the main effect of
the HMI and the interaction between HMI and order of presentation (i.e., Wilk’s λ).
Results of inferential tests revealed that all scales could discriminate between the high
and the low compliance HMI (significant main effects). Thus, the external criterion of
HMI compliance is reflected in all self-report measures. Significant interaction effects
(i.e., PSSUQ, UTAUT, meCUE Module 1, UEQ, ATS, UTA) indicate that the difference
between the high and the low compliance HMI is not equally present at all subscales
of the respective questionnaire. These questionnaires contain subscales that are highly




Descriptive (i.e., M, SD) and inferential (i.e., main effect for HMI and Interaction





















InfoQual 5.48 (1.14) 4.08 (1.28)
IntQual 5.64 (1.09) 4.29 (1.57)
UTAUT





Effort Expectancy 6.10 (0.88) 5.23 (1.20)
Social Influence 4.71 (1.03) 4.41 (0.93)
Intention to Use 6.22 (0.87) 5.73 (1.11)
VDL
Usefulness 4.24 (0.52) 3.73 (0.66) F (1,56)=40.736,
p<.001, η2p=.421
F (1,56)=3.726,
p=.059, η2p=.062Satisfaction 4.24 (0.59) 3.57 (0.80)
AttrakDiff





Hed-Ident 5.07 (0.81) 4.28 (0.98)
Pragmatic 5.13 (0.86) 4.89 (1.08)
meCUE





Usability 6.06 (0.95) 5.05 (1.33)
Status 4.16 (1.26) 3.84 (1.35)
Aesthetics 4.74 (1.12) 3.61 (1.51)
Commitment 2.52 (1.11) 2.26 (1.15)
positive Affect 4.65 (1.03) 4.07 (1.12) F (1,56)=22.793,
p<.001, η2p=.289
F (1,56)=.035,
p=.852, η2p=.001negative Affect 5.37 (1.00) 4.82 (1.06)
Intention 5.40 (1.04) 4.67 (1.07) F (1,56)=40.383,
p<.001, η2p=.419
F (1,56)=3.678,
p=.060, η2p=.062Loyalty 4.44 (1.13) 3.49 (1.31)
UEQ





Perspicuity 6.02 (0.89) 5.00 (1.25)
Efficiency 5.77 (0.86) 5.23 (0.97)
Dependability 5.79 (0.79) 4.85 (1.23)
Stimulation 5.25 (0.92) 4.50 (1.25)
Novelty 4.88 (1.37) 3.99 (1.61)
ATS
Distrust 5.59 (0.67) 4.70 (1.18) F (1,56)=34.551,
p<.001, η2p=.382
F (1,56)=3.550,
p=.065, η2p=.036Trust 5.63 (1.07) 5.03 (1.23)
UTA





Process 4.11 (0.56) 3.31 (0.80)
Purpose 3.88 (0.59) 3.41 (0.76)
5.4 Discussion
The current study examined self-report measures that are frequently applied to
evaluate L3 ADS HMIs regarding psychometrics. N =57 participants completed nine
questionnaires for the constructs usability, acceptance, user experience and trust
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once for a high compliance and once for a low compliance L3 ADS HMI. Cronbach’s
alpha served as an estimate of scale reliability. We applied an EFA approach for the
investigation of construct validity. We furthermore followed an inferential analysis of
the high compliance and low compliance HMI for the examination criterion validity.
This section discusses the outcomes and methodological aspects for each requirement.
5.4.1 Reliabiltiy
Measures of reliability were mostly sufficient in an absolute sense (Kline, 1999) and
comparable to the values reported in the original source (see table 5.5). The PSSUQ,
van-der-Laan scale, AttrakDiff, UEQ and ATS showed positive results (i.e., high α-
values) of the reliability analysis. Reliability of the two-factorial structure of the SUS
(Bangor, Kortum, & Miller, 2009) turned out to be sufficient for the usability subscale
but insufficient for the learnability subscale. Reliability results for the SUS suggest
following the SUS score calculation instructions in Brooke (1996) and rather rely on a
one-factorial solution. Subscales that revealed unreliable results were the UTAUT Social
Influence subscale and UTA subscales Process and Purpose. These results discourage
future administration of these scales in the ADS context because the UTAUT Social
Influence subscale was highly unreliable and the UTA showed two out of three subscales
that could not reach the criterion of 0.7. Furthermore, there were also instances in the
meCUE (usefulness, intention) and UEQ (Dependability) with insufficient Cronbach’s
alpha values. These are also considered as problematic to use. However, the UEQ
subscale was just close to the threshold value. Regarding the meCUE, this does not
mean that the entire scale might not be used since the modules can be applied separately.
Still, one might consider the van-der-Laan scale for usefulness and UTAUT for intention
as superior when it comes to reliability.
5.4.2 Validity
Content Validity
Content validity as indicated by face validity was high for the SUS, van-der-laan scale
and UEQ (see table 5.6). Furthermore, participants considered only one item each of
the PSSUQ and ATS as problematic to answer. Thus, we consider content validity for
these two measures as given. Face validity investigation revealed that people struggled
with scales and items that relate to the opinion to other people such as the UTAUT
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Social Influence and the meCUE Status subscale. A possible explanation for this finding
might be that L3 ADS are not yet commercially available. Thus, peer-related questions
require a lot of imagination and do not lead to valid results. Items that cover the
HMIs suitability for communication such as three AttrakDiff items were considered as
problematic to answer, as communication with other people was not a design purpose of
the present HMIs for automated driving. The present results suggest omitting questions
on other peoples’ opinions as long as there is no commercial availability or distribution
on the consumer market. There are two different reasons for low validity of UTA items.
First, complexity of an L3 ADS is high and people can hardly judge, how the system
makes decisions and comes to conclusions. Furthermore, the term performance within
the L3 ADS context remains unclear. Generally, the interaction success with a certain
technology is considered as performance (e.g., driving a vehicle), while in the L3 ADS
context, the performance per se (i.e., driving) is executed by the system function and
the driver’s performance is rather reflected in NDRT engagement or reaction to a TOR.
Therefore, the performance term remains obscure for many participants and should be
applied with caution in this context.
Construct Validity
Construct validity examination led to a three-factor solution for self-report measures
(see table 5.7). The first factor includes mostly graphical design-related measures.
The second factor is composed of the usability and instrumental scales and is there-
fore interaction-oriented. The third factor combines scales that assess usage intention
and therefore we consider the factor acceptance-oriented. Two separate factors for in-
strumental and non-instrumental qualities as suggested by Hassenzahl et al. (2003) were
apparent in the present solution. Acceptance-related scales are separated from instru-
mental and non-instrumental qualities. Minge et al. (2016) have suggested this additional
dimension but point towards the fact that there are correlations between measures of
acceptance and usability. Support for this assumption comes from the results of dis-
criminant validity. Subscales from the intention factor also revealed remarkable loadings
on both the design and usability factor. The present analysis found that the SUS and
meCUE showed best results of construct validity due to high discriminant and conver-
gent validity on the respective factors. SUS subscales loaded on the interaction-oriented
factor and meCUE subscales loaded across all factors in the way that was expected
according to Minge et al. (2016). It is unclear whether the construct of trust relates
to these measures. The ATS subscales did not align with the present solution while
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the UTA subscales aligned with the interaction and intention factor. Considering that
reliability and face validity results were more positive for the ATS, we argue against the
application of trust measures when investigating HMI preference. The PSSUQ as a pro-
posed usability measure was located not only on the expected interaction factor but also
on the unexpected design factor. Therefore, validity is on a medium level. UTAUT’s
intention and effort subscales loaded as expected. The performance subscale was ex-
pected to also align with the interaction factor but eventually showed more alignment
with the intention factor leading to a medium validity. Validity on the van-der-Laan
scale was low due to the observation of loadings on multiple factors (e.g., usefulness on
design and interaction). Factor loadings of the AttrakDiff revealed that they all assess
design-oriented criteria in this context. This is not in accordance to the originally pro-
posed structure of pragmatic and hedonic product qualities (Hassenzahl et al., 2003).
Hence, low validity was assigned. With efficiency as a clearly interaction oriented factor
loading on design, validity of the UEQ was impaired. The other subscales accumulated
on the factor that could be expected from their original proposition (Laugwitz et al.,
2008). Table 5.9 summarizes the results of construct validity examination.
Criterion-related Validity
Examining criterion validity, main effects of the inferential tests showed that all scales
could discriminate between the two experimental conditions (see table 5.9). Even though
there are scales with reliability and validity concerns they can detect a difference if HMI
design guidelines are violated (Naujoks, Wiedemann, et al., 2019). Significant interaction
effects indicate that differences between the high compliance HMI and low compliance
HMI are not reflected in the same way across all subscales. These questionnaires incor-
porate subscales with a varying degree of sensitivity to the experimental HMI compliance
manipulation. The SUS due to the single percent measure for sensitivity, van-der-Laan,
AttrakDiff and ATS showed continuously strong differences between the two HMI vari-
ations. When evaluating L3 ADS HMIs with any of the other scales, one has to be
aware of differences in sensitivity of the subscales within the questionnaire. The evi-
dence from the present study indicates that all the present self-report measures adhere
to the external criterion of adherence to HMI design guidelines.
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Table 5.9
Result overview of construct validity analysis.
Construct Questionnaire Result Interpretation
Usability
SUS - Both subscales located on interaction factor high validity
PSSUQ - Located on both design and interaction factor medium validity
Acceptance
UTAUT - Effort and intention loading on respective factors
medium validity
- Performance on acceptance dimension
van-der-Laan
Scale
- Usefulness loading on design and acceptance factor
low validity
- Satisfaction loading on design and interaction factor
User Experience
AttrakDiff - All subscales on design-factor low validity
UEQ
- High loadings on design and interaction factor
medium validity
- Efficiency loading on design factor
meCUE
- Loadings on all three factors
high validity
- Module 1 and Module 3 factors loading as expected
Trust
ATS
- Poor alignment with present factor solution
low validity
- Suitability for HMI evaluation questionable
UTA
- Congruency with acceptance and usability measures
medium validity
- Reflection of trust component in relation to ATS unclear
Limitations and Future Research
Analysis of reliability through the calculation of internal consistency by means of Cron-
bach’s alpha is considered problematic. Sijtsma (2009) outlines that there are better
measures for reliability such as the lower bounds (Guttman, 1945) or omega (Revelle &
Zinbarg, 2009). For the sake of comparability with the originally reported values, we
chose the alpha approach to reliability.
One drive in the present experiment lasted 15 minutes. This short amount of time re-
stricts the possible amount of interactions with the HMI. Especially for attitudes that
require long-term experience (i.e., trust, acceptance) this might represent a limitation.
However, the use cases (see Table 5.2) chosen for the present experiment already repre-
sent a good portion of interactions that are possible with an HMI for L3 ADS (Naujoks,
Hergeth, et al., 2018). Hence, participants could derive a good impression of HMI func-
tionality and interaction possibilities from the 15-minute driver. Still, for evaluation
of the ADS itself regarding lane or distance keeping and maneuvering, a longer expe-
rience might be required to provide information about a user’s acceptance and trust.
Since the study thus only allows short-term evaluation of the automated vehicle HMI,
only initial knowledge and interactions are the basis for user preference ratings. How-
ever, there is evidence that interaction performance (see chapter 7 and mental models
that discriminate between L2 and L3 automation (see chapter 8) change with rising
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experience. Therefore, additional knowledge gained through experience might generate
the occurrence of dissonances (Vanderhaegen & Carsten, 2017). Such dissonances are
characterized by an inconsistency between initial and additional knowledge and brings
the potential of influencing long-term perception of the automated vehicle HMI. In this
sense, future research should also consider conflicting information for different levels of
automation over prolonged time periods.
As outlined in chapter 5.1.2, particular circumstances apply to experimental settings in
driving simulation research. The present study included N =57 participants. Concerning
the reliability analysis, the lowest subject-to-item ratio for the entire scale is observed
for the meCUE equaling 1.73 and this approach can be considered uncritical. To carry
out factor analyses in psychometric evaluation, Anthoine, Moret, Regnault, Se´bille, and
Hardouin (2014) found that a large number of studies reported minimum subject-to-
item ratios of close to two. Due to the present sample size, an EFA on item level was
not possible here. Therefore, the EFA approach was conducted using the subscales in-
stead of single items. The sample size of N=57 cases for the n=34 subscales refers to
a subject-to-case ratio of 1.68 and thus we conclude that this approach is reasonable.
Still, the sample size in relation to conducting an EFA with proposed requirements of
up to 300 cases (Tabachnick & Fidell, 2007) is a drawback of this study. Conclusions of
the factor structure are drawn from an aggregated level. The possibility that a different
factor structure for self-report measures might have emerged on item level might have
emerged cannot be categorically ruled out.
The examination of criterion validity used a criterion on system level (i.e., HMI guideline
compliance). Future research also needs to bring forth evidence of criterion validity on
subject level. Especially for the usability-related factor of user preference, it remains to
be seen whether and how well self-reports are reflected in interaction measures such as
accuracy, speed or attentional demand (Wickens et al., 2015). In that vein, chapter 3
outlined the importance of a multi-method approach (Hornbæk, 2006; Nielsen & Levy,
1994) when evaluating ADS. The present work contributes to this call for methodological
development as it provides empirical evidence of the suitability of different self-report
measures for L3 ADS. However, future research efforts are necessary to find out about
the suitability of different observational measures and their relationship with self-report
measures.
The present sample was drawn from BMW employees and supplier companies. This
might be a critique for the study outcome concerning self-report measures. Although
BMW employees might differ from the general population in some aspects, this does not
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necessarily limit the external validity of the current findings. The main focus of the cur-
rent study was not participants’ general attitude towards automated driving and cars,
but specific aspects of the HMI as targeted by the scale items. The sample consisted
of people with diverse backgrounds such as participants working for suppliers, business
partners and interns, who differed in demographic variables (see for example age) as
well as educational background (e.g., economists, psychologists, computer scientists).
In this regard, it might be argued that the sample could have been even more repre-
sentative of the population in question than, for example a sample drawn from college
students, who have been shown to differ substantially from the population at large and
“are among the least representative populations one could find for generalizing about
humans” (Henrich, Heine, & Norenzayan, 2010). Taken together, inferences drawn from
the sample investigated in the current study should also generalize to the population of
drivers evaluating an ADS in the future (see also sample considerations in trust research
in Hergeth, 2016).
The open question of how to proceed with scales that revealed limited psychometric
properties remains. For example, one might still apply a scale but discard certain items
that were problematic in this context (see table 5.6). This could also improve reliabil-
ity of the respective subscale but at the same time one could debate whether the scale
still covers the initially proposed construct comprehensively. If a scale, however, brings
specific instructions on how to calculate overall scores such as the SUS, deleting items
is not an option. The adaptation of wording of single items is also a possible approach.
Especially in acceptance research using items of the UTAUT framework, subtle differ-
ences were apparent in the works on different levels of automation (Adell, 2010; Rahman
et al., 2017). When adapting existing items or even adding new items due to certain
peculiarities of HMI functionality, one has to consider that this influences reliability of
the scale. Moreover, adding items to an already reduced item pool can affect construct
validity by adding to the correlational matrix between items and potentially leading to
new dimensions in factor analyses. Also it can change content validity through shifting
the focus of the subscale. Some tools such as the meCUE bear the advantage of their
modular nature. This means that not all subscales need to be applied but can be admin-
istered independently from each other. Therefore, if the present work for example found
limited reliability of one pragmatic subscale, the other scales can still be used regardless
in terms of reliability. Concluding, there are several possibilities on how to improve
certain questionnaires in new contexts but one has to keep in mind that interventions
might affect psychometrics not only to the better.
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5.4.3 Conclusions
To conclude, SUS, UTAUT, UEQ and meCUE revealed the most positive results con-
cerning psychometrics in L3 ADS evaluation. For an overall L3 ADS HMI evaluation,
results from this study suggest to apply the meCUE when all dimensions of preference
are of interest. Depending on the specific aspect of a particular study (i.e., design, inter-
action or acceptance evaluation), we recommend to apply scales or subscales that suit
the respective purpose. The present work points towards the importance of psychometric
scale evaluation in a new context. Since the L3 ADS circumstances are fundamentally
different from conventional Human-Computer Interaction, self-report measures do not
necessarily work as proposed in their original context. When setting up an experiment
for automated driving and HMI research, one has to face challenge of choosing between
available self-report measures. The present study provides researchers and practitioners
with a recommendation of self-report measures and their suitability for evaluating L3
ADS.
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6 Behavioral Measures, Mental
Models and the Role of Feedback:
Theory and General Method 5
This chapter provides a combination of theoretical considerations for the second study
conducted herein. From that, it derives hypotheses for each of the three subsequent
chapters. The first part concerns behavioral measure application and the effect of prac-
tice. It additionally takes on the development of the relationship between preference
and performance over time. Part two includes the operationalization of mental mod-
els in regard to the ODD and development over time. It does not only rely on user’s
self-reported understanding but also introduces gaze behavior as a behavioral marker of
system understanding. The third aspect of this study focused on calibrating effects of
performance feedback for attitude measures. In contrast to summative measures (see
chapter 5), it examined diagnostic and use case specific measures. Since the publica-
tions emerged from the same driving simulator experiment, the methodology is also
described in this chapter before proceeding to the results and discussions separately.
Each respective chapter still contains the original publication abstract to provide a brief
introduction.
5This chapter is based on three previous publications:
- Forster, Y., Hergeth, S., Naujoks F., Beggiato, M., Krems, J. F. & Keinath, A. (2019).
Learning to Use Automation: Behavioral Changes in Interaction with Automated Driving
Systems. Transportation Research Part F: Traffic Psychology and Behaviour, 62, 599–614.
doi.org/10.1016/j.trf.2019.02.013
- Forster, Y., Hergeth, S., Naujoks F., Beggiato, M., Krems, J. F. & Keinath, A. (2019). Learning
and Development of Mental Models during Interactions with Driving Automation: A Simulator
Study The 10th International Driving Symposium on Human Factors in Driver Assessment, Train-
ing, and Vehicle Design. Santa Fe, NM, USA
- Forster, Y., Hergeth, S., Naujoks F., Krems, J. F. & Keinath, A. (2019). Tell Them How They Did:
Feedback on Operator Performance Helps Calibrate Perceived Ease of Use in Automated Driving.
Multimodal Technologies and Interaction, 3(2), 29.
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6.1 Background on Learning and Behavioral
Measures
Measures in HMI Evaluation
The following theoretical consideration has two objectives. First, it focuses on the evalu-
ation of different behavioral measures in the context of HMIs for automated driving with
regard to effects of practice. Secondly, as behavioral measures are expected to improve
with practice, the development of the agreeableness between behavioral measures and
self-report measures over time is investigated (see chapter 7.1.3). The following sections
outline the two objectives.
When evaluating HMIs for automated driving, a multi-method approach is recommended
including both self-report and observational measures (Forster, Hergeth, et al., 2018a;
Pettersson, Frison, et al., 2018). The present work aims at a thorough investigation to
determine the suitability of behavioral measures. Psychometric quality criteria (Amelang
& Schmidt-Atzert, 2006; Bu¨hner, 2011; Nunnally, 1978) constitute a criterion for eval-
uating these measures. Reliability can be operationalized as the test-retest reliability.
Thus, the stability of a measure over two or more times of measurement is evaluated. A
possible operationalization for validity is criterion validity. Criterion validity describes
the relationship between the test and an external criterion such as self-reported usability
and observable interaction behavior. The previous chapter pointed towards the exami-
nation of criterion validity. The present study follows this open question by examining
the relationship between different observational measures to a usability self-report mea-
sure.
The multi-method approach is not only present for self-report vs. observational measures
but also within observational measures. Researches can apply the “big three” measures
which are accuracy, speed and attentional demand (Wickens et al., 2015). Accuracy is
operationalized as the number of errors, while speed is operationalized via the time on
task or reaction time. These two variables have also entered the usability ISO norm as
effectiveness and efficiency (DIN-EN ISO, 2011). As attentional demand is operational-
ized through gaze behavior, collecting data is far more time and cost consuming. There
is a wide range of gaze metrics such as dwell times (Hayhoe & Ballard, 2005), monitoring
frequency (Hergeth et al., 2016) or the dispersion index (Louw, Madigan, Carsten, &
Merat, 2016). Due to the many possible operationalizations and difficulty of analyzing,
the present work focuses on the first two measures of the “big three”. Chapter 8 de-
scribes the development of gaze behavior during interactions with driving automation.
87
Naujoks, Wiedemann, et al. (2018) highlighted the role of additional observations by
the experimenter to support speed and accuracy measures. A comprehensive assess-
ment of human performance should not only include data on operational level (such as
speed and accuracy measures), but also observed impairments on tactical and strate-
gical level (Michon, 1985). Experimenter ratings have been successfully introduced as
tools to extend the assessment of take over performance (Jarosch & Bengler, 2018) and
fitness-to-drive (Kenntner-Mabiala et al., 2016). Thus, in the present work we used
experimenter ratings of interaction performance in addition to speed and accuracy.
The Effect of Learning
Learning processes of many activities such as perceptual-motor skills, decision-making
or problem-solving follow a learning curve (Newell & Rosenbloom, 1981). Neves and
Anderson (1981) observed a steep initial increase with subsequent stabilization of per-
formance in skill acquisition of mathematical problem solving. Newell and Rosenbloom
(1981) described the “power law of practice” as a function with the general form of:
P (N |a, b, c) = a+ b ∗N−c
The performance P is a function of the number of trials N given the three parameters
a, b and c. The parameter a is the asymptote of P with N increasing indefinitely. The
parameter b describes the amplitude of learning between initial performance and asymp-
totical performance. Parameter c is the learning rate.
Jahn, Krems, and Gelau (2009) investigated skill acquisition processes in navigational
entry and could show that mean total glance and mean total task times followed a
learning pattern that corresponds to the power law. Similarly, Totzke (2012) inves-
tigated the power law for the interaction with menu-controlled in-vehicle-information
systems (IVIS). Concerning safety aspects, Winkler et al. (2018) investigated the effect
of four repetitive trials on behavior (e.g., brake reaction times, collision frequency) and
self-report measures (e.g., criticality, understandability) when using an advanced driv-
ing assistance system. They found evidence of an effect of practice but they did not fit
to their data to a learning model. In the automation context, Beggiato et al. (2015)
report evidence of the power law function in the development of trust, acceptance and
self-reported learning in L1 driving automation (i.e., adaptive cruise control). The ap-
plication of the power law for interaction behavior of higher levels of automated driving
has still not been comprehensively investigated. An analysis by means of the power
law is chosen instead of simple ANOVA or contrast approach for the first compared to
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subsequent trials, because an ANOVA would assume a linear model for data analysis.
As described in Newell and Rosenbloom (1981), learning does not follow a linear trend
but is rather characterized by a steep increase in performance with subsequent stabiliza-
tion which can best be described by the formula shown above. Therefore, the present
study investigates the application of the power law of learning in the context of driving
automation focusing on L2 and L3 automated driving. In regard to learning, the present
work does explicitly not assume, that increases in interaction performance are due to
the development of a certain perceptual-motor skill but rather an increased understand-
ing of what correct behavioral actions are that lead to the desired system actions or
states. Here, increasing performance is viewed as the result of a ubiquity of learning
that includes not only perceptual-motor skills but also higher-level processes such as
decision-making and problem-solving (Newell & Rosenbloom, 1981). The perceptual-
motor skill of human operators to successfully complete a transition from manual to L3
automated mode which requires for example adaptation of speed, lateral position and
ensuring availability of the ADS (SAE, 2018) can well be assumed. Drivers holding a
valid license should be skilled enough to operatively navigate their vehicle in highway
traffic and pushing certain buttons on an input element on the steering wheel as in the
present study or pull a lever to activate driving automation systems. Therefore, we
assume that with repeated interaction, users of driving automation will show increased
performance due to enhanced understanding of the way how to execute the control tran-
sitions including messages from the HMI and understanding of operating conditions (e.g.,
speed). A better understanding of different operator inputs and resulting system conse-
quences as shown by HMI and system behavior is expected to consequently lead to the
adaptation of observable user behavior. This reasoning is supported in chapter 8 where
increased self-reported learning and more accurate mental models with rising system ex-
perience was observed. At that point, automated driving development is facing a crucial
challenge. With all users being novices in interacting with automation technology, the
amount of automation levels, assistance systems and warning systems puts them into a
situation, where they need to figure out correct ways of operation for desired systems
states. To operate these functions accordingly, users have to bring graphical HMI ele-
ments, input-modalities and operating conditions in line. As a consequence they do not
have to learn a respective motor skill, but how and under which conditions to execute
simple behavioral actions so that they lead to the desired consequences.
From a methodological perspective, the application of the power law gives a deeper
insight into familiarization trials. Carsten, Kircher, and Jamson (2013) recommend sep-
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arating out the phase of learning how to use a new system. However, it is not possible to
give a categorical recommendation of how long these familiarizations should last. Since
to date there is no commercial availability of a combination of L3 and lower automation
yet, all users must be considered as novices in this context. It is likely that first time
users of driving automation might not have read the owner’s manual (Mehlenbacher,
Wogalter, & Laughery, 2002) when they encounter these functions. Therefore, they
might be unfamiliar with the concept of automation levels (SAE, 2018) and the termi-
nology of the respective function. Additionally, the name of L2 and L3 functions differs
between automobile manufacturers (Abraham, Reimer, & Mehler, 2017). The present
work therefore examines behavioral adaptation processes of first time users of driving
automation. As there is first evidence of applicability of the power law with L1 driving
automation (Beggiato et al., 2015) and behavioral adaptation in menu-controlled IVIS
(Totzke, 2012), it is of interest how interaction with combined automation functions
(i.e., L2 and L3) changes over time. In addition, as outlined below, a change over time
in either performance of preference measures might affect the relationship between these
two measures (see chapter 6.1.1).
The different levels of driving automation pose different demands to the operator. Espe-
cially, when users initiate a transition between automation levels themselves (Naujoks,
Hergeth, et al., 2018), they have to meet a certain number of system conditions, de-
pending on the desired level of automation (SAE, 2018). As the operator’s responsibility
is supervising the correct functioning during L2 automation, the number of necessary
conditions from self-driving to active L2 driving is rather small. For L3 automation,
however, the number of conditions (i.e., speed, lateral position, automation availability)
rises due to the transition of driving task responsibility from the human operator to
the ADS. Consequently, the present work compares the practice effects between differ-
ent user-initiated transitions of automation levels. According to Wickens et al. (2015),
error-free trials are achieved easily, while it takes longer for task completion times and
attentional demand to stabilize and reach a comparably constant level.
When examining human-technology interaction and the effects of learning in different
use cases, researchers apply permutation to counteract order effects. In the area of au-
tomated driving, however, a full permutation of interaction scenarios is not possible.
This is an issue especially for transitions to manual from any level of automated driving.
These interactions can never be first contacts with a HMI as there must be a preceding
activation. Without fully automated driving functions available, we must assume that
even if the ODD for any given level of automation is already met at the beginning of a
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trip, there must be an input by the human operator to initiate a transition from manual
to the automated mode. Thus, whenever a human operator deactivates a driving au-
tomation system and completes a transition to manual, he/she must have activated the
function beforehand. It is likely that learning for transitions to manual driving already
occurred during the activation and it is questionable whether the power law of prac-
tice applies here. To prevent overfitting and following Okham’s principle of parsimony
(e.g., Vandekerckhove, Matzke, & Wagenmakers, 2015), transitions to manual might
be better explained with a linear regression approach. Hence, the present work aims
at a comparison of the learning process between the different observational measures in
driver-initiated transitions between manual driving, L2 and L3 automation.
6.1.1 Preference-Performance Relationship
Users do not always report behavior-consistent attitudes after using certain products or
systems (Andre & Wickens, 1995; Nielsen & Levy, 1994). The so-called “preference-
performance dissociation” poses a challenge for the evaluation of HMIs for automated
driving. As the agreeableness between self-reported satisfaction and behavioral interac-
tion measures is limited in many user studies (see chapter 3.3), the present study aims
at providing a deeper insight into the development over time. The need of an evalua-
tion of the preference-performance relationship is outlined in a recent literature review
regarding driving behavior and road safety by Kaye et al. (2018). Chapter 3 described
this phenomenon in relation to automated vehicle HMI research and development. It
suggested a thorough examination of both the suitability of self-report and behavioral
measures. The relationship might be influenced by the time course as (1) performance
measures show learning curves with ongoing practice (Neves & Anderson, 1981; Newell &
Rosenbloom, 1981; Wickens et al., 2015) and (2) learning is also observed for self-report
measures such as acceptance and trust in the system (Beggiato et al., 2015). However,
the attitude towards usability and design of an automated vehicle HMI should remain
constant since this attitude relates to fixed features of the HMI. Even as users improve
their competence and mental model of the system (Beggiato & Krems, 2013), the sys-
tem’s properties and features remain constant. This leads to the assumption, that “the
die is cast” after the first interaction trials. Subsequent self-reports therefore always con-
sider the first interaction rather than going along with rising interaction success. Even
if initial errors and long times on task have been eradicated, initial attitudes persist and
hardly change (Ross, Lepper, & Hubbard, 1975). In this case, HMI intuitiveness and
first contact success or failure would be critical for self-report measures.
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6.1.2 Research Question and Hypotheses related to Chapter 7
From theoretical considerations outlined above, this work examined two research ques-
tions. The first research question is how behavioral measures for HMI evaluation change
over time. Two hypotheses emerge:
 H1a: There is a learning curve for interaction behavior following the power law of
learning.
 H1b: The learning curves differ between the observational measures and the dif-
ferent transitions between levels of automation.
The second research question is how self-report measures relate to behavioral measures
with rising user practice. Three hypotheses are derived in for this research question:
 H2a: Self-reported usability remains stable over time despite rising practice.
 H2b: The preference-performance relationship changes over time.
 H2c: An exploratory approach shall investigate the strength of the preference-
performance relationship at each given point of interaction.
According Results and discussions for the investigation of these two research questions
are reported in chapter 7.
6.2 Background on Mental Models
Another objective of this study was to gain insight into the development of higher level
cognitive processes when interacting with driving automation. This is crucial in the suc-
cessful development of automated driving as the evaluation of interfaces frequently only
applies initial contacts (e.g., Forster et al., 2016; Frison et al., 2017). However, if users
have not yet fully understood the system, their self-reported evaluation of the system in
question might be unreliable and therefore invalid (Beggiato et al., 2015). The present
work contributes to the refinement of research methods by (1) examining the behavioral
measures describing the learning process and (2) investigating the development of the
mental model for L2 and L3 automated driving.
There remains a dearth of research on the development of higher level cognitive pro-
cesses when interacting with L2 and L3 driving automation. A study by Beggiato et
al. (2015) for L1 driving automation illustrated that learning, trust and acceptance can
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be applied in accordance with the power law of learning (Newell & Rosenbloom, 1981)
that is described in section 6.1. Beggiato et al. (2015) investigated higher level cognitive
processes by means of the mental model; they found that it takes up to ten repeated
encounters with the system for an accurate mental model to evolve.
Besides self-reported measures on learning and the mental model, eye-tracking metrics
allow researchers an insight into higher level cognitive processes at the behavioral level
(Just & Carpenter, 1984). The present experiment therefore examined gaze behavior
in addition to the behavioral measures described above to discover whether it could be
used to capture the evolution of self-reported learning and mental models in automated
driving. Empirical support for this consideration comes from Sarter, Mumaw, and Wick-
ens (2007) who revealed a connection between the mental model and gaze behavior in
pilots interacting with flight automation. Similarly, Underwood (2007) observed a lack
of both adequacy of mental models and efficiency of visual scanning with inexperienced
users. Besides differences in scanning behavior with repeated exposure, there is evidence
that gaze behavior is task-dependent (Hayhoe & Ballard, 2005). Due to differences in
activation conditions between levels of automation (SAE, 2018), the present study aims
to investigate gaze behavior in different transitions of control (Naujoks, Hergeth, et al.,
2018). Bridging the gap between self-reported higher level cognitive processes (Beggiato
et al., 2015) and behavioral measures (Sarter et al., 2007) the current research aims at
a comprehensive examination in the area of L2 and L3 automated driving.
6.2.1 Research Questions and Hypotheses related to Chapter 8
Based on the aforementioned considerations and prior research, we derived two research
questions: First, how do self-reported measures of higher level cognitive processes evolve
over time while interacting with driving automation? To answer this question, we assume
that self-reported learning of the interaction follows the power law of learning (Hypoth-
esis 1a). Furthermore, repeated interaction should lead to more accurate mental models
(Hypothesis 1b). Second, how do behavioral measures of higher level cognitive processes
evolve after repeated interactions with driving automation? Concerning this question,
we expect the number of gaze changes between different areas of interest (AOI) to follow
the power law (Hypothesis 2a). The development of gaze behavior should additionally
proceed in in a task-dependent manner (Hypothesis 2b).
According Results and discussions for the investigation of these two research questions
are reported in chapter 8.
93
6.3 Background on Feedback
This work contributes to method validation and development for automated driving
by investigating the role of experience formation and use case specificity on diagnostic
measures in HMI evaluation. Furthermore, the study examines the effect of feedback on
operator success or failure when interacting with driving automation.
6.3.1 Validation and Development of Methodology
The evaluation of HMIs has a long tradition in the automotive context. In manual
driving (SAE L0), the evaluation focused on the distraction potential of IVIS. Thus, the
central goal here was and still is the assessment of visual workload associated with the
IVIS (AAM, 2006; NHTSA, 2012). While standardized test protocols and best practice
approaches have been established for driver distraction, the change of the driver’s role
from manual driver to supervisor in L2 and fallback performer in L3 automation makes
the application of these methods impossible. One further step towards ADS method
validation concerns the investigation of dependent measures for a usability assessment
as described in chapter 3. In principle, both self-report data and behavioral observations
can be used to assess the quality of an HMI for automated driving. First research efforts
on the quality criteria of summative evaluations (Sweeney, Maguire, & Shackel, 1993)
brought forth empirical evidence for applying questionnaires when it comes to assessing
satisfaction (see chapter 5). Chapter 7 provides evidence that summative evaluations
of automated vehicle HMIs remain on a constant level over time. It also showed that
summative evaluations are closely tied to interaction performance in first system en-
counters. However, research on the suitability of diagnostic tools (Sweeney et al., 1993)
for usability evaluation in this context is scarce. Diagnostic instruments seek to identify
shortcomings and provide interface developers with recommendations for redesign. They
capture the user’s state at a given time of measurement in a specific use case. Addition-
ally, they indicate whether specific system functions work as intended or whether these
are overly demanding for users.
One such measure is perceived ease of use (PEOU, Davis, 1989), which can be oper-
ationalized as a single item measure. PEOU has indeed been frequently used in auto-
mated vehicle research (Forster et al., 2016; Frison et al., 2017; Guo, Sentouh, Popieul,
& Haue´, 2019; D. Large, Burnett, Crundall, Lawson, & Skrypchuk, 2016; Nordhoff et
al., 2018; Payre et al., 2014; Rahman et al., 2017; Ro¨del et al., 2014; Wintersberger et
al., 2018). The technology acceptance model (Davis, 1989) incorporates external factors
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(e.g., training), which directly influence PEOU. Consequently, ease of use should increase
with more system experience. A study by Karahanna and Straub (1999) on acceptance
of e-mail systems, however, contradicts the assumption that training affects PEOU. Due
to contradictory evidence, the present study investigates the effect of repeated exposure
to an automated driving HMI on PEOU. Transitions from L0 to automated driving
mode (e.g., L2, L3) are expected to show a strong effect over time. In contrast, user-
initiated transitions to L0 should not show a comparable effect, since learning about the
interaction has already occurred during the activation (see also the discussion in chapter
7.2.1). Therefore, one aim of the present work is to investigate diagnostic measures (i.e.,
PEOU) regarding the influence of (1) repeated interaction and (2) use case specificity.
6.3.2 Judgment Calibration
Moreover, the present study examined the role of feedback about interaction performance
on diagnostic self-report measures. The coupling of ADAS and driving automation in-
creases the complexity of these systems as outlined in chapter 1. As a consequence,
users face high demands when operating these for the first time. Simultaneously, all
users of ADS must be considered as novices when facing such an emerging technol-
ogy (C. A. Hart, 2019). Support for this assumption comes from studies on system
understanding and mental models of driving automation (Beggiato et al., 2015). The
understanding of system and HMI functionality tends to be quite inaccurate before and
after only one brief system exposure (see chapter 8). These two conditions – high sys-
tem complexity and an inaccurate mental model as a novice user – pose a threat to the
validity of diagnostic measures in automated driving development. If users of driving
automation systems are not aware that their interaction did not follow the designer’s
intent, they might consider it as easy to use. In contrast, from a designer’s perspective
they had not shown error-free interaction. One example might be that users who try
to activate an L3 ADS erroneously activate L2 driving automation. Without sufficient
understanding of the HMI, they might still assume a successful interaction and report
high ease of use. Users’ judgments thus might not align with what happened in reality
and calibration of these judgments might be necessary.
Calibration research assumes that varying conditions under which judgments are made
lead to different fits of these with the operator’s actual performance (Bol & Hacker, 2012).
Such calibration effects are closely linked to self-regulatory mechanisms (Zimmerman,
2000). Self-reported judgments depend on feedback loops that provide necessary infor-
mation about the status of one’s knowledge and strategies. The present work draws on
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the question and the effects of anchoring mechanisms from which judgments are made.
More than four decades ago, Tversky and Kahneman (1974) have investigated humans’
judgments under uncertainty. They showed that people tend to estimate their perfor-
mance in accordance to an initial value. However, driving automation users cannot have
a realistic initial value of interaction performance besides their self-observation of time
on task. Hence, their reported ease of use might be biased. Interacting with a system
where only button presses while driving are necessary could seem comparably effortless.
Even major problems from a designer’s perspective might not be obvious to the users
thus biasing their initial estimation towards a positive value. From that, we assume that
novice users do not exactly know whether and/or how well their interaction proceeded
in accordance with the HMI designer’s intent. Calibrating effects for ease of use judg-
ments should therefore be present when users are provided with information about their
performance.
Calibrating users’ judgments in the automation domain up to now has mainly been in-
vestigated for trust in automation (Helldin, Falkman, Riveiro, & Davidsson, 2013; Seong
& Bisantz, 2008). By investigating calibration for ease of use judgments, this work ex-
pands existing evidence of calibration in automated driving. It is important to mention
that there is a close link between trust in automation and ease of use as suggested by
J. D. Lee and See (2004). This also points towards investigations of calibrating ease
of use judgments. With the present study, we aim to find out about different mani-
festations of PEOU judgments under different conditions regarding feedback loops (i.e.,
additional feedback vs. no feedback). If presented with feedback, users should be able
to recognize whether and to what degree a trial was error-free or not and consequently
adapt their PEOU ratings.
6.3.3 Objective and Hypotheses related to Chapter 9
From prior research and the considerations outlined above, the present work aims at an
examination of ease of use judgments in automated driving. It shall be noted here that
the present work focuses on the circumstances that might influence ease of use judgment.
It shall provide researchers and practitioners with methodological insights into how such
diagnostic measurements might manifest depending on study design. This work does
explicitly not try to establish a method that researchers have to apply in future research
settings. On the contrary, its goal is to provide a set of methodological possibilities (e.g.,
repetition, use cases, feedback) for research settings that lead to different outcomes of
this dependent measure. Depending on each specific study purpose, researchers can
96
draw from the present work for study design when it comes to ease of use judgments.
The following hypotheses are derived:
 H1: Perceived ease of use increases over time.
 H2: Perceived ease of use shows use case specific patterns.
 H3: There is a calibrating effect of feedback on perceived ease of use. By providing
feedback, perceived ease of use decreases.
According results and discussions for the investigation of these two research questions
are reported in chapter 9.
6.4 General Method
6.4.1 Sample
A total of N =59 participants took part in the driving simulation experiment. All par-
ticipants were BMW Group employees, held a German driver’s license and had normal
or corrected to normal vision. N =2 drop-outs occurred due to simulator sickness. The
analyzed sample sizes for the three subsequent chapters differ due to different data
sources.
Sample Characteristics for Chapters 7 and 9
N =2 data sets had to be excluded due to data collection issues. This left N =55 (14
female, 41 male) participants for data analysis. Mean age of the final sample was 31.64
years (SD=9.97, MAX =62, MIN =20).
Sample Characteristics for Chapter 8
Five incomplete data sets for eye-tracking were excluded. This left N =52 (14 female, 38
male) participants for data analysis. The mean age of the final sample was 31.88 years
(SD=10.09, MAX =62, MIN =20).
6.4.2 Driving Simulation
The study was conducted in a moving-base driving simulator (see figure 6.1, top). The
integrated vehicle’s console contained all necessary instrumentation and was identical
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to a BMW 5 series with automatic transmission (see figure 6.1, bottom). Seven 1080p
projectors provided a 240°horizontal Ö 45°vertical frontal field of view. One LCD screen
positioned behind the back inside the vehicle mockup seats and two outside projections
with the same specifications served as rear view. The motion system consisted of a
hydraulic Hexapod with six degrees of freedom, capable of up to 7 m/s2 transitional
acceleration and 4.9 m/s2 continuous acceleration. Driving simulation was rendered
with a frequency of 50 Hz. To provide the opportunity of engaging in a non-driving
related task during automated mode, there was a 12.3” tablet mounted on the center
stack console displaying the Surrogate Reference Task (SuRT; ISO, 2012). NDRT data
input was logged with a frequency of 25 Hz.
6.4.3 Driving Automation System
As soon as the driver activated the respective function, it carried out longitudinal and
lateral vehicle guidance. The guidance of the L2 and L3 automation was identical. The
L2 driving automation displayed a hands-on request (HOR) after 15 seconds of hands-
free driving. The L3 ADS was capable of executing independent lane change maneuvers
(e.g., slower vehicles ahead, pulling back to right lane). The L2 driving automation
set speed was the current velocity and could be adjusted without restrictions. The L3
ADS set speed was 130 km/h and could be adjusted to slower speeds. If adjusted to a
higher speed than 130 km/h, it deactivated the L3 ADS and activated the L2 driving
automation. Vehicle following distance (time headway) to a lead vehicle was 2 seconds.
6.4.4 Study Design and Procedure
The study employed a 2 x 5 mixed within-between subjects design. The within subject
factor “time of measurement” had five levels from the first to the fifth block of use
cases. The between-subjects factor “feedback” had two levels where participants either
received the experimenter’s rating of interaction quality after each use case (condition
“additional feedback”, n=27) or not (condition “no feedback”, n=28). Participants were
randomly assigned to the between-subjects factor. The between-subjects factor did not
reveal statistically significant differences for the variables reported in chapters 7 and
8. Therefore, the these two chapters report results of the within-subject factor “time of
measurement”. Chapter 9 reports an investigation of the effect of feedback on diagnostic
measures controlling for the effect of actual performance.




Figure 6.1. Dynamic driving simulator from the outside (top) and inside mockup used
in the current study (bottom).
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explanation of the study purpose, the experimenter led them to the vehicle mockup. To
accustom themselves with the simulator setup, participants had to complete at least two
correct trials with the SuRT and then completed a five-minute manual familiarization
drive. Prior to the experimental drive, the experimenter outlined the procedure and
explained that participants would encounter two driving automation systems that are
the L3 ADS and the L2 automation. They also received information that they do not
have to constantly monitor correct functioning of the L3 ADS. They did not receive prior
information on how to activate or deactivate the driving automation nor were there any
practiced control transitions before the experiment. No specific additional information
about the six items of the mental model questionnaire was given. Prior to each block,
participants were instructed that they could decide for themselves whether to engage in
a non-driving related task (NDRT) when the automation was active. The experimenter
explained that use case specific instructions would be given through recorded samples.
To familiarize themselves with the recorded samples, the familiarization drive included
an instruction to change lanes. The experimenter explained that participants could
freely choose to engage in the NDRT when automation was active. The subsequent
experimental drive included five blocks of six interactions between the driver and the
driving automation systems each. After each interaction, there was a brief inquiry during
the drive which is reported in chapter 9. In order to avoid anticipation of use case
instructions by the participants, the experimenter waited a minimum of 30 seconds after
the use case specific inquiry to trigger the next use case. There were no external factors
(e.g., slow car ahead, intersection) that could have indicated an upcoming transition.
After each block, the driver was told to pull over to the right shoulder, stop there and
complete the block inquiry. Participants completed the drive on a three-lane highway
with low to medium traffic density. The experimental drive lasted approximately 60
minutes. Figure 6.2 schematically depicts the experimental procedure.
Figure 6.2. Schematic outline of experimental procedure
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6.4.5 Human-Machine Interface
The visual HMI was shown on the instrument cluster. It showed the vehicle and its
surroundings in both L2 and L3 automated driving. The HMI for automated driving
resembled a combination of adaptive cruise control and additional steering assistance
(Naujoks, Purucker, Neukum, Wolter, & Steiger, 2015). The present HMI constitutes
a representative solution for an automated system due to the conceptual similarity to
solutions in prior research (Forster et al., 2016; Manca et al., 2015) and the expertise of
the manufacturer (see also chapter 1.4.2). The L2 vehicle surroundings and L3 vehicle
surroundings differed in (1) their informational content (i.e., higher level of detail in L3:
visibility of adjacent lanes and vehicles) and (2) their perspective (i.e., larger field of
view in L3). An activated L2 automation was colored in green while an activated L3
ADS was colored in blue. The system functions could be activated with a button on
the left side of the steering wheel for both levels of automation each. The input device
included three more buttons, which did not produce an effect. A rocker switch served for
the adjustment of cruising speed in both automated driving modes. Participants could
reach the buttons easily with the left thumb. Activation of the L2 driving automation
was possible without any restrictions. For the L3 ADS, however, there were several
activation barriers (SAE, 2018). These were (1) availability of the ADS, (2) velocity
below 130 km/h and (3) lane keeping within a certain lateral margin. The L3 ADS could
be deactivated through braking, accelerating, steering wheel input or pressing the L3
ADS button with additional hands on the steering wheel. The L2 driving automation
could be deactivated by braking or pushing the L2 automation button. In case of
accelerating or steering wheel input, the system would initiate a temporary downward-
transition into L1 driving automation of either longitudinal or lateral vehicle guidance
until the driver would let go of the respective input.
6.4.6 Use Cases
The present experiment included driver initiated transitions between manual, L2 and
L3 automated driving (Naujoks, Hergeth, et al., 2018). Considering both upward and
downward transitions, one experimental block consisted of six use cases. These use cases
with transition type, automation level at use case initiation, target automation level and
use case numbering are shown in table 6.1. To counteract sequential effects, participants
were randomly assigned to one of six possible block sequences that were created using a
Latin square. Each block consisted of six trials. In total, each participant completed 30
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Table 6.1














Activation L3 L0 L3 1
Activation L3 L2 L3 4
Activation L2 L0 L2 3
Downward
transition
Deactivation L3 L3 L0 2
Deactivation L3 L3 L2 5
Deactivation L2 L2 L0 6
use cases. Motivations for such transitions by users are (1) activating higher automation
levels to get relieved of parts of the driving or supervising task (UCs 1, 4, 3), (2) driving
themselves for the pleasure of driving (UCs 2, 6) and (3) choosing a higher speed or
deactivate certain functionalities (Naujoks, Hergeth, et al., 2018).
To standardize instructions, we recorded samples for each use case that were triggered
by the experimenter. Use cases with L3 ADS activation (UC1 and UC4) additionally
included a 10-second delay between the experimenter’s instruction and the availability of
the ADS. Within this 10-second window, the L3 ADS could not be activated. Therefore,
participants were instructed to “activate the L3 ADS as soon as it is available”.
6.4.7 Dependent Variables
Self-Report Measures
Participants completed the System Usability Scale (SUS) as a self-report measure of
usability (Brooke, 1996). The SUS is a 10-item questionnaire with a two-factorial un-
derlying structure of learnability and usability (Lewis, 2002). The SUS has been applied
in prior research on automated driving (Forster et al., 2016; Hergeth, 2016). The ap-
plicability of the SUS for automated vehicle HMI evaluation was shown in chapter 5.
Participants completed the SUS after each experimental block.
The dependent variable for diagnostic evaluation was PEOU. Having completed the
respective UC and having received feedback on the interaction (or not), participants
reported difficulty on a 7-point Likert scale from 1 (“very easy”) via 4 (“neither nor”)
to 7 (“very difficult”). The item read “How easy or difficult was the last use case?”.
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Regarding this measure, time on task was used as a manipulation check (see chapter 9)
since it represents an indicator of the “big three” interaction measures (Wickens et al.,
2015). Wickens et al. (2015) describe the role of feedback as a form of training. Thus,
ease of use might rather be facilitated by differences in interaction performance than by
feedback itself. To control for potential influences of differences in interaction behav-
ior that impact PEOU, we additionally investigated the main and interaction effects of
feedback on time on task.
Observational Measures
Prior to UC specific performance analysis, the NDRT behavior in form of inputs on the
SuRT was assessed. Thus we ensure appropriate interpretation of performance results
which might differ due to higher engagement in the SuRT during active L3 automation.
Therefore, a time window of 20 seconds before the onset of the UC specific instruction
was chosen where the number of inputs on the surface was counted. As the variable of
interest reflects disengagement from the driving/supervising task in general rather than
additional performance parameters in the NDRT, we report this variable independent
from correct or incorrect input.
Accuracy is reflected in the error rate. In the present study, we counted the number of
button presses on the input device as an operationalization of the error rate. With five
buttons labeled differently and a rocker switch on the operator component, there was a
considerable number of possible erroneous input actions. Furthermore, intended button
presses on the correct element that did not lead to function activation (e.g., L3 ADS
not available yet) were also counted as errors. Consequently, the minimum error rate
corresponds to 1 for all use cases besides the L3 ADS deactivation (UC2), which is also
possible without input on the button (see chapter 6.4.5).
Speed is reflected in time on task or reaction time. Reaction time was assessed as the
time from the onset of the experimenter instruction until the use case was solved. A use
case was counted as successfully solved if the target system state (i.e., L3, L2, manual)
was active for at least five seconds without unintended deactivations or interruptions.
The present approach employed a five-point rating scale for user interaction success. Ta-
ble 6.2 outlines the experimenter rating applied in the present study. The experimenter
rated participants’ behavior right after each use case during the experiment. Prior to
the experimental procedure, the five categories had been adapted specifically to each use
case. The generic categories led to specific descriptions of behavior for each category
and use case. Thus, the present approach made sure to counteract potential bias in
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experimenter ratings as the sequential order was known to the rater. For simplification
purposes, table 6.2 only provides the generic descriptions.
Table 6.2
Experimenter rating with label and description.
Category Value Description
No Problem 1  No problem
Hesitation 2
 Independent solution without errors
 But: Hesitation, very conscious operating and full
concentration
Minor errors 3
 Independent solution without or with minor errors
which were corrected confidently
 But: longer pauses for reflection
 Evaluation of potential operating steps
Massive errors 4
 One or multiple errors
 Clearly impaired operation flow
 Excessive correction of errors





 Massive errors require to restart task
 Help of experimenter necessary
Mental Model and Gaze Behavior
The mental model questionnaire and items for self-reported learning developed by
Beggiato et al. (2015) were adapted for L2 and L3 driving automation. Participants
completed the questionnaire after receiving instructions (and prior to the first drive),
and then again after each experimental block. The mental model questionnaire included
11 items on a 7-point Likert scale ranging from 1 (“strongly disagree”) to 7 (“strongly
agree”) for both the L2 and L3 automation. Six items covered participants’ under-
standing of the system, while five items served as distractors. Thus, for each item of
interest, the opposite end of the scale was correct for the two levels of automation. If
“strongly disagree” was the correct answer for L2, “strongly agree” was correct for L3
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and vice versa. Items were specifically derived to detect differences between L2 and L3.
Self-reported learning for the combined automated driving HMI (i.e., L2 and L3) was
measured with four items on a visual analogue scale ranging from 0-100.
Gaze data were collected with Dikablis 2.5. Prior to analysis, data quality was ensured
by manually recoding all relevant sections. AOIs (i.e., driving scene, instrument cluster,
operating element, NDRT) were defined in D-Lab 2.5 (see figure 6.3). Gaze behavior
was analyzed from the onset of the standardized experimenter instructions until a UC
was solved; a UC was solved successfully if a desired system state was constant for at
least five seconds without unintended deactivations or interruptions. For each UC, the
number of gaze switches between AOIs was calculated. Two or more glances at the
same AOI that were separated by less than 150ms were combined. Glances shorter than
150ms on an AOI were eliminated from the analysis (Irwin, 1992). Besides the number
of switches between AOIs, Jacob and Karn (2003) describe the monitoring frequency as
a usability gaze measure. In comparison to the total number of gaze switches between
AOIs, the monitoring frequency scales these to the total task duration. The monitoring
frequency represents the relative importance of a certain AOI. As time on task becomes
shorter with repeated interactions (see chapter 7), the monitoring frequency makes for




Figure 6.3. AOIs (i.e., 1=operating element, 2=instrument cluster, 3=driving scene,
4=NDRT) from vehicle interior.
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6.4.8 Statistical Procedure and Data Analysis
Driving simulation data was pre-processed and visualized using Matlab Version 2015b.
Statistical test were calculated using IBM SPSS Statistics Version 23. Given that the er-
ror rate and NDRT input frequency are count data, we computed the parameter lambda
(λ) to describe the Poisson distributed data. Here, λ equals both the arithmetic mean
and SD of the distribution (Plan, 2014). Means and standard deviations (SD) were calcu-
lated for reaction times, experimenter ratings and mean number of glance switches. The
power law of learning was fitted on the respective behavioral data and subjective learn-
ing by means of the MatLab fit-function. To prevent overfitting and following Okham’s
principle of parsimony (Vandekerckhove et al., 2015), transitions to manual were fitted
with a linear regression model. For multivariate analysis of the preference-performance
relationship, the SUS score served as the preference measure. To compare the behavioral
measure with the SUS score after each block, use case specific behavioral measures were
averaged into a composite resulting in five mean experimenter ratings, mean reaction
times and mean number of errors. Thus, the preference-performance relationship was
examined on an aggregated level for the behavioral measures. To better visualize and
compare the data, all performance measures and the SUS were z-standardized. In ad-
dition, z-scored performance measures were reversed so that higher values reflect better
performance. Besides the count data nature of error rate, the ANOVA approach was
followed for inferential analysis since the discrete number of button presses represent a
quantitative attribute in increasing number (Tabachnick & Fidell, 2007). The evaluation
of diagnostic measures followed a repeated measures ANOVA approach. The evolution
of mental models and monitoring frequency was analyzed descriptively. A significance
level of α=.05 was applied unless stated otherwise. To control for alpha inflation due to
multiple testing, correction after Bonferroni-Holm was applied if necessary.
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7 Learning to Use Automation:
Behavioral Changes in Interaction
with Automated Driving Systems
6
Abstract: To evaluate human-machine interfaces for automated driving systems, a
robust methodology is indispensable. The present driving simulator study investigated
the effect of practice on behavioral measures (i.e., experimenter rating, reaction
times, error rate) and the development of the preference-performance relationship for
automated driving human-machine interfaces. In a within-subject design, N =55 par-
ticipants completed several transitions between manual, Level 2 and Level 3 automated
driving. Behavioral measures followed the power law of practice with exception of
transitions to manual and error rates for Level 3 automation. After the first block of
interactions, preference no longer predicted performance. The preference-performance
relationship remained stable after the second block of interactions, which is mainly due
to a stabilization in behavioral parameters. To get a deeper insight into the evaluation
of human-machine interfaces for automated driving, the results suggest the application
of multi-method approaches. Furthermore, we found evidence for the influence of initial
interactions for self-reported usability.
This chapter reports the results and discussion of these in relation to the hypotheses
stated in chapter 6.1.2.
6This chapter is based on a previous publication: Forster, Y., Hergeth, S., Naujoks F., Beggiato,
M., Krems, J. F. & Keinath, A. (2019). Learning to Use Automation: Behavioral Changes in
Interaction with Automated Driving Systems. Transportation Research Part F: Traffic Psychology
and Behaviour, 62, 599–614. doi.org/10.1016/j.trf.2019.02.013
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7.1 Results
7.1.1 Screening for NDRT Engagement Prior to Use Cases
Table 7.1 shows mean and SD of input frequency (λ) on the surface within the 20 seconds
before onset of the UC specific instructions. The data revealed that overall there is a
small number of NDRT engagement with the highest mean not exceeding two inputs
within the 20 seconds. Over time, there is a trend towards higher engagement with
rising system experience in UCs from L2 (UC4, UC6) and L3 (UC2, UC5) automation.
UCs whose onset was preceded by manual driving (UC1, UC3) showed closely to no
NDRT engagement at all independent from the block. The highest NDRT engagement
was observed for UCs with preceding L3 automation where participants were either
prompted to complete a transition to manual (UC2) or L2 automation (UC5). This
engagement was more than twice as high compared to engagement in UCs with preceding
L2 automation (UC4, UC6).
Table 7.1
Mean and SD (λ) of NDRT inputs by UC and experimental block.
UC Block 1 Block 2 Block 3 Block 4 Block 5
UC1 0.000 0.064 0.043 0.043 0.043
UC2 0.447 0.957 1.125 1.532 1.596
UC3 0.000 0.000 0.021 0.043 0.043
UC4 0.043 0.255 0.319 0.596 0.511
UC5 0.340 0.830 1.298 1.596 1.468
UC6 0.000 0.298 0.340 0.617 0.596
7.1.2 Behavioral Measures: Effect of Learning
Figure 7.1 shows means and standard errors of experimenter ratings and reaction times
as well as lambda for error rates in all six interactions by the five experimental blocks.
Additionally, the power law of practice was fitted to the data. Descriptive statistics (i.e.,
M, SD) are shown in table 7.2.
Behavioral measures in use cases that involved a transition to L2 or L3 followed a
power law function. Transitions to manual followed a constant flat line without learn-
ing effects. Fitted model functions with according goodness of fit indices R2 and root
mean square error (RMSE) are shown in table 7.3. The determination coefficient R2 is
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Figure 7.1. Means and standard errors for experimenter rating (top), reaction times
(middle) and button presses (bottom) from block 1 to block 5. The power
law of practice was fitted for UC1, UC3, UC4 and UC5 whereas a linear
function was fitted for UC2 and UC6.
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Table 7.2
Descriptive statistics (i.e., M, SD) for experimenter rating and reaction time and
lambda for error rate by time of measurement (columns) and use-case (rows).




UC1 2.87(1.19) 2.56(0.94) 2.16(1.08) 2.40(1.06) 2.11(1.08)
UC2 1.51(0.92) 1.35(0.64) 1.38(0.71) 1.33(0.72) 1.22(0.57)
UC3 2.95(1.42) 1.49(0.63) 1.40(0.60) 1.31(0.50) 1.22(0.42)
UC4 2.85(1.16) 2.35(1.09) 2.22(1.12) 2.38(1.08) 2.07(1.05)
UC5 2.62(1.38) 1.60(0.83) 1.78(0.81) 1.56(0.69) 1.45(0.63)
UC6 1.20(0.62) 1.09(0.35) 1.11(0.42) 1.20(0.56) 1.24(0.64)
RT
(M,SD)
UC1 28.26(18.40) 19.61(7.35) 16.95(9.17) 18.26(7.03) 17.39(7.05)
UC2 6.78(2.44) 6.34(1.55) 6.85(2.60) 6.36(2.16) 5.90(2.10)
UC3 28.93(25.26) 8.22(4.32) 7.69(3.40) 7.45(4.19) 7.53(5.08)
UC4 23.17(15.31) 17.59(9.36) 16.24(7.38) 16.80(8.80) 16.46(9.14)
UC5 22.20(22.34) 12.04(9.36) 9.44(7.38) 8.40(2.83) 8.32(2.61)




UC1 2.83 2.69 2.11 2.95 2.29
UC2 0.76 0.78 0.87 0.65 0.69
UC3 3.64 1.07 1.09 1.05 1.02
UC4 2.84 2.53 2.44 2.76 2.40
UC5 2.20 1.16 1.13 1.09 1.02
UC6 1.31 1.02 0.98 1.18 1.07
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a normed measure for the deviation of observed values from predicted values in relation
to the mean model. R2 ranges from zero indicating poor model fit to one indicating
perfect model fit. RMSE is an absolute measure for the deviation of observed values
from predicted values. In this case, lower values indicate better fit.
Experimenter ratings of transitions to L3 stabilized at a higher level compared to deac-
tivations and transitions to L2. Except for the L2 ADS deactivation (R2=0.2049), all
models fitted the observed data well explaining more than 80% of the variance (see table
7.3). Reaction times for transitions to L2 showed strong learning effects with the upward
transition from L0 reaching the constant level considerably earlier than the downward
transition from L3. Both transitions to L2 and transitions to manual converged between
6 and 7 seconds. This corresponds to the duration of the experimenter instruction
samples. For both transitions to L2 and L3, amplitude of learning (reflected in the b-
parameter) was considerably larger for transitions from manual compared to transitions
from the respective other level of driving automation. The amplitude of learning from
manual to L2 driving automation equals 21.42 while the amplitude from L3 ADS to L2
driving automation equals 15.22. The amplitude of learning from manual to L3 ADS
equals 11.11 while the amplitude from L2 driving automation to L3 ADS equals 6.84.
The power law model fits explain the observed mean reaction time data very well with
more than 98% of explained variance. The linear model fit for deactivation of the L3
function showed an acceptable fit while the fit for the L2 deactivation was poor.
The fitted power law for transitions to L3 regarding button presses showed a poor
model fit explaining only 18.8% (transition from manual) or 8.0% (transition from L2)
of explained variance. The error rate for transitions to L2 showed a good fit of the power
law of learning. The linear model fits for the transitions to manual showed medium (L3
deactivation) to poor (L2 deactivation) model fits. The present results of the power law
fit showed that if the power law applies to the use case and the behavioral measure, the
model closely approaches the asymptotic value at the second block. A constant level is
reached after at least three repetition trials.
7.1.3 Preference-Performance Relationship
Two participants missed one single SUS item each. Missing values were estimated using
an Expectation-Maximization Algorithm (Howell, 2007; Lu¨dtke et al., 2007). Evalua-
tion of the SUS showed high ratings after the first block, which slightly increased for
consecutive blocks (see table 7.4). Reliability for the SUS was on a high level in all
experimental blocks. Figure 7.2 shows scatterplots for the preference-performance rela-
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Table 7.3
Model fit equations and goodness of fit indices (i.e., R2, RMSE) for the three behavioral
measures.




UC1 P = 1.622 + 1.257 ∗ t−0.521 .836 0.1784
UC2 P = 1.536− 0.06 ∗ t .8176 0.0517
UC3 P = 1.247 + 1.697 ∗ t−2.64 .9964 0.0613
UC4 P = 2.144 + 0.7074 ∗ t−1.693 .8720 0.1490
UC5 P = 1.571 + 1.046 ∗ t−3.590 .9378 0.1646
UC6 P = 1.113 + 0.018 ∗ t .2049 0.0654
RT
(M,SD)
UC1 P = 17.17 + 11.11 ∗ t−2.408 .9815 0.8997
UC2 P = 6.973− 0.176 ∗ t .5172 0.3105
UC3 P = 7.51 + 21.42 ∗ t−4.89 1.000 0.0825
UC4 P = 16.33 + 6.843 ∗ t−2.643 .9901 0.4090
UC5 P = 6.985 + 15.22 ∗ t−1.62 .9992 0.2324




UC1 P = 2.436 + 0.407 ∗ t−1.588 .1879 0.4581
UC2 P = 0.8345− 0.0272 ∗ t .2580 0.0844
UC3 P = 1.053 + 2.584 ∗ t−6.775 .9995 0.0358
UC4 P = 2.532 + 0.305 ∗ t−31.14 .0802 0.2003
UC5 P = 1.056 + 1.143 ∗ t−3.215 .9958 0.0453
UC6 P = 1.205− 0.031 ∗ t .1539 0.1413
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Table 7.4
Descriptive results (i.e., M, SD, Cronbach’s α) for System Usability Scale
Block 1 Block 2 Block 3 Block 4 Block 5
M 75.32 76.50 79.55 79.49 80.09
SD 15.89 16.87 15.83 16.65 18.29
Cronbach’s α .849 .875 .872 .883 .886
Table 7.5








Exp.-Rating 15.897 8 47 <.001 .730
Reaction Times 15.398 8 47 <.001 .724
Button Presses 6.663 8 47 <.001 .531
Univariate
ANOVA
Exp.-Rating 45.379 4 216 <.001 .457
Reaction Times 75.283 2.213 119.480 <.001 .579
Button Presses 18.366 2.600 140.389 <.001 .254
SUS 5.757 2.929 158.164 <.001 .096
tionship between the SUS and the experimenter rating (left), reaction times (middle)
and error rate (right). The plots depict z-standardized values for reverse scored per-
formance measures and z-standardized SUS scores. Thus, higher values indicate better
performance.
The centroid of the performance-preference relationship at each block is highlighted
as a large dot. The lines represent linear regression fits (see also table 7.6). A sin-
gle factor within-subject multivariate analysis of variance (MANOVA) was performed
on each preference-performance relationship (i.e., experimenter rating – SUS, reaction
times – SUS, button presses – SUS). The independent variable consisted of the time
of measurement with five levels (block 1 to 5). Mauchly’s test for sphericity revealed
significant effects for reaction times (χ2(9)=79.143, p<.001), error rates (χ2(9)=54.763,
p<.001) and the SUS (χ2(9)=54.615, p<.001). Therefore, degrees of freedom were ad-
justed after Greenhouse-Geiser. Multivariate tests showed significant effects of the time
of measurement for all three observational measures (see table 7.5).
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Figure 7.2. Scatterplots of preference-performance relationships for experimenter
ratings, reaction times and button presses (from left to right) by the five
experimental blocks.
Thus, the mean preference-performance relationship changes over time. To determine
the impact of each dependent variable, univariate ANOVAs with alpha correction after
Bonferroni-Holm were calculated for the behavioral measures and the SUS. Results re-
vealed significant effects for all four tests (see table 7.5). However, strong effect sizes
were only observed for the behavioral measures whereas the effect size for the SUS was
small accounting for only 9.6% of explained variance in the data. Consequently, the
multivariate effect of time of measurement is more strongly driven by the change in
behavioral observations than the change in self-report data. This result and preceding
power law results suggest that the preference-performance relationship reaches a con-
stant level at the second or third trial, respectively.
To examine the preference-performance relationship at each time of measurement more
closely, linear regressions were calculated for the z-standardized values of the SUS with
each behavioral measure. The resulting goodness of fit, significance and equation results
are shown in table 7.6.
The results of regression analysis show that there is a statistically significant rela-
tionship between preference and performance at the first block. Reaction times and
error rates did not show statistically significant equations at subsequent blocks. The
experimenter rating revealed two significant predictions after block 3 and 5 as well as
two non-significant predictions after blocks 2 and 4. Non-significant predictions are re-
flected in flat lines in the scatterplots above (see figure 7.2). These results indicate that
while behavioral measures are developing, the agreeableness between the two measures
114
Table 7.6
Linear regression coefficients (i.e., R2, p) and equations with criterion (C) and
respective predictor (p) for experimenter rating, reaction times and button presses at
five times of measurement.
Variable Block Linear Model Equation R2 p
Exp.-
Rating
Block 1 C = 0.171 + 0.333 ∗ p .126 .004
Block 2 C = −0.114 + 0.083 ∗ p .004 .329
Block 3 C = −0.005 + 0.346 ∗ p .095 .011
Block 4 C = 0.051 + 0.216 ∗ p .032 .095
Block 5 C = −0.114 + 0.460 ∗ p .115 .005
RT
Block 1 C = 0.131 + 0.221 ∗ p .070 .026
Block 2 C = −0.136 + 0.183 ∗ p .012 .209
Block 3 C = 0.049 + 0.074 ∗ p .002 .362
Block 4 C = 0.011 + 0.215 ∗ p .010 .232
Block 5 C = 0.036 + 0.166 ∗ p .007 .276
Button
presses
Block 1 C = 0.047 + 0.259 ∗ p .135 .003
Block 2 C = −0.125 + 0.131 ∗ p .007 .274
Block 3 C = 0.020 + 0.189 ∗ p .002 .150
Block 4 C = 0.093 + 0.003 ∗ p .000 .491
Block 5 C = −0.012 + 0.354 ∗ p .043 .065
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vanishes. Participants that showed poor performance evaluated the HMI less favor-
able. With rising system experience, the mean performance increased until it reached
an asymptotic level (see figure 7.1). Descriptively, not only mean performance increased
but also variance in performance measures (see table 7.2). On the other hand, variation
in the self-report measure remained at a constant level across the five blocks. Conse-
quently, with increasing practice preference and performance become independent from
each other.
7.2 Discussion
The present driving simulator study investigated the effect of practice on behavioral
measures and the development of the performance preference relationship for automated
vehicle HMIs. In a within subject design, N =55 participants completed five blocks of six
transitions between manual, L2 and L3 automated driving. Results showed that experi-
menter ratings and reaction times in transitions to an automated driving mode followed
the power law of learning. Due to sequential effects, learning was not observed for transi-
tions to manual driving. Error rates showed a learning curve for L2 driving automation,
but not for transitions to L3. Further examination of the preference-performance rela-
tionship showed a stabilization after the second block of interactions, which is driven
mainly by a change in behavioral parameters. The predictive value of preference for
performance was only observed for the first block of interactions. The results suggest
that a multi-method approach for the evaluation of ADS is indispensable since the trend
curves differ both between use cases and dependent measures.
7.2.1 Effect of Practice on Behavioral Measures
Before interpreting results of behavioral adaptation in interaction with driving automa-
tion systems, NDRT engagement results will be briefly discussed to put results into
perspective. Engagement showed that there was close to no NDRT engagement before
transitions from manual to both L2 and L3 automation. Therefore, the performance pa-
rameters for UC1 and UC3 can be interpreted independently from disengagement from
the driving task. Similarly, the transitions from L2 to manual and L3 automation, re-
spectively showed a very low frequency of engagement in the SuRT. The transitions from
L3 to manual and L2 automation, respectively, showed up to 1.5 inputs on average. How-
ever, considering the window of 20 seconds, these numbers are still small. Furthermore,
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the results showed that in block 1 there is almost no engagement in the SuRT across
all UCs (see table 7.1), which rises with more system experience. At the same time,
results of the performance parameters (i.e., RT, error frequency, experimenter ratings)
showed learning curves with considerable increases especially from the first to the second
time of measurement and subsequent stabilization. Here, poor operator performance is
more strongly tied to limited NDRT engagement. Thus, potentially detrimental effects
of high NDRT engagement on interaction performance can be ruled out. Data of UC2
especially support this reasoning since the observed NDRT activities are high compared
to the other UCs in the present study and increase over time. Simultaneously, operator
performance was on a stable and good level from the first to the last block.
The present study found evidence that behavioral measures for human-automation in-
teraction follow the power law of practice. When switching between different levels of
automation such as L2 and L3 automated driving in the present study, measures for
tactical (i.e., experimenter rating) as well as operational (i.e., reaction times, error rate)
performance showed a strong increase in performance at the beginning and a stabiliza-
tion after about three trials. The fitting results of the power law of practice support
hypothesis 1a. The results show, that first contact interactions with driving automa-
tion pose challenges to human operators. In the present experiment, this effect can be
explained through a combination of increased understanding of the experimenter instruc-
tions (i.e., name of respective function and level of driving automation) and increased
understanding in relation to the HMI itself over time. Subsequent improvements (i.e.,
from the second block on) in operator performance as observed in experimenter ratings
(e.g., UC1), reaction times (e.g., UC5) and errors (e.g., UC1) are thus due to HMI us-
ability alone.
Specific circumstances of the levels in terms of number of requirements for the activa-
tion play an important role. Thus, the power law curves for the L2 and L3 automation
differ in the amplitude of learning, which was larger for L2 than for L3 automation (see
table 7.3 and figure 7.1). In addition, the asymptotic value differed for transitions to
L2 compared to transitions to L3. In the present study, this difference can be explained
through the 10-second delay in L3 ADS availability after the experimenter instruction
and the required speed threshold of 130 km/h.
Furthermore, a linear regression fit showed good results for modelling behavior in tran-
sitions to manual. This result corroborates prior considerations about the nature of
sequential effects in ADS evaluation and therefore support hypothesis 1b. Following
design guidelines for HMIs (e.g., Naujoks, Wiedemann, et al., 2019), deactivation of a
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function should be possible the same way as activation (e.g., pressing the same button
again). The linear regression model fits for driver-initiated transitions to manual showed
that prior considerations about parsimony held true. As the fits for these UCs in figure
7.1 show close to horizontal lines, there is no learning between the first and subsequent
blocks apparent. Interaction performance for the behavioral interaction measures were
already on an asymptotic level. Therefore, learning on how to deactivate driving au-
tomation systems happens at the activation of these functions and are transferred by
users to transitions to manual. The process behind this pattern of data might lie in
the learning curves for transitions to the respective level of automation that had been
executed before. While users have to learn about ensuring the conditions and correct
user input for a transition from manual to L3 automated driving, transitions backward
only require the identical input. Therefore, the learning in transitions to L2 and L3 is
transferred to the transitions to manual. Furthermore, the particular HMI state when
driving manually can be anticipated by the users as they had already been in manual
mode before any transition to automation. Consequently, the probability of switching
back and forth between levels of automation due to uncertainty of current system sates
is low. In automated mode, however, this probability is higher since users might not
be as certain about the correct system state. Another explanation is that participants
unwillingly deactivated the function or switched to the other level of automation by
quickly pressing multiple buttons when in automated mode compared to manual mode.
Data preparation considered these effects by counting a UC as successfully solved as soon
as the respective target mode had been activated for at least five seconds (see chapter
6.4.7).
Taking a closer look at sequential effects, the results of transitions to L2 or L3 au-
tomation, respectively, revealed that transitions from manual led to worse performance
than the transition from the respective other automated mode. Table 7.3 and figure
7.1 show that the learning amplitude for transitions to L2 and L3 from the respective
other automated mode is smaller than the transition from manual. This result can also
be explained with sequential effects. Whenever there is a transition from one auto-
mated mode into another (e.g., transition from L2 to L3), there has been a preceding
transition to an automated mode (e.g., L2). Thus, the user makes first progress in learn-
ing. Nevertheless, the results show the importance of these “second-order” use-cases as
they also showed good model fits for the power law function (see table 7.3). Conse-
quently, researchers must not only consider transitions from manual to an automated
mode (“activations”) but also take transitions between automated modes into account.
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These empirical results support the considerations of Naujoks, Hergeth, et al. (2018)
who theoretically derived use cases for the evaluation of HMIs for automated driving.
Comparing the three observational measures showed that the power law fit for button
presses in transitions to L3 ADS was poor (see table 7.3). This result suggests that users
increased the speed of their interaction (reflected in reaction time decrease), but kept
on making erroneous operational actions. The comparably higher asymptotical value of
experimenter ratings in L3 compared to L2 supports this observation. This result con-
tradicts Wickens et al. (2015), who stated that users accomplish error-free trials first.
One possible explanation is that users were not aware of making an error by pressing the
activation button while the L3 ADS was not yet available. The learning rates of errors
and reaction times in transitions to L2 driving automation (see table 7.3) supports the
argument that users first accomplish error-free interactions followed by further improve-
ment in reaction times. In most parts, these results support hypothesis 1b.
Referring to considerations on underlying mechanisms for learning to use driving automa-
tion, the present study results support the assumptions that at first, an understanding
of behavioral causes and system effects might be at play. At the same time, there is
no specific behavioral skill that is learned during the interaction. This is reflected in
the asymptotic level which is reached not later than the third trial. Compared to com-
plex skill acquisition processes such as playing piano (Palmer & Meyer, 2000) or juggling
(Huys, Daffertshofer, & Beek, 2004), operating automated driving systems requires com-
parably simple skills. However, large gains in performance are reached through making
the correct input action to complete the respective task. Furthermore, in a realistic
setting, one has to assume that users are not well trained and informed about the cor-
rect utilization of automation technology (Beggiato & Krems, 2013; Mehlenbacher et al.,
2002). Therefore, it is likely that in first contacts with driving automation, users will not
know exactly, how to operate such a system through its HMI. Consequently, the present
study design stuck as close to a presumably realistic setting as possible. It could thus
show that uninformed users will need to try operating the driving automation system on
a trial and error basis until they had figured out the correct way of operating. Following
from that, suppliers of driving automation systems have to consider carefully how to mit-
igate the detrimental effects observed in first contact human-automation interactions.
Potential solutions and effects of these are in the focus of chapters 10 and 11. The close
coupling of performance-enhancements through more accurate system understanding is
further elaborated on in the following chapter. To identify the processes at work that are
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responsible for the changes from the first to subsequent human-automation interactions,
there is still potential for future basic research.
7.2.2 Development of the Preference-Performance Relationship
Within the examination of the preference-performance relationship, the present study
first examined the effect of practice on self-report ratings. We found evidence that
self-reports increase slightly over time. However, the practical relevance of this result is
questionable due to the small effect size (Sullivan & Feinn, 2012). This supports hypoth-
esis 2a. Compared to attitude ratings such as trust and acceptance, which change over
time, self-reported usability remains at a constant level. This result corroborates prior
considerations that usability ratings can be considered as a fixed property of an object
rather than a calibrating attitude of the human operator. It implies for researchers and
practitioners that self-reported usability can be assessed at one time of measurement
without repeated application of the scale. In the interpretation of the results it is im-
portant to consider, that self-reported usability measures such as the SUS incorporate
specific questions on initial interaction success.
The preference-performance relationship changed over time (see table 7.5). This change
is rather ascribed to the observed change in behavioral measures than self-report mea-
sures. Therefore, hypothesis 2b is supported by the multivariate ANOVA.
Furthermore, results of the regression analysis (see table 7.6) for all behavioral measures
revealed strong preference-performance relationships only at the first time of measure-
ment. A significant relationship at later times of measurement was only present for
the experimenter rating. This result also supports the consideration of applying not
only operational but also measures of tactical performance. The predictive validity of
self-reports for behavioral measures is only given for initial contact with the automated
vehicle HMI. This effect is due to the performance increase and stabilization for behav-
ioral measures as outlined above. Thus, we conclude that the initial success of interaction
is crucial to establish self-reported satisfaction. This result is in accordance with attitude
formation theory, which proclaims that attitudes are hard to change once they are formed
(Ross et al., 1975). It can explain why the phenomenon of the preference-performance
dissociation might occur in studies of human-computer interaction. Whenever there is
learning involved, users improve their performance. Researcher frequently apply famil-
iarization trials with an interface or system before the experimental trials begin (AAM,
2006). When examining preference and performance later on, both measures might not
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be in accordance as preference measures take performance from familiarization trials
into account.
7.2.3 Practical Implications
The present work holds several implications for researchers and practitioners conducting
studies on automated driving. First, the results revealed that human operators must
learn interacting with automation technology. Depending on the respective study aim
that can be either intuitiveness or experienced use of an interface, study designs need to
include a certain number of interactions between the operator and the system. When
setting up an experiment, only testing initial interactions represents a conservative strat-
egy. Repeated measurements of the interactions in contrast represents a more liberal
approach as one can expect more positive results from interaction performance.
Second, it is not enough for researchers to collect single observational measures but
rather include a wider range such as error rates, reaction times and tactical measures
(e.g., experimenter rating).
Third, when evaluating automated vehicle HMIs in user initiated scenarios, transitions
between different levels of driving automation should be prioritized over transitions to
manual. It is sufficient to test transitions to manual for one single time as no behavioral
change over time can be assumed.
Concerning the relationship between preference and performance, researchers can rely on
self-report data independent from the time of measurement, given they apply a reliable
and valid instrument. Self-reported satisfaction with an interface remains considerably
constant over time. Special attention should be paid when it comes to the interpretation
of self-report data since this measure also reflects initial interactions with the interface
that might have been observed in familiarization trials. If a dissociation between self-
report data and behavioral measures appears, this might be attributable to the fact
behavioral measures have reached a constant level and variation within this measure is
scarce.
7.2.4 Limitations and future Research
It is important to consider that the present results are specific to the HMI and setup
of the present study. The transitions to L3 automation posed three requirements at the
same time (i.e., availability, speed limitation, lateral position) to the drivers. Future
research shall also consider investigation when the ADS is already available at the onset
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of the experimenter instruction. Furthermore, the asymptotical values for reaction time
measures range on a higher level compared to the transitions to L2 and manual since
the drivers had to wait for at least 10 seconds until the function was available.
The post-hoc analysis of the MANOVA usually requires a Roy-Bargman Stepdown Anal-
ysis (Tabachnick & Fidell, 2007). Due to the present within-subject design, this approach
was not possible and instead univariate ANOVAs were calculated for the SUS instead
of an analysis of covariance that takes the respective behavioral measure into account.
Even though we followed a standardized approach by assigning specific observable be-
havior in the different use cases to each category of the experimenter rating, there is still
room for interpretation for the experimenter. Moreover, the experimenter was aware
of the sequential order and a certain bias in ratings cannot be categorically ruled out.
Thus, the experimenter rating as an instrument for assessing behavior on a tactical level
eventually also depends on the subjective evaluation of the rater. Future research on ex-
perimenter ratings in automated driving HMI evaluation shall consider ratings of video
recordings to ensure independence of the rater from order information.
Despite the ordinal nature of the experimenter rating, the present analysis used the
mean instead of the median for further analysis. G. Norman (2010) dissects arguments
against the use of parametric statistical methods on ordinal data. According to the
author, (1) there is an ample range of studies showing robustness, (2) for statistical
tests. Furthermore (2), “the numbers don’t know where they come from” (Lord, 1953)
and thus, statistical treatment is applicable as long as the interpretation of results ac-
counts initial scaling. Finally (3), G. Norman (2010) describes an example of parametric
and non-parametric correlation approaches showing that both deliver the same result
on ordinal data. In the area of automotive controllability, Cooper-Harper scale items
have frequently been treated with parametric approaches (i.e., calculating means, apply-
ing t-tests and ANOVAs) (Kauffmann, Winkler, & Vollrath, 2018; Naujoks, Purucker,
Neukum, Wolter, & Steiger, 2015; Neukum et al., 2008). The present research used
an aggregated level of behavior in multivariate analysis. Future research needs to in-
spect the relationship on a more granular use-case level with a single item for usability
(Konradt & Christophersen, 2013). One solution might be the overall satisfaction item
of the Post-Study System Usability Scale (Lewis, 2002). As the experiment reported
here lasted approximately 60 minutes, the non-change of SUS ratings over time might
be due to the experimental setting as participants might easily remember prior ratings.
When conducting longitudinal research, the present results need further support of sat-
isfaction ratings with automated vehicle HMIs over longer period of time. However, as
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the present work also aimed at contributing to methodological development for auto-
mated vehicle HMI evaluation, the reported stability over time holds the methodological
implications mentioned above.
Additionally, the study procedure assumed non-informed users when first encounter-
ing driving automation. OEMs providing automation technology, however, will need to
consider user education approaches to ensure safe and appropriate use of the functions
(NHTSA, 2016). Therefore, prior treatments for user training should be developed such
as owner’s manuals, interactive tutorials or video footage (Hergeth et al., 2017; Payre
et al., 2017). The present thesis outlines the conceptual development and a pilot study
in chapter 10 and a large-scale driving simulator study on combined user education ap-
proaches in chapter 11. The present results describe what happens when learning occurs,
but not how this process evolves. As noted above, Wickens et al. (2015) name atten-
tional demand as a third important behavioral measure in human-computer interaction.
Eye-tracking metrics also give insight into tactical and strategical behavior while they
incorporate operational (i.e., reaction time) components at the same time. Chapter 6
already provided theoretically derived hypotheses for gaze behavior and understanding
of HMI functionality. The following chapter 8 takes a closer look to not only describe
but also explain the behavior and the process of learning. It additionally reports the
analysis of eye-tracking data recorded in this experiment.
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8 Learning and Development of
Mental Models during
Interactions with Driving
Automation: A Simulator Study 7
Abstract: Higher level cognitive processes such as learning and mental models play
a fundamental role in the success of automated driving, as technology can only be
as good as our understanding and expectations of it. The present study investigated
the development of these processes during interactions with driving automation. In
a driving simulator study, N =52 participants completed several transitions between
manual and Society of Automotive Engineers (SAE) levels 2 and 3 automated driving.
Self-reported learning progress and mental model development were assessed via
questionnaires. In parallel, eye-tracking data were collected as a behavioral measure
of higher level cognitive functions. The results demonstrated that self-reported
learning and gaze behavior followed a power-law function; the power-law functions
showed task specific parameter manifestations. The evolution of the mental models
of the level 2 and level 3 human-machine interface continued up to the fifth contact,
indicating a long lasting process. For researchers and practitioners, the present study
implies that accurate mental models require up to 5 repeated interactions. Further-
more, learning progress with driving automation can be captured through gaze behavior.
This chapter reports the results and discussion of these in relation to the hypotheses
stated in chapter 6.2.1.
7This chapter is based on a previous publication: Forster, Y., Hergeth, S., Naujoks F., Beggiato, M.,
Krems, J. F. & Keinath, A. (2019). Learning and Development of Mental Models during Interactions
with Driving Automation: A Simulator Study The 10th International Driving Symposium on Human
Factors in Driver Assessment, Training, and Vehicle Design. Santa Fe, NM, USA, p. 398 – 404.
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8.1 Results
Model fits of the power law for self-reported learning (see figure 8.1 and table 8.1) demon-
strated a steep increase from the prior assessment to the first block and a subsequent
slight increase up to the fifth block. Self-reported learning stabilized at a considerably
high level, indicating that participants were subjectively familiar with the system. The
change in total gaze switches between AOIs (figure 8.2 and table 8.2) over time showed
that participants’ gaze behavior adhered to the power law of learning. Each UC showed
a specific learning pattern: There were lower asymptotes for the transitions to L2 au-
tomation (UC2, UC4) than for transitions to L3 (UC1, UC3). The highest learning rate
and amplitude was observed in the transition from manual to L2 automation (UC2),
while the lowest amplitude was observed in the transition from L2 to L3 automation
(UC3). The transition from L3 to L2 automation (UC4) took the longest to stabilize in
terms of gaze behavior, which is reflected in its considerably low learning rate of 1.217.
The monitoring frequency results (see figure 8.3) revealed that in all four UCs, the driv-
ing scene and the instrument cluster were the most important AOIs. There was no
considerable change across the blocks except for UC4, where initial frequencies of about
0.35 dropped towards a frequency of about 0.2. In comparison, the NDRT and the oper-
ating element were less important. However, in the first block the operating element was
of considerable importance in all four UCs whereas the monitoring frequency dropped
from the first to the second block.
Table 8.1
Model fit equations and goodness-of-fit indices (R2, RMSE) for self-reported learning
Power Law R2 RSME
Learning 1 N = 86.58− 55.36 ∗ t−1.825 .9983 1.0924
Learning 2 N = 87.93− 45.58 ∗ t−1.447 .9965 1.4659
Learning 3 N = 85.18− 42.27 ∗ t−1.278 .9954 1.2903
Learning 4 N = 84.23− 51.94 ∗ t−1.324 .9920 2.0737
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Figure 8.1. Self-reported learning (M, SE ) and according power-law fit
Table 8.2
Model fit equations and goodness-of-fit indices (R2, RMSE) for gaze switches by UC
Power Law R2 RSME
Use Case 1 P = 24.16 + 18.53 ∗ t−2.818 .9765 1.7311
Use Case 2 P = 10.41 + 33.71 ∗ t−4.805 .9997 0.3519
Use Case 3 P = 21.72 + 9.54 ∗ t−3.000 .9921 0.5146
Use Case 4 P = 6.13 + 25.42 ∗ t−1.217 .9975 0.6307
Figure 8.2. Number of gaze switches (M, SE ) and according power-law fit
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Figure 8.3. Monitoring frequency results (i.e., M, SE ) in the four UCs by block and
AOI.
The results for the mental model questionnaire revealed that development occurs up
to the fifth block (see figure 8.4). With increasing experience, participants could better
discriminate between L2 and L3, as indicated by rising mean differences between the
two automation levels. The rising accuracy of the mental models is reflected in the
differences between both systems, as well as in smaller mean distances towards their
respective ends of the scale. System monitoring related items (i.e., Items 3, 5) already
showed large differences between L2 and L3 before the first block. Three variables
showed a steadily increasing difference (i.e., Items 1, 4, 6). A difference in the relevance
of lane keeping (Item 2) emerged after the fourth block of interactions. After five blocks,
there was still room for improving the mental model, as indicated by distances between
the mental model mean and the correct answer (1 or 7, respectively).
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Figure 8.4. Mental model questionnaire results (i.e., M, SE ) by automation level and
expertise
8.2 Discussion
The objective of this study was to examine the effect of increasing practice on higher
level cognitive processes at both the self-reported and behavioral levels. The results for
the development of both measures over time confirmed Hypotheses 1a and 2a. Both
the self-reported learning and the number of gaze switches between AOIs followed the
power-law of learning and demonstrated sufficient goodness-of-fit (see Tables 8.1 and
8.2). The decrease and subsequent stabilization of the number of transitions between the
AOIs across all UCs indicates that scanning efficiency increased. Driving automation
users thus seem to improve their visual scanning behavior over time (Underwood,
2007). Results of the monitoring frequeny development over time, however, show
that the increase of efficiency is due to shorter time on task (see also chapter 7.2.1).
This implies that drivers did not alter their scanning behavior per se in a sense that
they adapted a novel strategy but they rather needed a smaller number of switches
between AOIs within the time they took until successful completion of the respective
use case. In addition, the different model fits for the four transitions and importance of
AOIs support the task-dependency of gaze behavior (Hayhoe & Ballard, 2005). These
results support Hypothesis 2b, as each transition poses different demands to the human
operator: Transitions with ongoing manual vehicle guidance (UC1, UC2) exhibited more
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learning compared to transitions between two levels of automation (UC3, UC4). This
result emphasizes that the design process should focus on the task-specific requirements
of control transitions. Future research should therefore examine the dispersion of visual
attention allocation in transitions between automation levels more closely.
The mental model results support Hypothesis 1b. While participants could not
effectively discriminate between L2 and L3 automation before using automated driving,
subsequent interactions improved the accuracy of their mental model (see figure 8.4).
Accordingly, researchers and practitioners in the field of automated driving need
to consider that accurate mental models require repeated interactions, even after
operational behavior has reached a constant level. Even after five repetitions, there
were still participants that did not have an accurate mental model. The difference
between L2 and L3 automation was not evident to many participants during their first
interactions; for example, the relevance of lane keeping for transitions in L3 took up
to four repetitions to become even slightly apparent (see figure 8.4, Item 2). Despite
the apparent simplicity of interacting with the system (e.g., pressing a button to
activate it), these results emphasize the difficulty and long-lasting process of building
accurate mental models. As the present experiment only included L2 and L3 automated
driving, this effect is proposed to be even stronger with additional automation functions
(e.g., L1, L4). The present work supports prior evidence that mental models for
driving automation are slow to evolve (Beggiato et al., 2015). In automated driving
research, the interpretation of self-reported satisfaction with driving automation must
consider that these evaluations were provided during a phase in which the participants’
understanding of the system was still evolving (e.g., Forster et al., 2016; Frison et al.,
2017).
Future research efforts are necessary to identify the impact of rising experience with
and accuracy of mental models on the development of self-reported satisfaction with
HMIs for automated driving. This work supports the operationalization of learning
through gaze behavior and provides the literature with an insight into the long-lasting
process of mental model evolution in automated driving.
Up to this point, the thesis described the operationalization of self-reported sat-
isfaction, understanding and interaction behavior. In addition, the first variating
factor of UC repetition for the preference-performance relationship was investigated.
As described in the general method section in chapter 6, the second experiment also
included a between-subjects factor, namely feedback, that has not been considered in
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the previous two chapters. It shall receive closer attention in the upcoming chapter.
Additionally, it remains an open question how diagnostic self-report measures in
comparison to summative self-report measures (see SUS development in chapter 7)
evolve over time. The following chapter takes on these two research questions (see also
chapter 6 for more background information).
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9 Tell them how they did: Feedback
on Operator Performance helps
calibrate perceived Ease of Use in
Automated Driving 8
Abstract: The development of automated driving will profit from an agreed-upon
methodology to evaluate human–machine interfaces. The present study examines the
role of feedback on interaction performance provided directly to participants when
interacting with driving automation (i.e., perceived ease of use). In addition, the devel-
opment of ratings itself over time and use case specificity were examined. In a driving
simulator study, N =55 participants completed several transitions between Society of
Automotive Engineers (SAE) level 0, level 2, and level 3 automated driving. One half
of the participants received feedback on their interaction performance immediately
after each use case, while the other half did not. As expected, the results revealed that
participants judged the interactions to become easier over time. However, a use case
specificity was present, as transitions to L0 did not show effects over time. The role
of feedback also depended on the respective use case. We observed more conservative
evaluations when feedback was provided than when it was not. The present study
supports the application of perceived ease of use as a diagnostic measure in interaction
with automated driving. Evaluations of interfaces can benefit from supporting feedback
to obtain more conservative results.
This chapter reports the results and discussion of these in relation to the hypotheses
stated in chapter 6.3.3.
8This chapter is based on a previous publication: Forster, Y., Hergeth, S., Naujoks F., Krems, J. F. &
Keinath, A. (2019). Tell Them How They Did: Feedback on Operator Performance Helps Calibrate
Perceived Ease of Use in Automated Driving. Multimodal Technologies and Interaction, 3(2), 29.
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9.1 Results
9.1.1 Manipulation Check: Time on Task
Mauchly’s test of sphericity revealed statistically significant effects for all factors (see
table 9.1). Therefore, degrees of freedom were adjusted after Greenhouse–Geisser. The
manipulation check applied a 2x5x6 (feedback x time of measurement x use case) mixed
within-between ANOVA. Inferential results for time on task (see table 9.2) showed sig-
nificant main effects for time of measurement and use case. These results indicate that
participants’ performance improved over time and differed between use cases. The UC
difference lies in the nature of the UC design. While the transition from L0 to L2 could
be completed within 5-10 seconds after repeated exposure (see UC3 and UC5 in figure
9.1), transitions to L3 lasted between 15 and 20 seconds. There is a 10-second window
where the ADS was not available and therefore shorter time on task was not possible (see
chapter 6.4.6). The significant interaction between use case and time of measurement
points towards different demands in the use cases. While there were no performance im-
provements in transitions to L0 (i.e., UC2, UC6), interaction performance improved for
transitions between levels of automation. There was no significant main or interaction
effect of feedback present. The manipulation check thus supports the assumption that
the experimental manipulation did not directly affect interaction performance. Figure
9.1 shows the results of time on task for the use cases by time of measurement and feed-
back condition. The plots show that in single interactions such as UC1 block 1 and UC
3 block 1 there was a tendency towards differences in interaction performance between
the two feedback conditions.
Table 9.1
Mauchly’s test statistics of sphericity assumption for time on task.
Effect Approx. χ2 df p
Time of measurement 82.002 9 <.001
Use case 100.439 12 <.001
Time of measurement * Use case 1235.381 209 <.001
9.1.2 Perceived Ease of Use
Figure 9.2 shows descriptive statistics (i.e., M, SE ) of perceived ease of use in the six use
cases by time of measurement and experimental feedback condition. Prior to inferential
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Table 9.2
Inferential statistics (i.e., F, df1, df2, p, η2p) of time on task.
Effect F df1 df2 p η2p
Time of measurement 73.630 2.177 123.278 <.001 .581
Use case 103.203 3.580 189.754 <.001 .661
Feedback 0.832 1 53 .366 .015
Time of measurement * Feedback 0.588 2.177 123.278 .571 .011
Use case * Feedback 0.342 3.580 189.754 .829 .006
Time of measurement * Use case 8.305 4.501 238.556 <.001 .135
Time of measurement * Use case * Feedback 2.250 4.501 238.556 .057 .041
statistics, factors with repeated measures (i.e., time of measurement, use case) were
tested for sphericity. The results showed statistically significant effects for both main
factors and their interaction (see table 9.3). Therefore, degrees of freedom were adjusted
after Greenhouse–Geisser. A 2x5x6 (feedback x time of measurement x use case) mixed
within-between ANOVA was conducted for perceived ease of use. Inferential statistics
revealed two significant main effects for time of measurement and use case. There was
no main effect of feedback. The main effects indicate that perceived ease of use depends
on specific transitions of control as well as on the number of times that participants
had completed the use case. In addition, there were two significant two-way interactions
between use case and feedback as well as between time of measurement and use case.
The test statistics are reported in table 9.4. With two significant two-way interactions,
the significant main effects cannot be interpreted. The significant interaction between
use case and feedback indicates that there is an effect of feedback on perceived ease of
use ratings which depends on the respective use case. The transitions to L0 showed
ratings on a very high level overall, with only small variation and no difference between
the two experimental conditions. These use cases are perceived as effortless from the
first time of measurement. Furthermore, UCs 1, 4 and 5 exhibited a tendency towards
decreased ease of use ratings in the feedback condition. This result means that when
participants received feedback on their interaction performance, their ratings became
more conservative in terms of lower ease of use. In contrast, UC3 led to higher self-
reported ease of use in the feedback condition. Thus, participants who received feedback
about their interaction quality tended to rate the interaction as more effortless compared
to the group with no feedback. The interaction between time of measurement and use
case indicates that perceived ease of use depends on the time of measurement, which
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Figure 9.1. Means and standard errors for time on task in the 6 use cases by time of
measurement (x-axis) and feedback condition
is in turn different between the use cases. While ease of use ratings increased towards
higher ratings with rising experience in UCs 1, 3, 4 and 5, this trend over time was not
apparent in transitions to L0 (UC2, UC6). The transitions to L2 automation (i.e., UC3,
UC5) showed a steep increase in ease of use ratings from the first to the second time of
measurement. In contrast, a a more gradual increase was observed for transitions to L3
automation (i.e., UC1, UC4).
Table 9.3
Mauchly’s test statistics of sphericity assumption for perceived ease of use.
Effect Approx. χ2 df p
Time of measurement 49.001 9 <.001
Use case 48.367 14 <.001
Time of measurement * Use case 567.343 209 <.001
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Table 9.4
Inferential statistics (i.e., F, df1, df2, p, η2p) of perceived ease of use.
Effect F df1 df2 p η2p
Time of measurement 49.231 2.685 142.281 <.001 .482
Use case 23.717 3.869 205.076 <.001 .309
Feedback 0.725 1 53 .398 .013
Time of measurement * Feedback 1.601 2.685 142.281 .372 .019
Use case * Feedback 4.529 3.869 205.076 <.01 .079
Time of measurement * Use case 8.660 8.200 434.589 <.001 .140
Time of measurement * Use case * Feedback 0.961 8.200 434.589 .467 .018
Figure 9.2. Means and standard errors for difficulty ratings in the 6 use cases by time
of measurement (x-axis) and feedback condition.
9.2 Discussion
The present study examined the effect of operator performance feedback on PEOU in
the context of automated driving. In a driving simulator study, N =55 participants
completed several transitions between levels of driving automation. One part of the
participants received standardized feedback on their performance while the other part
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did not. To find out about the effects of time of measurement, use case and feedback,
participants answered a single-item question on PEOU after having successfully com-
pleted each use case. The results revealed that feedback facilitates PEOU in a use case
specific manner. Transitions to L0 were considered as very easy independently from
the experimental conditions. In contrast, transitions between automation levels were
affected by the feedback condition. This indicates that there is a calibrating effect of
feedback for diagnostic measures. The following section discusses and explains the re-
sults found above and derives implications regarding time of measurement, use case and
the provision of feedback.
9.2.1 Effect of Feedback on Interaction Performance
The results did not show an effect of feedback on actual interaction performance opera-
tionalized through the time on task. This result is not in line with considerations about
training effects through feedback by Wickens et al. (2015). One possible explanation is
that the feedback in this study was provided after the interaction and not concurrently.
The temporal course of interaction and subsequent feedback makes it impossible for
participants to be able to connect the feedback with actual operating behavior. Further-
more, the experimenter only provided generic category names and did not specifically
report why the respective rating was assigned. Therefore, participants could not directly
infer which issues in interaction were still present and adapt their behavior accordingly.
Only if a participant could not solve a use case and the experimenter had to explain the
correct operating path (i.e., category 5, see table 6.2) did participants receive specific
instructions. From the independence of the interaction performance from feedback, we
conclude that there is a direct link between feedback and diagnostic measures. Thus,
valid conclusions for the analysis of the main and interaction effects of feedback on
perceived ease of use can be drawn.
9.2.2 Change over Time and UC Specificity
The significant main and interaction effects of time of measurement (see table 9.4 and
figure 9.2) corroborates considerations of the technology acceptance model that repeated
interaction increases ease of use (Davis, 1989). Thus, hypothesis 1 is confirmed. The
present results do not support observations by Karahanna and Straub (1999), who did
not find an effect of training on PEOU. Especially first contacts (i.e., Block 1) showed
a trend towards the “difficult” end of the scale, while subsequent ratings aligned to-
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wards the upper end (i.e., “easy”). User studies on novel technologies in general and on
automated driving in particular often investigate short term usage only. In an applied
setting on automated vehicle HMIs, Frison et al. (2017) report close to average ease
of use ratings. However, with experimental drives lasting only 10 minutes, subsequent
improvements in ease of use might be possible. In contrast, a study by D. Large et al.
(2016) deliberately trained participants until they assumed competence in operating the
interface. Thus, the authors ensured that differences between conceptual approaches are
not only present at initial operations but also hold true for more skilled users.
In general, a trend towards the “very easy” end of the 7-point Likert scale could be
observed and it seems that a ceiling effect was present here. This was especially ev-
ident for transitions to L0 (i.e., UC2, UC6), where no change over time was evident
(see figure 9.2). This result supports the considerations on use case specificity of learn-
ing effects (Gagne, 1984) and confirms hypothesis 2. As a consequence, only a small
diagnostic benefit can be drawn from use cases with driver-initiated transitions to L0.
This suggests that future studies investigating human–automation interaction for do not
need to consider these use cases closely but should rather focus on transitions towards
levels of automation. When researchers aim at finding issues in operating an ADS,
driver-initiated transitions to different levels of driving automation can bring diagnostic
benefit.
9.2.3 Calibrating Effects of Feedback
The present study’s aim was to show that different judgments arise when the perfor-
mance feedback loop is closed. The present results did not show a main effect of feedback
on PEOU. However, in interaction with use case, there was a significant effect on PEOU
(see table 9.4). These results highlight the use case specificity (Gagne, 1984) that was
also apparent for the time of measurement factor. It means that there is an effect of
feedback on the calibration of PEOU in a sense that participants provided more con-
servative ratings when they received feedback compared to when they did not receive
any feedback. This effect, however, depended on the specific transition and is not ap-
parent in transitions to L0, where a ceiling effect was present in both groups. To be
more specific, UC1, UC4 and UC5 tended to lead to more conservative PEOU ratings
in the feedback condition. In the light of the manipulation check of actual interaction
performance, differences in PEOU between feedback conditions are limited to certain in-
teractions (see e.g., UC3 block 1, figure 9.2). Thus, the result of higher PEOU judgments
observed in UC3 with additional feedback cannot be interpreted insofar as the feedback
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itself led to this observation, but it is rather due to the interaction performance. Besides
these restrictions, the significant interaction effect between performance feedback and
use case highlights the calibrating role of feedback for self-reported diagnostic measures.
Hypothesis 3 is thus partly confirmed. Feedback influenced PEOU such that partici-
pants gave more conservative judgments tending towards the “difficult” end of the scale
and the ceiling effect was mitigated. These results support prior considerations on the
calibrating role of feedback. However, in comparison to calibrating effects of feedback
on trust in automation (e.g., Helldin et al., 2013; Seong & Bisantz, 2008) the influence
is not as pervasive in the present analysis. The observation of feedback influencing ease
of use is also in accordance with the trust model by J. D. Lee and See (2004) which
proclaims a link between the attitudes of trust and ease of use.
In an applied context of HMI testing in user studies, there are many examples reporting
high ease of use (e.g., Forster et al., 2016; Guo et al., 2019; Wintersberger et al., 2018)
even in first contacts. These results certainly give an important insight into participants’
subjective evaluation, namely that they perceive interaction as considerably effortless.
However, the interpretation of these observations needs to carefully incorporate the no-
tion that potentially more conservative estimates might have been present if users had
known about potential errors.
To novice users, the interface design might seem comparably simple including buttons
on a steering wheel and a display in the instrument cluster. However, automated vehicle
HMIs are considerably complex and it is likely that users cannot recognize this at the
first glance. Therefore, only scratching the surface with their interaction might seem
simple if one is not aware of system limitations and ODD restrictions. Errors in interac-
tion with the automated vehicle HMI might thus not be integrated into a larger picture
of system states, HMI displays and traffic conditions. This might consequentially lead to
judgments that are on the one hand subjectively true for the user but on the other hand
seem unreasonable to the HMI designer. By providing feedback that there actually was
an error (e.g., category 3, see table 6.2), users are more likely to recognize the degree
of deviation from error-free interaction. The degree of uncertainty about interaction
performance decreases due to feedback (Tversky & Kahneman, 1974) and an anchor for
realistic judgments is provided.
Overall, absolute judgments in the feedback conditions were still recorded with a consid-
erable alignment towards the upper end of the PEOU scale. The present HMI solution
in essence contained two buttons and a graphical interface in the instrument cluster.
Therefore, with more available levels of driving automation and ADAS (e.g., Adaptive
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Cruise Control, Speed Limiter), PEOU ratings are expected to shift towards the lower
end of the PEOU continuum. The obtained results indicate that study designs of au-
tomated vehicle HMIs can benefit from feedback on operator performance if researchers
aim at a more conservative and/or realistic evaluation of HMIs.
In regards to method development and standardization in the driving automation do-
main, this work contributes insofar as it outlines an additional possible procedure. De-
spite following the human-centered design approach for HMI design, system functionality
might still lead to considerably complex interfaces. Especially in these instances, such
a procedure could be applied. As outlined before, users struggle with giving confident
estimates as long as they are uncertain about their actions and the HMI’s conceptual-
ization. It might also be possible operationalize feedback differently than the present
experimenter rating on a scale from one to five. If users could not solve the use case
by themselves, the experimenter explained the correct operating path. Such explana-
tions about users’ actions including information about one or multiple errors during
operational inputs could as well be provided independent from the rating category.
9.2.4 Limitations and Future Research
This study comes with limitations and opportunities for future research. The exper-
iment only included a restricted number of use cases from the catalogue by Naujoks,
Hergeth, et al. (2018) as well as automation levels. Future HMI concepts for automated
driving may also incorporate L1 (both lateral and longitudinal) functionality as well as
customizable solutions for specifying automation functionality (e.g., setting speed, lat-
eral offset).
Future conceptual approaches might consider to provide feedback via different modal-
ities. Conceivable approaches are displaying performance through a visual display or
auditory tones. Thus, feedback on operator performance could be embedded within the
existing HMI concept. Furthermore, the use cases were restricted to driver- initiated
control transitions and left out system-initiated transitions such as take-over requests
(e.g., Eriksson & Stanton, 2017).
Concerning feedback, future research is necessary to find out about these effects under
circumstances where PEOU ratings are more distributed across the applied scale. Since a
ceiling effect occurred in the present study, the effect of feedback on more scale-centered
ratings is yet to be investigated. In addition, a wider range of dependent variables such
as usefulness (Davis, 1989) or single-items on perceived usability (Lewis, 2002) might be
influenced by feedback and should be investigated for this effect.
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The present research specifically examined the effect of operator feedback for the calibra-
tion of ease of use judgments. This marks a first step going beyond calibrating effects
in automation trust. However, there remain important research areas such as mode
awareness (Feldhu¨tter et al., 2017) or mental models (Beggiato et al., 2015) where the
role of feedback remains unknown.
9.2.5 Conclusions
The present study provides three core findings. First, the observation that PEOU
changes over time implies that initial measurements give the most conservative esti-
mate of an HMI’s ease of use. Concerning repeated exposure, we conclude that only
limited diagnostic insights can be drawn from trained users (e.g., after 5th repetition
of UC). However, the subsequent tendency towards the upper end shows that repeated
measurements are necessary to also make statements about an HMI’s ease of use when
more experienced users are regarded. The repeated measure approach also bears the
advantage to make estimations about the magnitude of learning from the first to the
second contact.
Second, the use case specificity indicates that transitions to an automated mode are
of higher importance than transitions to manual. These use cases seem to put higher
demands on the users in terms of HMI operation and understanding thereof. To derive a
more comprehensive image of an automated vehicle HMI, transitions to automated mode
should be completed twice within an HMI evaluation. Concerning use case specificity, we
conclude that simple interaction scenarios (e.g., UC2, UC6) do not provide substantial
insights into issues of HMI design. In contrast, activation of driving automation systems
and changes between levels of driving automation provide more valuable directions for
future development.
Eventually, researchers and practitioners should acknowledge that users’ perception can
differ from what the experimenter actually observes during the interaction. In the present
case, we observed this as a dependency of PEOU on the information about performance
(i.e., feedback vs. no feedback). The present study does not raise the claim that one
approach is superior compared to the other. It rather points out that researcher will
obtain different results when applying one or the other method. If one does not provide
feedback, he/she leaves users with judgments under uncertainty (Tversky & Kahneman,
1974) thus potentially leading to stronger ceiling effects. Furthermore, the discrepancy
between actual performance and self-reported ease of use might be larger giving a more
heterogeneous picture of the automated vehicle’s HMI. In comparison, calibrated judg-
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ments provide a more homogeneous picture when it comes to relating behavioral and
self-report measures (Nielsen & Levy, 1994). While on the one hand, this bears the pos-
sibility to better infer behavior from self-report data and vice versa, on the other hand a
metric that is influenced by feedback might be diluted and does not reflect future users’
unswayed attitude towards the system and its HMI. Here, it is important to mention that
the present work does not suggest that by providing feedback, the necessity to collect
behavioral measures (e.g., time on task, error rate, gaze metrics) becomes obsolete. On
the contrary, we explicitly demand researchers to investigate human-automation inter-
action by means of both sources of data to derive a holistic conclusion (see also chapters
2 and 3). This work, however, points out that the link between behavior and attitude
might be moderated by self-regulatory processes. If one observes such ceiling effects in
self-reports when evaluating emerging technologies, these might be counteracted through
closing the feedback gap.
User studies usually do not include additional provision of feedback as this procedure
requires a highly-trained and fast rater that is well-informed about the HMI. It is there-
fore debatable whether to include such a procedure into user studies. Another possibility
to make participants more sensitive to HMI operation is user education. Here, infor-
mation on correct and incorrect operational actions is provided before rather than after
interaction as in the present study. Therefore, the present study supports the existence
of calibrating effects on PEOU when closing attitude-behavior feedback loops ex post.
This feedback loop might also be closed ex ante by means of educating users of driving
automation technology so that they could classify their operational behavior within a
larger set of interaction behavior possibilities. There are already first efforts towards
developing and testing user education approaches for automated driving (Hergeth et
al., 2017; Payre, Cestac, & Delhomme, 2016; Sportillo, Paljic, & Ojeda, 2018). Such
procedures are investigated in more depth in the following two chapters.
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10 User Education in Automated
Driving: Owner’s Manual and
Interactive Tutorial support
Mental Model Formation and
Human-Automation Interaction
9
Abstract: Automated driving systems (ADS) and a combination of these with ad-
vanced driver assistance systems (ADAS) will soon be available to a large consumer
population. Apart from testing automated driving features and human–machine inter-
faces (HMI), the development and evaluation of training for interacting with driving
automation has been largely neglected. The present work outlines the conceptual devel-
opment of two possible approaches of user education which are the owner’s manual and an
interactive tutorial. These approaches are investigated by comparing them to a baseline
consisting of generic information about the system function. Using a between-subjects
design, N =24 participants complete one training prior to interacting with the ADS HMI
in a driving simulator. Results show that both the owner’s manual and an interactive
tutorial led to an increased understanding of driving automation systems as well as an
increased interaction performance. This work contributes to method development for
the evaluation of ADS by proposing two alternative approaches of user education and
their implications for both application in realistic settings and HMI testing.
9This chapter is based on a previous publication: Forster, Y., Hergeth, S., Naujoks F., Krems, J.
F. & Keinath, A. (2019). User Education in Automated Driving: Owner’s Manual and Interac-
tive Tutorial support Mental Model Formation and Human-Automation Interaction Information
(Switzerland), 10(4), 143. doi:10.3390/info10040143
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10.1 Introduction
Human factors research strives to accomplish the task of safer and more efficient human-
automation interaction, where the first and most important aspect that must be regarded
is appropriate HMI design with a user-centered perspective. Following guidelines for
proper interface design in automated driving (e.g., Naujoks, Wiedemann, et al., 2019),
developers can design HMIs that are simple, intuitive, and user-friendly. As well, one
additional challenge for a successful market introduction is the development and deploy-
ment of user education with driving automation. Educating users is needed to support
safe and efficient interaction when using driving automation (NHTSA, 2016). It shall
be noted that through good interface design the demand for user education might be
reduced to a certain degree, but most likely it cannot be eradicated. In the area of man-
ual driving, there has been considerable interest in research for educating novice drivers
in order to enhance road safety (Crundall, Andrews, van Loon, & Chapman, 2010;
Mehlenbacher et al., 2002). The body of knowledge in the automated driving domain,
however, is rather scarce even though the National Highway Traffic Safety Administra-
tion’s (NHTSA) automated vehicles policy (NHTSA, 2016) explicitly points towards the
development of user education approaches. The importance of automation user educa-
tion and the retrieval of manual operation skills in control transfer events, however, had
been raised by (Bainbridge, 1983) more than two decades ago. More recently, Endsley
(2017) described an impression of user education when first encountering a Tesla Model
S equipped with autopilot. According to the author, there were brief verbal descriptions
and after repeated questioning a rather unstructured familiarization drive was offered.
Similarly, a report by Pradhan, Sullivan, Schwarz, Feng, and Bao (2019) of a round
table discussion on driver training showed that there is a pressing need to develop and
evaluate user education for driving automation. The present work contributes to the
challenge of conceptual development of user education procedures by outlining possible
approaches for user education (i.e., owner’s manual, interactive tutorial). The aim of
the present study is to investigate the effects of different user education approaches on
system understanding and interaction performance.
10.1.1 Background
The previous chapters have shown that strong learning effects are at play when novice
users interact with driving automation systems for the first time. When it comes to using
L3 ADS, users face complex system architectures that are communicated via graphical
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and auditory HMI elements. One difference between L3 ADS and lower levels of driv-
ing automation (i.e., L2 and lower) is that there is a different number of ODD-related
restrictions for system activation as described in chapter 1.
One considerable aspect that arises between different transitions of control is the inter-
ference between driving and ADS operation. Users that are driving manually have to
perform the entire dynamic driving task (DDT). At the same time, they have to success-
fully operate the automated vehicle’s HMI to complete control transitions which require
sensory processing, perception, response selection, and response execution (Wickens,
2002). These two tasks (i.e., DDT, operating HMI) are likely to interfere with each
other. Thus, performance is impeded in both driving and human-automation interac-
tion performance. Both activation performance (e.g., errors, time on task) and driving
performance (e.g., standard deviation of lateral position, Knappe et al., 2006) should be
worse for untrained users as compared with more skilled users due to distraction effects
(e.g., AAM, 2006; NHTSA, 2012).
Until now, familiarization and user education in studies on automated driving evaluation
have been rather unstructured and there is no commonly accepted standardization or
best practice recommendation. On the one hand, there are some studies that only in-
cluded a brief description of the automated driving function (Forster, Naujoks, Neukum,
& Huestegge, 2017), while on the other hand, some studies included comprehensive fa-
miliarization drives with additional descriptions by the experimenters (Beller, Heesen,
& Vollrath, 2013; Louw & Merat, 2017).
Comparing the automotive domain with research on automation in the aviation domain
(e.g., Tro¨sterer et al., 2017) clearly shows that user education will be one of the in-
evitable challenges to face for successful introduction of this technology. Thus, there is
a pressing need to develop user education approaches in order to enable novice users of
driving automation to appropriately use this emerging technology.
The following paragraphs outline considerations of two conceptual user education ap-
proaches and existing empirical evidence on an owner’s manual (textual information) and
an interactive tutorial. One important aspect that both approaches share is that they
focus on building declarative knowledge rather than procedural knowledge (Anderson
& Lebiere, 2014). Results from chapters 8 and 7 have shown that it takes considerably
longer to build up declarative knowledge in the form of accurate mental models as com-
pared with procedural knowledge in the form of adequate interaction performance. The
two approaches explicitly target user education approaches supporting the formation of
declarative knowledge.
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10.1.2 Owner’s Manual Based User Education
One traditional approach to educate users is the owner’s manual (Mehlenbacher et al.,
2002), which, in principle, is available to all later users of driving automation systems.
The owner’s manual based approach can be characterized as passive and unguided learn-
ing according on Wickens et al. (2015). Users of this technique only consume information
without relating it to an applied context. In addition, the degree of guidance is low since
learners decide for themselves how much they would read and even decide on the order
of information they would process. Owner’s manuals, if designed appropriately, do not
convey erroneous operating paths but rather focus on correct ways of operating a certain
technology. Therefore, it does not provide users with conflicting information and instead
focuses on appropriate interaction. Owner’s manuals are often designed such that they
do not support users by providing procedural information on how to solve a task or prob-
lem when using a technology, but rather support users by providing knowledge and skills
that they have to transfer to the task later on (van Loggem, 2013). It follows that in an
owner’s manual, HMI elements are presented separately without relating different oper-
ating components to graphical elements or auditory elements. Therefore, learners need
to transfer knowledge gained from abstract descriptions of HMI elements to the applied
context in the vehicle interior. Additionally, due to the dominance of textual informa-
tion, users might get lost in the complexity of the information (Wickens et al., 2015).
A potential drawback of owner’s manuals is that the information on automated driving
composes only a small portion of an enormous amount of text that can be comprised of
up to 500 pages. Therefore, it might be challenging for users of driving automation to
ensure that the information is not lost within other components of an owner’s manual
such as technical data, maintenance and repair information.
Before encountering driving automation, the research on owner’s manuals or textual in-
formation showed that they largely affect the behavior and attitude of users. When users
of driving automation are provided with varying descriptions of degrees of completeness,
correctness or reliability, these largely influence the evolution of mental models, trust,
and acceptance (Beggiato et al., 2015; Forster, Kraus, et al., 2018; Ko¨rber, Baseler, &
Bengler, 2018). While most prior approaches of providing information have focused on
trust and acceptance-related issues, the aim of the present study is to investigate build-
ing declarative knowledge as assessed through mental models and its association with
the impact on interaction behavior (e.g., accuracy, speed) with driving automation.
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10.1.3 Tutorial Based User Education
There are many different possible designs of interactive tutorials for user education.
One design, the click dummy or minimum viable product version, is intentionally not
considered here for two reasons. Using this version users freely try interacting with
the system before actually proceeding to the respective application in the simulator
or on the real road. The first reason for not considering this is that such an approach
would rather build procedural knowledge through trial and error without the users being
provided with appropriate descriptions of system functionality. Secondly, results from
chapter7 have already shown how interactions with driving automation without prior
declarative knowledge evolve over time. Another imaginable approach is the education
during interaction approach. Such procedures would lead the user step by step through
the operating process by giving explanations and providing feedback. While such a
procedure bears the advantage, for example, in rental car scenarios where users want to
start driving and use the function right away, there are also problems with this approach.
The reason the user uses automated driving is to be relieved of the driving task and
engage in different NDRT. Comprehensive explanations by a system avatar (Hock et
al., 2016) might take a long time and users want the function to execute the task right
away. Therefore, we focus on an approach to educate users prior to first interaction. It
might also be possible in car rental scenarios that by booking a tablet or computer, a
brief tutorial could be completed. This procedure of educating users prior to first system
encounters is also supported by inferences from aviation where only trained individuals
operate automated systems and they are not trained during use. Therefore, the present
work considers an interactive tutorial approach that is characterized by active and guided
learning (Wickens et al., 2015). Such a user quiz consits of questions on how to operate
the driving automation system in several use cases (Naujoks, Hergeth, et al., 2018).
This tutorial is completed prior to the first interaction with driving automation. With
the possibility of giving wrong answers, the tutorial supports learning from erroneous
trials. If users take erroneous choices in a tutorial-based approach, these errors should
not occur in subsequent interactions in the vehicle. Tutorials are characterized by a
high degree of experimental control since users can only proceed to using the ADS in
the vehicle after they have successfully completed the assigned questions. Thus, after
an interactive tutorial, all users should have the same degree of system understanding
before their first encounter with the driving automation system (Pradhan, Pollatsek,
Knodler, & Fisher, 2009). Another characteristic of an interactive tutorial is that it is
somewhat focused on specific tasks that users can subsequently face as compared with
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abstract system descriptions in an owner’s manuals (van Loggem, 2013). Therefore,
tutorials provide a meaningful context in which a driving automation system will be
used and it is not necessary to transfer knowledge from abstract descriptions to specific
use cases. Interactive tutorial approaches offer the possibility to provide the user a
close-to-reality impression of the HMI, providing a higher degree of immersion (Slater,
2003) as compared to owner’s manual-based approaches. Designers can implement the
HMI components (i.e., operating elements, buttons, graphical interface) in a way that it
resembles later interior integration. As an active learning approach, the design makes the
availability of erroneous answers indispensable. This can be considered a downside of the
approach since learners might get confused from the sheer amount of wrong answers in
relation to correct answers (e.g., 1:3 ratio). This becomes even more crucial considering
that in order to foster active learning the distractors should be designed in a way that
they are not too obviously wrong. As users do not have any knowledge of the system
beforehand, it is likely that they frequently select wrong answers and become frustrated
from the trial and error approach. Therefore, designers of such tutorials should give
careful attention to the communication of the outcome of erroneous answers so that
they do not lead to reactance from the learner.
Research on interactive user education approaches has led to positive results in educating
novice drivers (Pradhan, Fisher, & Pollatsek, 2005; Yamani, Samuel, Knodler, & Fisher,
2006). Considering that these systems are not yet commercially available and users are
unfamiliar with driving automation in general, research on efforts towards educating
users with ADS need to be undertaken. In the automated driving domain, research on
trust and controllability regarding take-over situations provided the first evidence that
the familiarization of users with the HMI by means of descriptions, HMI presentations
or actual experience, can have beneficial effects (Hergeth et al., 2017; Payre et al.,
2017). However, conceptual approaches for teaching users how to interact with driving
automation technology are still scarce. Table 10.1 compares the owner’s manual and
tutorial approaches with respect to education design characteristics.
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Table 10.1
Summary of characteristics of manual and tutorial based user education approaches.
Characteristic Source Owner’s Manual Interactive Tutorial
Type of learning







Focus of education van Loggen(2013) System focued Use case focused
Type of information N/A Correct information only
Presence of distracting
information





10.1.4 Aims and Objectives
The present work has two objectives. The first objective is to determine if an experi-
mental manipulation with respect to user education approaches consisting of an owner’s
manual or an interactive tutorial as compared with generic information about the sys-
tem function, would result in more accurate mental models and superior operator per-
formance in automated driving. Secondly, it focuses on a proof-of-concept for educating
users in a risk-free environment on a desktop screen before they might be exposed to
the task in a real vehicle on the road or in a driving simulator.
This study does not claim to explicitly investigate systematic differences between the
two proposed user education approaches. Therefore, the analysis primarily focuses on
evaluating each approach as compared to a baseline. Subsequently, it is the task of
future research to discover more about the specific mechanisms of learning that underlie
each of the two approaches.
On the basis of the considerations outlined above, we hypothesize that both the owner’s
manual and the tutorial would lead to more accurate mental models regarding the HMI
for L2 and L3 automation as compared to mere generic information about the system’s
functionality. No hypothesis can be stated for a difference between the two treatments
since the conceptual difference is based on a combination of education characteristics
(see table 10.1). Thus, potential differences cannot be traced back to a single cause.
Nevertheless, an exploratory approach has been undertaken by comparing mental model
results for the two user education approaches.
Since we expect that the two treatments will support the evolution of accurate mental
models of the HMI and the system, interaction performance in both treatment conditions
should be enhanced compared to mere generic information. Similar to the experimen-
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tal variations above, we follow an explorative approach when comparing the two user
education procedures. In addition, due to the task-dependent characteristics of learn-
ing (Gagne, 1984), we investigate whether the two user education approaches work as
expected in all use cases considered in the study or whether specific use case specific
strengths and weaknesses are present.
10.2 Method
10.2.1 Sample
The sample consisted of N =24 participants (6 female, 18 male) with n=8 participants
assigned randomly to each experimental condition. No dropouts were recorded. Mean
age of the sample was 33.96 years (SD=12.99, MAX =62, MIN =20). All participants
were BMW Group employees, held a German driver’s license, and had normal or cor-
rected to normal vision.
10.2.2 Driving Simulation and Driving Automation System
The study was conducted in a fix-base driving simulator (see figure 10.1). The vehicle
mockup was identical to a BMW 5 series with automatic transmission and contained all
necessary instrumentation. The front channels provided a field of view of 220° and were
displayed through five front projectors. The rear view was displayed through three LED
screens that were placed behind the vehicle.
The L2 and L3 driving automation carried out longitudinal and lateral vehicle guidance
as soon as the driver activated the respective function. The L2 automation let the driver
take his/her hands off the steering wheel for 15 seconds before displaying a hands-on
request (HOR). The L3 ADS could execute independent lane change maneuvers such as
decelerating due to slower vehicles ahead or pulling back to the right lane. There was
no restriction in the adjustment of current velocity for L2 automation. At activation,
the current velocity was the set speed of the system. For L3 automation, the speed
could only be set to speeds slower than 130 km/h. If set to a higher speed, the system
would suggest a transition to L2 driving automation. In all cases the set speed of the
L3 automation was 130 km/h. The vehicle also included Adaptive Cruise Control which
executed the longitudinal vehicle guidance as well as the speed limiter. In reference
to SAE (2018), the L3 automation is considered an ADS while the L2 automation is
considered a driver support system.
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Figure 10.1. Static driving simulator mockup used in the present study.
10.2.3 Study Design and Procedure
The study employed a single-factorial between-subjects design. The between-subjects
factor, “education”, had three levels which were baseline information (BL), owner’s
manual (ML), and interactive tutorial (TL). Participants were randomly assigned to the
between-subjects factor. This chapter reports the findings of the mental model forma-
tion after the different treatments had been provided and of the interaction performance
in a subsequent block of different transitions of control.
Upon arrival, the experimenter welcomed participants and informed consent was ob-
tained. First, the experimenter provided a brief explanation of the purpose of the study.
Then, the experimenter outlined which education approach participants would receive
and gave a standardized instruction for each condition. The maximum time to complete
the educational procedure was 10 minutes in each condition. Having finished the edu-
cational procedure, participants completed a mental model questionnaire (see chapter
10.2.7) and were led to the vehicle mockup. Before proceeding to the experimental drive
and operating the driving automation, participants completed a short manual familiar-
ization drive to accustom themselves with handling the simulator. Since instructions for
the use cases were given through recorded samples, participants were introduced to a
sample telling them to change lanes in the familiarization trial. During the experimen-
tal drive, participants had to complete two blocks of six interactions each (see chapter
10.2.5). The use cases specific self-report data were collected after each interaction dur-
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ing the drive. Participants could not anticipate the instruction of use cases since the
experimenter deliberately waited at least 30 seconds from the end of the use case specific
inquiry before triggering the instruction to follow. Additionally, upcoming transitions
could not have been indicated by external cues such as highway intersections or slow
cars ahead. Having finished one block, the participants filled out the block inquiry at
standstill on the right shoulder. Traffic density on the three-lane highway was low to
medium. The drive lasted approximately 20 minutes. Figure 10.2 schematically depicts
the experimental procedure.
Figure 10.2. Schematic outline of experimental procedure
10.2.4 Human-Machine Interface
The visual HMI showed the vehicle and its surroundings in L3 automation and this was
displayed on the instrument cluster. While the L2 automation was engaged, icons on
the left side of the instrument cluster depicted lateral and longitudinal vehicle guidance.
There was no display of the vehicle and its surroundings during active L2 automation.
Active L2 and L3 automation were colored differently. Similar solutions for visual auto-
mated vehicle HMIs have been proposed by Forster et al. (2016) and outlined in Manca
et al. (2015). Thus, the present conceptual approach constituted a representative so-
lution for an automated vehicle HMI (see also chapter 1.4.2). Generally, the HMI is
comprised of steering assistance and adaptive cruise control interface features (Naujoks,
Purucker, Neukum, Wolter, & Steiger, 2015). Referring to design considerations by
Naujoks, Forster, et al. (2017a), the present HMI also contained information about the
main state such as lateral and longitudinal guidance, current velocity, and set speed
information. It also followed the design principle of redundancy by showing vehicle and
surroundings plus icons indicating an active L3 ADS. A countdown provided informa-
tion about the duration of the automated driving availability during active functioning.
The system states were also different if the system was not activated and not available
versus not activated and available. This was indicated by the L3 ADS availability icon
in the instrument cluster. There were buttons on the left side of the steering wheel
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for both the ADS and the driver support functions for the participants to initiate the
respective control transition and also to deactivate the function to return to manual
driving. The buttons were not illuminated in any automated mode. Participants could
switch between different driver support functions (i.e., L2 automation, adaptive cruise
control, speed limiter) with one button. The input device included three more buttons
(e.g., set speed). For adjusting cruising speed in both L2 and L3, there was a rocker
switch among the buttons. The buttons were easily reachable for participants using
their left thumb. No restrictions were present for the activation of the L2 automation.
In contrast, participants had to meet certain conditions for completing a transition to
L3 automation (SAE, 2018). These conditions were: (1) availability of the ADS, (2)
velocity below 130 km/h, and (3) lane keeping within a certain lateral margin. Besides
pressing the L3 automation button with both hands on the steering wheel, participants
could deactivate the ADS and drive manually by accelerating, braking or applying a
small force to the steering wheel. Participants could only deactivate the L2 automation
by pressing the “driver support” button or braking. Accelerating temporarily led to a
L1 automation state (i.e., lateral support only). Likewise, applying a force on the steer-
ing wheel only led to a temporary L1 automation state of longitudinal support. These
temporary states were active until the drivers let go of the respective input.
10.2.5 Use Cases
The present experiment included driver initiated transitions between manual, L2, and
L3 automated driving (Naujoks, Hergeth, et al., 2018). A total of six use cases per
experimental block were possible from all combinations of upward and downward tran-
sitions. Transitions to manual were not regarded in this context since there is evidence
that these UCs do not require any learning (see chapter 7). Table 10.2 outlines use cases
with transition type, initiation automation level, target automation level, and number of
the respective use case. There were six possible sequences of use cases for each block, to
which participants were randomly assigned. Therefore, sequential effects could be ruled
out. The upward transitions of automated driving were motivated by the driver wanting
to be relieved of the driving task itself (UC1, UC2) or the supervising task (UC 3). The
downward transition from L3 to L2 automation could be motivated by the user’s wish

















Activation L3 L0 L3 1
Activation L3 L2 L3 3
Activation L2 L0 L2 2
Downward
transition
Deactivation L3 L3 L2 4
The experimenter triggered standardized samples for the onset of each use case that
were recorded prior to the experiment. There was a 10-second delay from the onset
of the standardized sample instruction for UC1 and UC3 (transitions to L3) and the
availability of the ADS. Therefore, it was not possible for participants to activate the
L3 ADS within these 10 seconds. The instruction for transitions to L3 thus included an
additional indication to activate the ADS (i.e., “(. . . ) as soon as it is available).
10.2.6 User Education Approaches
Baseline Information
Baseline information conveyed merely generic information about the equipped driving
automation as reflected in SAE J3016R (SAE, 2018). Participants received a description
that the simulated vehicle incorporated a L2 and L3 driving automation. Depending on
the situation, both functions would break or accelerate the vehicle and keep distance to
the vehicle ahead. In addition, both functions would execute lateral vehicle guidance.
The L3 ADS would execute lane changes if necessary. With the L3 ADS, certain NDRTs
could be engaged in and the driver did not need to continuously monitor the traffic
surroundings. However, the driver needed to resume vehicle guidance upon system
notice. In contrast, with the L2 automation, the driver had to continuously monitor the
traffic conditions. The baseline information preceded both the owner’s manual and the
interactive tutorial.
Owner’s Manual
The owner’s manual was designed in accordance to existing BMW manuals which are
characterized by short sentences and listings if possible. It also incorporated graphical
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elements of buttons when these were referenced. The document was clearly structured
by inserting headings and subheadings. If an information was especially important, it
was shown in a separate text box. The owner’s manual was a four-page DIN-A4 text
document that users had to read prior to system use. It contained all relevant icons
in the instrument cluster and buttons on the operating element. The owner’s manual
was structured covering the L2 and L3 relevant HMI elements in successive steps. It
provided information about activations, deactivations, and the ODD of the respective
functions. Figure 10.3 shows an excerpt of the owner’s manual (originally presented in
German language). Note that icons had been disguised due to confidentiality and are
represented as grey squares. Specific function names have been replaced by “L3 ADS”
and “L2 automation” for the same reason.
Figure 10.3. Excerpt from owner’s manual. Note that icons had been disguised due to
confidentiality and are represented as black squares. Specific function
names have been replaced by “L3 ADS” and “L2 automation”.
Interactive Tutorial
The interactive tutorial was designed using Microsoft PowerPoint. The tutorial showed
the operating element (i.e., buttons on the left of the steering wheel), the instrument
cluster with the present system state and a driver’s view of the vehicle interior. Next,
there was a description of the task including the current system state target system state,
and target system name. The four answers included the respective buttons and/or icons
154
that could appear in the instrument cluster. Participants could select an answer by
clicking on the respective box. If a wrong answer was given, a box appeared in the
foreground explaining what would happen and that the answer was not correct and
redirected the participant to the task. If the answer was correct, the same box appeared
telling the test taker what HMI elements would appear and that the answer was correct.
The tutorial was finished when all tasks were completed successfully. In the tutorial,
each task had only one correct answer. Incorrect answers were derived from an inquiry
of the second experiment in this thesis (see chapter 4). Table 10.3 provides an overview
of the seven questions in regard to UCs, transition type and restriction as reported in
SAE (2018). Figure 10.4 shows a screenshot of tutorial question 1. Note that buttons on
the steering wheel and icons in the answer options were disguised due to confidentiality.
The function name of the L2 automation has been replaced by “L2 automation” for the
same reason.
Figure 10.4. Layout of interactive tutorial with operating element (upper left),
instrument cluster (upper middle), driver’s view (upper right), user task,
and four alternative answers.
10.2.7 Dependent Variables
The mental model questionnaire developed by Beggiato et al. (2015) was adapted for
L2 and L3 driving after automation (see table 10.4 for item wording). Participants
completed the questionnaire after they had received the treatment and then after the
six interactions. However, the present work only reports results from the mental model
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Table 10.3
Overview of tutorial questions with corresponding UC, transition, and type of








1 2 L0→L2 None
2 1 L0→L3 Availability
restriction
3 1 L0→L3 Speed restriction
4 1 L0→L3 Lateral guidance
restriction
5 3 L2→L3 Availability
restriction
6 3 L2→L3 Speed restriction
7 4 L3→L2 None
questionnaire before the drive. The mental model questionnaire included 11 items on
a seven-point Likert scale from 1 (“strongly disagree”) to 7 (“strongly agree”) for both
the L2 and L3 automation. Two items covered the participant’s understanding of HMI
in general, four items covered the understanding of the HMI with a focus on transition
restrictions (SAE, 2018) (SAE, 2018), and five items served as distractors. In the present
study, the four items covering HMI and transition restrictions were analyzed (see table
10.4). Items were derived to specifically detect differences between the L2 and L3. Thus,
for each item of interest, the opposite end of the scale was correct for the two levels of
automation. If “strongly disagree” was the correct answer for L2, “strongly agree” was
correct for L3 and vice versa. In the present experiment, the correct answer for all four
items of relevance was 1 (“strongly disagree”) for L2 and 7 (“strongly agree”) for L3
automation.
Interaction performance was assessed by means of a five-point rating scale, which is
described in chapter 6.4.7 and shown in table 6.2.
10.3 Results
No missing data were recorded for self-report or observational measures. The present
study included a small number of participants per between-subjects factor, and there-
fore the use of estimation methods that require assumptions on sample distributions are
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Table 10.4
Mental Model questionnaire with item number and item wording.
Item number Wording
1 There is a speed limitation that must not be exceeded to activate the system
2 Lane keeping is relevant for the system activation
3 The system displays availability to the driver
4 There are road sections where the system is not available
problematic (Nevitt & Hancock, 2001). Therefore, we applied bootstrapping for analyz-
ing the data since this procedure has been found to be robust in cases of heterogeneity
and non-normality (Keselman, Wilcox, Othman, & Fradette, 2002). We calculated 95%
confidence intervals (CI) for comparisons between the experimental conditions as a state-
of-the art inferential statistics technique (Cumming, 2013; Scha¨fer, 2018). We report
means, upper, and lower bounds of 95% CIs in table 10.5 (mental model L2 automation),
table 10.6 (mental model L3 automation) and table 10.7 (interaction performance). In-
ferential p-values are reported after the rule described in Cumming and Finch (2005).
Bootstrap analysis was performed using Matlab R2015b. The code of the bootstrapping
procedure to generate n = 10,000 data set replicates is shown in figure 10.5.
Figure 10.5. Matlab code for bootstrapping procedure.
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10.3.1 Mental Model Questionnaire
Results for the mental model are provided separately for the L2 (see table 10.5 and
figure 10.6) and L3 automation (see table 10.6 and figure 10.7). Mental models for the
L2 automation showed that knowledge about the system in item 1 (speed limitation)
and item 3 (availability display) was enhanced in both treatment conditions in a com-
parable manner. The results revealed bimodal distributions in many cases (e.g., BL
item 1 and item 4, figure 10.7. However, the means of these distributions fell right in
between the two distribution modes. Consequently, a mean value on the center of the
scale as reported in the tables must regard the respective distribution in the according
figure. While participants in the baseline condition strongly assumed a speed limitation
and availability display for the L2 automation, participants in the treatment conditions
were surer that there was no speed limitation (p<.05) and did not as strongly assume
an availability display (p<.01). A large overlap between the conditions was present for
item 2 (lane keeping) as indicated by the CIs (see table 10.5). On a descriptive level,
participants in the baseline condition showed a trend towards the most correct answers.
Thus, no statistically differences in regard to lane keeping relevance for L2 automation
were present. Item 4 (road section availability) showed that participants in the baseline
condition strongly assumed a restricted ODD, while the distribution for the tutorial
condition was spread almost over the entire seven-point Likert scale, and participants in
the owner’s manual condition showed the best answers (i.e., no restriction of ODD). The
difference between baseline and tutorial was not statistically significant. The owner’s
manual condition differed significantly from both the baseline (p<.01) and the tutorial
(p<.05). Results for the mental model L3 automation showed that the participants in
the baseline condition had to guess whether there was a speed limitation or not (item 1).
In comparison, mental models for the owner’s manual (p<.05) and tutorial (p<.05) dif-
fered significantly from the baseline condition with most participants indicating a strong
approval for the statement. Participant understanding of lane keeping relevance, (item
2) in the tutorial condition, was more accurate as compared to the baseline (p<.01).
On a descriptive level, the owner’s manual condition was superior to the baseline, but
inferior to the tutorial condition, however, due to a large margin of error, no statistical
significance can be inferred. In regard to the availability display (item 3), participants in
all three experimental conditions indicated strong approval for the existence of an avail-
ability display for the L3 automation. Thus, CIs overlapped to a large degree and no
significant differences are present. Answers for item 4 (road section availability) revealed
that participants in the baseline were indifferent whether a restricted ODD is present
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on the highway or not, which is reflected in a mean of 3.87 (see table 10.6). Compared
to the baseline, participants in the owner’s manual condition indicated existence of a
restricted ODD (p<.01). Participants in the tutorial condition were more accurate on a
descriptive level as compared with the baseline, without reaching statistical significance.
Table 10.5
Means and 95% CI upper and lower bounds of bootstrapped mental model distributions

























Baseline 5.00 [4.00-5.80] 3.75 [2.88-4.20] 6.75 [6.50-7.00] 5.63 [4.63-6.00]
Manual 2.61 [1.13-4.13] 3.88 [2.38-5.50] 4.40 [2.88-5.88] 2.37 [1.38-3.63]
Tutorial 2.62 [1.13-4.13] 5.01 [3.88-6.00] 4.76 [3.25-6.13] 4.37 [3.50-5.25]
Figure 10.6. Frequency [N] of L2 automation mental model ratings [1–7] for the four
relevant items (columns) by experimental condition (rows 1–3: baseline
grey, owner’s manual blue, tutorial green).
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Table 10.6
Means and 95% CI upper and lower bounds of bootstrapped mental model distributions

























Baseline 4.00 [2.50-5.38] 3.50 [2.63-4.50] 6.01 [5.00-6.75] 3.87 [2.63-5.13]
Manual 6.27 [4.75-7.00] 5.01 [3.50-6.38] 5.99 [4.75-7.00] 6.38 [5.13-7.00]
Tutorial 6.12 [4.75-7.00] 6.00 [5.50-6.50] 6.50 [6.21-6.87] 5.37 [4.38-6.38]
Figure 10.7. Frequency [N] of L3 ADS mental model ratings [1–7] for the four relevant
items (columns) by experimental condition (rows 1–3: baseline grey,
owner’s manual blue, tutorial green).
10.3.2 Interaction Performance Ratings
Results for observational measures (see table 10.7 and figure 10.8) in UC1 revealed that
both the owner’s manual and the tutorial led to superior performance in activation of
the L3 ADS as compared with the baseline. In addition, the participants that had
read the owner’s manual showed better performance than the participants that had
received the tutorial. Activation of L2 (UC2) showed that both the owner’s manual
and the tutorial significantly increased performance with no difference between the two
conditions. Transitions from L2 to L3 (UC3) showed that best performance was achieved
in the tutorial condition where participants performed significantly better than in the
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baseline and in the owner’s manual condition. Baseline and manual conditions did not
differ significantly. Eventually, no differences among all three conditions were observed
for the transition from L3 to L2 automated driving (UC4).
Table 10.7
Means and 95% CI upper and lower bounds of bootstrapped mental model distributions
for the four relevant items on L3 ADS by the three experimental conditions.

















Baseline 3.50 [3.00-3.88] 3.38 [2.63-4.00] 2.87 [2.13-3.50] 2.75 [2.13-3.50]
Manual 1.88 [1.25-3.63] 1.88 [1.25-2.63] 2.63 [1.87-3.38] 3.00 [2.50-3.50]
Tutorial 3.00 [2.50-3.50] 1.87 [1.38-2.38] 1.38 [1.00-2.13] 2.87 [2.13-3.63]
Figure 10.8. Frequency [N] of experimenter ratings [1–5] in each use case (columns) by
experimental condition (rows 1–3: baseline grey, manual blue, tutorial
green).
10.4 Discussion
The present driving simulator study investigated the effects of two different user edu-
cation approaches which were (a) the owner’s manual, and (b) an interactive tutorial
on mental model formation and human-automation interaction, in comparison to (c) a
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generic functionality description (SAE, 2018). We hypothesized that participants in the
owner’s manual and interactive tutorial conditions would have a better understanding
and show superior operator behavior as compared with the group that had only received
a generic description. In a between-subjects design, N =24 participants were randomly
assigned to one of three treatment groups (i.e., baseline, owner’s manual, tutorial). Hav-
ing finished the respective education, the mental model was assessed and subsequently,
drivers completed several transitions between manual, L2, and L3 automated driving.
The results showed that both owner’s manual and tutorial led to more accurate men-
tal models and improved interaction performance as compared with the baseline. In
addition, a use case specific trend was observed since only trained participants showed
better performance than untrained participants in first-order use cases (i.e., transitions
from manual to L2/L3) as compared with second-order use cases (i.e., transitions be-
tween two levels of automation). The results suggest that user education approaches,
as conceptualized in the present study, significantly add to a better understanding of
automated vehicle HMIs and this knowledge is also transferable to users’ interactions
with the driving automation system. The following paragraphs discuss findings and
limitations of the present results and derive practical implications.
10.4.1 Mental Model
Interpretation of the results of mental model formation must consider that the items
focused on system restrictions that existed for L3 and not for L2. Both user education
approaches communicated this difference by introducing the restrictions for the L3 func-
tion while not mentioning these for the L2 function. As a consequence, the only way
to identify the non-existence of the restrictions for L2 automation was by inferring this
from the fact that it was not mentioned in the respective treatment.
Results for L2 mental models (figure 10.6 and table 10.5) showed a trend towards more
correct answers in the treatment conditions, especially for the speed (item 1) and avail-
ability restriction (item 3 and item 4). Both approaches were successful in conveying
that the ODD restrictions do not exist for L2 automation. No difference was apparent
for the lateral guidance item (item 2). This result might be due to the fact that under-
standing and terminology of lane keeping is difficult for users, and it also corroborates
evidence on mental model formation for the aspect of lane keeping from chepter 8. A
slightly different picture emerged for the formation of mental models of L3 automation
where ODD restrictions for activating driving automation are present. While both user
education approaches could deliver first evidence for conveying speed (item 1) and avail-
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ability of road sections (item 4), there was no difference apparent for an availability
display (figure 10.7 and table 10.6). However, this result is due to user expectations in
the baseline. This group showed a strong trend towards assuming that an availability
display existed. Consequently, there is no room for additional improvement here. There-
fore, the diagnostic benefit of this item for L3 mental model assessment is rather small.
What has not been assessed, however, is the degree of users’ certainty when answering
mental model items. It is speculated that although the present results did not show a
difference between the conditions, participants in the two treatment groups should be
more certain about their indication, while baseline participants might rather have in-
dicated their expectation of the HMI. Concerning lateral position ODD restriction, the
present study found a descriptive trend that users in the owner’s manual condition gave
more correct answers as compared with the baseline. A strong shift towards the correct
answer was observed for the tutorial. This finding is explained through the use case fo-
cus of the tutorial, since one of seven questions specifically addressed this restriction. In
comparison, the owner’s manual only mentioned the importance of lane keeping within
a larger set of paragraphs. This result supports considerations based on Wickens et al.
(2015), who found that use case specific user education is more beneficial than system
specific where users can get lost in the complexity of the information.
Mental model findings for L2 and L3 automation highlight the importance of user ed-
ucation for forming an accurate understanding of the automated vehicle HMIs. There
was no clear superiority of either of the education approaches. It seems like when it
comes to abstract questions (e.g., item 4, “there are road sections where the system is
not available”), owner’s manual approaches are more beneficial than tutorial approaches.
On the other hand, if items are not abstract but rather align closely with a scenario that
had been taught in the tutorial (e.g., item 2 and tutorial question 4), the results turned
out to favor the latter.
The results of the mental model questionnaire might also hold important implications
for mode awareness issues. Feldhu¨tter et al. (2017) among others have shown that users
frequently cannot discriminate between L2 and L3 automation based on HMI and func-
tionality alone. Therefore, we assume that users also have a better understanding of
current system states when being supported with knowledge on how to complete control
transitions. From their own actions they should be able to infer the correct system state
and not confuse L2 and L3 as frequently as without information on control transitions.
However, to verify this assumption future research is necessary.
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10.4.2 Interaction Performance
The present findings support the a priori stated hypothesis that user education improves
interaction performance with driving automation. However, this finding does not apply
to all use cases, but is limited to a specific pattern (see figure 10.8 and table 10.7). The
owner’s manual provided the most support when completing the transition from manual
to L3 automation. In contrast, the tutorial delivered the best interaction results when
participants were driving with L2 automation before performing the transition to L3.
Both education approaches showed the same superiority over the baseline information
for the transition from manual to L2 automated mode. However, this superiority was
not present for either condition when participants were driving in L3 automated mode
before performing the transition to L2. Therefore, perhaps the target system state is
not only important for interaction performance, but also the preceding system state. In
the present study, the owner’s manual approach did not provide any better results as
compared with the baseline for transitions between automation levels. UC3 and UC4
require preceding transitions to the respective level (i.e., L2 for UC3 and L3 for UC4).
Therefore, learning mechanisms from the preceding interactions come into play. These
might interfere with the information that users have gained from either the manual or
the tutorial. Similarly, chapter 7 describes learning effects between different transitions
of automation levels when evaluating HMIs for driving automation. Referring to results
from the mental model, interaction measures support the reasoning that user education
is especially beneficial in first-order use cases. However, the procedural knowledge about
the automated driving HMI that is gained through interaction significantly influences
subsequent trials. Once there was a successful interaction with the driving automation
(which was always the case in the present study), this experience more strongly influ-
enced subsequent behavior than declarative knowledge from the prior treatment. On the
other hand, this reasoning is contradicted by the results of extremely good performance
in UC3 in the tutorial group in comparison with the owner’s manual and the baseline
groups. This data show barely any variation of the experimenter rating. It might be
that this observation is an artifact of the ordinal nature of the experimenter rating itself.
The step from the category at the top end of the scale (i.e., category “no problem”) to
the middle of the scale (i.e., category “minor problems”) is considerably small. As a
consequence, there is a need for future research that applies interval scale observational
measures such as error rates and time on task (Wickens et al., 2015) in order to more
closely determine the differences between first and second-order interactions.
Even though experience with the system seemed to largely influence interaction behav-
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ior, the present results emphasize the important role of user education for successful
interaction with driving automation. It seems that an interplay of prior education and
learning from these first-order interactions is present. Therefore, vehicle manufacturers
and employers of driving automation might consider supporting users with information
material prior to first use, as these are influential for subsequent interactions. At the
same time, automated driving development needs to consider that interface design itself
results in learning that adds to the content from tutorials and owner’s manuals. Thus,
even when users activate L3, they learn how to activate parts of the L2 automation, or
at least can rule out other possible operating paths.
On the basis of prior considerations of the role of task interference between operating in-
vehicle HMIs and performing the DDT, this study provides evidence that user education
has beneficial effects for a safer and more efficient transition from manual to automated
driving mode. User education in the area of driving automation is of utmost importance
because first contacts with combined automation and ADAS are challenging for users.
The mitigation of ineffective and inefficient human operator performance with driving
automation plays an important role not only for proximal goals of safety and effective-
ness, but also for the more distal adoption of this technology with ease of use being a
precursor of intention to use (Davis, 1989). Valuable insights for technology adoption
can be gained by considering research on automation in aviation (Sarter et al., 2007;
Tro¨sterer et al., 2017) where the training approaches for pilots have been successfully
established. Tro¨sterer et al. (2017) outlined how pilots practiced operating an airplane
under fully functional and defective conditions in both simulation and real-world en-
vironments. Such educational approaches, however, are most likely not applicable for
driving automation since the user population is much larger as compared with the small
number of pilots and the enormous time and financial costs of such trainings. While
automated driving users must be considered as novices when it comes to using automa-
tion (C. A. Hart, 2019), aircraft pilots are highly skilled and trained individuals when
operating an automated system. We must conclude that the driving automation domain
faces different conditions from that of the aviation sector. Nevertheless, there is the same
need for user training and regulation thereof.
A combined view of results in the mental model questionnaire and interaction perfor-
mance shows that at first, user education positively impacts the knowledge on how to
interact with driving automation. This knowledge is then transferred to actual appli-
cation when encountering a combined ADAS and automation function. However, one
has to take into consideration that the declarative knowledge is rather transferred to
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first-order use cases of transitions from manual as compared with second-order use cases
of transitions between levels of automation.
Directly comparing the owner’s manual and the tutorial showed that no clear advantage
of one approach over the other was present. There was no larger issue detected for the
transfer of information from abstract system description in the owner’s manual to the
application context in the automated vehicle. The use case focus of the tutorial did not
show a clear advantage for the outcome of the experimenter rating and this finding does
not support prior considerations based on Wickens et al. (2015). We explanation for
this is the fact that the tutorial, as designed for this study, also conveyed information
in a comparably complex way for the participants through the presence of erroneous
answers. In addition, there was no clear advantage of active and guided learning as
compared with passive and unguided learning. This result might also be due to the
combined complexity of the questions and distractors. The users might also have gotten
lost in the tutorial itself rather than only in the owner’s manual (Wickens et al., 2015).
10.4.3 Limitations and Future Research
The two user education approaches in this study were used as stand-alone procedures.
Hence, both of them suffer from specific drawbacks (see table 10.1). For example, the
owner’s manual does not support strict experimental control in terms of objectivity
and is passive in its nature of learning. Major drawbacks of the tutorial are the degree
of complexity which is mainly due to the high amount of incorrect answers and the
necessary trial-and-error approach that users have to take without being provided with
any information on the HMI beforehand. Thus, a combination of both approaches
in the form of a system-focused information presentation by means of the owner’s
manual and subsequent guided-learning objectives test might be more suitable. Such
approaches are frequently used in web-based trainings by large companies to ensure
that their employees have an understanding of their roles and responsibilities within
the working context (McIlwraith, 2016).
The number of participants in the present study was rather small when considering
the between-subjects design leading to a sample size of n=8 per condition. Cumming
and Finch (2005) recommend a number of n=10 when applying CI approaches for
determining statistical inference. The aim of the present research, however, was to
find out about differences and trends of user education concepts and these can well
be inferred from the present data and the applied statistical method. Subsequent
investigations should consider collecting larger samples to ensure statistical robustness.
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Furthermore, there was only one behavioral measure included in the present analysis.
The question of how behavioral indicators on a more operational level (Michon, 1985)
such as speed and accuracy (Wickens et al., 2015) benefit from user education remains
to be answered. One also has to consider that the experimenter rating, as used in
the present study, represents a rather conservative performance indicator compared
to time-on-task and error rates, and in chapter 7 did not show strong performance
increases in repeated interaction with driving automation. In this study, despite the
standardized approach in applying the experimenter rating, there still remained room
for interpretation for the experimenter. As far as possible we counteracted this by
assigning specific errors (e.g., pressing a wrong button, unintendedly deactivating the
function) to each category for all use cases. Nevertheless, we cannot categorically rule
out a certain bias. Hence, further research efforts are necessary, including a blind rating
process by multiple raters and subsequent comparison of these by means of inter-rater
reliability measures. Additionally, the open question of how long performance gains
from user education are apparent over repeated trials of interaction remains to be
answered. Considering that first-order interactions (UC1, UC2) affect performance in
second-order interactions (UC3, UC4), it is likely that benefits from user education are
not only evident at the very first but also at the same time as most critical encounters
with driving automation. The same holds true for mental models. With a superiority
of user education present, it remains unclear, whether and how fast non-educated users
catch up with informed users. In that vein, it is also the role of future research to
learn the implications of training on mental models and operator performance over a
longer course of time. The present study found effects of education on single trials
within a short simulation drive. However, users of driving automation might also be
trained for long-term effects, and retrained in case new functionalities are added to the
automated vehicle via over-night updates. Moreover, automated vehicle HMIs will most
likely differ between OEMs and thus the question arises as to how to train users so
that when changing to another automated vehicle their understanding and appropriate
performance are ensured.
This study showed that an approach based on the owner’s manual contributes to
formation of accurate mental models and increases interaction performance. However,
for an application under real-world conditions, there is the issue that less than half
of the users will read the owner’s manuals (Mehlenbacher et al., 2002). From this
group, there might still be a large estimated number who preferred to skim through
the owner’s manual and not fully understood the presented information. Therefore, it
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is questionable whether the positive effects of stand-alone owner’s manual-based user
education procedures emerge for the introduction of combined automation and ADAS to
the consumer market. In addition, as outlined in the prior considerations, information
about automated vehicle HMIs is not presented separately but rather within a booklet
that can be composed of up to 500 pages. Despite the positive effects of the owner’s
manual found here, it remains to be seen whether future users find this information and
apply it accordingly after having read additional information on vehicle maintenance,
warnings, and much more.
In the present analysis, we calculated mean instead of median values as the measure
of central tendency even though the experimenter rating is ordinal in nature. This
procedure is supported by Norman(2010) who describes the applicability of parametric
statistical methods on ordinal data. Prior research on controllability have also used
Cooper–Harper scale items and applied parametric approaches on them (Kauffmann et
al., 2018; Naujoks, Purucker, Neukum, Wolter, & Steiger, 2015; Neukum et al., 2008).
The present work followed an applied research purpose to investigate the applicability of
two user education concepts. Thus, results of increased mental models and interaction
performance cannot be traced back to a single variation between the two conditions
but rather to a combination of several factors. There is a need for future basic
research to determine how each approach individually might be improved or impeded
by systematically varying conceptual characteristics.
This chapter comprehensively outlined the conceptual development of two educational
procedures. Moreover, the study reported herein served as a first proof-of-concept for
the manual and the tutorial. The following chapter builds on the insights gained here
and additionally combines the two procedures. It will take a methodology oriented
perspective on user education and examine the influence on satisfaction, understanding
and interaction behavior with driving automation in a detailed manner. From that,
advantages and disadvantages of educational procedures in user testing are discussed.
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11 What and how to tell
beforehand: The Effect of User
Education on Understanding,
Interaction and Satisfaction with
Driving Automation 10
Abstract: The success of introducing automated driving systems to consumers will
depend on an appropriate understanding and human-automation interaction with this
technology. Educating users with driving automation technology bears the potential to
attain these two requirements. In a driving simulator study, we investigated the effects
of user education on mental models, human-automation interaction performance (i.e.,
time on task, error rate, experimenter rating) and satisfaction with a Human-Machine
Interface (HMI) for automated driving. N =80 participants were randomly assigned to
one of three different user education conditions or to a baseline. Subsequently, they
completed several driver-initiated control transitions between manual, Level 2 (L2) and
Level 3 (L3) automated driving. Results revealed that user education promoted accurate
evolution of mental models of driving automation. These in turn facilitated interaction
performance in transitions from manual to both L2 and L3 automated driving. There
was no comparable influence of prior education on performance in transitions between
the automation levels. Due to the performance enhancing effects of user education, no
further improvements of interaction performance were observed for educated users in
comparison to uneducated users. There was no effect of user education on satisfaction.
The current findings emphasize the necessity to provide information about automated
10This chapter is based on a previous publication: Forster, Y., Hergeth, S., Naujoks F., Krems, J.
F. & Keinath, A. (2019). What and how to tell beforehand: The Effect of User Education on
Understanding, Interaction and Satisfaction with Driving Automation Transportation Research Part
F: Traffic Psychology and Behaviour, 68, 316–335. doi.org/10.1016/j.trf.2019.11.017
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vehicle HMIs to first-time users to support accurate understanding and behavior. Based
on the current findings, we propose first conceptual approaches to teach users and derive
implications for user studies on automated vehicle HMIs.
11.1 Introduction
The present chapter investigates the effects of user education approaches on behavioral
measures, mental model evolution and satisfaction with an automated vehicle HMI.
While in the preceding chapter, the focus was more conceptually oriented, this chapter’s
focus lies on methodological issues when educating users with driving automation.
The need to develop and test user education approaches is described from a method-
ological and theoretical perspective at first. Following this, first empirical evidence on
educating and training users is reported and open research questions are derived even-
tually leading to specific hypotheses for the present study.
11.1.1 Directions and Challenges in Automated Driving
Research
By providing a priori knowledge about HMI and system functioning, human factors
research can directly target one of the two challenging factors mentioned in chapter
1 (i.e., novice users) while the other (i.e., system complexity and design) remains an
engineering challenge. That being said, first and foremost research and development
needs to consider appropriate HMI design with a user-centered perspective. The present
work does explicitly not support the introduction of user education approaches as a
countermeasure for poor interface design. Instead, the development and deployment of
education approaches marks an additional challenge to HMI and function development
for a successful market introduction. It must be noted here that through good interface
design, the demand for user education might be reduced to a certain degree but most
likely it cannot be eradicated.
11.1.2 Educating Users with Driving Automation
As a consequence of the preceding reasoning, there is need to investigate user educa-
tion approaches from both a methodological and a theoretical point of view. Research
methodology can greatly benefit from user education in driving automation studies since
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to date, there is no common agreed-upon approach on whether and how to treat partici-
pants before engaging in HMI testing. Moreover, both legal authorities and the scientific
community have called for development of user education approaches. Eventually, from
a theoretical perspective it remains to be seen whether user education leads to a better
understanding about HMI functionality and is directly transferred into adaptation of
behavior (Rudin-Brown, 2010).
Methodological Backlog
First, from a methodological point of view, there is no agreed-upon approach when it
comes to inform participants in user studies before valid empirical data can be collected.
Familiarization and user education in such studies are often rather unstructured, and to
date there is standardization or best practice recommendation. For example, on the one
hand there are studies which only included a brief description of the automated driving
function (Forster, Naujoks, Neukum, & Huestegge, 2017). On the other hand, there are
studies that included comprehensive familiarization drives with additional experimenter
descriptions (Louw & Merat, 2017; Beller et al., 2013). To contribute to method devel-
opment for automated vehicle HMI evaluation, the current study investigated effects of
user education approaches regarding observational and self-report measures. This pro-
vides researchers and developers of automated vehicle HMIs with insights into facilitating
effects of a priori treatments when users interact with driving automation technology.
Calling for User Education
Regulatory entities such as the National Highway Traffic Safety Administration
(NHTSA) have recently published the automated vehicles policy (NHTSA, 2016). This
policy – among other issues such as the HMI design and functionality itself – explic-
itly calls for appropriate consumer education approaches. Hence, ADS providers should
strive to ”[. . . ] provide the target users the necessary level of understanding to use these
technologies properly, efficiently and in the safest manner possible” (p.24). Similarly,
Pradhan et al. (2019) report the outcomes of a round table discussion on the need for user
education in automated driving. Referring to this need to develop training approaches
for L2 driving automation, Casner and Hutchins (2019) outline that three kinds of knowl-
edge must be incorporated. These are (1) knowledge about the automation in form of
mental models, (2) knowledge about the user and (3) knowledge about the changed
task in terms of how to assess and comprehensively describe interaction performance
under changed circumstances of automation. A recent survey by Abraham, Reimer, and
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Mehler (2018) investigated user preferences for learning procedures of in-vehicle tech-
nology (especially ADAS). The authors found that learning success is determined by the
fit between the users’ preferred method and the actually applied method among others.
Moreover, the study reports that users wish for assistance about in-vehicle technology
from an expert or dealership plus additional information through websites, owner’s man-
uals or computerized assistance. In fact, user education for automated systems has a
longstanding precedent. Bainbridge (1983) emphasized the role of proper user education
of users of any kind of automated system more than three decades ago. These examples
make obvious that both regulatory entities and the scientific community regard user
education for driving automation as an integral part of technology development.
Theoretical Considerations
From a theoretical point of view, the current research aims to facilitate understand-
ing and interaction with driving automation by means of supporting a priori knowl-
edge. There is empirical evidence on how procedural knowledge (Anderson & Lebiere,
2014) in form of repeatedly interacting with a certain technology updates mental mod-
els (Blo¨macher et al., 2018; Beggiato et al., 2015) and leads to behavioral adaptations
(Naujoks & Totzke, 2014; Winkler et al., 2018). Mental model formation solely based
on experience without or only with incomplete prior education involves the danger of
inaccurate mental model formation. This can also translate into lower trust and accep-
tance (Beggiato & Krems, 2013). Similarly, Seppelt and Lee (2019) provide evidence
that continuous dynamic feedback during experiential learning can support driver un-
derstanding. This, in turn exerts a positive influence on trust and reliance in vehicle
automation. Since in-the-wild experiences of automation features do not guarantee a
comprehensive encounter of potential system limitations, the mental models for frequent
scenarios will most likely be more accurate. In contrast, user’ mental models cover rather
infrequent scenarios such as weather conditions (”ACC works in the fog”, Beggiato &
Krems, 2013) or lateral vehicle guidance (”Lane keeping is relevant for system activa-
tion”, see chapter 7) less well. Moreover, there is recent work (Abraham et al., 2017;
Homans, Radlmayr, & Bengler, 2019) that even the mere name of an automated vehi-
cle function fosters certain expectations towards capabilities and limitations of these.
Consequently, one has to assume that the mental model that users establish will also be
influenced by external factors such as the manufacturer’s reputation (Forster, Kraus, et
al., 2018) or the function’s name itself (Abraham et al., 2017). These examples show
that both experiential learning and external factors influence the mental model forma-
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tion. However, they bear the danger of leading understanding of this technology astray.
Wege et al. (2014) point out that improperly formed mental representations can trig-
ger misuses of the system leading to potentially dangerous situations. In contrast to
this learning from actual experience approach, the present study aims at teaching users
before interacting with driving automation. Therefore, the user education approaches
rather support declarative knowledge about HMI and system functioning. However,
since these two components of memory modules are not mutually exclusive and com-
pletely separate from each other (Anderson et al., 2004), the users are also expected to
learn about productions (i.e., how to do things). The combination of declarative and
procedural knowledge gained from prior information is transferred into larger parts of
procedural knowledge through the experience gained during subsequent interaction. The
mental model concept (Durso & Gronlund, 1999) is closely related to the representation
of procedural knowledge. Mental models are not characterized by mere knowledge about
facts but rather as a comprehensive understanding about driving automation technol-
ogy. By forming mental models, the user has to incorporate knowledge about system
capabilities, limitations, environmental circumstances and user actions among others.
Hence, the mental model is not only knowledge about simple facts since the user has to
transfer facts into a meaningful context (e.g., traffic surroundings) and anticipate the
effect of certain courses of action (e.g., activating the ADS while driving at a certain
speed). From that we expect that more accurate mental models are formed through prior
user education, which, in turn is translated into superior human-automation interaction.
Support for this theoretical approach can be found in Rudin-Brown (2010) stating that
mental models are translated in task performance on a strategical, tactical and oper-
ational level (Boer & Hoedemaeker, 1998). By educating users of driving automation,
the present research aims at supporting declarative knowledge prior to first encoun-
ters with automated vehicle HMIs. Furthermore, prior knowledge of automated driving
should support users both in information selection (e.g., visual attention allocation) and
encoding (e.g., adding incoming information to a coherent knowledge structure).
11.1.3 Existing Empirical Evidence
In automated driving research, there have been efforts to inform users prior to first time
use and find out how it affects both behavior and attitudes. There are studies that used
textual information to inform participants about automation capability. For example,
Beggiato and Krems (2013) presented different descriptions of automation capability to
users and found that it affects the evolution of mental models, trust and acceptance of
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L1 automation. Similarly, Ko¨rber et al. (2018) found effects of initial information on
trust evolution for L3 automation which is also reflected in reliance behavior. In a re-
cent study on L4 automation,Price, Lee, Dinparastdjadid, Toyoda, and Domeyer (2019)
provide evidence that variations in responsibility-instructions focusing on either the au-
tomation or the driver (i.e., L2 vs. L4) impact gaze behavior during active automation.
Such approaches resemble owner’s manual descriptions for driving automation and mark
one possibility to educate users of driving automation. Driving simulator studies on prior
familiarization with L3 automation have been conducted focusing on facilitating take-
over requests (Hergeth et al., 2017; Payre et al., 2017; Sportillo et al., 2018). These
studies provide evidence for the efficiency of training programs. Results by Hergeth et
al. (2017) support the assumption that more information and a higher degree of im-
mersion with a take-over request during a training session leads to faster reaction times
and lower self-reported criticality. Support comes from Payre et al. (2017) who showed
that elaborated training in form of textual information, questions and a tutorial video
decreased response times to an emergency take-over request in comparison to a simple
training procedure. Sportillo et al. (2018) compared an immersive virtual reality (VR)
familiarization with an owner’s manual and a driving simulator experience. The au-
thors of this study found that both behavior (e.g., reaction time, lane deviation) and
self-reports (e.g., appreciation, simulator sickness) were superior for the VR and driv-
ing simulation in comparison to the owner’s manual procedure. These studies have in
common that they support users with different amounts of education. Here, highly elab-
orated procedures have been compared to simple education procedures or no education
at all. Thus, we conceptualize user education from a top-down perspective. This means
that from combined approaches such as description plus exposure (Hergeth et al., 2017)
or description plus tutorial plus simulator training (Payre et al., 2017), the components
are successively withdrawn until only a simple or no education at all remains for com-
parison. In a recent study Noble, Klauer, Doerzaph, and Manser (2019) exposed users
of ADAS for either a conventional training protocol, self-learning through an owner’s
manual or an experimental (multimedia) training protocol. The authors found that the
training strategies only lead to small differences in knowledge, behavior and attitudes
of the users. Due to the realistic driving study context, the level of automation is re-
stricted to L2 automation. Hence, the resulting system and interface complexity cannot
be compared to L3 automation.
The present study targets human-automation interaction with a usability focus (DIN-EN
ISO, 2011) investigating effectiveness, efficiency and satisfaction. Satisfaction marks one
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of three pillars for usability evaluation (DIN-EN ISO, 2011) and in the context of testing
automated vehicle HMIs, an important methodological aspect lies in the agreeableness
between preference and performance (Nielsen & Levy, 1994) when interacting with such
interfaces (see chapter 3). There is first evidence that despite changes in behavior and
mental models, satisfaction remains on a constant level (see chapters 7 and 8). Due to
this observation, the present study also assumes that satisfaction with an interface for
automated driving remains unaffected by user education.
11.1.4 Research Question and Hypotheses
Based on the considerations outlined above, the research question of the study at hand
is to determine how users of driving automation can be educated to support HMI un-
derstanding and interaction. The present research follows a top-down approach when it
comes to comparing effects of the amount of user education. This means that we orig-
inate from an existing two-step user education approach and systematically withdraw
components. The following hypotheses are derived:
 H1: Users’ initial understanding of driving automation and ODD-restrictions is
more accurate if there is more user education available.
 H2: Users show more efficient and effective human-automation interaction perfor-
mance if there is more user education available.
 H2a: Users show superior performance in initial contacts with driving au-
tomation if there is more user education available.
 H2b: Users show smaller learning effects from the first to the second contact
with driving automation if there is more user education available.
 H3: There is no effect of the amount of user education on self-reported satisfaction.
11.2 Method
The present method includes the driving simulator, HMI, Driving Automation System,
Use Cases and User Education approaches as described in chapter 10.2. This section
separately describes the specifics concerning study design and procedure, dependent
variables and the analyzed sample.
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11.2.1 Sample
A total of N =85 participants took part in the driving simulation study. We recorded n=5
drop outs due to technical difficulties (n=2) and non-adherence to the experimenter’s
instructions (n=3). This left n=80 participants for data analysis (27 female, 53 male)
with each of the four experimental groups including n=20 randomly assigned partici-
pants. Mean age of the final sample was 28.39 years (SD=8.79, MAX =58, MIN =18).
All participants were BMW Group employees, held a German driver’s license and had
normal or corrected to normal vision. Participants that had taken part in user stud-
ies on automated driving (i.e., L2 or L3) were not considered for participation. The
demographic questionnaire additionally screened for experience with Advanced Driver
Assistance Systems (ADAS). Participants could indicate whether they had experience
with a certain ADAS or not. 88.75% of the sample (n=71) had experience with cruise
control and 43.75% (n=35) had experience with Adaptive Cruise Control (ACC). 49%
of the sample (n=49) had experience with Lane Keeping Assistance.
11.2.2 User Education Conceptualization and Design
User Education (also referred to as “treatments”) was designed as a two-step procedure,
which included (1) textual information that the learner receives and (2) a subsequent
interactive tutorial. This combination of textual information and a tutorial resembles
the elaborated training as reported in Payre et al. (2017). Theoretically it is also possible
to provide the users with one of the two approaches separately. The two concepts are
described in detail in chapters 10.1.2 and 10.1.3. From here on, the two-step procedure
will be referred to as “Manual+Tutorial”, (ML+TL) while the stand-alone procedures
are referred to as “Manual” (ML) and “Tutorial” (TL), respectively. In addition, the
baseline (BL) consisted of a standardized description of the driving automation as re-
ported in J3016 (SAE, 2018). The baseline information preceded the owner’s manual,
the interactive tutorial and the combination of these. It described that the simulated
vehicle incorporated a L2 and L3 driving automation as follows: Depending on the sit-
uation both functions (i.e., L2 and L3) would break or accelerate the vehicle and keep
distance to the vehicle ahead. In addition, both functions would execute lateral vehicle
guidance. The L3 ADS would execute lane changes if necessary. With the L3 ADS, cer-
tain defined non-driving related tasks can be engaged in and the driver does not need to
continuously monitor the traffic conditions. However, the driver needs to resume vehicle
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guidance upon system notice. In contrast, the driver has to continuously monitor the
traffic conditions with the L2 driving automation.
11.2.3 Study Design and Procedure
The study employed a 2 x 4 (block x education) mixed within-between design. The
within-subject factor “block” had two levels and reflects the first and second contact
for each UC. The between-subjects factor “education” had four levels which were base-
line information, the two stand-alone procedures owner’s manual and interactive tutorial
and the two step procedure owner’s manual plus interactive tutorial. In the tutorial-only
condition, participants only received the BL before the actual treatment information but
no information beyond such as information about the questions or UCs. Thus, they had
to learn based on a trial-and-error approach. Participants were randomly assigned to
the between-subjects factor.
Upon arrival, participants were welcomed and gave informed consent. After an explana-
tion of the study purpose, the experimenter briefly outlined which education participants
would receive and gave a standardized instruction for each condition. The participants
could then complete the respective education procedure and were granted no more than
ten minutes to do so. Having finished the education approach, participants completed
the mental model questionnaire (see Dependent Variables) and were led to the vehicle
mockup. To accustom themselves with the simulator setup, participants completed a
five-minute manual familiarization drive. The experimenter explained that UC specific
instructions would be given through recorded samples. To familiarize themselves with
the recorded samples for experimenter instructions, the familiarization drive included
an instruction to change lanes. The subsequent experimental drive included two blocks
of interactions between the driver and the driving automation systems each (see section
Use Cases). To avoid anticipation of UC instructions by the participants, the exper-
imenter waited a minimum of 30 seconds after the UC specific inquiry to trigger the
next UC. There were no external factors (e.g., slow car ahead, intersection) that could
have indicated an upcoming transition. After each block, the driver was told to pull
over to the right shoulder, stop there and complete the block inquiry. Participants
completed the drive on a three-lane highway with low to medium traffic density. The
experimental drive lasted approximately 20 minutes. Figure 11.1 schematically depicts
the experimental procedure.
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Figure 11.1. Schematic outline of experimental procedure
11.2.4 Dependent Variables
The present chapter applied the same mental model questionnaire as outlined in chapter
10.2.7. Moreover, behavioral measures of interaction performance (i.e., time on task,
error rate, experimenter rating) are comprehensively described in chapter 6.4.7. Addi-
tionally, participants completed the SUS (see chapter 6.4.7).
11.2.5 Statistical Procedure and Data Analysis
Driving simulation data was pre-processed and visualized using Matlab Version R2015b.
Statistical test were calculated using IBM SPSS Statistics Version 23. To determine
whether initial user education affects mental models, relevant items for both L2 and L3
after the experimental variation were analyzed descriptively with additional standard
errors as an indicator for inferential conclusions (Cumming, 2013; Scha¨fer, 2018). Satis-
faction was analyzed through a one-factorial between-subjects ANOVA. Given that the
error rate is count data in nature, we report the parameter lambda (λ) to describe the
Poisson distributed data. Here, λ represents the mean and standard deviation of the
distribution (Plan, 2014). Despite the count data nature of error rate, the ANOVA ap-
proach was followed for inferential analysis since the discrete number of button presses
represents a quantitative attribute in increasing number (Tabachnick & Fidell, 2007).
Testing for overall influence of experimental factors, data for the experimenter rating,
time on task and error rate were analyzed by means of a 2x4x4 (block x education x
use case) mixed within-between ANOVA. To more specifically test the a priori stated
hypotheses, we applied a planned contrast analysis. To answer hypothesis 2a, three
between-subjects contrast analyses were performed for each UC and performance mea-
sure in the first block resulting in a total of 36 F-statistics to test for the influence of user
education at initial contacts. The two stand-alone procedure conditions (i.e., ML and
TL) were combined and compared to the respective other conditions since no specific
hypothesis concerning superiority of one over the other stand-alone approach could be
stated. The three contrasts thus included the two-step procedure versus the combination
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of the two stand-alone procedures, the combination of the two stand-alone procedures
compared to the baseline and the two-step procedure compared to the baseline. To an-
swer hypothesis 2b, three within-subject contrast analyses were performed for each UC
and performance measure resulting in a total of 36 F-statistics to test for learning effects
from the first to the second block. The three contrasts thus included the increases of the
two-step procedure, combined stand-alone approaches and baseline. A first investigation
with N =24 participants served as the manipulation check of first versions of the manual
and the tutorial. The results of the manipulation check are reported in the previous
chapter. Subsequently to this manipulation check, the two educational procedures were
adapted according to semi-structured interviews with the participants leading to the
final version applied in the present study.
The preference-performance relationship was analyzed as described in chapter 6.4.8. Due
to the finding that the relationship was only present at the first block (see figure 7.2 and
table 7.6), only the first block was analyzed here. Moreover, only the four transitions of
interest as reported in the present chapter were used for aggregating the respective per-
formance indicator. The SUS score also served as the preference measure. Performance
measures (i.e., experimenter rating, time on task, error rate) were identically aggregated
across use cases, inverted and z-scored.
11.3 Results
11.3.1 Mental Model
Results for the mental model are shown in figure 11.2. In L2 automation, the correct
answer for all four items of interest was 1 (
”
strongly disagree“). Descriptively, partici-
pants in the ML+TL condition showed best results being closest to 1 for all items. Both
stand-alone procedures were on a comparable level besides for the availability display
that revealed a slight advantage of the TL group over the ML Group. Results of the
BL group were mostly close to guessing probability (i.e., “neither agree nor disagree”,
category 4). Concerning the availability display (i.e., item 3), participants assumed the
existence such a display while in fact, there was none. In L3 automation, the correct
answer for all items was 7 (i.e.,
”
strongly agree“). All user education groups showed the
same pattern with almost exclusively correct answers. In contrast to that, results of
participants in the BL condition revealed that participants did not understand whether
the transition restrictions existed or not. This is reflected in values close to 4 (“neither
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agree nor disagree”). The availability display item marks one exemption to that since
participants expected such a display element as they just had for L2 automation as well.
The results indicate that user education supports accurate formation of mental models
for L2 and L3 automation. Additionally, there is more gradation between the approaches
in L2 (see figure 11.2 top) compared to L3, where the three approaches all led to equally
good results (see figure 11.2 bottom).
Figure 11.2. Means and SE for L2 (top) and L3 automation (bottom) of the four items
of interest by experimental condition (BL: white; ML: light grey; TL:
dark grey; ML+TL: black).
11.3.2 Interaction Performance
Descriptive statistics (i.e., M, SE, λ) for each interaction performance measure (i.e., ex-
perimenter rating, time on task, error rate) are shown in figure 11.3. Inferential results
for mixed within-between ANOVA are presented in table 11.2. Table 11.1 shows all 72
planned contrast results. In general, significant effects for both differences in the first
block and performance increases from the first to the second block were mostly observed
for transitions from manual to L2 and L3, respectively. Transitions between automation
levels (i.e., UC3 & UC4) only showed a small number of significant planned contrasts.
These results indicate that the treatments rather affect first-order UCs. As a conse-
quence, performance increases from the first to the second encounter are predominantly
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present in first-order UCs for the BL condition. The following paragraphs provide a
more detailed outline of results regarding contrast analysis.
In the first block, both the two-step and combined stand-alone education approaches
revealed significantly superior performance in comparison to the baseline for all three
performance measures. No performance parameter revealed significant differences be-
tween two-step and stand-alone procedures. Significant performance increases over time
for the experimenter rating were observed in the ML+TL condition and in the baseline
condition. The non-significant effect of the combined stand-alone approaches results
from the descriptive decrease in performance as measured by the experimenter rating
for the TL condition. The ML group showed similar increases as the other two groups.
Inferential statistics did not show significant results for performance increases of either
condition concerning time on task. However, there was a considerable effect size for the
baseline condition present pointing towards performance increases over repeated interac-
tion. Error rate results revealed significant performance increases only for the baseline,
but not for the other conditions.
Concerning differences in block 1 between the user education approaches, the same pat-
tern as observed for UC1 was present in UC2. All three performance measures revealed
a superiority of two-step and stand-alone procedures over the baseline approach. There
was no difference between the education approaches themselves. Strong and significant
learning effects were present for all three measures in the stand-alone approaches and
the baseline. For the ML+TL condition only mean experimenter rating performance
significantly increased from the first to the second block. Examining effect sizes, re-
sults showed that improvements in all three performance measures were strongest for
the baseline as compared to the education conditions being partly more than twice as
high. These results show that the descriptively best performance in the ML+TL condi-
tion did not further improve, but for the slightly poorer stand-alone approaches and the
significantly poorer baseline condition, there was still room for improvement left.
There was only one statistically significant planned contrast for the transition from L2
to L3 automated mode. Participants in the ML+TL condition received better exper-
imenter ratings than participants in the baseline condition in the first block. These
results indicate that user education is mostly ineffective for the first encounters in this
second-order UC. The fact that there was no difference apparent for the combination of
ML and TL in comparison to the baseline is due to the poor performance as measured
by experimenter rating and time on task observed for the ML group. In addition, there
was no improvements in performance from the first to the second block for neither of
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the conditions and measures.
Significant planned contrasts supporting the effectiveness of user education in transi-
tions from L3 to L2 automation were only present for the experimenter rating. Here,
the combined stand-alone procedures led to significant improvements as compared to
the baseline and the ML+TL approach when compared to the baseline just reached
the threshold of statistical significance. There were no further significant differences
recorded for time on task or error rates. However, concerning time on task, there were
differences between the user education approaches and the baseline on a descriptive level





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 11.3. Means and standard errors of the experimenter rating, time on task and
error rate (columns left to right) for UCs 1-4 (rows). Each plot shows the
four experimental conditions as separate lines for the first and second
block on the x-axis.
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Inferential results for the experimenter rating revealed three significant main effects
and two significant two-way interactions. Due to the disordinal nature of the two-way
interactions, none of the main effects can be interpreted globally and therefore only
two-way interactions are considered further. Each performance indicator revealed a
statistically significant two-way interaction between UC and block. Thus, it depends
on the respective UC, whether there is a difference between the two blocks in form
of performance improvement. This result supports observations from planned contrast
analyses that there was no difference between the blocks in the transition from L2 to L3
(i.e., UC3) for neither performance parameter. At the same time, strong increases were
observed especially in UC1 and UC2. The significant two-way interactions between block
and treatment for experimenter rating and time on task indicate that educating users had
an effect on these performance parameters, which depended on whether one examines
the first or the second block. In reference to planned contrast results reported above, this
result indicates that treatment differences existed in the first block. These differences
vanished in the second block due learning from the preceding successful interaction. No
significant three-way interactions were recorded.
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Table 11.2
Inferential statistics (i.e., F, df1, df2, p, η2p) for 2x4x4 mixed within-between ANOVA
for each of the three parameters.
Measure Effect F df1 df2 p η2p
Exp.-
Rating
UC 5.301 3 74 .002 .177
Block 47.068 1 76 <.001 .382
Treatment 8.239 3 76 <.001 .245
UC * Block 7.294 3 74 <.001 .112
UC * Treatment 1.504 9 180.247 .149 .057
Block * Treatment 3.202 3 76 .028 .112
UC * Block * Treatment 1.062 9 180.247 .393 .041
Time on
Task
UC 7.942 3 74 <.001 .244
Block 41.681 1 76 <.001 .354
Treatment 4.805 3 76 .004 .159
UC * Block 6.188 3 74 .001 .201
UC * Treatment 1.506 9 180.247 .149 .057
Block * Treatment 6.932 3 76 <.001 .251
UC * Block * Treatment 1.449 9 180.247 .171 .055
Error
Rate
UC 3.120 3 74 .031 .112
Block 15.224 1 76 <.001 .176
Treatment 2.500 3 76 .066 .090
UC * Block 5.615 3 74 .002 .185
UC * Treatment 1.416 9 180.247 .184 .054
Block * Treatment 2.155 3 76 .100 .078
UC * Block * Treatment 0.601 9 180.247 .975 .024
11.3.3 Satisfaction
Two participants missed one single SUS item each. Missing values were estimated using
an Expectation-Maximization Algorithm (Lu¨dtke et al., 2007; Howell, 2007). Descrip-
tively, participants in the ML+TL condition reported the highest satisfaction with the
HMI (M =78.95, SD=11.86) closely followed by the BL condition (M =77.25, SD=9.49).
The ratings decreased in the ML condition (M =71.59, SD=14.90) and were lowest in
the TL condition (M =65.63, SD=20.39). Results of a one-factorial between-subjects
ANOVA showed that there is a difference between the four experimental conditions re-
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garding central tendency (F (3,76)=3.355, p=.023, η2p=.117). Post-hoc Scheffe´ multiple
comparisons revealed that this effect is driven by lower SUS values in the tutorial condi-
tion as compared to the other conditions. Thus, the highest amount of education (i.e.,
ML+TL) and the lowest amount (i.e., BL) did not differ in terms of mean user satis-
faction (CI limits from -15.02 – 11.63, p=.988). The only post-hoc comparison closely
reaching statistical significance was observed for BL vs. TL (CI limits from -26.64 –
0.00, p=.05).
11.3.4 Preference-Performance Relationship
Figure 11.4 and table 11.3 show the results for the preference-performance relationship
by fitting linear regressions to the scatterplot data. There were no significant regression
equations for the experimenter rating. The relationship for the ML condition showed a
slight negative trend where higher SUS scores were associated with better performance.
Time on task revealed two significant equations and correlations for both stand-alone
procedures. Here, with increasing performance, the SUS score also increased. The
baseline and two-step procedure did not show a significant relationship. A significant
linear regression for the error rate was only observed in the BL condition. This also
marked the strongest slope of all regressions.
Figure 11.4. Scatterplots of preference-performance relationships for experimenter




Linear regression coefficients (i.e., R2, p), equations with criterion (C) and respective
predictor (p) and correlation coefficients (i.e., r, p) for experimenter rating, reaction
times and error rate by four educational procedures.
Variable Education Linear Model Equation R2 p r p
Exp.-
Rating
Baseline C = −0.921 + 0.213 ∗ p .032 .448 .180 .224
Manual C = −0.078− 0.103 ∗ p .019 .558 -.139 .279
Tutorial C = 0.538 + 0.202 ∗ p .089 .202 .298 .101
Manual+Tutorial C = 0.401 + 0.267 ∗ p .040 .396 .201 .198
RT
Baseline C = −0.780 + 0.150 ∗ p .006 .754 .075 .377
Manual C = −0.012 + 0.557 ∗ p .302 .012 .550 .006
Tutorial C = 0.434 + 0.208 ∗ p .161 .079 .401 .040
Manual+Tutorial C = 0.452 + 0.099 ∗ p .025 .507 .157 .254
Error
rate
Baseline C = −0.764 + 0.721 ∗ p .158 .083 .398 .041
Manual C = 0.094 + 0.074 ∗ p .010 .681 .098 .340
Tutorial C = 0.325 + 0.164 ∗ p .079 .231 .280 .116
Manual+Tutorial C = 0196 + 0.155 ∗ p .011 .657 .106 .329
11.4 Discussion
We conducted a driving simulator study to investigate the effects of different user ed-
ucation approaches on understanding, interaction performance and satisfaction with
driving automation systems. In a mixed within-between-subjects design, N =80 par-
ticipants received either a two-step education procedure consisting of reading owner’s
manual information and a subsequent interactive tutorial, either of the two education
procedures as stand-alone programs or only baseline information about the system func-
tion according to SAE (2018).
The results indicate that all three education procedures (i.e., ML+TL, TL, ML) con-
tribute to a more accurate formation of mental models for L3 automation as compared
to the baseline. For L2 automation, however, the most accurate mental model was ob-
tained in the two step procedure and decreased for the ML and TL procedures. Still,
the stand-alone approaches showed higher accuracy than the baseline. Subsequent in-
teraction performance showed particularly strong effects of user education in transitions
from manual to L2 or L3, respectively, as compared to baseline information. Transitions
between the two driving automation systems (i.e., L2 to L3 and vice versa) seemed to
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be influenced by preceding interactions and did not show comparable effects of user edu-
cation. Strongest performance increases for repeated UC were observed for the baseline
group. The three user education groups’ performance changed only slightly at best.
Prior treatments did not affect satisfaction with the interface. However, the stand-alone
procedures in tendency produced lower satisfaction as compared to the baseline or the
two-step procedure. The following paragraphs discuss the present findings with regards
to study limitations, the effect of conceptual design and point towards future research
opportunities for automated driving education.
11.4.1 Mental Models
The mental model was separately assessed for L2 and L3 since the ODD restrictions were
only present for L3. Results revealed that independent from the treatment, all education
groups showed high understanding of the ODD restrictions (SAE, 2018). In comparison,
the BL information led to ratings on the center of the scale indicating that participants
could not for certain decide whether an ODD restriction was present or not (see figure
11.2). Even for the availability display (item 3 in figure 11.2) that was expected to a
high degree by BL participants (see chapter 8), all three educational approaches could
add to a higher accuracy of the mental model. As the manual and tutorial approaches by
themselves already supported the evolution of the mental model to a large degree, there
was no room for further improvement for the two-step procedure. Thus, we conclude
that the education of drivers when it comes to understanding of ODD restrictions can
already be accomplished through stand-alone procedures comparably well as through a
combined procedure. User education for L2 automation produced a different picture.
Here, one has to consider that no ODD restrictions existed and this fact is therefore
not as explicitly mentioned in the user education approaches. Hence, it turned out that
most accurate mental models were present in the ML+TL condition. Participants in the
two stand-alone procedure conditions (i.e., ML and TL) did not achieve a comparable
accuracy of mental models but still outperformed participants in the BL condition. Here,
participants’ answers accumulated on the center of the scale indicating an indecisiveness
as in the L3 mental model. For L2 automation, BL participants more strongly expected
an availability display (see chapter 8) when compared to educated participants. In
general, the present results support the hypothesis that user education impacts mental
models for automated vehicle HMIs. If ODD restrictions are present, this study suggests
that approaches are similarly helpful. If this is not the case, it seemed that users were
more eager to indicate that a restriction did not exist if they received no information
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about such a restriction in a combined education program (ML+TL) as compared to
only one program by itself (either ML or TL). The results suggest that mental models are
prone to change depending on prior information which is accordance with prior research
(Beggiato & Krems, 2013; Blo¨macher et al., 2018). Compared to these two studies,
the present approach supported users only with correct information but changed (1) the
extent of education (two-step vs. stand-alone) and (2) the conceptualization of educating
users (manual vs. tutorial) varying the degree of immersion among others (Sportillo et
al., 2018). Since mental models bear predictive validity for interaction behavior (Boer
& Hoedemaeker, 1998), these results imply that performance differences between the
experimental conditions can be directly traced back to observed variations in the mental
model. From these results we conclude that user education can help to promote accurate
evolution of mental models and no long-lasting and inefficient trial-and-error learning
is necessary to arrive at correct conclusions about automation and HMI functioning
(Abraham et al., 2018; Beggiato et al., 2015; Forster et al., 2019a). Rather, by means
of presenting information before first interaction, one can support users to correctly
understand system functioning. This also translates into more efficient and effective
interaction behavior being outlined in the following paragraph.
11.4.2 Interaction Performance
Concerning the three interaction performance measures, results of the present study indi-
cate a UC specific pattern, which is reflected in significant main and two way interactions
of the UC factor (see table 11.2). As outlined in the introduction section, investigating
automated driving and control transitions, research suffers the drawback that it is not
possible to permute the sequential order completely. Thus, the increased understanding
gained through user education approaches beforehand might be overridden by actual
system experience from initial contacts (so called “first-order” UCs) on subsequent UCs
that are never first encounters with driving automation such as transitions from L2 to
L3 and vice versa (so called “second-order” UCs). Additionally, as users learn from first
interactions and have completed these successfully, a higher level of competence in form
of basic understanding of the interior layout and the automated vehicle’s HMI can be
assumed for the second-order UCs.
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Between-Group Differences in First Encounters
Results of initial interaction performance differences in UC1 and UC2 between the treat-
ment groups support hypothesis 2a. Here, comparisons with the baseline (see table 11.1)
showed that superior interaction was present for the experimenter rating, speed and ac-
curacy. The result that there was no difference between the stand-alone and the two-step
procedure on the one hand but significant differences between these approaches and the
BL on the other hand (UC1 in table 11.1) can be explained having regard to mental
model results. Here, knowledge on ODD restrictions was on a similar level for all three
groups as compared to the BL. This pattern of data seems to have directly translated
to all three performance measures in the first block of UC1. In a similar manner, the
mental model observations for UC2 influenced the experimenter rating, time on task
and error rate. The gradual decrease in mental model accuracy from the two-step via
the stand-alone procedures to the BL was also apparent for interaction performance
measures. Best performance for all three measures was recorded for the two-step pro-
cedure (see figure 11.3 UC2) followed by the stand-alone approaches and eventually the
BL. This gradual performance decrease is also reflected in the magnitude of F -values
and effect sizes for between-group contrasts, which are larger for two-step vs. BL as
compared to stand-alone vs. BL (see table 11.1). Taken together, the observations of
mental models and transitions from manual to automated mode support theoretical con-
siderations by Rudin-Brown (2010) that mental models influence user behavior on both
tactical and operational level. Moreover, these results support Boer and Hoedemaeker
(1998) since mental models thus showed predictive validity for interaction performance
measures. Transferring conceptual considerations from prior research on training users
with automated driving were thus successful since the observed increased understanding
also translated into increased performance measures (Hergeth et al., 2017; Payre et al.,
2017; Sportillo et al., 2018). In addition, the two-step procedure led to the best results
which supports Payre et al. (2017) stating that more elaborated prior treatments lead to
improved performance. In the present study, the aim of user education was to provide
knowledge of system understanding through prior treatments before the operator could
engage in extensive trial-and-error learning (Abraham et al., 2018). However, one has to
consider that performance-enhancing effects were not apparent for transitions from L2 to
L3 and vice versa. The pattern of interaction performance was similar for all treatment
conditions. This is likely due to interference of learning from experience of preceding
successful control transitions in first-order UCs with the initial understanding. This
translates into improved performance especially for the BL group. Here, experiential
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learning through experience seemed to have already influenced the users’ behavior with
the driving automation system. The observation of significant between-group contrasts
for experimenter ratings in UC 3 (two-step vs. BL) and UC4 (two-step vs. BL; stand-
alone vs. BL) contradicts this reasoning (see table 11.1). Since this pattern was not
present for speed and accuracy measures and due to the inconsistency for these UCs, no
valid conclusion regarding user education influence on second-order UCs can be drawn
at this point.
Performance Measure Increases
The hypothesis 2b stating that there are stronger learning effects and increases in perfor-
mance with less available user education is partly confirmed. Without prior education,
increases from the first to the second block appeared especially in the transitions from
manual to both automated driving modes (i.e., UC1, UC2) for all three dependent mea-
sures (see table 11.1 and figure 11.3). For the transition to L2 specifically, the stand-alone
procedures also increased across all measures. In contrast this result was not obtained
for the transition to L3 where speed and accuracy did not change in neither approach.
This indicates that in first-order UCs, a higher amount of available information leads
to a more stable performance early on. It is thus possible to investigate skilled user be-
havior already in the first interaction trial. Consequently, a high number of errors, long
time on task and low experimenter ratings related to subsequent steep learning curves
of uneducated users (See chapter 7) could be eliminated by appropriate prior education.
The results only partly support hypothesis 2b. UC specificity was also observed here
as indicated by significant two-way interactions between block and UC (see table 11.2).
None of the three performance parameters revealed improvements from the first to the
second block for UC3 independent from user education. This indicates either that ex-
periential learning effects are at place or that this UC simply put too high demands on
the operator to be solved without struggling in the first two trials. Further performance
development might still be possible but could not be observed in the two repeated trials
here. In contrast to that, the observed increases for experimenter rating and time on
task in UC4 (see table 11.1) across all conditions could be explained by the fact that the
combination of driver-support systems (i.e., L2 and lower) and separation from the ADS
(i.e., L3) leads to confusion for the human operator. Overall, the obtained results for
the development of the three performance measures revealed that supporting the user
with information fostering mental model formation can already be sufficient for reaching
stable performance in initial encounters. This is especially important for critical tran-
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sitions from manual to automated mode. Such treatments, however, have only limited
effectiveness for subsequent interactions because the mental model is updated by the
experience itself (Beggiato & Krems, 2013). This in turn influences subsequent per-
formance (Rudin-Brown, 2010) more strongly than initial mental models derived from
education.
Consolidation: Interaction Performance Measures
The present paper supports the introduction of user education approaches for facilitat-
ing performance. It shall once more be emphasized here, that this does not imply that
HMI design receives a free ticket for adding complexity to the interface. The introduc-
tion section already pointed out that the reduction of complexity through user-centered
design must always come first to support safe and efficient human-automation interac-
tion. Still, we have to assume that users of driving automation will not be experts left
alone having received any sophisticated education on driving automation (C. A. Hart,
2019) besides shallow media coverage. Another issue might be the contingency between
educational treatment and actual system use (Casner & Hutchins, 2019). While in the
present study, there were not more than ten minutes between the education procedure
and the control transitions, we cannot assume that in the real world similar proximity of
time will be given. Rather, this time might be considerably longer. Thus, we also have
to consider memory decay of the learned content. It remains to be seen how persistent
the observed change in mental models is and whether this still translates into improved
operator performance with more timely distance between learning and applying infor-
mation. Furthermore, less stringent operator qualifications for driving automation will
prevail as compared to flight automation where extensive user training programs are
mandatory (Casner & Hutchins, 2019; C. A. Hart, 2017). Even beneficial procedures
such as an owner’s manual are unlikely to be checked prior to using such a system on the
road (Mehlenbacher et al., 2002). Instead, a trial-and-error approach might be preferred
by a large number of users (Abraham et al., 2018) pointing towards the importance
of intuitive HMI design for driving automation. Introducing mandatory user education
such as the quiz-based tutorial in the present study could lead to positive results in terms
of understanding and interaction performance. On the other hand, enforcing users to
undergo an educational procedure might also restrict their freedom to act. Such a de-




Satisfaction did not show an effect of user education. Here, the two stand-alone pro-
cedures led to descriptive differences between the groups. This difference was mainly
driven by low satisfaction with the interface in the TL condition. A possible explana-
tion for the poor scores might be that participants were aware of system limitations and
complexity but had to follow a trial-and-error learning approach in the tutorial itself.
Through this, they necessarily struggled more in giving correct answers to all seven ques-
tions of the tutorial as compared to the ML+TL group where accurate understanding
could well be assumed before they had even started the tutorial. Possibly, difficulties in
completing the education procedure was remembered and added to actual interaction
with the automated vehicle’s HMI and lower satisfaction was reported. These observa-
tions point towards the importance of appropriate conceptualization of user education
when it comes not only to facilitating behavioral interactions but also attitudes towards
the interface itself. Even though an approach might evoke beneficial behavioral changes,
this does not necessarily mean that there will be no negative impact on satisfaction with
the interface. Consequently, development of user education approaches need to carefully
consider design and avoid potential detrimental influences of poor conceptualization on
interface satisfaction.
11.4.4 Performance-Preference Relationship
Referring to the findings from chapter 7, the expectation for the preference performance
relationship was that there is also a close relationship at the first block in the BL con-
dition, since this would replicate the previous results. Furthermore, there should be
a weaker relationship for more experienced or trained users, as there is less dispersion
in behavior. This expectation applies to the obtained results only in the case of the
error rate. No significant regression equations could be observed for the experimenter
rating and the time on task even revealed a pattern that contradicts the expectation.
Here, there was no significant relationship in the BL condition, while the stand-alone
procedures produced significant correlations between preference and performance. The
decrease in dispersion with rising experience, as reasoned in chapter 7.2.2 was also ap-
parent in the present data (see figure 11.3). However, it might have been the smaller
number of participants per cell, that led to strong and biasing influences on the mul-
tivariate analysis in this case. While N =57 participants were observed at each block,
the present between-subjects design only permitted to sample n=20 participants per
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cell that is not even half the size. Consequently, outliers exert a strong influence on the
data set. For example, there are some observations with very poor performance getting
assigned a z-score of around -3 (see figure 11.4). Concerning their SUS score, they still
align only at a medium level. The observations here might also be due to the respective
preference measures. If a participant was educated beforehand and is thus familiar with
the HMI from ghe beginning (see table 11.2, it is more likely that he/she reports lower
satisfaction. When in the BL condition, one has to derive satisfaction based solely on
the observation of one’s own behavior without being able to add it into a context of
potential errors in interaction. In comparison, users with superior knowledge can relate
their behavior into this larger context of possible erroneous interactions. A slightly more
negative evaluation as described above leads thus to more dispersion in the preference
rating. However, this was only true for the stand-alone procedures, but not for the
two-step procedure. Since the stand-alone procedures each come with special advan-
tages and drawbacks (see table 10.1), their involvement in the multivariate development
of preference and performance cannot be consistently estimated. Comparing only the
Baseline with the two-step procedure, a slightly more consistent picture emerges since
there was one strong relationship for errors in the BL condition but none in the two-step
procedure. This shall not cover up the fact that a contradictory data situation was
present here and more research especially in terms of sample size might be necessary to
make robust inferences for the multivariate relationship.
11.4.5 Limitations and Future Research
The present study investigated only driver-initiated transitions of control. However,
research on user education and training also needs to consider the bigger picture of
human-automation interaction. Merely focusing on correct operational inputs and nec-
essary conditions is only a first step towards enabling the consumer population to ef-
fectively operate these systems. This does not yet support appropriate behavior during
active system functioning or system-initiated transfer of control (Casner & Hutchins,
2019). The conceptual gap between educating users about frequent interactions as in
the present study and less frequent unplanned take-over requests issued by the system
(Hergeth et al., 2017; Payre et al., 2017) still needs to be closed. The mental model was
assessed through four items focusing only on ODD restrictions for transitions between
automated driving levels. Thus, the mental model about the driving automation system
is still incomplete not covering the full range of human-automation interaction. As the
focus of the present study lay specifically on user-initiated transitions, the reported re-
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sults hold true. To extend the obtained insights there is still future research necessary.
Another limitation is the statistical procedure that was undertaken here when perform-
ing contrast analyses. The combination of the manual and tutorial conditions into one
group was necessary since there were no hypotheses about superiority of one over the
other. This prohibits a direct comparison of these two approaches by means of planned
contrasts. The results, however, showed that in some cases (e.g., experimenter rating
UC1) the two stand-alone procedures produced considerable different results in terms of
performance in the first block and improvements towards the second block. Therefore it
remains to be seen how these stand-alone procedures exactly differ from each other and
whether these are applicable by themselves or not. At the present, no valid conclusion
can be drawn which approach might be the better one for increasing system under-
standing and facilitating performance. We are therefore left with the dodo bird verdict
(Rosenzweig, 1936), a suggestion that is most prominent in psychotherapy. It states
that all treatments are equal and as long as there is any kind of therapeutic approach
this is still better than none at all. A similar suggestion might hold true for stand-alone
user education on HMIs for automated driving presuming that only correct information
and the same amount of information (Beggiato & Krems, 2013; Blo¨macher et al., 2018)
is reported to users. Another limitation is that the user education approaches had only
significant impact on the very first encounters with automated driving. However, it
seemed like there was no longer-lasting impact over two blocks. Focusing on human-
computer interaction from a usability perspective, it is still unclear how these procedures
affect other important constructs in automated driving such as trust and acceptance.
With ease of use being a precursor of intention to use (Davis, 1989), it is likely that
facilitation of first time automation usage can be beneficial for acceptance of the driving
automation systems. The representativeness of the present sample might be regarded as
another limitation. First, there was considerable experience with ADAS by many par-
ticipants. It is not likely that about one half of the users (as in the present study) will be
experienced with such features. However, the present results indicate that prior experi-
ence with such ADAS has only limited influence on a priori knowledge and learning how
to use these functions. The mental model results for BL participants were considerably
more inaccurate compared to educated users and interaction behavior also differed in the
expected manner. Second, the sample includes participants from various backgrounds
within BMW’s employees. Even though such a sample is most likely more representative
than a college student sample (see e.g., Henrich et al., 2010), generelizability also suf-
fers from the western, educated, industrialized, rich and democratic background of the
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sample. This study followed a two-step procedure to educate users with driving automa-
tion. In the first step, there was information presented to the users so they can freely
inform themselves about the automation (i.e., manual). In a second step, there was an
interactive desktop-PC approach that tested appropriate understanding through a quiz
procedure. The two components were also used as stand-alone procedures. Presented
in such a way, however, comes with specific drawbacks for each approach. Regarding
the owner’s manual there is small to no experimental control since one cannot ensure
that the information had been processed and understood correctly. Additionally, gen-
eralizability of results to an applied context is limited since there is evidence that most
users do not read the owner’s manual at all (Mehlenbacher et al., 2002) rather following
a trial-and-error approach as more than 50% of respondents indicated in a survey by
Abraham et al. (2018). A stand-alone tutorial approach requires trial-and-error learning
since no prior knowledge is available. While reasoning by Wickens et al. (2015) supports
such an active learning approach, it might also evoke reactance of learners due to the
complexity of automated vehicle HMIs. This could lead to a necessarily large amount
of distracting information in such a tutorial.
11.4.6 Conclusions
The study at hand holds conceptual, methodological and theoretical implications.
Having shown that the present user education procedures lead to more accurate mental
models and increased performance of human-automation interaction, the present study
implies that legal authorities as well as suppliers of automated driving technology might
consider working towards the development of both concepts and standards for user
education. Only through sophisticated procedures it is possible to arrive at safer and
more efficient usage of driving automation as already stated by NHTSA (2016). The
present approaches provide first directions on how user education might be designed and
applied before actual use of driving automation supporting understanding, effectiveness
and efficiency of use. The study also showed that the design and conceptualization
of user education requires careful consideration since there could be negative effects
on user satisfaction with the interface itself. Research and development in the driving
automation domain needs to bring forth various approaches to educate and train users
in interaction with automation technology. From a cognitive psychological perspective,
this work supports and extends findings of lower automation levels (Beggiato & Krems,
2013) and theoretical considerations (Rudin-Brown, 2010). . Initial mental models are
translated into interaction behavior thus emphasizing the importance of users’ initial
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knowledge of automated driving systems and HMIs. This implies that developers
of driving automation need to regard that (1) initial mental models are frequently
incorrect, which (2) results in inefficient operator performance (see chapter 7) and (3) is
changed through trial-and-error learning during the interaction (Abraham et al., 2018).
Supporting user education prior to first interactions, however, can have beneficial
effects in a way that (1) initial mental models are formed more correctly resulting
in (2) improved operator performance and (3) mitigating the detrimental effects of
trial-and-error learning. From a methodological perspective, this study proposed
three different approaches that could possibly applied in research and development of
automated driving when setting up experimental user studies focusing on experienced
users instead of pure novices. By applying such education prior to an experimental
session, it is possible to investigate the perception and evaluation of a more skilled user
population on an HMI. Additionally, these approaches ensure a common understanding
of the sample which benefits method standardization.
This chapter outlined the last hypothesized variation for the preference-performance
relationship regarding study design. The following chapter now turns towards a possi-
bility of how the dissociation can appear post hoc by means of the analysis strategy.
An exemplary procedure in form of a quartile split on the basis of user performance is
outlined and investigated in the next chapter.
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12 Unskilled and unaware: Subpar
Users of Automated Driving
Systems make spurious Decisions
11
Abstract: This work investigated differences between preference and performance in
Human Computer Interactions and their dependency to the respective user skill level.
A driving simulator study with N =57 participants was conducted to evaluate a Human-
Machine Interface for a Level 3 Automated Driving System. Two experimenters rated
interaction performance (e.g., input errors, mode confusions, etc.). Additionally, partic-
ipants reported their preference by means of perceived usability and acceptance. The
sample was split into four groups based on the quartiles of performance. Results revealed
that the four groups differed significantly in their performance. However, preference rat-
ings did not show this effect. Thus, the present research could find evidence that the
dissociation of performance and preference depends on participants’ skills. Finally, fu-
ture research directions are outlined.
12.1 Introduction
With the maturation and feasibility of L3 ADS (SAE, 2018), research on and devel-
opment of HMIs need to ensure users’ safe and efficient adoption of this technology.
Referring to the considerations on the preference-performance relationship in chapter
3, there are drivers who show bad performance (e.g., slow task completion times, large
number of errors) but positively evaluate an HMI. On the other hand, there are users,
11This chapter is based on a previous publication: Forster, Y., Hergeth, S., Naujoks F., Krems, J. F. &
Keinath, A. (2018). Unskilled and unaware: Subpar Users of Automated Driving Systems make spu-
rious Decisions. Adjunct Proceedings of the 10th International Conference on Automotive User In-
terfaces and Interactive Vehicular Applications Toronto, ON, CN. doi.org/10.1145/3239092.3265960
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who perform very well with an interface without this being reflected in self-report mea-
sures. Kruger and Dunning (1999) trace dissociations between people’s ability (i.e.,
performance) and self-assessments (i.e., preference) back to the respective skill level.
According to the authors, unskilled individuals spuriously overestimate their personal
ability.
The present work reports first findings from a driving simulator study on the relationship
between preference and performance measures. This analysis focuses on the comparison
of self-report measures (i.e., usability and acceptance) concerning the observed interac-
tion success. The aim of this approach is to find whether the pattern found in Kruger
and Dunning (1999) is also apparent in automated vehicle HMI evaluation.
12.2 Method
The present method includes the driving simulator, HMI, driving automation system
and use cases as described in chapter 5.2. This section separately describes the specifics
concerning study design and procedure, dependent variables, statistical procedure and
the analyzed sample.
12.2.1 Participants
N =57 (9 female, 48 male) participants took part in the driving simulation experiment.
Mean age was 40.56 years (SD=9.32, MAX =60, MIN =25).
12.2.2 Study Design and Procedure
The original study employed a single-factor within subject design with two different
HMIs. Participants were randomly assigned to one of the two HMIs in the first drive.
The present work reports results from evaluations of one interface condition (see chapter
5.2.4).
Upon arrival, participants were welcomed and gave informed consent. The experimenter
explained the study purpose of evaluating two different HMIs by means of different ques-
tionnaires. After a familiarization trial and a brief description of the system capabilities,
the first experimental drive started, where drivers interacted with the system through
the HMI. After each drive, the HMI was evaluated through a set of questionnaires.
Use-cases (Naujoks, Hergeth, et al., 2018) in each drive are shown in table 5.2.
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12.2.3 Dependent Variables
This chapter reports the results of preference for the SUS (Brooke, 1996) and van-der-
Laan scale (VDL, van der Laan et al., 1997). Performance was assessed by means of
an experimenter rating of activation behavior. Two experimenters rated the interaction
behavior in activation use-cases on an 11-point Cooper-Harper scale from 0 (not at all) to
10 (perfect) (Cooper & Harper Jr, 1969; Neukum et al., 2008; Naujoks, Wiedemann, et
al., 2018). Table 12.1 shows the experimenter rating with the rating domain, observable
behavior and according rating category.
Table 12.1
Experimenter rating with domain, observed behavior and category.
Observable behavior Category
use-case not solved not at all [0]
serious problems, assistance of experimenter poor [1-3]
problems, failed attempts, hesitation average [4-6]
correct/targeted action, no failed attempts good [7-9]
perfect interaction perfect [10]
12.2.4 Statistical Procedure and Data Analysis
SUS scores were calculated as described in Brooke (1996) resulting in a score from 1 to
100. Means for the usefulness (Use) and satisfaction (Sat) subscales of the VDL scale
were calculated which range from -2 to +2. To ensure inter-rater reliability, the two
raters were compared by means of ICCs. Subsequently, the sample was split into four
groups according to the quartiles of the performance measure.
12.3 Results
ICC estimates for both experimental conditions were calculated based on a single-rating,
consistency, 2-way random-effects model. Results revealed a high inter-rater reliability
with a correlation of r=.818 (F (56,56)=10.013, p<.001). The mean of the two raters
was applied in further analysis. Table 12.4 shows descriptive results (i.e., N, M, SD,
range) for the experimenter rating by quartiles.
Results of the SUS and Van-der-Laan Scale showed high perceived usability (M =82.45,
SD=14.01), high usefulness (M =1.24, SD=0.52) and high satisfaction (M =1.25,
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Table 12.2
Descriptive statistics (i.e., N, M, SD, range) for performance parameter
Quartile N M SD range
Bottom 12 5.33 1.20 3.0 - 6.5
2nd 14 7.57 0.42 7.0 - 8.0
3rd 18 8.50 0.00 8.5 - 8.5
Top 13 9.00 0.00 9.0 - 9.0
Table 12.3
Descriptive Statistics (i.e., M, SD) for preference parameters (i.e., SUS, VDL
usefulness, VDL satisfaction)
Quartile SUS VDL Usefulness VDL Satisfaction
M SD M SD M SD
Bottom 78.96 22.14 1.25 0.57 1.21 0.80
2nd 82.14 9.30 1.21 0.35 1.25 0.26
3rd 81.94 11.41 1.17 0.63 1.14 0.69
Top 86.37 9.48 1.35 0.40 1.40 0.41
SD=0.59). Table 12.3 shows means and standard deviations for the three preference
measures by performance quartiles.
Figure 12.1 shows z-scored performance and preference results for all three preference
measures. Univariate ANOVAs for behavior and self-report data showed a significant
effect of quartile for behavior but not for self-report measures (see table 12.3). This
indicates that the difference of interaction behavior is not reflected in measures of user
preference.
Figure 12.1. Means and standard errors for preference-performance comparisons of
SUS, VDL usefulness and VDL satisfaction (from left to right).
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Table 12.4
Inferential statistics (i.e., F, df1, df2, p, η2p value) for performance and preference
comparison by quartiles.
Measure Statistic
Behavior F (3,53)=90.982, p<.001, η2p=.837
SUS F (3,53)=.651, p=.586, η2p=.036
Usefulness F (3,53)=.322, p=.809, η2p=.018
Satisfaction F (3,53)=.502, p=.682, η2p=.028
12.4 Discussion
This chapter investigated whether differences between preference and performance
in human-automation interaction depend in the respective skill level of participants
(Kruger & Dunning, 1999). In a driving simulator study with N =57 participants, inter-
action in activation use-cases was rated by two experimenters. Additionally, participants
reported their preference by means of perceived usability (i.e., SUS) and acceptance
(i.e., van-der-Laan scale). Results revealed that the difference of performance between
four groups (from best to worst) was not reflected in self-report measures. Overall,
self-reports showed high user preference for both SUS and VDL. Thus, the present
research could find evidence of the Kruger-Dunning Effect in HMI evaluation studies
on automated driving. These first results show that participants with low performance
are more positive than might be expected from their performance while participants
with high performance are less positive than expected from their performance. These
results showed that self-reported appreciation is partly independent from observational
measures. The post-hoc procedure of splitting data according to performance showed
that study analysis can also lead to the appearance of a dissociation. Therefore, it is not
only measure operationalization or study design as outlined in the previous chapters.
This example of analysis and marks an additional possible root for the occurrence of
the preference-performance dissociation.
This finding emphasizes the importance of a multi-method approach when evaluating
HMIs for L3 ADS. Self-report data must be interpreted cautiously always regarding
interaction behavior and if possible skill level. The results at hand hold implications for
the development of HMI evaluation methods. Researchers and practitioners must not
rely on self-report data but also consider user behavior.
The present study comes with several shortcomings. This approach used post-study
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questionnaires and did not evaluate self-report data directly after the interaction. With
self-reports assessed immediately after an interaction, specific interaction performance
might still be more accessible to participants thus leading to a smaller dissociation
between performance and preference. To raise accessibility, a promising approach
might be to report interaction performance to users in form of experimenter ratings.
Furthermore, there was only one interaction scenario (i.e., activation from manual to
L3 ADS) not taking into account deactivations of the automated driving function.
Future research will also need to investigate not only L3 ADS but also include lower
levels of automated driving as there is a wide range of transitions between the levels of
automation (Naujoks, Hergeth, et al., 2018).
With this chapter, the empirical part of this thesis ends. To conclude, the fol-
lowing final chapter provides a general discussion of all the findings herein. It derives
theoretical and practical implications in a chapter-overarching manner.
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13 General Discussion and
Conclusions
This thesis pursued a two-fold aim, namely (1) operationalizing and measuring users’
preference and performance when interacting with automated vehicle HMIs and (2)
identifying factors that influence both sources of data. The central issue here is a dis-
sociation between what users report after interaction with a certain technology (i.e.,
preference) and the observation of their interaction behavior with the technology (i.e.,
performance). Chapter 3 outlined that this phenomenon poses a challenge for automated
vehicle HMI development and testing from both a theoretical and practical perspective.
When developing interfaces and testing these, proper study design and accurate retro-
spective interpretation of results is of high importance due to high efforts in research
and development on automated vehicle HMIs. Within the context of usability research
on automated vehicle HMIs (see chapter 2), several issues for human-automation in-
teraction arise. These concern the appropriate constructs to evaluate preference, the
development of interaction and understanding with such technology over time (assum-
ing no prior knowledge) and the education of users prior to first interaction with driving
automation technology. The present results show that (1) some questionnaires adhere to
diagnostic quality criteria to a higher degree than others, (2) that repeated interaction
changes behavioral parameters, diagnostic self-reports and understanding and (3) that
user education supports initial mental model formation and human-automation interac-
tion.
To lie a foundation for the theoretical and practical applications, a brief summary of
the main findings is presented below. Eventually, methodological considerations about
the studies conducted are outlined and future research directions are pointed out. A
detailed discussion of the findings of each respective chapter can be found therein. This
general discussion does therefore not repeat any of the parts above but rather focuses in
the interrelations between the chapters and studies.
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13.1 Overall Findings
Concerning the operationalization goal, this work outlines suitable measures for evaluat-
ing preference (see chapter 5) and performance (see chapter 7). As not only summative
but also diagnostic measures are applied in studies evaluating automated vehicle HMIs,
chapter 9 describes the findings on repeated interaction and use case specificity influence
of these. Performance was assumed to be influenced by users’ understanding of system
and HMI functionality. Hence, the development of the mental model as assessed through
questionnaires and additional learning was examined in chapter 8. These measures are
all relevant for evaluating automated vehicle HMIs and thus make inferences about
subsequent product adoption and use. This operationalization part advances research
through its in-depth evaluation of relevant measures in human-automation interaction.
Moreover, the relationship between preference and performance was investigated as they
frequently do not align. There are factors that were initially hypothesized to influence
this relationship (see chapter 3). Appropriate operationalization of each measure (Ajzen
& Fishbein, 1977) had marked the first aim. The second aim were factors that lie in
study design. Chapter 7 showed that a repetition of use cases led to the disappearance of
the correlation between preference and performance. Thus, only first encounters permit
a valid inference from preference to performance and vice versa. Feedback on interaction
performance marked another factor since it bears the potential to influence diagnostic
self-report measures but not performance measures (see chapter 9). This finding is just
the opposite of what was found for the influence of use case repetition in chapters 7 and
8. In addition, the respective skill level of the users potentially influences the relation-
ship in line with the Kruger-Dunning Effect (see chapter 12). Finally, the thesis covered
the imminent issue of how to educate users with driving automation. First, a com-
prehensive description of the conceptual development and findings of a pilot study (see
chapter 10) is described. The subsequent main study (see chapter 11) showed the impact
of different educational treatments (i.e., manual, tutorial, manual+tutorial) on mental
models, interaction performance and satisfaction. It revealed that user education is a
potential tool to support accurate user understanding of the HMI’s functionality which
consequently translated into superior user performance. In contrast, within a driving
simulator study, satisfaction remained largely unaffected by prior user education.
The present thesis targeted the preference-performance relationship from a perspective
that performance determines preference but not vice versa (such as expectancy-value
models would assume; see chapter 3.2.2 and 3.3). As a consequence, factors that in-
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fluence performance (see chapters 7, 8 and 11) were considered with higher priority in
comparison to attitude influencing factors (see chapters 5 and 9).
13.2 Theoretical Implications
The main theoretical contribution is the examination and application of models that
predict attitude, behavior and their relationship from a cognitive-psychological perspec-
tive. Moreover, the thesis supports the application of these theoretical models to the
specific human-automation interaction context.
First, it sheds light into how both sources of data (i.e., attitude and behavior) are formed
and how and whether they exert reciprocal influence. The present work’s contribution
lies in the transfer of the knowledge about relationships between understanding, behav-
ior and attitudes to the automated driving and human-automation interaction context.
The preceding chapters hypothesized attitude-behavior relations, outlined research on
these and showed that hypothesized influences from technology research in general and
ADAS in specific held true.
Second, as outlined in chapter 3.3, there are many instances where existing study results
did not reveal a coherent picture and the respective authors eventually pointed towards
this issue recommending further investigation. With the insights of the present work,
potential factors leading to such results can be detected in advance and (if desired) be
avoided. This section comprehensively outlines these two theoretical implications.
13.2.1 Attitude-Behavior Formation and Development in
Automated Driving
Similar to prior work (Rudin-Brown, 2010; Stevens, Brusque, & Krems, 2012), the
present results support the direct link between system understanding as a cognitive
factor (Wege et al., 2014) in form of mental models and resulting interaction perfor-
mance with the HMI. While chapter 8 evaluated the development of learning, mental
models and gaze behavior over repeated interactions, chapters 10 and 11 focused on the
influence of user education on prior mental models and initial performance. These chap-
ters showed that both experience and prior information affect the accurate evolution of
mental models which in turn leads to improved performance (see chapter 7). However,
mental models take a considerable number of repeated interaction to evolve accurately
(see figure 8.4). In contrast, prior information showed a strong influence on accurate
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mental model formation (see figure 11.2). From these observations, it becomes apparent
that small changes in mental models already lead to strong effects on behavior despite
the fact that additional successful interactions are necessary for the uninformed user to
become confident about the HMI’s functioning. From that, the issue arises, how predic-
tive behavioral observations of interaction (i.e., efficiency, effectiveness) are for system
understanding. A combined contemplation of findings on behavior development (chapter
7) and mental model evolution (chapter 8) suggests that even under stable performance
a further development of understanding is at place in case there has not been any prior
information that already led to accurate mental models as in chapter 11. In turn, this
strongly emphasizes the role of user education. It not only leads to direct adaptation of
users’ interaction performance (see figure 11.3 and table 11.1) but also to an accurate
understanding of functioning that does not require additional successful interaction tri-
als.
One direct influential factor for attitude as hypothesized in the present thesis was be-
havior (e.g., Bem, 1967). However, this is tied to specific circumstances. The present
results support a link between attitude and behavior only in first contact encounters
(see chapter 7.2.2) but not under repeated interaction and stable performance. The
evidence concerning user education, however, is not completely consistent (see figure
11.4 and table 11.3). In regard to the observations from repeated interaction, where
prior information resembled the baseline education condition in chapters 10 and 11, the
best premise for agreeableness between preference and performance thus seems to lie in
uneducated users. Furthermore, suitable measures for both attitude and behavior are
necessary (Ajzen & Fishbein, 1977). After having found out about operationalization
of preference in chapter 5, the present work did not additionally test whether weaker
preference-performance relationships had emerged with application of the AttrakDiff
(Hassenzahl, 2003) for instance.
Chapter 9 additionally investigated a factor, namely feedback, that was expected to
influence attitude formation. As uncertainty and inaccurate mental models about the
system’s and HMI’s functioning might lead self-reports astray, support for users’ re-
ported attitude could help calibrate diagnostic self-reports. This result is in accordance
with research on calibration effects in the area of automation trust (Helldin et al., 2013;
Seong & Bisantz, 2008). The chapter showed that users’ attitudes are not exclusively
based on the observation of their own interaction performance but succumbs to addi-
tional factors that moderate the path from behavior to attitude formation. Of course,
feedback is only a single factor and as mentioned before, the present work does not and
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cannot examine a comprehensive list of individual, organizational and environmental
factors (see J. D. Lee & See, 2004). Nevertheless, the present empirical evidence of
self-reports revealed that prior study design and retrospective interpretation of obtained
results must consider the presence or absence of these factors as these might lead to
different attitude outcomes.
Sometimes, research design demands certain aspects such as extensive familiarization
by means of use case repetition (AAM, 2006) or user education prior to interaction.
This work suggests that in these cases it is more likely for a dissociation to occur. The
following section describes the very same case.
13.2.2 Potential to explain Preference-Performance
Dissociations
In many instances a dissociation between preference and performance appeared and was
observed in the empirical work of this thesis.
In addition, prior treatments for educating users of driving automation by means of tu-
torials or manuals changed understanding and performance but left satisfaction largely
unaffected. This is especially highlighted by the fact that non-educated and users with
sophisticated education reported the same degree of satisfaction with the HMI (see
chapter 11). Even though investigation of the correlation between preference and per-
formance did not reveal a consistent picture (see figure 11.4 and table 11.3), the increased
understanding and performance as opposed to constant satisfaction between the exper-
imental groups marks one example of a preference-performance dissociation. Thus, the
present work supports the assumption that elaborated treatments prior to interacting
with driving automation increase the likelihood of an emerging dissociation. Why is
that so? One possible explanation is that learning about the HMI’s functioning in re-
gard to ODD limitations happens during the treatment phase prior to interaction. As
reasoned above, this understanding is then transferred directly into interaction and re-
sults in superior performance (as compared to no education). When interviewing users,
however, they still have to answer SUS items such as ”I found the system unnecessarily
complex” (Item 2) or ”I needed to learn a lot of things before I could get going with
this system” (Item 10). It becomes obvious that self-reported satisfaction in this case
also covers the learning about the HMI that happened prior to actual interaction and
these in turn enter into evaluative judgments. Preference thus not only incorporates the
observation of one’s experience during interaction with the interface but if applicable
209
also information obtained prior to interaction. Consequently, if all this falls together in
first encounters (such as the baseline condition in chapter 11 and the first contact in
chapter 7), agreeableness between preference and performance might be high. If they
are separated by prior treatments or repeated interaction for example, agreeableness
is lowered. Also, as mentioned before, repeated conduction of use cases and inquiries
(see figure 7.2 and table 7.6) have the same effect. While preference remains constant,
performance increases up to a stable level (see figure 7.1). This finding can explain, why
repeated measures designs (e.g., Naujoks, Forster, et al., 2017b) might be prone to lead
to performance-preference dissociations. Moreover, it also supports the observations by
Nielsen and Levy (1994), who report higher agreeableness of preference and performance
for experts as compared to novices. Assuming that the degree of education and number
of repetitive interactions with driving automation resembles an expert-novice paradigm,
the agreeableness between the two sources of data decreases as the degree of expertise
increases (i.e., understanding and interaction performance).
Another instance of the preference-performance dissociation are different user skill levels
on the base of a quartile split (see chapter 12). In line with observations by Kruger and
Dunning (1999), an additional analysis of data from the first study revealed that users
who performed poorly (i.e., bottom quartile) did not report different satisfaction and
acceptance as compared to more skilled users (i.e., top quartile). This shows that self-
reported satisfaction is to some degree independent from different skill levels within a
study sample. All four sub-groups based on performance quartiles can thus be expected
to report similar preference.
Taken together, it is more likely to observe a dissociation between preference and per-
formance, if (1) interaction is repeatedly evaluated, (2) users are elaborately educated,
(3) only sub-samples such as the poorest performers are regarded or (4) if unsuitable
measures are applied by the researcher. Studies where such dissociations have occurred
in human-computer interaction (e.g., Sprinks et al., 2017), automotive HMI in general
(e.g., Mehler et al., 2017; Navarro et al., 2010) or driving automation in specific (e.g.,
Naujoks, Forster, et al., 2017b) could retrospectively take the findings of this work into
regard to understand the factors that are responsible for users reporting preference for
a concept that might not be best for them (Andre & Wickens, 1995).
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13.3 Practical Application
The studies reported herein originated within the context of method development for
evaluating automated vehicle HMIs. For an overview of the framework see Naujoks,
Hergeth, et al. (2019). The three pillars of this methodological framewrok are (1) the
definition of use cases (Naujoks, Hergeth, et al., 2018), (2) heuristic expert assessments
(Naujoks, Wiedemann, et al., 2019) and (3) a test protocol for simulator and on-road
studies in which the present experiments were located. In this context, one central issue
was the operationalization of preference and performance in future automated vehicle
HMI studies. To provide a sophisticated recommendation, the diagnostic quality criteria
(Nunnally, 1978) of reliability and validity have been applied for determining measure
suitability. The second issue concerned the design for user studies. Here, the question
was how to design studies when it comes to the number of UC-repetition, provision of
feedback, supporting education and retrospectively analyzing data with regard to user
skill levels. The results obtained in the series of studies give comprising insights into
these two issues. This section discusses these in a chapter-spanning manner. Apart from
HMI testing and method development, the results hold practical implications for future
real-world deployment and usage of driving automation. Eventually, this section outlines
to what degree the insights generalize to other domains than driving automation. A brief
outline of implications for aviation, robotics and health-care technology completes the
practical applications.
13.3.1 Operationalization of Preference
For the operationalization of preference the usability-related component might be the
best fit for assessing HMI satisfaction. Here, in particular the SUS (Brooke, 1996)
showed the most positive results. Other questionnaires for an HMI’s ”look & feel” (i.e.,
hedonic quality) and usage intentions should also be included to derive a holistic image.
Researchers should also check a questionnaire’s results for reliability as in some instances
(see table 5.5) this prerequisite for further statistical analysis is not met. The question-
naire that covered most preference-facets, showed high reliability and whose items were
best understood by participants was the meCUE (Minge et al., 2016). The conclusion
that the SUS turned out to be the most suitable measure for the specific aspect of in-
terface satisfaction was consequently followed in the subsequent studies. Concerning
time of measurement, results of the second study (see chapter 7) suggest that (within a
driving simulator study) it does not really matter when participants complete the ques-
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tionnaire. Results tended to remain constant over this time course. Single application
of such a measure for interface satisfaction is sufficient and this researchers can save a
considerable amount of time. The result that SUS scores were even independent from
the user education condition in chapter 11 indicates that even if trained users provide
their satisfaction, one can infer completely naive users’ satisfaction and vice versa. In
contrast to that, diagnostic measures are more prone to the influence of repeated mea-
sure application (see chapter 9) and depend on the respective UC. Consequently, data
on perceived ease of use representing an effort estimate should be assessed separately
for each UC and at least twice. Data of such single-item measures are very efficient to
collect and benefit the more global summative satisfaction measures.
13.3.2 Operationalization of Mental Models
The mental model of HMI functionality and ODD-related system restrictions represents
a substantive precursor for interaction performance and was therefore introduced in the
second study that primarily concerned suitability of behavioral measures (see chapters
7 and 8). A questionnaire approach turned out to be promising when assessing under-
standing of HMI and system restrictions. The observation that mental model question-
naires are instruction sensitive (see figure 11.2) further supports findings by Beggiato
and Krems (2013) and Blo¨macher et al. (2018). Hence, these questionnaires are an ap-
plicable method to capture understanding. Since two items in specific (see items 3 and
5 in figure 8.4) showed sensitivity to the information in the second study, the benefit
regarding insights into ODD-restrictions between automation levels is questionable and
these were not analyzed in the subsequent chapters 10 and 11. As reasoned in chapter
13.2, mental model questionnaires are a suitable tool for assessing higher-level cognitive
processes and give important additional insights into HMI evaluation apart from self-
reports on interface satisfaction alone. Thus, studies can greatly benefit from additional
application of mental model questionnaires.
For users of driving automation technology this implies that it will take a considerable
time and certain number of (successful) transitions until they are certain about the
system’s and HMI’s functionality. If a participant completely failed in a use case (i.e.,
experimenter rating category 5), they were instructed how to complete the respective
transition. If they succeeded, they could also be sure to have performed the correct
input due to the subsequent inquiry. In realistic settings, however, there will be no clues
about interaction success or failure by a human factors expert but users will have to infer
this from the HMIs status indications alone. As a consequence, accurate understanding
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might take even longer to evolve. Without proper education a last degree of uncertainty
will most likely remain.
13.3.3 Operationalization of Performance
Concerning behavioral measures, this work investigated the ”big three” measures of er-
ror rate, time on task and attentional demand (Wickens et al., 2015) plus additional
experimenter ratings (e.g., Kenntner-Mabiala et al., 2016) to capture performance on a
more tactical level. The reliability of these measures was evaluated by means of fitting
a power-law function (Newell & Rosenbloom, 1981) to the data (see figures 7.1 and 8.1).
Especially the big three measures showed the expected pattern of a strong initial per-
formance increase and subsequent stabilization. The power-law fits to the experimenter
rating did not reveal comparably good fit indices and even after repeated interaction
considerable outliers (e.g., block 4 in figure 7.1) were present. From that, first contact
evaluation of all four measures provides a conservative estimate of initial interaction
performance and should be considered in future studies. In contrast, a robust estimate
for more skilled users’ performance (i.e., repeated interaction performance) can rather
be gained by error rates and time on task than by experimenter ratings. Criterion va-
lidity for the three measures in chapter 7 (i.e., error rate, time on task, experimenter
rating) was given by predicting SUS-scores in the first block (see table 7.6) but not in
subsequent ones. Consequently, error rate and time on task represent suitable measures
for human-automation interaction performance and should be an integral aspect of user
studies of HMIs. The more conservative experimenter rating can support additional in-
sights especially in issues on tactical level regarding repeated interaction. Gaze behavior
as an indicator of higher-level cognitive functions (Just & Carpenter, 1984) resembled
self-reported subjective learning more closely than the actual accuracy of the mental
model. Gaze behavior operationalized as the number of switches between AOIs and the
monitoring frequency especially benefit research for determining use-case specific char-
acteristics as indicated by different model fits (see table 8.1) and patterns of attention
towards AOIs (see figure 8.3). Due to the high efforts that are required both in data
collection and preprocessing, gaze behavior might be disregarded in quick iterative con-
ceptual developments for the sake of more economical measures. However, for very early
developmental stages in which fundamental decisions (e.g., display location or complex-
ity) are made as well as in final conceptual evaluations it can serve as an important
indicator for understanding (Underwood, 2007) and attentional demand (Wickens et
al., 2015). Eventually, researchers need to trade off additional insights of gaze behavior
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against the efforts of data collection and analysis.
For real-world application it remains to be seen whether such strong learning patterns
will also emerge. As reasoned in the previous subsection, the experimental setup might
have influenced these observations. Without information by a third party (i.e., the ex-
perimenter), users will most likely struggle initially with only scarce information and
this might be crucial for the success of using driving automation. As a consequence it
emphasizes the importance of intuitive HMI design for first usage of driving automation.
Moreover, flaws on tactical level will still be present which is also supported by mental
model results that still take longer to evolve accurately. To approve the accuracy of their
mental models, users need to explore other possibilities (e.g., activation without current
availability) leading to decreases in tactical performance but do not affect operational
performance (i.e., time on task remains the same but minor errors were observed).
13.3.4 Variating Factors in Study Design
Use Case Repetition
The first issue for study design concerns the necessary number of use case repetitions.
Results of the second study (see chapter 7) showed that summative self-reports only
require initial interactions to produce a reliable estimate for user satisfaction within
a driving simulator study. On the other hand, diagnostic measures require repeated
interaction since these ratings change from the first to the second contact (see figure
9.2). Behavioral measures provide a conservative estimate in the first contact, but
already closely align to long-term performance at the second contact. In some instances,
however, it might be necessary to repeat UCs more than only once since further change
was observed (e.g., UC 3 in figure 8.2). Especially when a study focuses on users’
understanding, multiple repetitions of interacting with the HMI should be considered
in study design. Even after stabilization of interaction performance (see figure 7.1) and
users’ self-reported effort (see figure 9.2), accuracy gains for mental models were still
observed. Thus, depending on the respective study aim and focus, a different number
of repetitions is necessary.
For real-world application of driving automation this means that users will quickly adapt
to HMIs for driving automation. However, as reasoned above, more conservative results
as compared to the experimental setting and its accompanying restrictions might be
expected. Unlike other behavioral adaptation processes such as reliance calibration (e.g.,
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Hergeth, 2016) that take a considerably long time, efficient and effective performance is
supported after a small number of interactions.
Feedback
The second issue for study design is the provision of feedback about interaction suc-
cess of failure (see chapter 9). As indications for calibrating effects were present and
slightly more conservative ratings were given in specific UCs, the hypothesis was partly
confirmed. However, the procedure for rating interaction performance on-site requires
a highly skilled experimenter. Furthermore, it is not possible to let two independent
raters evaluate performance in a double-blind manner. Due to these concerns, the provi-
sion of feedback about interaction performance is debatable in an applied setting. Still,
chapter 9 shall remind researchers to keep in mind that results of diagnostic measures
might be influenced by calibration processes. The provision of feedback merely served
as a methodological possibility to find out about calibration processes for attitudes. For
pragmatic reasons, an application in real-world settings is also highly unlikely.
User Education
Third, user education approaches were investigated. The provision of such prior treat-
ments is a double edged sword for research methodology. If a researcher decides not
to provide any information, he/she will obtain the most conservative estimate of per-
formance and understanding. This, in turn makes repetitions of use cases necessary to
find out about the maximum degree of understanding and performance that the specific
HMI can support. However, this is not necessarily a bad thing since additional insights
about the very gains of a specific HMI conceptualization are obtained. On the other
hand, if proper education is provided beforehand, more liberal results can be expected
making repetitive interaction and inquiries obsolete. While this represents an economic
approach to evaluate stable performance with accurate mental models, it neglects the
fact that initial interactions tend to be more ineffective and inefficient. This poses the
risk of a too favorable HMI evaluation and could affect decisions for further develop-
ment. Additionally, performance and understanding gains that are inherent to specific
HMI conceptualizations cannot be observed and evaluated with educated users. Conse-
quently, regarding user education, HMI testing must carefully weigh the pros and cons
of providing prior information (or not).
Concerning user education, the most frequent scenario will match the Baseline condi-
tions in most cases (Abraham et al., 2018; Mehlenbacher et al., 2002) thus resembling the
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power-law functions of performance development (see chapter 7) and understanding (see
chapter 8). Concluding, the benefits of education for the performance and understanding
points towards the stellar role of development of such approaches for automated driving
technology but has until now been largely neglected due to seemingly more urgent issues.
13.3.5 Transfer to related Domains
The present series of studies was conducted within the specific automation context of
supporting or temporarily replacing the human from driving. Herein, ODD restrictions
were identified and applied as a major factor contributing to differences between the
levels of automation. These results, however, are not at all limited to this context but
can also be transferred to other domains where automation technology was or is currently
introduced. The following paragraph outlines possible implications for (1) aviation, (2)
robotics and (3) health care technology.
Aviation
As reasoned before, the introduction of automation into aviation is a precursor for driving
automation. Therefore, the concepts for levels of automation from complete manual to
full automation control (e.g., Parasuraman & Riley, 1997) are very similar. Also, the
workplaces are similar since there is a human in an operator seat who uses certain control
elements to navigate a vehicle or aircraft, respectively. Differences between automotive
and aviation lie in the time-criticality which is much higher in driving due to shorter
distances between and total number of objects in the close surroundings. Furthermore,
the context concerning users of the automation is fundamentally different. While only
highly skilled individuals use aviation automation (i.e., pilots), even novice drivers might
have access to driving automation. Thus, aviation might test encounters with completely
novice users in simulation for training purposes only, but these will certainly not appear
in real-world setting. The role of education (see chapters 10 and 11) is even more critical
in aviation compared to driving automation. Therefore, even the two-step procedure as
tested in chapter 11 does certainly not represent a suitable solution. Instead, extensive
simulator trainings have been developed to educate pilots in both understanding and
handling aviation automation (see e.g., Tro¨sterer et al., 2017). With the development
and testing of novel HMI concepts for pilots (e.g., J. Liu, Gardi, Ramasamy, Lim, &
Sabatini, 2016), even this highly skilled population of pilots can be considered as novice
users of specific HMI concepts. Therefore, similar behavioral trends as in the present
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work with initial poor performance and subsequent steep learning might be observed.
Concerning the more generic understanding of automation technology, however, it is
more likely that pilots already hold accurate mental models about flight automation
that develop less over time. Theoretical implications of attitude-behavior relationship
as outlined in chapter 13.2 and practical implications for study design (e.g., repetition
of use cases, education) are thus expected to hold true for the testing of such interfaces
in aviation.
Robotics
In the robotics domain, the context is very different since it does not support operator
seat positions as in driving. However, transitions from manual to different automated
modes as well as transitions between these are imaginable. Among others, Schmidtler,
Bengler, Dimeas, and Campeau-Lecours (2017) describe the usability evaluation of a
production robot that supports the human in a horizontal manipulation task. Other
examples are service robots (Harmo, Taipalus, Knuuttila, Vallet, & Halme, 2005) and
shopping robots (Tomizawa, Ohya, et al., 2006). In the latter, users are also familiar with
and skilled in the task itself (i.e., shopping groceries) and robot support marks a novel
technology in this context which must be understood first to be used appropriately.
Therefore, one can expect that first encounters might also be characterized by some
erroneous trials and users are most likely not entirely sure about the robot’s capabilities
and limitations. However, educating users about these should enhance understanding
and performance just as observed in the driving automation domain described herein.
Health Care
One example of automation technology in health-care are insulin pumps. While con-
ventional therapy for type-1 diabetes patients required multiple injections with insulin
pens per day, insulin-pumps release basal-rate insulin automatically. The human is only
responsible for additional bolus insulin releases. For an overview of treatments see for
example DeWitt and Hirsch (2003). The glucose level, however has still to be monitored
by the human without closed-loop technology, where glucose monitoring systems (CGM)
communicate with the pumps and according insulin-level adjustments are made inde-
pendently. Insulin-pump and closed-loop systems are characterized by a rising degree
of automation technology and showed beneficial effects in user studies (see e.g., Weinz-
imer et al., 2008). A combination of pumps and CGM systems corroborate L1 or L2
automated systems (SAE, 2018), where the human is still responsible at all times but
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does not execute the respective task anymore. With recent advancements in closed-loop
technology, today there are first systems on the market that turn off insulin release in
case the CGM senses a hypoglycemic trend. This function works independently from
human operation and even if the patient is asleep. Therefore could be considered a L3
or even L4 automation according to the SAE (2018) taxonomy. HMI elements are an
integral part of pumps and CGM systems to communicate their status (e.g., current
insulin amount, last release, glucose level etc.). Consequently, when starting such a
therapy, user education is of utmost importance (DeWitt & Hirsch, 2003). Otherwise,
poor performance and erroneous trials in initial interactions would cause detrimental
health consequences (i.e., hypo- or hyperglycemia). The implications of user education
and repeated interaction that were observed in the present work on driving automation
also apply to interaction with insulin-pump and CGM technology since users do not
hold accurate mental models and cannot operate this technology accordingly without
extensive education and training. Here, the first impression (i.e., preference) of a device
that provides new opportunities for therapy certainly depends on the success of initial
interactions. If it is difficult to use and one does not succeed in operating insulin releases,
temporary basal rates and so forth, unstable glucose level result that might eventually
lead to resistance of further using this system despite its huge benefits. Therefore, test-
ing procedures for this technology and HMIs in particular might also benefit from the
present methodological work on preference, interaction performance and understanding.
13.4 Methodological Considerations
For the interpretation of the series of studies conducted in this thesis there are some
methodological peculiarities that need to be considered. Each chapter by itself discussed
methodological concerns, but a more generic discussion shall be provided in this section.
When examining the preference-performance relationship it is not only about correla-
tions and scatterplots. This approach was the initial starting point as shown in Nielsen
and Levy (1994) and adapted in figure 3.1. However, there are also other ways to ap-
proach this phenomenon. Especially empirical studies such as Roberts et al. (2017) or
Navarro et al. (2010) rather found that certain variations in interface design affected one
measure but not the other. These studies did not investigate the preference-performance
issue based on correlations but rather on the observation about congruence of change in
both measures. Hence, considering factors that influence one measure, but not the other
are another way of looking at it. For instance, use case repetition influenced performance
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but not preference (see chapter 7); feedback influenced preference but not performance
(see chapter 9) and user education influenced mental models and performance but not
preference (see chapter 11). This difference in analyzing the relationship became es-
pecially obvious in chapter 11. Here, the correlations and scatterplot (see figure 11.4)
analysis using linear regressions (see table 11.3) revealed inconclusive results. How-
ever, considering the preference-performance dissociation as a change in one measure
and parallel stability in the other measure, user education also led to the observation
of a dissociation: It changes understanding and performance, but does not affect satis-
faction. Concluding, the preference-performance dissociation might appear in different
forms that are either a correlational form or a sensitivity form to research design and
HMI variations.
The mental model mainly or rather exclusively covered ODD-related limitations for
transitions between levels of automation but did not go beyond these. In interaction
with driving automation and HMIs, there are more things to comprehend for the users.
One example is mode awareness (Sarter & Woods, 1995) and the issue of communicat-
ing driving task responsibility. Here, possible mental model questions would focus on
certain mode indicators during active system functioning and the respective role of the
driver that might be active driver, supervisor of fallback performer (SAE, 2018). Such
mode awareness issues are especially important regarding safety-critical events (e.g.,
emergency take-over situations). Mental models play a crucial role as an incorrect un-
derstanding of the respective role can have severe consequences for safe transfers back
to manual driving (Feldhu¨tter et al., 2017). Especially since silent failures during L2
are possible (Louw et al., 2019), but L3 ADS are by definition characterized through
mandatory TORs in such instances, the understanding of roles and responsibilities dur-
ing L2 automation must be taken into account given the combination of the automation
functions.
Another methodological consideration concerns the relative importance of the tested use
cases. In the present research, all use cases were considered as equally important which
is reflected especially in the aggregation procedure in chapter 6.4.8. After having found
that user-initiated transitions to manual only provide limited information, these UCs
(i.e., L3 to manual, L2 to manual) were not considered in the aggregation procedure
in the third study as described in in chapter 11.2.5. Again, all other UCs entered the
procedure with equal weights reflected in the calculation of the mean of each of the
four values per participant. However, chapter 11.4.2 extensively discussed influences of
first-order UCs (i.e., transitions from manual to automated mode) to second-order UCs
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(i.e., transitions between levels of automation). Therefore, it remains an open question
whether (1) interpretation of results should place higher emphasis on such first-order
UCs and whether (2) the aggregation procedure in chapter 7 and 11 assigning equal
weights for each UC is acceptable.
The power-law fits for behavioral parameters (see figure 7.1) and gaze behavior (see
figure 8.2) can also be criticized. The fits imply that there is a metric scale in between
contiguous blocks, while, in fact, this is not the case. The power-law equations, thus
only allow integers to enter and the visual depiction as a continuous line is - strictly
speaking - not permitted.
13.5 Future Research
Despite the insights into method development and human-automation interaction
in driving simulator studies delivered in the present work, there still remain open
research directions. One question is what the behavioral adaptations and increases in
understanding look like for different HMI conceptualizations. Comparing recent HMIs in
research on L3 ADS in chapter 1.4.2 showed that they all share some common features.
Still, this is a very important issue since in the near future several OEMs are expected
to launch their L3 ADS to the market - with most certainly different HMI concepts. It
remains an open question whether or to what degree generic knowledge about ODDs
and functionality as derived from interaction with one HMI can be transferred or might
even be hindering understanding and interaction with another OEM’s HMI. To support
transfer, deployers and regulatory entities will have to work towards the common goal
of standardizing HMI design for automated vehicles just as had been done before for
symbols of controls, indicators and tell tales among others (ISO, 2010). Moreover, one
and the same HMI implementation might be evaluated differently depending on the
cultural background. Research on attitudes towards driving automation in different
cultures have been investigated for automation trust by Chien, Hergeth, Semnani-Azad,
and Sycara (2015) among others. Self-reported satisfaction and learning processes for
automated driving remain yet to be investigated.
Future research must also take a look at long-term effects of usage with driving
automation technology. Results in chapter 7 showed that within a driving simulator
study, satisfaction remains constant and performance changes according to power-law
functions. However, to date there is no evidence what pattern would emerge if users
repeatedly used an automated driving system in, say, three consecutive drives that are
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one week apart each. Conducting such field operational tests marks a next step in
automated driving research and development. At present, L3 functionality development
and legislation are not yet ready for large-scale on-road testing. On-road testing offers
additional realistic conditions for vehicle dynamics that are required in many UCs
including transitions from or to manual driving. Additionally, it poses a challenge to
visual HMI components due to light incidence and auditory components due to vehicle
and surrounding noise.
The present work focused on the relationship between pragmatic self-reports and
interaction performance by comparing SUS scores and times on task among others.
Chapter 5 has shown that there is another aspect of self-reports, namely non-pragmatic
or hedonic quality (e.g., Hassenzahl et al., 2003). A behavioral correlate for this
aspect, however, has not yet been discovered. As proposed by expectancy-value models
(Davis, 1989; Venkatesh et al., 2003), real use results from prior attitude formation
processes and interactions between these. Without commercial availability of L3 ADS,
at the present there is no possibility to make statements about the predictive validity of
attitudes towards future usage and buy-rates of ADS. Consequently, the only behavioral
measures for human-automation interaction are the ones that were covered in this
thesis. In automated vehicle HMI development, future efforts are necessary to exam-
ine acceptance-related and hedonic metrics to derive a more holistic image of these HMIs.
Concluding the present thesis, it shed some light into automated vehicle HMI
testing, the relationship and change of attitudes and behavior in interaction with
these systems emphasizing influential factors for performance (i.e., repetition, user
education). These insights shall enter methodological study design for HMI testing and
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