Abstract. In [2] , Aleksi Saarela has introduced a new approach to word equations that is based on linear-algebraic properties of polynomials encoding the equations and their solutions. In this paper we develop further this approach and take into account other algebraic properties of polynomials, namely their factorization. This, in particular, allows to improve the bound for the number of independent equations with minimal defect effect from quadratic to linear.
Proof.
(1) The equality is a result of direct computation:
(2) As Q(x) is a field, x β·γ (x (α−β)·γ − 1) = 0 if and only if x (α−β)·γ = 1, which is equivalent to (α − β) · γ = 0. Now, it remains to apply (1) .
(3) An easy computation.
For λ ∈ Z n \ {0} put N (λ) = {α ∈ Z n | λ · α = 0} and we say that λ ∈ Z n has coprime coefficients whenever gcd i≤n ((λ) i ) = 1.
Lemma 2. Let λ ∈ Z
n \ {0}, γ 1 , . . . , γ n−1 ∈ N (λ) and α, β ∈ N n 0 such that [X α − X β ](γ i ) = 0 for each i = 1, . . . , n − 1. If γ 1 , . . . , γ n−1 is linearly independent and λ has coprime coefficients, then (X λ⊕ − X λ⊖ ) (X α − X β ).
Proof. By Lemma 1(2), (α − β) · γ i = 0 for each i < n since [X α − X β ](γ i ) = 0. Hence there exists a nonzero rational number c such that α − β = cλ. Note that c ∈ Z because λ has coprime coefficients and α − β ∈ Z n . By symmetry, we may suppose without loss of generality that c ∈ N. Now, put µ = (min((α) 1 , (β) 1 ), . . . , min((α) n , (β) n )). Then it is easy to see that cλ ⊕ = α − µ and cλ ⊖ = β − µ, thus
Finally note that (X λ⊕ − X λ⊖ ) (X cλ⊕ − X cλ⊖ ) by Lemma 1(3).
For M ⊆ Q n , let M Q denote the subspace of the vector space Q n generated by M , and let M N denote the set
We say that the set M is of rank r provided dim M Q = r and M is not covered by any finite union of (r − 1)-dimensional subspaces of M Q.
n is a linearly independent set and N ⊂ Z n is such that GN ⊆ N ⊆ GQ, then N is of rank r.
Proof. By assumptions, dim N Q = r. It remains to show that N is not covered by a finite number of spaces with the dimension less than r. It is enough to prove that GN is not covered so.
Consider the set M = {(k, k 2 , . . . , k r ) k ∈ N} ⊂ N r . Each r distinct elements of M are linearly independent in Q r since they form a Vandermonde matrix. Therefore also each r distinct elements of the set
are linearly independent. The claim follows since M G ⊂ GN and since any subspace of Q n with the dimension less than r contains at most r − 1 elements of
Lemma 5. Let λ ∈ Z n \ {0}.
Proof. (1) Since N (λ) contains the set GN for every base G ⊆ Z n of the (n − 1)-dimensional vector space {u ∈ Q n | λ · u = 0}, the assertion follows from Lemma 3. (2) As λ ⊕ = 0 = λ ⊖ , there exists a positive v such that λ · v = 0. Hence for every base γ 1 , . . . , γ n−1 ∈ Z n of the vector space {u ∈ Q n | λ · u = 0} there is c ∈ N such that G = {γ 1 + cv, . . . , γ n−1 + cv} ⊂ N n is a linearly independent set. Since GN ⊆ N (λ) + , it remains to apply Lemma 3.
Lemma 6. Let λ ∈ Z n \ {0} have coprime coefficients and let N ⊆ N (λ) be of rank
Proof. In the proof we shall often implicitly use the well known fact that the evaluation mapping Ω α is a homomorphism. By Lemma 1(2), we have [
Assume to the contrary that there is a polynomial p such that p(γ) = 0 for each γ ∈ N and p is not divisible by X λ⊕ − X λ⊖ . Fix such a p with minimal possible number of monomials. More precisely, since every nonzero coefficient of an arbitrary polynomial in Z[X] is a sum of copies of either 1 or −1, there exist s, r ∈ N and two sequences (
and we suppose that s + r is minimal among all polynomials contradicting the assertion. For each j ≤ r, put
Since p(γ) = 0 for each γ ∈ N , we deduce that N = j≤r N j and there exists a linearly independent set {γ 1 , . . . , γ n−1 } in N j for some j by Lemma 4. Lemma 2 now yields that
is not divisible by X λ⊕ − X λ⊖ , a contradiction to the minimality of r + s. It remains to prove irreducibility of X λ⊕ − X λ⊖ . Suppose that X λ⊕ − X λ⊖ = gh and let
and at least one of the two sets is of rank n − 1. By the first part of the proof, we have that X λ⊕ − X λ⊖ divides either g or h, which we wanted to show.
We can formulate an immediate consequence of the last result and Lemma 1(3):
is irreducible if and only if λ 0 · λ 1 = 0 and λ 0 − λ 1 has coprime coefficients.
where r i = ±X αi with α i ∈ N n 0 and r i = −r j for i = j. We say that r j , j ∈ I, is minimal in p, if it has no divisor r i , i ∈ I with i = j, that is, if α j is a minimal element of {α i | i ∈ I} with respect to the usual product order on N n 0 .
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We shall need the following little combinatorial fact.
Lemma 8. Let A be a set and let S be a subset of A k such that for each j ≤ k there are vectors
Then S has cardinality at least k + 1.
Proof. Procede by induction. For k = 1, the claim is obvious. Let now k > 1 and consider the set S ′ ⊂ A k−1 resulting from S by projection on first k − 1 coordinates. By assumption, the projection is not injective, hence |S ′ | < |S|. It is easy to see that S ′ satisfies the hypothesis, which implies |S ′ | ≥ k, and the proof is complete.
Theorem 9. Let
1 for all i = 1, 2, . . . , k, then we say that t is a separating type. The profile of a separating type t is the k-tuple Z(t) :
k , where
For a separating type t we define b i,t ∈ {0, 1}, i = 1, 2, . . . , k, j t ∈ J, and
1−bi,t for each i, and t · α jt ≤ t · α j for all j ∈ J. Clearly, t · ρ t ≤ t · β for any monomial ±X β resulting from the expansion of (1). Moreover,
bi,t + α k for a suitable k ∈ J and t · α jt = t · α k . Therefore, either α jt = α k , or α jt and α k are incomparable. We conclude that for a separating type t, the monomial X ρt is minimal. Also ρ t1 = ρ t2 if t 1 and t 2 are separating types with different profiles, since then t 1 · ρ t1 < t 1 · ρ t2 .
For
1 and note that λ (i) has coprime coefficients,
⊕ , and λ
⊖ by Corollary 7. It remains to show that there exist at least k + 1 separating types with distinct profiles.
First, we show for each j ≤ k that there exists a vector t ∈ N n such that t · λ
1 for every i = j. Assume to the contrary that for every t ∈ N λ (j) + there exists i = j such that t · λ
Since both λ i and λ j , i = j, have coprime coefficients and λ i = λ j , each V i , i = j is an (n−2)-dimensional subspace. By Lemma 5(2), N λ (j) + is of rank n − 1, a contradiction.
Therefore there is a neighborhood of t in Q n + such that t ′ · λ
1 , i = j, for each t ′ from the neighborhood. This implies that (Z(t + )) j = 1, (Z(t − )) j = −1, and (Z(t + )) i = (Z(t − )) i , i = j, for suitable t + and t − from the neighborhood. The proof is completed by Lemma 8.
Consequences for equations
The results of the previous section allow to improve some claims concerning word equations from [2] .
We first review basic facts concerning word equations and their solutions. Let Ξ = {x 1 , x 2 , . . . , x n } be a set of unknowns, let E = (u, v) ∈ Ξ × Ξ be an equation, and let h : Ξ * → Σ * be a solution of (u, v) , that is h(u) = h(v)
0 is called the length type of h. If h(x i ) = ε (the empty word) for at least one i ≤ n, then we say that h is erasing.
The rank of h is the smallest cardinality of a set A such that h(x i ) ∈ A * , i ≤ n. It is a basic result in combinatorics on words, called the defect effect, that a solution of a nontrivial equation in n unknowns has rank at most n − 1.
If h : Ξ * → {a 1 , a 2 , . . . , a r } * is a solution of rank r of an equation E, then θ • h is again a solution of E of rank r for any θ = θ α defined by a i → a
where α ∈ N r . It can be shown that the set {L(θ α • h) α ∈ N r } is a subset of N n of rank r. Therefore, if the rank of h is n − 1, then there is (up to the sign) a unique vector λ ∈ Z n with coprime coefficients such that L(θ α • h) · λ = 0 for each α ∈ N n−1 . We shall therefore denote (modifying a bit the notation from [2] ) by Sol λ n−1 (E) the set of solutions h of E such that L(h) · λ = 0 and h is of rank n − 1. The set of all solutions of E of rank n − 1 are denoted by Sol n−1 (E). Two equations are equivalent if they have the same set of solutions (of all ranks).
We now consider non-trivial equations
in n unknowns Ξ = {x 1 , x 2 , . . . , x n }. Following the notation of the proof of [2, Theorem 5.3] we denote
X jt and t kl = s 1k s 2l − s 1l s 2k .
Note that, in order to exploit properties of multivariate polynomials, we work in the ring Z[X] instead of the monoid ring Z[X; M] preferred by [2] . The proof of the next observation is a part of the proof of [2, Theorem 5.3]:
Lemma 10. For every pair of equations in n unknowns and every k < l ≤ n, the polynomial t kl contains at most
Let ψ k (E) denote the equation in n − 1 unknowns resulting from E by erasing the variable x k .
Lemma 11. Let E 1 , E 2 be two equations in n unknowns such that ψ a (E i ) and ψ b (E i ) are trivial for i = 1, 2 and some a < b ≤ n. Then E 1 and E 2 are equivalent.
Proof. The assumptions imply that both E i = (u i , v i ), i = 1, 2, are of the form
k | xa and |r
k with k ≤ m i . Therefore both E 1 and E 2 are equivalent to x a x b = x b x a .
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Here is our main theorem.
Theorem 12. Let E 1 , E 2 be nontrivial equations in n unknowns such that
Then there exist indeces k < l ≤ n such that the length types of common solutions of E 1 and E 2 of rank n − 1 are covered by a union of
Proof. Recalling the proof of [2, Theorem 5.3], note that there exists k < l such that t kl = 0 and t kl (L(h)) = 0 if h ∈ Sol n−1 (E 1 ) ∩ Sol n−1 (E 2 ). Let S ⊂ Z n be a minimal set of vectors with coprime coefficients such that the length types of Sol n−1 (E 1 ) ∩ Sol n−1 (E 2 ) are covered by λ∈S N (λ).
Since X λ⊕ − X λ⊖ , λ ∈ S, is irreducible, and (X λ⊕ − X λ⊖ ) t kl by Lemma 6, the product λ∈S (X λ⊕ − X λ⊖ ) is a divisor of the polynomial t kl . We say that λ ∈ S is degenerate if λ ⊕ = 0 or λ ⊖ = 0 and we will prove that at most one of λ ∈ S is degenerate. Note that if λ is degenerate, then L(h) · λ = 0 implies that the morphism h is erasing. In fact, h(x i ) = 0 for all i such that (λ) i = 0. If h has rank n − 1, there is exactly one unknown erased. Assume that there are two distinct degenerate λ ∈ S. Then there are two unknowns x a , x b , a < b ≤ n, for which there exist solutions
Since h a and h b are of rank n − 1, the defect effect implies that ψ a (E i ) and ψ b (E i ), i = 1, 2, are all trivial. Therefore E 1 and E 2 are equivalent by Lemma 11, a contradiction.
Let m denote the number of all minimal monomials in t kl and by S 0 the subset of S consisting of all non-degenerate vectors from S. Since λ∈S X λ⊕ − X λ⊖ divides t kl where all factors X λ⊕ −X λ⊖ , λ ∈ S 0 , satisfy the hypothesis of Theorem 9, we obtain
This completes the proof because length types of solutions of rank n − 1 are covered by λ∈S N (λ). Corollary 13. Let E 1 , . . . , E m be nontrivial equations on n unknowns and let
Then there are two unknowns x, y such that m ≤ |E 1 | x + |E 1 | y + 1.
Before we formulate the second consequence of Theorem 12, recall that an equation (u, v) is balanced, if |u| x = |v| x for each x ∈ Ξ. In [1] , it was shown that two independent equations in three unknowns must be balanced. In [2] , the result was reproved and generalized using the techniques discussed in the present paper. We first show an interesting property of balanced systems of equations.
Lemma 14. Let E be a balanced equation in n unknowns. Then
This implies that, for each t < r the monomial m =
since m is contained in S E,x k (X k − 1) and −m is contained in S E,x k+1 (X k+1 − 1). Similarly, the monomial k t=1 X jt vanishes for each t < r. Therefore
which is zero since the equation is balanced.
Of special interest is the case of three variables, and that for two reasons. First, because this is the simplest case for which there is no bound known depending only on the number of unknowns. Second, because for n = 3, solutions of rank n − 1 are precisely all nonperiodic solutions. For three variables, we have the following corollary of Lemma 14.
Corollary 15. Let E 1 and E 2 be balanced equations in variables {x 1 , x 2 , x 3 }. Then
Proof. Work in the vector space Q(X 1 , X 2 , X 3 ) 3 . Let v i = (S Ei,x1 , S Ei,x2 , S Ei,x3 ), i = 1, 2. The claim holds for t = 0 if v 1 and v 2 are linearly dependent. Otherwise, the cross product (t 23 , t 31 , t 12 ) = v 1 × v 2 is equal to t (X 1 − 1, X 2 − 1, X 3 − 1), t ∈ Q(X 1 , X 2 , X 3 ), by Lemma 14. Since t 23 , t 31 , t 12 ∈ Z[X 1 , X 2 , X 3 ], it is easy to see that also t ∈ Z[X 1 , X 2 , X 3 ]. Corollary 16. Let E 1 , . . . , E m be an independent system of equations in three unknowns having a nonperiodic solution. Then m ≤ |E 1 | x + |E 1 | y + 1 for any pair x, y of unknowns.
If E 1 , . . . , E m is a chain of equations on three unknowns, then m ≤ |E 1 | x + |E 1 | y + 5 for any pair x, y of unknowns.
We conclude by an example. A well known system of two independent equation in three unknowns x = x 1 , y = x 2 , and z = x 3 is E 1 = (xyz, zyx), E 2 = (xyyz, zyyx).
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We denote X = X 1 , Y = X 2 and Z = X 3 and calculate (S E1,x , S E1,y , S E1,z ) = (1 − Y Z, X − Z, XY − 1) , (S E2,x , S E2,y , S E2,z ) = 1 − Y 2 Z, X + XY − Z − Y Z, XY 2 − 1 , and (t 23 , t 31 , t 12 ) = Y (X − Z)(X − 1, Y − 1, Z − 1). The polynomial t = Y (X − Z) characterizes possible nonperiodic common solutions of E 1 and E 2 , and implies that the system {E 1 , E 2 } is a maximal independent system of equations in {x, y, z} having a common nonperiodic solution. We shall justify the last claim in more detail and thereby illustrate the whole theory initiated by Aleksi Saarela in [2] .
Let E 3 be an equation in {x, y, z} such that the system {E 1 , E 2 , E 3 } has a nonperiodic solution h. Write (S Ei,x , S Ei,y , S Ei,z ) × S Ej ,x , S Ej ,y , S Ej ,z = t (ij) (X − 1, Y − 1, Z − 1).
Since h is, in particular, a common solution of E 1 and E 2 of rank 2 = n − 1, we deduce that t(L(h)) = t (12) (L(h)) = 0, which is equivalent to |h(x)| = |h(z)|. Since h is also a common solution of E 2 and E 3 , we obtain that X − Z divides t (23) . Therefore any common solution of rank two of E 1 and E 2 is also a solution of E 3 . If E 3 is balanced, then all three equations have the same set of periodic solutions and the system {E 1 , E 2 , E 3 } is equivalent to {E 1 , E 2 }. If E 3 is not balanced, then length types of all its solutions g satisfy a linear constraint, and the constraint has to be |g(x)| = |g(z)|. Therefore any common solution g of E 3 and E 1 is also a solution of E 2 since (S Ei,x (L(g)), S Ei,y (L(g)), S Ei,z (L(g))) and S Ej ,x (L(g)), S Ej ,y (L(g)), S Ej ,z (L(g)) are linearly dependent. Therefore {E 1 , E 2 , E 3 } is equivalent to {E 1 , E 3 } (and, similarly, to {E 2 , E 3 }).
