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1. Correlated data are ubiquitous in ecological and evolutionary re-
search, and appropriate statistical analysis requires that these cor-
relations are taken into account. For regressions with correlated,
non-normal outcomes, two main approaches are used: conditional
and marginal modelling. The former leads to generalized linear
mixed models (GLMMs), while the latter are estimated using gen-
eralized estimating equations (GEEs), or marginalized multilevel
regression models. Differences, advantages and drawbacks of condi-
tional and marginal models have been discussed extensively in the
statistical and applied literature, and there is some agreement that
the choice of the model must depend on the question under study.
Yet, there still appears to be a lot of confusion and disagreement
over when to choose which model.
2. We start with a review of conditional and marginal models,
and the differences in the interpretation of the resulting parameter
estimates. We highlight that the two types of models propagate
different linear relations between the covariates and the response.
Moreover, while conditional models explicitly account for hetero-
geneity among clustered observations, marginal models yield aver-
ages over such heterogeneities and are therefore often interpreted
as population-averaged models.
3. We point out theoretically and with an example that when
modelling non-normal outcomes no unambiguous definition of a
marginal model generally exists. Instead, marginal model param-
eters are marginal only with respect to unaccounted differences
among clusters and thus depend on the fixed effects in the model.
Therefore, marginal model parameters should not be loosely inter-
preted as population-averaged parameters. In addition, we explain
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how marginal modelling is mathematically analogous to deliberately
omitting covariates with explanatory power, and to deliberately in-
troducing a Berkson measurement error into covariates. We also
reiterate that marginal modelling is related to a well-known statis-
tical phenomenon, the Simpson’s paradox.
4. In most cases, therefore, we regard the conditional model as
the more powerful choice to explain how covariates are associated
with a non-normal response. Still, marginal models can be useful,
given that the scientific question explicitly requires such a model
formulation.
Keywords: Conditional model, generalized estimating equations, generalized linear
mixed model, attenuation, Berkson measurement error, omitted covariates, Simp-
son’s paradox
Introduction
Measurements and observations in ecology and evolution are often correlated, for
example when repeated measurements or observations are recorded in longitudinal
studies from the same individuals or populations, or when measurements are taken
in temporal or spatial proximity (Zuur et al., 2009; Fieberg et al., 2010; Hamel
et al., 2012). Such correlations need to be accounted for in the analysis, as pa-
rameter estimates and their uncertainty can otherwise be biased. Because clustered
and longitudinal data are ubiquitous in many research areas, their analysis has re-
ceived tremendous attention in the past decades (Lindsey, 1999; Diggle et al., 2002;
Molenberghs & Verbeke, 2005; Fitzmaurice et al., 2004).
A researcher assessing correlated data is usually faced with the decision whether
it is more appropriate to use a marginal model, for instance by using a generalized
estimating equations (GEEs) approach (Zeger & Liang, 1986; Liang & Zeger, 1986;
Zeger et al., 1988) or marginalized multilevel models (Heagerty, 1999; Heagerty &
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Zeger, 2000; Schildcrout & Heagerty, 2007), or if it is better to formulate a condi-
tional model, i. e. a generalized linear mixed model (GLMM). Conditional models
include random effects to account for correlations within clusters, while marginal
models require additional modelling steps to capture the dependencies. Historically,
it was first possible to obtain robust estimates and to fit models for reasonably large
data sets using GEEs, while GLMM inference only became feasible later. Hence,
in practice, many researchers used marginal models because only they could be fit
to correlated data. After it became viable to fit conditional models to complex and
large data sets, a long discussion ensued in the statistical literature, whether to
choose a conditional or a marginal model (Neuhaus et al., 1991; Lindsey & Lam-
bert, 1998; Heagerty & Zeger, 2000; Diggle et al., 2002; Lee & Nelder, 2004). This
discussion is still ongoing, also in ecology (Fieberg et al., 2009; Koper & Manseau,
2009; Fieberg et al., 2010; Akanda & Alpizar-Jara, 2014).
Whether a conditional or a marginal model is more appropriate for a specific
research question has not been (and perhaps cannot be) answered in general. Lind-
sey & Lambert (1998) and Lee & Nelder (2004) discuss shortcomings of marginal
modelling approaches, while text books like Zuur et al. (2009) or Hardin & Hilbe
(2012) recommend them, and in particular GEEs, for correlated non-normal data.
Marginal models fit by GEEs are hence popular in ecological applications (Keller
et al., 2002; Paradis & Claude, 2002; Bowerman et al., 2010; Poncet et al., 2010;
Akanda & Alpizar-Jara, 2014).
For normally distributed response variables, i. e. in linear regression, the choice
between a marginal and a conditional formulation is not particularly delicate, be-
cause the interpretation of conditional and marginal linear regression models turns
out to be equivalent. On the other hand, the choice is relevant for non-normal data,
as the interpretation of conditional and marginal regression models is usually differ-
ent. A prominent view of conditional models is that they describe how the change
of a covariate affects the response within a cluster, while holding the other covari-
ates and all random effects constant. As clusters in ecology are often subjects (e. g .
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individuals with repeated observations), conditional models are sometimes called
subject-specific models. Here, however, we omit this naming, because it may im-
ply an over-interpretation of the effects, particularly for covariates that do not vary
within subjects (e. g . sex of an animal). On the other hand, marginal models are
considered to be appropriate when inference on the population level is desired, ir-
respective of potential inter-cluster differences, and are therefore often denoted as
population-averaged models.
The aims of this paper are twofold. First, we explain aspects and differences of
conditional and marginal models which, we hope, will empower the users of these
models. In particular, we discuss that the two models propagate different types of
linear dependencies between the covariates and the response, and that the choice of
a marginal vs. a conditional model must depend upon what the user considers to
be a realistic model. Second, we scrutinize the interpretation of marginal models as
population-averaged models and challenge the view that marginal models automat-
ically answer reasonable marginal questions.
To this end, we first provide an introductory example, followed by an introduction
to conditional and marginal models. We then briefly recapitulate known caveats of
marginal models. We move on to point out that marginal models are related to seem-
ingly disjoint topics. For example, marginal modelling is mathematically equivalent
to deliberately omitting cluster-specific covariates or interaction terms (Neuhaus
et al., 1991). Moreover, marginal modelling is also analogous to deliberately intro-
ducing (or not accounting for) a particular type of measurement error in covariates,
the so-called Berkson error (Berkson, 1950). We will only briefly touch on a third
equivalence, that to the Simpson’s paradox (Simpson, 1951), an equivalence that
had been noted by Lindsey & Lambert (1998).
These equivalences highlight some of the conceptual difficulties of marginal mod-
els. They also point to another important aspect: the fact that a specific marginal
model is only marginal with respect to unaccounted differences (heterogeneity)
among clusters, e. g . with respect to covariates that are not included as fixed ef-
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fects. Already Lindsey (1999) stated that “All statistical models are marginal with
respect to any observed or unobserved covariates not used.” Marginal parameter
estimates must thus be interpreted accordingly. Our considerations will lead us to
a similar conclusion as Lee & Nelder (2004), who “regard the conditional model as
the fundamental, from which marginal predictions can be made.”
Example: Mallard nest structures
This introductory example aims to illustrate differences between conditional and
marginal model parameters for clustered data and to show how model parameters
depend on the (cluster-specific) covariates included as fixed effects in the regression.
We used a dataset of mallard nest structures and occupancy that was originally
presented in Zicus et al. (2003, 2006) and then used by Fieberg et al. (2009) to
illustrate the attenuation effect in marginal logistic regression. The scope of the
original study was to investigate factors that explained mallard nest structure oc-
cupancy in Western Minnesota, using a binary response that indicated whether a
nest structure was used (1) or not (0). Between 1997 and 1999, the same nest struc-
tures were inspected up to 4 times a year (periods 1–4), thus each nest structure
i was observed at up to 12 time points j. The data therefore formed clusters of j
observations per nest structure i. Covariates were observed at the level of the nest
structures and included the amount of nesting cover, denoted as visual obstruction
measurements (VOM), and the size of the open-water area in which the nesting
structure was situated (size). Both VOM and size were assessed only once and are
thus time-invariant within nest structure. In contrast to the analysis in Fieberg
et al. (2009), we only included the 67 nests that were surrounded by an open-water
area with a size between 0 and 25 km2 and used the log-transformed, centered and
standardized values of VOM and size (the reason for this will become apparent in
the later sections). Fixed effects for period, year and their interaction were included
as dummy variables. In a first comparison (model 1), we fitted a logistic regression
using both a marginal and a conditional model. To account for correlations between
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repeated observations of the same nest structure, we used a GEE approach with an
exchangeable correlation structure for the marginal model, and a nest-specific ran-
dom intercept distributed as N (0, σ2τ ) for the GLMM. The models were fitted with
the R software version 3.0.3 (R Core Team, 2013) using the functions gee() from
the gee package (Caray et al., 2015) and glmer() from the lme4 package (Bates
et al., 2014). The code can be found in Appendix S1. As expected and already
reported by Fieberg et al. (2009), the marginal parameter estimates (column GEE1
of Table 1) were are attenuated compared to their conditional counterparts (column
GLMM1). This can also be seen in the fifth column of Table 1, where the ratios of
the GEE1 to the GLMM1 estimates are given by the attenuation factor λ1 for each
parameter. The average of λ1 was 0.860.
We then removed the nest structure-specific covariate log(size) for illustration
purposes in a second model (model 2), and repeated the above analysis, resulting
in the estimates GEE2 and GLMM2. The factor λ2 denotes the attenuation of the
GEE2 estimates relative to those obtained with GLMM2. Note that λ2 < λ1 for
all coefficients with an average of 0.835 for λ2, meaning that the marginal model
parameters were slightly further attenuated due to the omission of the covariate
log(size). In contrast, the conditional model parameters from the two GLMM
models were relatively similar. Importantly, the omission of the nest structure-
specific covariate log(size) led to an increase in the among-nest variance estimates
σˆ2τ for model 2 (Table 1), which has a very intuitive interpretation: If less heterogene-
ity is explained by the fixed effects in the regression, more heterogeneity is captured
by the nest structure-specific random intercept. Thanks to this feature, the con-
ditional model estimates are quite robust with respect to the omission of the nest
structure-specific, approximately Gaussian distributed covariate log(size). On the
other hand, the estimated working correlations ρˆ from the GEEs are almost the same
for both models, with a small increase that is apparent only when allowing for three
decimal places.
This example illustrates two main points to which we will return. First, the set
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of covariates included as fixed effects directly affects the estimates of the marginal
model parameters, and thus the degree of attenuation compared to the conditional
model increases when the cluster-specific covariate log(size) is excluded from the
model. Second, both GEE1 and GEE2 are marginal models but because the unex-
plained heterogeneity between nest structures is larger in model 2 than in model 1,
they are marginal with respect to a different residual component. Marginal model
parameters should therefore be carefully interpreted in reference to the fixed effects
that are (or are not) included in the regression model.
Conditional and marginal models
Before discussing the differences in parameter interpretation between marginal and
conditional models in detail, we will first introduce the two types of models more
formally. Let xij represent a (time-invariant) covariate vector for individual j in a
cluster or a group i with i = 1, . . . ,m and j = 1, . . . , ni. Alternatively, j is an index
for repeated observations of subject i in a longitudinal study. Both cases typically
result in a within-cluster correlation among the response variables yij, assumed here
to be of exponential family form. One way to capture the correlation within clusters
is to include a cluster-specific random effect vector bi in the linear predictor
ηij | bi = β0 + x>ijβx + z>ijbi , eqn 1
which is linked to the mean E(yij | bi) via the inverse link function h(·) as E(yij | bi) =
h(ηij | bi). The components of the linear predictor are the intercept β0, the fixed
effects vector βx, the covariate vector xij, and the cluster-specific random effects
bi that are linked to a covariate vector zij. The random effects are assumed to be
multivariate normal bi ∼ N (0,D) with covariance matrix D, and may incorporate
group-specific, temporal or spatial dependencies. We explicitly condition on the
random effects bi in eqn 1 to stress that the model is conditional. The assumption
is that, conditionally on bi and the covariates, the yij are independent. To keep
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mathematics and notation simple, we will usually only include a Gaussian random
intercept τi ∼ N (0, σ2τ ) and sometimes a random slope term for a single covariate
with bi ∼ N (0, σ2b ). Note that we use the term conditional here exclusively for a
model that conditions on random effects, although the term can be used in a broader
context also to condition on previous observations (Diggle et al., 2002; Molenberghs
& Verbeke, 2005).
In contrast, the corresponding so-called (direct) marginal model uses the same
link function, but omits any cluster-specific random effects bi in the model for the
(transformed) mean. The linear predictor with E(yij) = h(η
m
ij ) is then given as
ηmij = β
m
0 + x
>
ijβ
m
x . eqn 2
The regression coefficients and the linear predictor of the marginal model are
labelled accordingly. In contrast to the conditional model, the yij are not assumed
to be independent after accounting for the covariates. Further modelling steps to
capture the dependencies of observations are thus required (see below), but the
correlation structure is then essentially regarded as a nuisance.
Parameter estimation
The parameters of the mixed model as given in eqn 1 can be estimated via likelihood
or Bayesian methods (Breslow & Clayton, 1993; Gelman et al., 1995; Pinheiro &
Bates, 2000; Diggle et al., 2002; Wakefield, 2013). Details of estimating procedures
are beyond the scope of this paper, but guidelines for ecologists and evolutionary
biologists have, for instance, been summarized by Bolker et al. (2009).
Two main approaches to estimate the parameters of the marginal model (eqn 2)
have been proposed. The most prominent is probably direct marginal modelling
using GEEs (Zeger & Liang, 1986; Liang & Zeger, 1986; Zeger et al., 1988), a quasi-
likelihood approach (Wedderburn, 1974) that, in addition to the mean (eqn 2), re-
quires the specification of a working correlation structure for the response. The
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estimating equations are solved numerically, however they do generally not corre-
spond to any likelihood, hence the approach is termed quasi-likelihood. Another
route to marginal model estimation involves the formulation of marginalized multi-
level regression models that allow for likelihood-based marginal inference (Heagerty,
1999; Heagerty & Zeger, 2000; Schildcrout & Heagerty, 2007). Similarly to condi-
tional models, marginalized multilevel regression models account for the dependence
among measurements by introducing random effects, which allows for likelihood-
based inference. In contrast to conditional models, however, the linear predictor is
not conditioned on these random effects, so that the parameters still have a marginal
interpretation.
Interpretation of the parameters
The main difference in the interpretation of conditional and marginal model pa-
rameters is the following: The marginal model assumes a linear relationship of the
(transformed) mean with the covariates only (eqn 2), while the conditional model
assumes a linear relationship of the (transformed) mean with the covariates and the
random effects bi (eqn 1). The latter capture unobserved characteristics of the clus-
ters. More formally, the conditional parameter estimates for β = (β0,β
>
x )
> of eqn 1
must be interpreted conditionally on cluster-specific values bi that control for un-
known heterogeneity and describe how a subject j in cluster i responds to a change
in a covariate, while holding the other covariates and all random effects constant.
This is similar in spirit to an experiment, where all conditions but the one of interest
are fixed (Clayton & Hills, 1993, chapter 27). Adding random effects to the linear
predictor of a conditional model automatically accounts for within-cluster similar-
ity and between-cluster heterogeneity. In contrast, the marginal model parameters
βm = (βm0 ,β
m
x
>)> of eqn 2 are estimated unconditionally on any heterogeneity be-
tween clusters that is not captured by xij. The parameters β
m therefore describe
how subject j in cluster i responds to a change in a covariate in an averaged sense,
which is why marginal models are often interpreted as population-averaged models,
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although this interpretation may be misleading. We come back to this important
point later in the paper.
It is crucial to understand that the conditional and the marginal models are gen-
erally incompatible (Raudenbush, 2008): While a simple direct marginal model, as
the one given by eqn 2, often leads to a complicated and unrealistic conditional
relationship between the covariates and the response (Lindsey & Lambert, 1998;
Raudenbush, 2008), a linear conditional relationship as in eqn 1 may lead to an in-
tractable marginal model. For example, marginalization (i. e. integration) over the
random effects of a logistic regression model with random intercept leads to
E(yij) =
∫ ∞
−∞
exp(β0 + x
>
ijβx + τi)
1 + exp(β0 + x>ijβx + τi)
exp(τ 2i /2σ
2
τ )√
2piσ2τ
dτi ,
which cannot be represented in a basic closed form. Simple linear dependencies of
the response on the covariates, as given in eqn 1 and eqn 2, can generally not be
correct at the same time, and therefore the estimated parameters may differ (Zeger
et al., 1988; Neuhaus et al., 1991; Diggle et al., 2002; Ritz & Spiegelman, 2004).
The choice between a marginal and a conditional formulation should therefore be
based on whether it appears more realistic that the marginal or the conditional
transformed mean is linear in the covariates. Lindsey & Lambert (1998) have a
clear opinion about this, which we essentially share, namely:
The biological validity of such a [marginal] model will generally be ques-
tionable, although it will obviously have to be considered case by case.
All models are wrong [...] but we are arguing that models directly con-
structed to have simple marginals will be more wrong than those begin-
ning with a reasonably simple conditional relationship.
For similar reasons, Lee & Nelder (2004) propagate to deduce marginal predictions
from conditional models, e. g . by integration over the random effects.
However, conditional and marginal models are not always incompatible. Mod-
els with identity link function, most prominently linear regression, are conjugate
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to themselves (Lee & Nelder, 2001). That is, marginalization over the normally
distributed random effects results in a linear model with the same regression param-
eters, and the correlation matrix for the marginal model can be explicitly derived
from the conditional model (Molenberghs & Verbeke, 2005). For instance, in a lin-
ear mixed model with residual variance σ2 and a random intercept τi ∼ N (0, σ2τ ),
the intracluster-correlation for the response, given the observed covariates xij, is
σ2τ/(σ
2
τ + σ
2
 ). Note, however, that from a knowledge of the marginal model param-
eters, it is not possible to deduce the exact structure of the conditional model, as
different conditional models can lead to the same marginal model. Another exception
where conditional and marginal models are not incompatible are log-linear models,
such as Poisson regression, where all parameters except the intercept are the same
for the marginal and conditional models (Zeger et al., 1988; Neuhaus et al., 1991),
although this only holds when the respective conditional model includes a random
intercept but no random coefficients (Gro¨mping, 1996). Finally, when the variances
of the random effects approach zero (e. g . σ2τ ≈ 0 in the random intercept model),
the two parameter sets converge for any link function (see Koper & Manseau, 2009).
Main advantages and disadvantages
Advantages and disadvantages of conditional and marginal models have been dis-
cussed for decades (Zeger & Liang, 1986; Heagerty & Zeger, 2000; Lindsey & Lam-
bert, 1998; Lee & Nelder, 2004). Here we only repeat two main points raised in this
discussion.
One reason that is often given as a key advantage of the marginal approach is that
marginal model parameters are less demanding to fit and more robust against model
misspecification than their conditional counterparts (Zeger & Liang, 1986; Heagerty
& Zeger, 2000; Overall & Tonidandel, 2004; Zuur et al., 2009). As an example, even
if the within-cluster correlation structure in the GEE procedure is misspecified, the
marginal regression estimates are still consistent(Zeger & Liang, 1986; Hardin &
Hilbe, 2012). In addition, marginal modelling does either not require distributional
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assumptions about the random effects (GEEs), or is relatively robust to their mis-
specification (marginalized models, Heagerty & Zeger, 2000). As a consequence, one
common criticism of GLMMs is that they rely on additional assumptions, such as
the normality of random effects, and might be sensitive to their violation. Moreover,
while GLMMs are applicable in a broader context than marginal models, for instance
in the presence of complex spatial and/or temporal correlations (Pinheiro & Bates,
2000; Diggle et al., 2002; Wakefield, 2013), fitting a GLMM can be a difficult and
computationally demanding task and the user must select among various model fit-
ting procedures, such as penalized quasilikelihood (PQL, Breslow & Clayton, 1993),
Laplace approximations (Raudenbush et al., 2000), adaptive Gauss-Hermite quadra-
ture (GHQ, Pinheiro & Chao, 2006), or Bayesian approaches using Markov chain
Monte Carlo (MCMC) sampling (Gamerman, 1997) or integrated nested Laplace
approximations (INLA, Rue et al., 2009).
A second important aspect of the conditional versus marginal modelling debate
concerns model selection. Although likelihood-based estimation is possible in marginal-
ized multilevel models (Heagerty & Zeger, 2000), the use of GEEs is still widespread.
However, the lack of a likelihood functions imposes problems when it comes to model
selection. In fact, marginal modelling with GEEs may lead to misleading results be-
cause certain model assumptions, such as the absence of interactions, are difficult
or impossible to check (Lindsey & Lambert, 1998; Lee & Nelder, 2004). Although
the quasi-likelihood information criterion (QIC) has been proposed for this purpose
by Pan (2001), applications revealed that QIC rarely identifies the correct correla-
tion structure and is thus not trustworthy (Koper & Manseau, 2009). On the other
hand, marginalized multilevel models rely on likelihood methods and can thus un-
dergo model selection procedures just like GLMMs. Although model choice can still
be relatively challenging, valid information criteria for likelihood approaches exist,
such as a modified Schwarz criterion (Pauler, 1998), the conditional AIC (Hodges
& Sargent, 2001), a predictive cross-validation approach (Braun et al., 2014), or a
generalized R2 (Nakagawa & Schielzeth, 2013; Johnson, 2014).
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Analogies to marginal models
In this section we discuss that marginal modelling is mathematically equivalent to
some seemingly unrelated phenomena. Already Lindsey & Lambert (1998) illus-
trated how marginal model parameters may have a misleading interpretation that is
equivalent to that of Simpson’s paradox (Simpson, 1951). The paradox describes a
statistical phenomenon where a regression analysis of a full dataset leads to a trend
that is the reverse of what is obtained when each cluster is regressed separately.
The most prominent example of the paradox is probably the Berkeley gender bias,
which has been described by Bickel et al. (1975). We will not further address Simp-
son’s paradox here, but instead concentrate on two others analogies to marginal
modelling: that to omitted covariates or interaction terms, and that to (additive or
multiplicative) Berkson measurement error.
Analogy to omitted covariates
It is well-known that estimates of regression models can change if important covari-
ates are omitted (Lee, 1982; Gail et al., 1984; Lee & Nelder, 2004), a phenomenon
that is also known as non-collapsibility (Greenland et al., 1999). Starting from the
fact that conditional and marginal models for correlated data differ in how unob-
served heterogeneity is modelled, we will argue that the use of a marginal model
may be conceptually equivalent to deliberately omitting (observed or unobserved)
covariates or interactions with covariates. This interpretation will then be used to
illustrate that each set of covariates defines a model with different margins, thus
there is no unambiguous definition of a marginal model.
Assume that a conditional model with a random intercept describes our data well.
The random intercepts τi ∼ N (0, σ2τ ) can then be interpreted as realizations of a
cluster-specific (unobserved) covariate, a view that was formalized by Neuhaus et al.
(1991). To this end, substitute τi = στzi with standardized, cluster-specific covariate
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zi ∼ N (0, 1). The model can then be rewritten as
ηij | zi = β0 + x>ijβx + στzi , eqn 3
where the standard deviation στ may be interpreted as a regression coefficient for
zi. The difference in the linear predictors of the conditional and marginal models is
then the inclusion or exclusion of τi, or, with this new interpretation, the inclusion
or exclusion of the covariate zi. Conceptually, omitting zi from the linear predictor
is equivalent to fitting a marginal model, irrespective of whether the values of zi
are known or unknown. In practice, however, if zi is known, it would typically be
directly included in the marginal model as
ηmij = β
m
0 + x
>
ijβ
m
x + β
m
z zi , eqn 4
and στ in eqn 3 then corresponds to β
m
z . Assuming that no additional covariates are
missing, conditional and marginal model equations are then identical, because no
residual heterogeneity discriminates the models. It is thus not surprising that Gail
et al. (1984) and Neuhaus et al. (1991) deduced qualitatively the same attenuation
factors for the parameters of a binary regression model in two distinct contexts, once
from the omitted covariate perspective, and once for omitted random effects.
Assume there exists another cluster-specific covariate wi, which only partially
explains the between-cluster heterogeneity of eqn 3, i. e.
zi = wi + ui ,
with ui independent of wi, representing the residual between-cluster heterogeneity
not explained by wi, i. e. wi ∼ N (0, σ2w), ui ∼ N (0, σ2u) and σ2w +σ2u = 1. The model
ηmij = β
m
0 + x
>
ijβ
m
x + β
m
z wi
is then marginal with respect to the between-cluster heterogeneity carried by ui, and
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a random term τ ′i ∼ N (0, σ2τσ2u) in the respective conditional model
ηij | τ ′i = β0 + x>ijβx + βzwi + τ ′i
could capture it. Note that conditional and marginal models converge as the variance
σ2w → 1, i. e. as the unexplained heterogeneity σ2u approaches zero.
A similar reformulation as above can be used to show that the omission of a
random coefficient with non-zero variance can be interpreted as a missing interaction
term. Replacing the random slope bi ∼ N (0, σ2b ) in the following equation that
includes a single covariate xij
ηij | bi = β0 + βxxij + τi + bixij eqn 5
by bi = σbzi with standard normal zi, leads to
ηij | zi = β0 + βxxij + τi + σbzixij .
As above, the standard deviation σb can be interpreted as the coefficient for the
interaction term zixij, thus omitting bi is equivalent to omitting the interaction
between zi and xij.
These considerations illustrate two things. First, there is a straightforward anal-
ogy between marginal regression models and the omission of covariates or interaction
terms, no matter if the respective variables were observed or not. And second, the
distinction between conditional and marginal models is less clear than often sug-
gested. In the random intercept model, for instance, the variance of τi strongly
depends on the covariates included as fixed effects. All covariates that are con-
stant or correlated within clusters potentially explain part of the between-cluster
heterogeneity. The more such covariates are included, the smaller σ2τ potentially
is. Importantly, in cases where marginal model parameters are attenuated with re-
spect to their conditional counterparts, as in logistic regression (Zeger et al., 1988;
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Neuhaus et al., 1991), the degree of attenuation directly depends on σ2τ , and thus
on the set of covariates. This dependence of the regression parameters on the set of
covariates may be problematic if the aim is to assess how covariates are associated
with the response, but many practitioners may not be aware of it. An illustration of
this effect is evident in the mallard nest structure example, where the attenuation of
the regression parameters increased when a relevant cluster-specific covariate was ex-
cluded from the marginal logistic regression model. The user of marginal regression
models must thus appreciate that the respective parameters answer only one par-
ticular marginal question with very specific margins. Therefore, the interpretation
of marginal model parameters as those of a population-averaged model is not neces-
sarily meaningful because the model “averages” only over the heterogeneity that is
not explained by the covariates. In practice, additional covariates are often collected
with exactly the purpose to explain as much response variability as possible, hoping
to obtain better effect estimates for the covariate(s) of interest. A model is then
typically specified depending on the data that are available; the more covariates are
observed, the more are included as fixed effects. From this perspective it appears
unreasonable to ignore additional “unobserved covariates” by not including random
effects in the model.
This discussed analogy between covariates and Gaussian random effects obviously
only holds as long as the distribution of the respective covariate is also Gaussian.
Note that this was the reason why we log-transformed the continuous variables in
the mallard example (Figure 1). An important difference between a known, cluster-
specific covariate and a random effect is that the former requires no additional
modelling assumptions, while random effects do. In fact, the aspect of distribu-
tional assumptions is an important and justified criticism of conditional modelling
(Neuhaus et al., 1992; Heagerty & Zeger, 2000). Still, whether robustness consid-
erations alone legitimate the use of models for the mean that do not account for
between-cluster heterogeneity seems at least questionable.
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Analogy to Berkson measurement error
As mentioned above and illustrated with the mallard example, marginal model pa-
rameters βm may be attenuated with respect to the conditional parameters β. Such
attenuation effects are also known from measurement error theory (Stefanski, 1985;
Fuller, 1987). Already Zeger et al. (1988) pointed out that there might be a relation,
and Diggle et al. (2002) stated in the context of marginal modelling that the phe-
nomenon of attenuation is well-known in the “related errors-in-variable regression
problem”. As we will show here, the relation of marginal modelling to measure-
ment error theory only holds when the error in a covariate follows a specific type,
namely the Berkson measurement error (Berkson, 1950). Under the additive and
multiplicative Berkson error structure, a true covariate x is related to an error-prone
observation w via x = w + u or x = w · v with additive and multiplicative error
terms u ∼ N (0, σ2u) and v ∼ N (1, σ2v), both assumed independent of w. Note that
this error is different from the so-called classical error type, where w = x + u and
w = x · v, respectively. Typical settings where Berkson-type errors occur in bio-
logical studies are the assignment of averages of exposures to individuals (plants,
animals) growing or living in the vicinity of a measurement station, or in experi-
mental setups. A prominent example is the application of fixed doses of herbicides
in bioassay experiments (Rudemo et al., 1989). In the following subsections we will
illustrate how moving from a conditional to a marginal model by omitting a random
intercept or a random slope is mathematically analogous to introducing an additive
or a multiplicative Berkson error into a covariate.
Random intercept model
Let us assume that a random intercept τi ∼ N (0, σ2τ ) in the linear predictor of eqn 1
captures the heterogeneity between clusters. As noted by Rudemo et al. (1989)
and Carroll et al. (2006, p.189), omitting such a random intercept is equivalent to
introducing homoscedastic, additive Berkson error into a covariate. To see this, we
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use the model given in eqn 1 with a single covariate xij and a random intercept τi,
and reformulate it to
ηij | τi = β0 + βx(xij + τi/βx) .
Additional covariates zij could be added to the above equation, but the random
effect is attributed here only to the (freely chosen) covariate xij. This model can
be interpreted as a fixed-effects generalized linear model (GLM) with true covariate
x?ij = (xij + τi/βx). On the other hand, the linear predictor of the corresponding
marginal model ηmij = β
m
0 +β
m
x xij does not contain the random effect τi, and therefore
includes xij as covariate instead of x
?
ij. Given that we can rewrite x
?
ij = xij + uij
with uij = τi/βx, distributed as
uij ∼ N (0, σ2τ/β2x) , eqn 6
the inclusion of xij instead of x
?
ij in the linear predictor is equivalent to an additive
Gaussian Berkson error. Note that the error terms are constant within clusters i, as
uij = τi/βx for all individuals j in i.
Thanks to the above analogy it is straightforward to transfer results from Berkson
error theory to the marginal modelling context, and vice versa. In fact several
analogous results have been reported in parallel from those two perspectives. Two
prominent examples are given below.
Binomial regression with probit link: In probit regression we have a binary outcome
yij | τi ∼ Bernoulli(pij), pij | τi = Φ(β0 + x>ijβx + τi), with cumulative standard nor-
mal distribution function Φ and τi ∼ N (0, σ2τ ). Zeger et al. (1988) and Heagerty
& Zeger (2000) have shown that the parameters of the marginal and conditional
models are related as βm = λβ with attenuation factor λ = (1 + σ2τ )
−1/2. On the
other hand, Burr (1988) and Tosteson et al. (1989) derived attenuation factors for
the parameters in probit regression when the (single) covariate is subject to Berkson
error. Denote the error-free covariate as x?ij, while xij is the observed covariate sub-
ject to Berkson error with x?ij = xij + uij and error variance uij ∼ N (0, σ2u). Then
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pij = Φ(β0 + βxx
?
ij) is the correct model with parameters β0 and βx, but if x
?
ij is
replaced by its error-prone proxy xij, both parameters are attenuated by a factor
λ′ = (1 + β2xσ
2
u)
−1/2 (Burr, 1988; Tosteson et al., 1989). Using eqn 6 we know that
σ2τ = β
2
xσ
2
u, and therefore λ = λ
′.
Binomial regression with logit link: Using the approximate relationship between
probit and logistic regression (Johnson & Kotz, 1970), Zeger et al. (1988) have
shown that the relation between the conditional and the marginal model parameters
is given as βm ≈ (1 + c2σ2τ )−1/2β with c = 16
√
3/(15pi) ≈ 0.588. In analogy, Reeves
et al. (1998) have shown that in the presence of Berkson error with ui ∼ N (0, σ2u),
the estimated parameters in logistic regression are attenuated by the factor (1 +
c2β2xσ
2
u)
−1/2. Again, these results are equivalent due to eqn 6.
Random slope model
A similar equivalence as above, but for multiplicative Berkson error, can be deduced
when the true conditional model includes a random slope. The analogy was briefly
mentioned by Rudemo et al. (1989). For simplicity, we use the model as given in
eqn 5, however ignoring the random intercept τi for the moment. This model can
be reformulated as
ηij | bi = β0 + βx
[
xij ·
(
1 +
bi
βx
)]
= β0 + βxx
??
ij ,
where x??ij = xij · (1 + bi/βx) can be interpreted as the true covariate of a GLM.
Since the linear predictor of the respective marginal model does not include bi, the
replacement of x??ij by xij corresponds to replacing the conditional by the marginal
linear predictor. On the other hand, due to x??ij = xij · uij with uij = 1 + bi/βx
distributed as uij ∼ N (1, σ2b/β2x), replacing x??ij by xij also corresponds to introducing
multiplicative, homoscedastic Berkson error into the covariate. Again, uij is constant
for all individuals within a cluster. Most realistic conditional models will have both
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a random intercept and a random slope, as in eqn 5. The marginal counterpart then
omits both terms simultaneously, leading to a mixture of additive and multiplicative
Berkson error.
Comparisons between marginal and conditional model parameters in the presence
of random slope coefficients are rare in the literature. An interesting exception is
Gro¨mping (1996), who gave a general expression for the relation of conditional and
marginal parameters in the case of log-linear mean models, e. g . Poisson regression.
In contrast to the case of log-linear models with random intercepts, Gro¨mping (1996)
showed that the omission of random coefficients with non-zero variances may lead to
attenuation or reverse attenuation effects, and that non-intercept parameters may
then be affected as well.
The mallard nest structure example revisited
We now briefly revisit the introductory example and enrich it with theoretical insight
from the previous sections. The logistic model to explain mallard nest occupancy
included as fixed effects the two continuous covariates log(VOM) and log(size),
as well as period, year and their interaction as dummy variables in the xij matrix.
The marginal linear predictor is thus given by ηmij = log(pij/(1 − pij)) with yij ∼
Bernoulli(pij), and can be written as
ηmij = β
m
0 + β
m
1 log(VOM)ij + β
m
2 log(size)ij + x
>
ijβ
m
3 ,
where j denotes an observation of nest structure i, and βm = (βm0 , β
m
1 , β
m
2 ,β
m
3
>)>
is the vector of marginal regression coefficients. The corresponding conditional re-
gression model adds a nest structure-specific random intercept
ηij | τi = β0 + β1log(VOM)ij + β2log(size)ij + x>ijβ3 + τi ,
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with τi ∼ N (0, σ2τ ). For this model, which we termed model 1, we found an av-
erage attenuation factor between marginal and conditional parameter estimates of
λ1 = 0.860. Using the estimated variance σˆ
2
τ = 1.16, the constant c = 0.588, and the
formula of Zeger et al. (1988), we obtain a theoretical prediction of λˆ1 = β
m/β ≈
(1 + c2σ2τ )
−1/2 = 0.845. For model 2, where we removed the nest structure-specific
and approximately Gaussian distributed covariate log(size) (Figure 1), an aver-
age attenuation factor of λ2 = 0.835 was observed, while plugging σˆ
2
τ = 1.50 from
GLMM2 into the above formula yields λˆ2 = 0.812. The fact that λˆ2 < λˆ1 reiterates
that omitting cluster-specific covariates increases the observed parameter attenua-
tion in marginal models.
Let us examine these results also from the omitted covariates perspective. In
eqn 3 and eqn 4 we have seen how σ2τ absorbs between-cluster heterogeneity when
a Gaussian, cluster-specific covariate (that is independent of the other explanatory
variables) is omitted. Here, the variance estimate σˆ2τ increases by 0.34 when switch-
ing from model 1 to model 2, which is comparable to the squared coefficient of the
standardized omitted covariate βˆ22 = 0.46.
Discussion
The fact that conditional and marginal regression models of non-normal data differ in
their interpretation and may yield different parameter estimates has been extensively
discussed in the literature. Still, differences as those among the parameter estimates
in logistic regression keep being reported in ecological and medical statistics (Young
et al., 2007; Koper & Manseau, 2009; Gardiner et al., 2009), and there appears yet
to be no consensus about when or if a marginal model should be preferred to a
conditional model (Fieberg et al., 2009; Hubbard et al., 2010).
Here, we tried to broaden the view on the interpretation of conditional and
marginal models. In particular, we reviewed how three apparently unrelated topics
are connected to marginal modelling: the omission of cluster-specific covariates or
interactions, Berkson measurement error, and Simpson’s paradox. While the anal-
22
ogy to the latter had been discussed previously (Lindsey & Lambert, 1998), and
the equivalence of marginal models to omitted covariates has been mentioned by
Neuhaus et al. (1991), the Berkson measurement error analogy was only pointed out
in the context of dose-response curve models by Rudemo et al. (1989), and tangen-
tially noted by Carroll et al. (2006). Moreover, an explicit relationship has, to our
knowledge, never been established, so that several equivalent results were derived
independently. Given these analogies, it is not a coincidence that the same types of
models that are robust to marginalization (e. g . the linear regression model) are also
robust to the omission of covariates and to Berkson measurement error. These al-
ternative viewpoints substantiate concerns about marginal modelling of non-normal
data that have been raised previously (Lindsey & Lambert, 1998; Lee & Nelder,
2004; Subramanian & O’Malley, 2010). In light of the analogies we discussed, one
might want to scrutinize model formulations that seem reasonable otherwise. For
example, it may appear sensible to the analyst to choose a marginal instead of a
conditional model, for instance due to some robustness considerations. However,
few analysts would deliberately introduce (or ignore) a Berkson measurement error,
or omit a relevant covariate if it was possible to account for it.
The omitted-covariate view is useful to illustrate that the marginal model is not
uniquely specified. Instead, what is often termed to be the marginal model is in fact
one of many marginal models. For instance, when the conditional model includes
only a cluster-specific random intercept, the between-cluster heterogeneity that is
captured by the variance σ2τ decreases as more covariates that are correlated or con-
stant within clusters are included in the regression. In the extreme, σ2τ converges
to zero and the respective marginal and conditional models are identical. Each
marginal model with a selected set of covariates thus reflects a population average
only with respect to the population characteristics that are not represented as co-
variates in the model. In applications, the choice of covariates that are monitored
during data collection often depends on practical considerations or technical limita-
tions. Consequently, marginalization is usually over a very specific (and somewhat
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arbitrary) component of the response’s between-cluster variability, which does not
necessarily result in a relevant marginal interpretation, but in some sort of hybrid
model that explicitly accounts for some (the observed) but not for another (the
unobserved) part of the between-cluster heterogeneity. The interpretation of the re-
spective marginal model parameters is thus difficult, in particular because effect size
estimates of marginal models may depend on the heterogeneity among clusters that
is not already absorbed by the linear predictor. We regard this as an undesirable
property of marginal models, but many users are probably unaware of this aspect. A
potential conclusion might be that a “true” marginal answer can only be obtained if
all cluster-specific covariates (or those with a cluster-specific component) except the
one of interest are excluded from the model. However, it seems unnatural (and most
researchers might not be willing) to omit known covariates if they have explanatory
power for the model.
Of course, we do not generally deny the usefulness of marginal regression models,
because it may well be that a scientific question requires a direct marginal model
formulation. If any of the questions “Is it realistic to propagate a linear relationship
between the observed predictors and the transformed mean, but not for additional
unobserved covariates or latent characteristics of the clusters?” or “Is it expected
that all between-cluster variability has been captured by the covariates?” can be
answered affirmatively, a marginal model may be useful. Ideally, such assumptions
should be substantiated or checked, e. g . by examining residual correlations. In any
case, where possible the choice between a marginal and a conditional formulation
should not be based on the availability of a convenient software solution, e. g . R-
libraries.
Sometimes marginal models are propagated as the models of choice when the
aim is prediction rather than explanation. However, we believe that a realistic
explanatory model is an important starting point for realistic predictions. For the
same reason, Lee & Nelder (2004) proposed to deduce marginal predictions from
conditional models, i. e. by integrating out the heterogeneities among clusters. No
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matter whether the explanatory model is marginal or conditional, predictions for
populations other than the study sample are only valid if the latter is a random
sample for the predicted population, at least with respect to the heterogeneities that
could not be captured by the fixed effects. A violation of this condition can lead to
invalid, that is, biased predictions under both conditional and marginal models.
An important limitation of the considerations in this article is the restriction to
time-invariant covariates. Note that model interpretation and estimating proce-
dures are very different when covariates or covariate effects are allowed to be time-
dependent in longitudinal data analysis (Pepe & Anderson, 1994; Diggle et al., 2002;
Schildcrout & Heagerty, 2005). Such aspects are beyond the scope of this paper.
Moreover, our considerations were limited to independent Gaussian random effects,
and therefore also to Gaussian Berkson measurement error and Gaussian omitted
covariates and interaction terms. The normality assumption is commonly used in
practice, albeit its violation can lead to biased parameter estimates (Neuhaus et al.,
1992; Heagerty & Zeger, 2000). Of course, random effects may sometimes be non-
Gaussian, or feature a temporal, spatial or phylogenetic correlation (Ives & Helmus,
2011; Kaldhusal et al., 2015; Hadfield, 2015). The above analogies are then still
valid, but the distribution and the dependencies must be passed on to the respective
Berkson error terms or to the respective omitted covariate. Nevertheless, the spec-
ification of distributional assumptions in conditional models is clearly critical. The
robustness of the marginal approach against such misspecification is sometimes used
as an argument to prefer a marginal model formulation. However, we argue that if
the conditional model represents a more realistic relationship between the covariates
and the response, which may indeed often be the case, there is little benefit from
robustly estimated, but biased parameters.
A practitioner might now wonder whether it is advisable to include random effects
of various kinds by default in order to not miss any heterogeneity among clusters.
However, this is not the message of this article, and we do not at all advocate the
promiscuous inclusion of random effects. As in any data analysis procedure, the
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user must specify a realistic model including covariates and random effects from a
priori knowledge of causal relations and, if necessary, use a suitable model validation
approach to improve the model.
In summary, we have discussed how correlated non-normal data can be analyzed
using conditional or marginal models, but that the parameter interpretation can be
quite different under these two models. We highlighted that moving from a condi-
tional to a marginal model is mathematically analogous to deliberately introducing
an additive or a multiplicative Berkson measurement error, or to deliberately omit-
ting cluster-specific covariates. Looking at marginal models through these analogies
makes it clear that while marginal models may be justified under certain circum-
stances, conditional models will most often be the preferred choice. If marginal
conclusions are required, they can be obtained by integrating over the conditional
models.
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GLMM1 GEE1 GLMM2 GEE2 λ1 λ2
year1998 1.70 1.46 1.71 1.42 0.86 0.83
(0.54) (0.51) (0.54) (0.49)
year1999 1.45 1.25 1.45 1.21 0.86 0.83
(0.56) (0.43) (0.56) (0.41)
period2 1.33 1.15 1.34 1.10 0.86 0.82
(0.56) (0.51) (0.56) (0.48)
period3 -1.19 -1.04 -1.01 -0.87 0.87 0.86
(0.89) (0.96) (0.90) (0.92)
period4 -3.13 -2.72 -2.93 -2.45 0.87 0.84
(1.23) (1.35) (1.26) (1.29)
year1998:period2 -3.11 -2.70 -3.10 -2.60 0.87 0.84
(0.81) (0.67) (0.81) (0.63)
year1998:period3 -3.11 -2.68 -3.09 -2.57 0.86 0.83
(0.88) (0.83) (0.88) (0.78)
year1998:period4 -2.63 -2.29 -2.61 -2.19 0.87 0.84
(0.89) (0.85) (0.89) (0.80)
year1999:period2 -2.21 -1.92 -2.15 -1.81 0.87 0.84
(0.79) (0.56) (0.79) (0.52)
year1999:period3 -2.81 -2.43 -2.76 -2.30 0.86 0.83
(0.89) (0.69) (0.89) (0.64)
year1999:period4 -1.83 -1.58 -1.81 -1.50 0.86 0.83
(0.85) (0.77) (0.85) (0.73)
log(VOM) 1.58 1.36 1.48 1.23 0.86 0.83
(0.50) (0.49) (0.52) (0.46)
log(size) 0.68 0.54 – – 0.80 –
(0.21) (0.16)
σˆ2τ 1.16 – 1.50 –
ρˆ – 0.118 – 0.124
Table 1: Parameter estimates and standard errors (in brackets) of the mallard ex-
ample. The parameter λ1 denotes the attenuation factors between the GEE
and the GLMM estimates of model 1, while λ2 gives the respective factors
for model 2.
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Figure 1: Distribution of the size covariate from the mallard data set before (top)
and after log transformation (bottom).
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