Abstract-An important issue in object-based image coding is the efficient description of image segments having an arbitrary shape. This paper outlines a solution to this task using basic principles of transform image coding that are generalized for the case of arbitrarily shaped image segments. The texture inside each region is successively approximated using two-dimensional (2-D) shape-independent basis functions defined on a rectangle circumscribing the given image segment. The resulting texture description exhibits a high energy compactness and is well suited for low bit rate image coding. Unlike other approaches aimed at segment-oriented image coding, the proposed concept does not couple texture description with contour coding. The computational load is kept low, especially for the decoding process.
I. INTRODUCTION
A MAJOR characteristic of most past and present research activities in image coding is their dedication to blockoriented principles, having resulted in a large variety of concepts for both still picture and image sequence coding. This adherence to a fixed block partition has two cardinal reasons. First, the inherent architectural simplicity of blockbased image coding makes this concept very appealing for hardware realization. Second, segmenting an image into blocks of equal size requires no overhead information for transmission of the corresponding image partition.
Rigid block partitions, however, strongly neglect the image content. As a consequence, increasing data compression inevitably leads to severe blocking artifacts and a rapidly deteriorating image quality. Novel coding concepts thus try to abandon fixed block partitions in favor of a content related picture representation. The image is segmented into quasistationary regions with uniform texture according to a suitable homogeneity criterion (Fig. 1) . The resulting segment internal grey-level signals and the image partition are then coded and transmitted.
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Publisher Item Identifier S 1057-7149(98)04375-9. psychological concepts of vision. Due to the closer adaptation to local image characteristics one can also expect the attainable compression ratios to be significantly higher than in block-oriented coding schemes if powerful description tools for contour as well as texture are at hand. Moreover, a content-based approach offers the possibility for handling and manipulation of image objects even at bitstream level. This is a fundamental requirement for future video coding standards as they are currently discussed in MPEG-4 [2] , [3] . Another important functionality offered by content-oriented image coding is object-based scalability. In addition to the well-known spatial and temporal scalability, this feature plays a key role in advanced interactive video communication systems. This paper outlines an appropriate coding scheme for arbitrarily shaped image segments. To decouple texture description and contour coding, the texture inside each region is approximated using shape-independent basis functions that are defined on a rectangle circumscribing the image segment. The resulting texture representation is independent of the exact contour information and has a high energy compactness, making it well suited for low bit rate image coding.
The paper is organized as follows. In Section II, we will first look at the problem of describing arbitrarily shaped image segments from an approximation theoretical point of view. In this light, we will then briefly review several known approaches for region-based image coding. It will be shown that most of these approaches can be regarded as special cases of the general problem of linear approximation in Hilbert spaces. The analysis of insufficiencies shared by these proposals will then lead us to a new approach, which we termed successive approximation. This method will be described in detail in Section III. In Section IV, architectures for a corresponding region-based image coder are proposed, and various sample coding results are given in Section V including a demonstration of region-oriented progressive image transmission. Finally, some intriguing relations of the described concept to psychovisual phenomena in human vision are addressed and possible further applications are pointed out.
II. DISCRETE LINEAR APPROXIMATION
Let us assume that we have a two-dimensional (2-D) image segment the grey values of which are represented by the function . We are searching for a parametric model function that is as close as possible to and which can be coded in a rather compact way to achieve data compression. Using linear approximation theory, can be constructed as weighted sum of a set of arbitrary, linear independent basis functions with :
(1)
The set comprises the index pairs of all basis functions used in the expansion. The expansion coefficients in turn represent the similarity of the corresponding basis function with the given spatial grey-level signal.
A. Normal Equations
In order to assess the quality of the approximation function , a suitable error criterion has to be introduced that measures the closeness of the approximation to the image function , e.g., by using the -norm or Euclidean distance (2) denotes the area of the image segment to be approximated. The expansion coefficients of the best approximation , i.e., that one which minimizes the error criterion (2) , are obtained by setting the partial derivatives of with respect to the unknown weighting coefficients to zero. This leads to a system of linear equations (3) the solution of which yields the coefficients of the sought approximation function
. If the involved basis functions for are linear independent, (3) is guaranteed to have a unique solution [4] . Since the residual error is orthogonal to all basis functions and to the approximation function , (3) are known as normal equations. The system matrix of these equations is termed Gramiam matrix . The elements of are obtained by evaluating the inner products between two basis functions (4) Note that the summation is restricted to the support area of the image segment. The normal equations can be solved uniquely if the Gramian matrix is positive definite.
B. Polynomial Basis Functions
Possibly the first to use this kind of grey-level approximation in the context of region-based image coding were Kocher and Kunt [5] . They proposed to approximate the image function using biquadratic polynomial functions. This is identical to choosing the set of basis functions (5) with
. If the resulting normal equations cannot be solved uniquely due to linear dependence of the polynomial functions (e.g., if the image segment consists of a single row or column), the authors propose to reduce the maximum polynomial degree accordingly.
In principle, this approach can be extended to polynomials of higher degrees in order to achieve a closer approximation of the original image grey levels [6] . In this case, however, two severe problems are encountered. First, the incorporation of higher order polynomials increases the resulting approximation quality only marginally since these polynomials tend to be very similar at equidistant sample points. At the same time the determinant of (3), which is also called Gramian determinant, approaches zero. This in turn severely worsens the condition of the normal equations to be solved.
Second, for each segment it has to be verified that the employed polynomial basis functions are linear independent with respect to the shape of the image segment, since only in this case the approximation coefficients can be determined uniquely. Checking the linear independence of equidistantly sampled higher order polynomials, however, also becomes an ill-conditioned problem as the Gramian determinant is close to zero.
C. Orthogonal Basis Functions
Among all possible sets of linear independent basis functions the class of functions being orthonormal with respect to the shape of the image segment is of special interest. If orthonormality holds for a set of basis functions, i.e., if if if (6) for all , the coupled nature of the system of linear equations in (3) vanishes and the coefficients can be determined independently of each other by (7) Note that the orthonormality criterion (6) has to be evaluated with respect to the support area of the region. This means that orthonormal basis functions generally depend on the shape of the segment to be approximated.
A region-based image coding algorithm employing orthonormal basis functions has been proposed in [7] . The authors start from a set of basis functions defined on a rectangle circumscribing the image segment. These basis functions are then cut to the shape of the image segment and subsequently orthogonalized according to (6) using a common orthogonalization scheme such as Gram-Schmidt. Although this approach is appealing, it has three major disadvantages that hamper its application in region-oriented image coding.
First, the orthogonalization of two-dimensional (2-D) basis functions is computationally expensive both with respect to memory requirement and computation time needed. Additionally, orthonormal basis functions can only be generated from a set of linear independent functions. The starting set of basis functions defined on a circumscribing rectangle, however, will in general not be linear independent with respect to the shape of the image segment. Thus, the necessary linear independence has to be checked in advance for all basis functions involved in the orthogonalization process.
Second, the segment orthogonal basis functions no longer exhibit the well-known spatial frequency relation since they strongly depend on the shape of the image segment and also on the order in which the basis functions are orthogonalized. This severely impairs the exploitation of spectral features of the human visual system for irrelevance reduction, such as spectral weighting of coefficients in block-based transform coding.
Finally, shape adapted orthogonalization couples texture description with contour coding. This is a serious drawback, as it leads to rapidly deteriorating texture coding efficiency in case of approximate contour description. Contour approximation, however, is an essential part of scalability in region-based image coding, where both texture and contour are successively refined to allow progressive image transmission [8] . Orthogonalization also makes correct texture reconstruction dependent on error-free contour transmission. This is a critical issue in mobile video communication which is characterized by high bit error rates.
A shape adaptive separable DCT with very low computational complexity has been outlined in [9] . The authors propose to use two one-dimensional (1-D) DCT's applied successively in horizontal and vertical direction of the image segment. As shown in [10] , however, this proposal on average has a lower energy compaction property than the approach in [7] if the region internal grey levels are assumed to be samples of an AR(1) process.
D. Projection onto Convex Sets
All approaches referenced so far have the disadvantage that the coefficients of the grey-level approximation depend on the shape of the segment to be approximated. To circumvent this drawback, the grey levels within each region can also be considered as a windowed portion of a larger rectangular texture. The task of finding an appropriate representation for the region grey levels then essentially becomes an extrapolation problem: the larger rectangular texture has to be estimated by extrapolating the given segment grey levels, such that the resulting estimate can be efficiently coded. Such an approach has been first outlined in [8] . The Fourier transform of the circumscribing texture is estimated using "selective deconvolution," which essentially consists of a repeated projection onto convex sets in the spatial and Fourier domain. In [11] , it is later shown that this deconvolution process can also be carried out completely in the Fourier domain, which significantly speeds up the estimation.
Both approaches, however, rely on a convolution theorem and are thus generally restricted to Fourier representations of the grey-level signal. To avoid this drawback, a similar approach for describing image segments based on the DCT has been outlined in [12] . Besides being computationally expensive, this proposal also favors lowpass extrapolations which, in general, do not exhibit the best possible energy compactness. Clustering of coefficients in low frequencies, however, has some merits in the rate-distortion sense, since it may lead to a lower bit rate required for describing the locations of the coefficients. A performance comparison of some of the methods described above based on experimental rate-distortion evaluations can be found in [13] and [14] .
III. SUCCESSIVE APPROXIMATION USING SHAPE-INDEPENDENT BASIS FUNCTIONS
In the following, we will derive an approach for description of arbitrary shaped image segments that avoids the disadvantages of the above-referenced methods. For this purpose let us start from a set of basis functions defined on a rectangular area circumscribing the given image segment :
The rectangle is of size and may extend beyond the actual maximum region size (see Fig. 2 ). The basis functions are assumed to be linear independent with respect to this rectangle. This requirement is, e.g., met by the basis images of all discrete linear transforms over , such as the discrete Fourier, cosine, or Walsh transform.
The given image segment shall now be approximated using the set of basis functions . With respect to Section II, this means that we are searching for the approximation coefficients of a best approximation to the image data. Unfortunately, straightforwardly solving the corresponding normal equations (3) in this case yields a set of possible solutions instead of the aspired weighting coefficients. The reason is that the number of involved basis functions defined on a circumscribing rectangle will generally exceed the number of given signal samples inside . In other words, not all basis functions can be linear independent with respect to the shape of the image segment.
We thus have to deal with an underdetermined problem of signal extrapolation. If the basis functions in are orthogonal with respect to the circumscribing rectangle , the general solution of the normal equations is given [15] by (9) where denotes a fictitious grey-level signal defined on . The first term of (9) is the particular solution , while the second term comprises the null-space of the Gramian matrix . Obviously, the rank of this system of equations is equal to the number of given samples in . The dimension of the null-space, in turn, corresponds to the number of unknown signal samples in . Assuming we have no prior knowledge about the signal samples outside , we could take the particular solution as representation of . Using Parseval's theorem, it can be shown that this solution has the shortest quadratic norm . However, also corresponds to the transform of the original signal with the unknown signal samples having been replaced by zeros. It is thus heavily dependent on the window function and not suited for region-oriented image coding.
From the viewpoint of image coding, it is desirable to have the image signal represented by a small number of dominating features. Bearing in mind that the texture signal shall be approximated by a linear superposition of basis functions, we aim at a special solution of (9) where most of the signal energy is concentrated into as few weighting coefficients as possible. To obtain a signal representation consistent with this requirement, we successively approximate using selected basis functions.
A. Basic Principle
Let us suppose that an arbitrary approximation for the textured image segment has already been obtained. According to (1) , can be written as (10) with denoting the set of basis function indices used for expansion of . The remaining difference between the given texture and the current approximation is given by the residuum (11) This residuum is now approximated by a suitably selected basis function such that the energy of the remaining error signal (12) measured according to (2) becomes as small as possible. Let us first assume that an appropriate basis function has already been selected. The unknown coefficient is then obtained by solving the single normal equation (13) The Gramian matrix in this case reduces to the energy of the selected basis function evaluated with restriction to the segment . The selected coefficient of the approximation function (10) is now updated by adding the just determined value (14) The set of basis functions is then expanded by the just selected basis function if this function is not yet included in the list: if (15) and the new approximation function is determined by evaluating (10) . Equations (12)-(14) thus constitute a complete iteration scheme for successive approximation of the given texture signal.
B. Selection of Suitable Basis Functions
The question on which we will focus next is the determination of the best suited basis function . Since the residuum is orthogonal to the selected basis function, it follows from (12) that in each iteration the residual error energy cannot increase: (16) The convergence of the iteration is thus guaranteed if the additional basis function is selected such that the remaining error energy is definitely reduced in each step. Since we wish to concentrate most of the energy of the texture into only very few approximation coefficients , the remaining residual error (12) should be as small as possible. Considering (16) , this claim is identical to the selection of that basis function which maximizes (17) Fig. 3 . Flow chart of the described successive approximation algorithm using selected basis functions.
Substituting from (13) this expression can be further reduced to (18) Thus, in each iteration that basis function has to be selected for approximation of the residuum which maximizes (18) .
If the given image segment is identical to its circumscribing rectangle, the denominator of (18) is one, and reduces to the squared th transform coefficient of the residuum. On the other hand, if the image segment is smaller than its circumscribing rectangle, (18) becomes the th transform coefficient, normalized to the energy of the th basis function inside the given image segment. In Section III-D, we will show how a repeated evaluation of the sums in (18) can be conveniently circumvented. Fig. 3 depicts a flow chart of the described algorithm. The initial approximation can be any approximation to the given image segment as long as this approximation exhibits the desired property of a compact description. In most cases, however, no prior knowledge about suitable initial approximations will be at hand. In this case it is reasonable to start with (19) The iteration is terminated when either the remaining residual error or the decrease of the error energy in one iteration drops below a prespecified threshold.
An example demonstrating the behavior of the selective approximation is given in Fig. 4 . The image segment from Brodatz's texture album depicted in the upper left corner consists of 8803 pixels and was successively approximated using discrete cosine transform (DCT) basis functions in (8) . The iteration was initialized with . The top row shows the residual image , the middle row the approximation , and the bottom row the approximation cut to the shape of segment after one, two, five, and ten iterations. Two important features of the described approach become evident from this example. First, due to the employed selection criterion, the dominating basis functions inherent in the given texture are reliably determined. Second, the very natural impression of the extrapolation in the middle row is striking. Selecting the dominating basis functions first thus obviously leads to a signal description that is almost independent of the shape of the image segment.
C. Extension Using Best Approximation
So far the current residuum is approximated by the just selected basis function and this partial approximation is added to the already given texture approximation . Nothing has been said whether the approximation after each iteration is also the best possible approximation to the texture segment based on the set of all selected basis functions.
According to the orthogonality principle this is the case if the residuum is orthogonal to every basis function in . The normal equation (13), however, only ensures the orthogonality of the residuum with respect to the last selected basis function. If we want to guarantee a best possible approximation in each step of the iteration, we have to modify (12) by incorporating all basis functions selected so far, as follows: (20) Demanding that the new residuum (20) be orthogonal to each basis function in leads to a revised system of normal equations (21) which substitutes the single equation in (13) . This system of linear equations is guaranteed to have a unique solution since the involved basis functions are linear independent. This linear independence is a direct consequence of the selection criterion: the inclusion of an additional basis function that linearly depends on the already selected basis functions will not lead to a further reduction of the remaining error energy. This is in contradiction to the employed selection criterion, and hence will avoid such a selection.
The approximation coefficients determined by solving (21) are now added to the already given coefficients of the approximation function (10) for else. (22) This assignment replaces (14) . The important difference of this extension compared to the previously outlined algorithm is the fact that in each iteration the coefficients of all basis functions selected so far are updated. This requires the solution of a set of linear equations the dimension of which is equal to the number of basis functions in . Since the Gramian matrix of (21) is symmetric, the equations can be solved using Cholesky decomposition. Due to the linear independence of the selected basis functions, the number of coefficients cannot exceed the number of pixels in the image segment. Note that the selection criterion (18) remains unchanged.
The principle of successive approximation bears some similarities to the matching pursuit algorithm [16] developed in a general signal processing context for adaptive signal expansion. Matching pursuits decompose a signal into a linear expansion of waveforms that are chosen from a redundant dictionary of functions, usually Gabor time-frequency atoms. Some further discussions of different selection strategies in the context of region-based image coding can also be found in [17] .
D. Efficient Implementation in the Transform Domain
In order to have a direct access to well-known principles of approximation theory such as orthogonality, a spatial domain signal representation has been used so far. For implementing the proposed approach, however, it is of great importance that all numerical calculations can be performed in the transform domain which is defined by the set of underlying basis functions . From this, it follows that computationally expensive summations over the pixels of an image segment and also storing of the basis functions can be completely avoided.
To see this, we extend the segment restricted grey-level functions and to the circumscribing rectangle by padding them with zeros. If we now assume that the basis functions (8) are orthonormal with respect to , the involved summations over the image segment can be rewritten as (23) with denoting the th transform coefficient of the residuum . In the same way the sum involving can be evaluated using the corresponding transform . The transform to be applied depends on the set of basis functions being used in (8) . If the basis functions, e.g., are taken from the DCT, and denote the DCT of and , respectively. In a very similar way, we can also rewrite the inner product of two basis functions in (13), (18), and (21). Involving some algebra, these sums can be shown to be closely related to the Fig. 8 . Texture description using successive approximation for a sample image segment. Three-dimensional plot of the original grey-level function (left), approximated texture using ten Fourier basis functions defined on a circumscribing rectangle (center), and approximation cut to the shape of the image segment (right).
transform of a spatial window function for for (24) This window function represents the shape of the image segment and it is equal to one for all pixels inside the image segment and zero elsewhere in the rectangle . Assuming discrete Fourier basis functions we, e.g., obtain
(25) with denoting the th DFTcoefficient of and the asterisk denoting the complex conjugate. Recall that and are the numbers of rows and columns of the circumscribing rectangle . From this, it follows that the evaluation of the selection criterion in (18) reduces to a simple squaring and division of two transform coefficients. The corresponding result for DCT basis functions is given in the Appendix.
IV. ARCHITECTURE FOR A REGION-BASED IMAGE CODER
As the outlined approach favors texture expansions of high energy compactness, only very few coefficients per image segment are typically needed to obtain a sufficiently small approximation error. The proposed concept thus follows the same principle as conventional transform coding. The architecture for a corresponding region-based image coder is outlined in Fig. 5 . We assume that a suitable segmentation has been obtained in advance, e.g., with the help of [1] . Contour and texture information are now processed completely independently of each other. While the contour is coded using any of the known approaches for exact or approximate contour description [18] - [20] , the texture of each image segment is coded employing successive approximation.
For this purpose, the segment internal grey levels are first embedded in a circumscribing rectangle and padded with zeros. The padded texture signal is then successively approximated in the transform domain using the above described approach until a prespecified image quality has been obtained, i.e., the remaining residual error energy drops below a corresponding threshold. The set of basis functions is known a priori to the sender and to the receiver and should have good energy compacting properties for typical image data. Since image grey levels tend to be highly correlated, we decided for the basis functions of the DCT although any other discrete transform can be used as well.
In order to be able to use fast algorithms when implementing the successive approximation in the transform domain, the rectangle dimensions and are selected as the smallest powers of two just allowing the segment shape to fit in. The size of the rectangle and the position of the region shape inside need not to be transmitted as long as the same rules for determining and and for placing the image segment are followed at coder and decoder.
Similar to conventional transform coding, the coefficient magnitudes as well as their spectral positions have to be coded and transmitted. For this purpose, the selected coefficients are normalized with respect to the size of the circumscribing rectangle and quantized using a linear quantizer. The resulting quantized amplitudes are then entropy coded using a variable-length code. As most of the coefficients usually concentrate in low frequency areas, their positions are transmitted using zigzag scanning and runlength coding of consecutive zero amplitudes with an additional end of block symbol. As large coefficient magnitudes generally appear in conjunction with short runlengths (see Fig. 6 ), a combined fixed Huffman table for amplitudes and runlengths is advantageous. Compared to separate tables, this additionally reduces the data rate for texture coding by 8-10%.
Since the transmitted texture description is independent of the shape of the region, the decoding process is particularly simple. After decoding the coefficients, a straightforward inverse fast transform allows to reconstruct the rectangular texture, which is finally cut to the shape of the image segment. The corresponding decoder structure is sketched in Fig. 7 . To elucidate the steps involved in processing of each image segment, Fig. 8 additionally shows the original texture signal, the extrapolated grey-level approximation and the final reconstruction cut to the shape of the region for a sample image segment. V. SIMULATION RESULTS Fig. 9 depicts a result of the proposed concept when applied to the segmented 256 256 image Lena in Fig. 1 . Employing DCT basis functions and linear quantization of the resulting coefficients with a normalized step size of five, the texture can be coded at a rate of 0.62 b/pixel, yielding a PSNR of 34.13 dB. Exact coding of the region boundaries using a generalized chain code of sixth order [18] leads to a total bit rate of 0.85 b/pixel. Assuming the same compression ratio, a blockbased coding scheme such as JPEG achieves a PSNR of 33.17 dB only (Fig. 10) . Moreover, the perceived subjective image quality is also far superior for the region-based approach, which is mainly due to the lack of blocking artifacts.
Another region-based coding result for the significantly more textured 256 256 basket image is depicted in Fig. 11 . Based on the segmentation shown in Fig. 12 and using the same quantization parameter as in the previous example, we obtain a PSNR of 34.25 dB at an average data rate of 1.18 b/pixel. In this case, 0.85 b/pixel was required for the texture, while the contour was chain coded at 0.33 b/pixel. Again, a JPEG coded image at the same data rate achieves a roughly 1 dB poorer PSNR. The region-based coding result is also subjectively more convincing, since the fruits are delimited by sharp boundaries and exhibit smooth surfaces not corrupted by blocking artifacts.
If successive approximation is applied to a block segmented image, the resulting coefficients will be identical to a conventional DCT coder. Hence, the intrinsic computational complexity of the described approach is low. In case of arbitrary image segments, however, we observe a considerable increment in computation time compared to JPEG, especially at the encoding side for two reasons. First, the average size of the circumscribing rectangle used in the DCT transform is larger than 8 8. And second, the average number of iterations necessary for achieving a certain reconstruction quality is also higher in case of large, possibly instationary image segments. Fig. 13 shows an example of segment-oriented progressive image description with steadily increasing reconstruction quality for contour and texture information. The top left image gives a first rough impression of the image. It has been obtained using polygonal approximation for the contours, allowing a maximum deviation of image points for the approximated contour, requiring 1825 corner points. The texture has been replaced by its mean value which, at the same time, is identical to the first DCT basis function selected during successive approximation.
A decisive advantage of the proposed concept now is that contour as well as texture information can be refined completely independently of each other. While the contour can be improved by sending further contour points, the texture inside each image segment can be refined by simply transmitting additional approximation coefficients. The top right image in Fig. 13 has been obtained by allowing a deviation of for the contour approximation and a maximum of eight basis functions for reconstruction of the texture. For and 16 coefficients, we obtain the lower left image and the lower right image finally shows the result for an exact contour code and a maximum of 64 DCT basis functions per image segment. Since the first three images are reconstructions based on approximate contour description, it is not surprising that the PSNR evaluated on a pixel-by-pixel comparison is comparatively low for these examples. However, as small contour deviations are hardly recognized by the observer, the subjective image quality is much better. PSNR in this case obviously does not sufficiently reflect the perceived image quality.
VI. DISCUSSION AND CONCLUSIONS
For determining the texture coefficients in Fig. 13 , all image segments were first successively approximated until the finally required image quality was reached. In the above example, thus, 64 iterations were performed for each segment and the approximation coefficients were stored in a table. If the image segment consisted of less than 64 pixels or if exact texture reconstruction was obtained previous to the maximum allowed number of iterations, the iteration was stopped. For progressive image transmission, the stored coefficients can then be coded from low to high frequencies using zigzag ordering to avoid further overhead for positional coding. Since the basis functions are not orthogonal with respect to the shape of the image segment, the intermediate approximations obtained with this method are not necessarily best possible approximations. The degradation introduced, however, is small and subjectively not noticeable (for details cf. [21] ).
The problem of having only approximate intermediate texture reconstructions could in principle be circumvented by using shape orthogonal basis functions. As noted previously, the normal equations in this case are decoupled and the coefficients can be determined independently of each other. This approach, however, does not constitute a suitable alternative for progressive image coding involving contour and texture refinement, since the approximation coefficients of orthogonal basis functions severely depend on the current shape of the image segment. Thus the shape information must be transmitted in advance and has to be kept unchanged during the subsequent image build-up since every shape refinement would also require updating the set of already transmitted transform coefficients and recalculation of the set of segment orthogonal basis functions.
Starting from shape-independent basis functions, however, allows completely independent coding of texture and contour and is the main advantage of this approach compared to the principle of segment orthogonal basis functions. By successively approximating the grey levels of an image segment using only selected basis functions, the dominating "spectral" coefficients can also be reliably determined. The approach thus favors texture representation with high energy concentration into only few approximation coefficients, and it can be applied to any set of basis functions taken from an arbitrary discrete transform. Due to the rectangular supporting area of the basis functions, the decoding process is kept simple and constitutes only an inverse fast transform. No basis function orthogonalization has to be carried out at the decoder. The applicability of the described concept to textured image coding is underlined by simulation results that compare favorably with conventional block-based compression schemes.
Finally it should be noted that the very natural character of the extrapolation obtained by selective approximation can also be used for prediction of uncovered background in moving image coding [21] , [22] . Moreover, this principle for analyzing image data bears some close relation to intriguing characteristics of the human visual system. It is well known that the human brain is able to compensate for the blind spot on the retina by "filling in" the missing information using dominating image patterns from the vicinity of the blind area [23] . As demonstrated in [24] , the outlined concept of selective extrapolation is also a suitable approach for modeling this phenomenon of human vision.
APPENDIX
We would like to find a fast method for evaluating the inner product on between two DCT basis functions in (13), (18) , and (21) using the transform domain. For simplicity we will start with the 1-D DCT basis function defined as with for for
Using the 1-D window function , the inner product between two basis functions and is first rewritten as Converting the product of two cosine functions into a corresponding sum, we obtain
The inner product can thus be evaluated by simply adding the samples of the DCT of the window function taken at and . Considering furthermore the even symmetry of cosine functions to ensure that only samples within the interval are addressed, we finally obtain with the abbreviation for for for for for Considering the separability of the 2-D DCT, the same approach can also be made for 2-D basis functions. Rewriting the product of cosine functions in this case leads to a sum of four DCT transforms where the additional abbreviations for for for for for were used. Considering that the factors and only determine the sign and that the scaling factor in most cases will be one, the inner product between 2-D cosine basis functions can be obtained by simply adding four samples of the window transform . Furthermore, division by the rectangle size can be avoided if the DCT transform is scaled accordingly in advance.
