Abstract: This paper demonstrates the application of a numerical continuation method to dynamic piecewise aeroelastic systems. The aeroelastic system is initia lly converted into a state space form and then into a set of equations which solve the system as the motion moves between different linear zones in a free-play motion. Once an initia l condition is found that satis®es these sets of equations, a continuation method is used to ®nd all other possible solutions of the same period for a variation in any parameter. This process can then be repeated for different order systems, allowing the limit cycle behaviour of the whole system to be built up. The solutions found using this method have been shown to be the same as those found using a more traditional R unge±K utta type of approach with a considerable time saving and added¯exibility through multiple parameter variation.
NOTATION
‰A Š, ‰A 1 Š, ‰A 2 Š matrices from equation (2) in different linear regions b`offset' vector associated with free play [B] structural damping matrix ‰B tot Š combined structural and aerodynamic damping matrix c vector that isolates the non-linear degree of freedom ‰DŠ, ‰E 1 
INTRODUCTION
R ecent activities in ®xed wing aeroelasticity have concentrated on the identi®cation of limit cycle oscillations (LCOs) in non-linear systems [1±7] . M uch of this work has concentrated on improved aerodynamics, especially in the transonic regime. Various approaches have been taken to reduce the often complex computational aerodynamics [8, 9] . H owever, the focus of the work in this paper is to study the structurally non-linear aspects of the aeroelastic problem.
The main structural non-linearities that occur are cubic stiffening and free play (or backlash), which are illustr ated in F igs 1 and 2 respectively [1, 2] . Cubic stiffening occurs in all degrees of freedom and is usually due to large-amplit ude oscillatio ns and therefore is only signi®cant during high acceleration manoeuvres or T he M S was received on 27 July 2001 and was accepted after revision for publication on 15 January 2002. extreme dynamic responses. F ree-play non-linearities, which will be studied in this paper, occur in the actuated degrees of freedom, i.e. in the control surfaces or components with loose joints. The amount of free play within the system is usually small, in the region of 0.28 [2] . H owever, this small amount of free play is highly problematic as any amount can cause limit cycle oscillations of the whole structure. Although the structural motion is usually relatively small, the effects of fatigue on the structure are of concern. The next generation of combat aircraft is also intended to push the¯ight envelope further, resulting in performance requirements closer to the¯utter boundary. With the higher velocities and wing loading near the edges of thē ight envelope the LCO amplitudes due to free play become large and therefore they are of signi®cant concern.
The conventional method for studying limit cycles is to perform numerous simulations using a R unge±K utta type of time integration. The accuracy of these runs, for free play, depends on the precise capture of the switching times between the zones. Capture of these switching times often requires a computationally expensive iteration; the expense can be signi®cantly reduced, however, using a single back step via H e Ânon's method [3] . Other methods of solving for structural nonlinearities are currently being researched by Sedaghat et al. [4] . The method uses the simpli®ed integrodifferential method of F ung [10] and ®nds solutions using the normal form theory. M uch work in this area has also been performed by Alighanbari and Price [5] who utilized the AU TO continuation software to solve for a rational curve approximation to the free-play nonlinearity. With the exception of the R unge±K utta methodology all the systems discussed are restricted to continuous non-linearities and, to analyse piecewise linear systems, require a curve approximation. The inability to capture the switching points accurately results in round-off errors; this may lead to numerical instability of the whole system [6] which leads, in turn, to incorrect solutions to the problem. This paper presents a method of accurately identifying and classifying limit cycles in a two-dimensional, three-degree-of-freedom aeroelastic system by partitioning the equations of motion into their three distin ct linear regions. The furth er manipulation of the system of equations into state space form results in a set of equations, which is then used in a continuation method to track a period-n oscillation throughout the¯ight envelope. The study also stresses the usefulness of the adopted approach as a design tool where any parameter may be varied and its consequential effects on the existence of the LCOs analysed. Boundary capturing similar to that described here has also recently been presented by Wong et al. [11] using a point transformation (PT) method and an alternative form of aerodynamic model.
The aerodynamic model used in this particular study assumes low-speed two-dimensional¯ow [12] to demonstrate the effectiveness of numerical continuation in aeroelastic simulation. F urther applications and extensions to the method are discussed in the conclusions to this paper.
THEORY

General problem description
The methodology developed uses the simple fact that a piecewise linear system is constructed from a set of linear systems. H ence the state space can be divided into discrete zones where different linear systems apply. The zones are separated by jump conditions that piece together the different dynamics. If the time and state variables are known as the motion enters each zone, it is possible to calculate analytically the resultant motion up U sing the state space model derived by Edwards et al. [12] , a method for describing a new nonlinear system that is separated into linear zones will be made. The state variables used are heave, pitch, control-surface rotation …yˆ‰x, a, bŠ T †, their derivatives with respect to time and two augmented aerodynamic states that will be called s 1 [12] , this can be converted into a system of equations of the form
The matrices ‰E 1 Š, ‰E 2 Š, ‰F p Š and [D] are matrices solely linked to aerodynamic variables whereas ‰M tot Š, ‰K tot Š and ‰B tot Š are a combination of aerodynamic and structural matrices. If the system then includes a backlash non-linearity in the¯ap rotation, the equations become of the form
…3 † where the vector b accounts for the outer zones not going through the origin of the graph (zones 1 and 3 in F ig. 2).
[A] is the matrix in equation (2) with differences between the zones because the structural stiffn ess component in the b degree of freedom is zero in the free-play region (represented by ‰A 2 Š). This form of the equation makes it possible to calculate the time and state of the system as it switches between the zones.
Boundary identi®cation
G iven the general linear state space equation
the generalized solution is given as
where x…0 † is the set of initial conditions as the motion enters the linear area. To solve the system, the time at which bˆ+d=2 must be found as these represent the boundaries between zones. Solving equation (6) for t, the vector transpose c of the form cˆ‰0, 0, 1, 0, 0, 0, 0, 0Š
isolates the b degrees of freedom. This results in
The evaluation of e ‰A Št , the exponential of a matrix [13] , is given by (12) is non-linear in t and, in general, no unique solution exists. To solve such a problem, some form of numerical root-®nding routine must be utilized. The problem was simulated in M ATLAB; therefore it was obvious that the internal solvers fsolve, fzero and fmincon [14, 15] should be used. fsolve and fzero are subroutines that ®nd a zero of a function using a least-squares algorithm and a bisection method respectively [14, 15] . fmincon ®nds the minimum of a function within a speci®ed range using the subspace trust region method based on the interior-re¯ective N ewton method [15] . With these programs it becomes possible to solve an equation, such as equation (8), for the unknown variable t. H owever, the methodology outlined above is quite time consuming due to the ineffectiveness of the methods used in the functions.
Numerical continuation method
A continuation method such as that used in the software AU TO [16] can be used jointly with the boundary identi®cation method outlined above. The main purpose of this package is to solve, for systems without discrete non-linearities, an equation of the form
i.e. where f …u…t †, p † are real functions. F or most calculations it solves for steady state solutions, _ u uˆ0, but it was decided that the algebraic solutions sequence would be used for equations de®ning a period-n limit cycle oscillat ion. The algebraic solution sequence solves for
which is of the form described in equation (12) . F rom Section 2.2 the equations that de®ne a period-one limit cycle can be de®ned as 0ˆc e
F or a period-n system the number of equations to solve becomes 4n ‡ 8. Additionally, extra equations have to be set up to identify the maxima of the heave, pitch and ap rotations in order to obtain a measure of the limit cycle amplitude, i.e. an equation that isolates when the derivatives of each degree of freedom are zero. Including this maxima, identi®cation increases the number of equations from 12 to 15, for this case.
To use the continuation method, an initial set of solutions has to be found using either a R unge±K utta or linear methodology. F rom this point the continuation method can be used to vary any parameter within the system, known as the continuation parameter, to identify limit cycles up to the¯utter boundary. A limitatio n at this time is that the algebraic continuation method does not allow an assessment of the stability to be made within the program unlike the continuation method for limit cycles of smooth systems of the form (13), as there is no explicit Jacobian matrix.
RESULTS
The results in F igs 5 and 6 show a comparison between a fourth-order R unge±K utta scheme and the boundary identi®cation method outlined in Section 2.2. These results were generated using the M ATLAB functions fsolve, fzero and fmincon. F igure 6 clearly shows the backlash distance by the vertical separation of the linear results (indicated by asterisks). In this ®gure, error between the two methodologies can also be seen with the boundary identi®cation method skipping some of the zone borders. F igure 6 also shows a point that is not in line. This is because the fmincon function found a maximum or minimum within a linear zone; this does not, however, affect the results. In Section 2.2 it was stated that the errors encountered are due to the methodologies requiring ranges to be set up carefully so that the next interface point is not skipped or a point at zero or negative time is not found instead. The times taken to generate both sets of results were found to be comparable but the extra time required to set up the boundary identi®cation was far greater and, therefore, impractical.
U sing the boundary identi®cation results as a starting point, the continuation software was then used to vary parameters within the system. F igure 7 shows an initial test to assess the validity of the numerical continuation method. The results in the ®gure are all shown to tend to in®nity as the velocity approaches the linear¯utter speed (22.8 m/s), as calculated by eigenvector analysis for the system without backlash. This result con®rms the conclusions of other workers [5, 7] that state that the amount of backlash does not alter the¯utter velocity. F igure 8 is a reduced variation of F ig. 7 which con®rms that the amplitude of the LCOs varies linearly with the range of free play [17] .
The possibility of using numerical continuation as a design tool is shown in F ig. 9. This ®gure shows that the LCO amplitude and¯utter velocity vary when the ratio between heave and pitch stiffn ess is varied. U sin g the fraction of stiffn ess as a continuation parameter, the variation in LCO heave amplitude is plotted. On the damping axis, zero represents no damping and one represents the damping model used by Conner et al. [7] . F igure 10 shows how it is possible to use multiple parameter variation. The ®gure shows how the LCO amplitude varies with both velocity and damping by using multiple cross-sections as shown in F ig. 11. The results from these ®gures show how low or incorrect damping can affect the resultant motion greatly and how at certain damping levels multiple limit cycles can occur depending on the system's initia l conditions. U sing F ig. 11 at 18.4 m/s it can be seen that, above 30 per cent damping, only one limit cycle is observed whereas below this level, in general, three different LCOs are possible. Where the ®gure splits into its separate components, it is called a pitchfork bifurcation. This particular form is called a supercritical bifurcation as there is no catastrophic jump, i.e. there is always a stable branch; however, the continuation parameter is varied. In this case the centre-lin e of the pitchfork becomes unstable; therefore any perturbation from this point will cause the system to converge on one of the other two possible bifurcations. F igure 12 shows that, with 50 per cent damping, different initia l conditions mean that the results converge to one limit cycle, whereas F ig. 13 shows that different initia l conditions lead to different limit cycles. In this particular case the maximum amplitudes of both oscillations are the same, as the dot-dashed curve reaches an amplitude of 0.065 semichords on the negative side (F ig. 14). F igure 15 shows a detail of the folds that occur between 20 and 30 per cent damping including stable and unstable branches.
Typical times for the numerical continuation runs are 9.5 min to generate 500 points on a Compaq Alpha Server ES40 with 500 M H z EV6 chips. This would typically represent ®ve runs similar to that shown in F ig. 11. This shows that there is a considerable time saving over the R unge±K utta scheme as all the LCOs for different initial conditions can be found in one run.
CONCLUSION
A linear-based system for identifying limit cycle oscillations in a discrete non-linear system has been derived from a state space model of the system. The resulting generalized solutions can be used to predict the motion of the aerofoil, including accurate capture of boundary switching points. The linear system was shown to be both robust and accurate over a range of velocities. F urthermore, the methodology proved to be computationally ef®cient although the inclusion of other techniques is necessary for generating starting points from which the continuation method can begin. The system has proved to be more useful than initia lly expected since any of the system parameters can be changed and their effects on the resultant limit cycles examined, thereby creating a useful design tool.
The limitatio ns on the approach are that starting points must be found and, therefore, some gridding of the domain must be performed in order to capture all the limit cycles. F urthermore, capturing all possible modes can become laborious as, for every higher-order mode, four further equations are added. It is suggested, however, that the effects of the higher-order modes are less signi®cant as damping is usually suf®cient to attenuate the higher-order motions in the transitionary stage. This is further con®rmed in that high-order modes were found not to occur in the system suggested by Conner et al. [7] , which included damping from experimental work performed by these researchers.
Continuation of this research will include the study of higher-order modes, stability analysis of the LCOs and combining the technique with a state space representation of a transonic Euler computational aerodynamics code. This will also allow estimations of the amplitude of limit cycles throughout the¯ight envelope. F urther use can be made of this basic methodology in various engineering ®elds as it is equally valid for any form of piecewise linear equations in state space form including systems with offsets, impacts or relayed control switches. 
