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by Núria VALLS CANUDAS
Particle Swarm Optimization (PSO) belongs to a powerful family of optimization
techniques inspired by the collective behavior of social animals. This method has
shown promising results in a wide range of applications, especially in computer
science. Despite this, a great popularity of such method has not been achieved.
Since we believe in the potential of PSO, we propose the following scheme to be
able to take advantage of its properties. First, an implementation from scratch in
C language of the method has been done, as well as an analysis of its parameters
and its performance in function minimization. Then, a second more specific part
of this thesis is devoted to the adaptation of the method for solving two real-world
applications. The first one, in the field of signal analysis, consists of an optimization
method for the numerical analysis of Fourier functions, whereas the second, in the
field of computer science, comprises the optimization of neural networks weights’
for some small architectures.
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1Chapter 1
Introduction
Traditionally, intelligence is thought to be based on individual minds (Marini and
Walczak, 2015), not taking into account the relationship between individuals. Nev-
ertheless, we all may agree that enabling this kind of collaboration sometimes can
lead to higher performances.
One way in which individuals can be organized is as a swarm. With the word
“swarm” we are referring to a set of (generally, mobile) agents that communicate
with each other, either directly or indirectly, by acting on their local environment
(Jacob et al., 2007). Marini and Walczak, 2015, additionally state that each individual
of a swarm is simple, homogeneous and performs elementary tasks. Moreover, its
individuals are decentralized and self-organized (Talukder, 2011). Several examples
can be found in nature like ant colonies, bird flocks or fish schools.
Moving into the field of computer science, there is a group of Artificial Intelli-
gence methods called Swarm Intelligence (SI) centered around this concept of swarm.
Millonas, 1994, proposed five principles for SI in order to determine its behavior:
• Proximity principle: the population should be able to carry out simple space
and time computations.
• Quality principle: the population should be able to respond to quality factors
in the environment.
• Diverse response principle: the population should not commit its activities
along excessively narrow channels.
• Stability principle: the population should not change its mode of behavior
every time the environment changes.
• Adaptability principle: the population must be able to change behavior mode
when it’s worth the computational price.
One example of SI is the so called Ant Colony Optimization (ACO). Briefly speak-
ing, ACO is a probabilistic optimization technique, aimed to finding the best path
along a graph that mimics the wandering behavior of ants seeking a path between
their colony and a source of food (Marini and Walczak, 2015).
Another example of SI is Particle Swarm Optimization (PSO). PSO was inspired
by the social behavior observed in bird flocks and fish schools. In this case, rather
than finding the best path along a graph, PSO is suited to optimize real-valued mul-
tidimensional functions. We will see that PSO fulfills the five Millonas’ principles.
In this thesis, we will focus on the PS optimization method. Recently, a lot of
importance has been given to these non-deterministic methods. Therefore, the aim
of this work is to test PSO with several functions to know whether this method is
viable for solving more complex problems or not.
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For this purpose, a library being able to run the algorithm for the cases we pro-
pose has been developed. Apart from that, an extensive analysis of a first approach
of the method using simple functions has also been done, as well as a parameter
analysis in order to understand both the strong and the weak points of the method.
Afterwards, two real-life applications have been done to actually test the degree in
which PSO can be generalized for more complex problems.
First, second and third chapters comprise all the tools needed for the develop-
ment of the library able to run the PSO algorithm. Within these chapters, a theoret-
ical framework is defined as well as details about the implementation of the library.
Also in these set of chapters, the parametric analysis of the model is done. Chapter
4 comprises the adaptation of the PSO algorithm for the numeric analysis of Fourier
functions and Chapter 5 includes the adaptation of the algorithm for optimizing the
weights of a neural network.
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Kennedy and Eberhart proposed PSO in 1995. They argued that the main hypoth-
esis which led them to develop PSO is that the members of a fish school can profit
from the discoveries and previous experience of all other members during the search
of food. This statement was presented by the sociobiologist Edward O. Wilson, in
1975. PSO follows exactly this logic: “the set of candidate solutions to the opti-
mization problem is defined as a swarm of particles which may flow through the
parameter space defining trajectories which are driven by their own and neighbor’s
best performances”(Marini and Walczak, 2015, p. 154).
In other words, swarm particles profit from the previous experience of other par-
ticles. Notice that this approach differs from the traditional nature-based methods
(like genetic algorithms) in how an improvement to the previous state is made. In
PSO, such improvement comes from cooperation and competition among individu-
als (Marini and Walczak, 2015).
2.1 The basic PSO method
We already defined swarm as a set of organized simple individuals without central
control. Let us change the term “individual” for “particle”. A potential solution to
the optimization problem is the position x of particle i, defined as xi. Therefore, if
we are aiming to optimize D parameters, a potential solution is:
xi = (xi1, xi2, . . . , xiD), (2.1)
and N particles x constitute a swarm, defined as X:
X = (x1, x2, . . . , xN), (2.2)
For a moment, imagine a birds flock (X) looking for food. Within the group, each
bird looks to a specific direction, which depends on its current position. Later, they
communicate among themselves and the bird in the best position is identified. Once
determined the “best bird”, each bird moves accordingly with a velocity, which de-
pends on the current velocity and some extra information obtained from the swarm.
This process is repeated until the desired position is found (Montalvo et al., 2008).
To translate this behaviour into equations we have to go back to 1995, to the
first pair of authors which proposed PSO. According to them, each particle position
changes following equation 2.3:
xt+1i = x
t
i + v
t+1
i , (2.3)
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where vt+1 is the updated velocity defined as:
vt+1i = v
t
i + 2︸︷︷︸
c1
R1(pi − xti ) + 2︸︷︷︸
c2
R2(g− xti ). (2.4)
In this way, velocity is a vector of length D, which means that for each coordinate
we have a different velocity. Since particles are in constant movement, we consider t
to be a given moment. Therefore, position xti corresponds to the position of particle
i at that specific given moment t. This particle will move with velocity vt+1i to reach
position xt+1i . This process, for the N particles define an iteration. Three components
help us define velocity at t + 1:
• vti , which corresponds to velocity at t is also called inertia or momentum and
prevents the particle from drastically changing its direction,
• 2R1(pi − xti ), where R1 is a randomly generated number from a uniform distri-
bution in the [0,1] interval and pi is the best position attained by particle i. This
part is called cognitive component and corresponds to the individual intelligence
of the particle. This term increases the probability that the particle returns to
their previously best position found, and
• 2R2(g − xti ), where g is the global best, that is, the best position attained by
the whole swarm of particles at moment t, and R2 is a randomly generated
number similar to R1. The whole term is called social component and identifies
the propensity of a particle to move towards the best position (Marini and
Walczak, 2015).
Two additional comments should be made to fully understand equation 2.4. The
first comment is that R1 and R2 are here to ensure that the social component and the
cognitive component affect in a stochastic way to the overall change in velocity and
the second comment, in contrast, tries to explain why the two constants c1 and c2
take value 2.
According to this 1995 paper from Kennedy and Eberhart, c1 = c2 = 2 because,
in this way, it makes the weights for social and cognition parts to be 1, on average,
due to the random uniform part. They tried to improve this version of PSO in several
ways, however, the most noticeable attempt was the following: they tried to intro-
duce two additional roles: the “explorer” and the “settler”. While the role of those
particles considered as explorers was to look far away from the target for potential
better place, the role of the settlers was to micro-explore regions that were found to
be good. In the end, the simpler version seemed to work better.
2.2 Versions of PSO
More than 300 papers related to PSO have been published aiming to improve the
basic PSO algorithm. Within this part, we will expose the conclusions of the most
relevant studies according to Eberhart and Shi, 2001a, and Xiaohui, Shi, and Eber-
hart, 2004.
Eberhart and Kennedy, as pioneers of the basic PSO algorithm, proposed a PSO
for binary discrete variables with success. This implementation may be used, for in-
stance, for variable selection purposes. Briefly speaking, the position of every parti-
cle is binary (either 0 or 1) and is, at each iteration, re-scaled to belong to this interval
(since the velocity part keeps being continuous).
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One parameter that could affect the performance of the algorithm is the size of
the swarm (N). It seems that when N is larger than 50, PSO loses sensitiveness to this
parameter and leads to higher probabilities to premature convergence. However, it
also increases the exploration ability of the swarm.
Within the whole set of potential improvements of PSO, we will divide them
between two groups, depending on which part of the equation is modified. Equation
2.4 can be split in the following two parts:
vt+1i = v
t
i︸︷︷︸
momentum
+ c1R1(pi − xti ) + c2R2(g− xti )︸ ︷︷ ︸
individual and social experience
. (2.5)
Therefore, according to equation 2.5, we can perform the following classification:
• Modifications considering momentum
• Modifications considering individual and social experience
2.2.1 Modifications considering momentum
The simplest modification you can think of is removing the inertia component which
means that velocity is memory-less because it is equivalent to the assumption that
vt = 0. In other words, particle i stays still until another particle takes over the
best global position (Shi and Eberhart, 1998a). Several experiments were done by
the former set of authors (Kennedy and Eberhart, 1995) regarding this potential im-
provement, however, this interpretation was not desirable.
Other proposals were made to improve the initial PSO algorithm, like the one
from Shi and Eberhart, 1998a. They introduced a parameter w which they called
inertia weight. As the name denotes, w accounts for the weight on the inertia compo-
nent. As a consequence, equation 2.4 can be rewritten as:
vt+1i = wv
t
i + 2R1(pi − xti ) + 2R2(g− xti ). (2.6)
Their results show, yet, that when w is taken between 0.9 and 1.2 the algorithm
performs slightly better in terms of number of iterations and probability to find the
global maximum. Figure 2.1 was also retrieved from Shi and Eberhart, 1998a, and is
used to support their conclusions. As it can be seen, when w is around 1 the number
of failures of the algorithm is kept low. For this reason, practically speaking we
consider both equations to be equivalent with the constant optimal w.
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FIGURE 2.1: Number of times PSO did not succeed to find the global
maximum as a function of w (Shi and Eberhart, 1998a).
But there was one aspect that actually improved the performance of the algo-
rithm: taking decreasing inertia weights. Since it controls the balance between local
and global search, it is a way to first give importance to global search and, as cycles
pass by, prioritize local search (Montalvo et al., 2008). According to Zhang et al.,
2018, a decrease in the value of w is needed for the algorithm in order not to fall in
local convergence.
This decrease can be linear or not. Xin, Chen, and Hai, 2009, proposed that w at
iteration t should be equal to:
(wmax − wmin)(tmax − t)
tmax + wmin
, (2.7)
where wmax and wmin are the initial and final values of w, t corresponds to the ac-
tual iteration number and tmax the maximum number of iterations we want our al-
gorithm to perform. Eberhart and Shi, 2001a, suggest that when wmax = 0.9 and
wmin = 0.4, the algorithm performs significantly better.
Until now, we have discussed choosing a constant or a linearly decreasing w, yet
other authors proposed alternative choices for the inertia weight. Apart from both
already seen methods, we have a third option, which is defined as stochastic. Within
the stochastic choices of w, we have Eberhart and Shi, 2001b and Feng et al., 2007,
within others, but any of them seemed to perform better than taking decreasing w.
2.2.2 Modifications considering individual and social experience
The first modification to consider takes into account the network topology. It partic-
ularly affects the social experience of the swarm individuals. Eberhart and Kennedy,
1995, presented a modified version of the same algorithm where the global best
position attained by the whole swarm (g) was substituted by the local best posi-
tion. Instead of enabling each particle to access the information about the best po-
sition attained by the whole swarm, it just could access the best position attained
by its neighbors. This number of neighbors was set to 2, according to Bratton and
Kennedy, 2007. This approach seemed to lead to lower convergence rates as well as
to propensity to be trapped in local minima (Xiaohui, Shi, and Eberhart, 2004).
Another set of parameters that can be tuned are c1 and c2, the so called accel-
eration constants. Both parameters help us adjust the importance of each of the
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experience-related components. As mentioned above, the former recommended val-
ues for c1 and c2 were 2. However, other approaches have been seen in literature.
While Marini and Walczak, 2015, propose that both c1 and c2 should be between
0 and 4, Clerc, 1999, introduces a constriction method, which, theoretically, ensures
the convergence of the algorithm the same way w does. According to Eberhart and
Shi, 2001a, this characteristic is achieved by changing the equation defining vt+1 as
follows:
vt+1i = K(v
t
i + c1R1(pi − xti ) + c2R2(g− xti )), (2.8)
where
K =
2
| 2− φ−√φ2 − 4φ | , (2.9)
with φ = 4.1 = c1 + c2 we get K = 0.729. Therefore, to assume that the social compo-
nent has the same weight as the cognitive component (c1 = c2) leads to the following
equation:
vt+1i = 0.729v
t
i + 1.49445R1(pi − xti ) + 1.49445R2(g− xti ). (2.10)
This last approach, as we can see, involves modifications on both the inertia and
experience.
2.3 The algorithm
We have seen several approaches for the same optimization method, however, in
this part we will explain just the simple PSO algorithm since we consider the same
steps can be applied to every modification we have mentioned.
Summarizing, without considering the initialization step, the algorithm works
in the following way as long as we are minimizing:
for each iteration t do
for each particle i do
calculate vt+1 according to equation 2.4
update xt+1 according to equation 2.3
calculate f (xt+1)
if f (xt+1) < f (p) then
update p
end
if f (xt+1) < f (g) then
update g
end
end
end
Algorithm 1: Basic PSO algorithm.
This 1st algorithm just considers the iterative part, but we also need the initial-
ization step, which will be discussed in the following section.
2.3.1 Initialization step
According to Marini and Walczak, 2015, there is a general agreement in the literature
regarding the initialization for x0i , which does not happen for v
0
i :
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• xi initialization: Since xi ∈ RD, where D is the number of parameters, x0ij
will be the initial value of parameter j. This number will follow a uniform
distribution in the range of parameter j. In other words, x0ij ∼ U(xj,min, xj,max)
where xj,min and xj,max are the minimum and maximum values that parameter
j can take respectively.
• vi initialization: According to Engelbrecht, 2012, the best initialization strat-
egy for vi is setting these numbers to 0 or to very small (making them follow
a uniform distribution in the range [−0.1, 0.1], for instance). Since the initial
position of particles is on the whole domain, using this strategy does not jeop-
ardize the exploration diversity in the initial stage of the algorithm. The other
alternative it is proposed in literature is having the same initialization than
for xi. However, Engelbrecht, 2012, showed that, on average, this approach is
slower.
Another parameter which has to be initialized and does have an importance on
the performance of PSO algorithm is the maximum velocity a particle can travel at
(vmax). Without setting a maximum velocity, the algorithm may actually diverge
(this phenomenon is the so called velocity explosion).
Shi and Eberhart, 1998b, studied how does vmax affect to the performance of the
algorithm. Their results show that if we choose to set a small maximum velocity (i.e.
vmax ≤ 2), w should be set to 1. On the other hand, if we choose to have greater
maximum velocities (i.e. vmax ≥ 3), w should be 0.8.
A third case was also proposed: setting vmax = xmax. This method was said to be
appropriate in case we lack knowledge about the selection of this velocity. This last
option must be followed by setting w also to 0.8.
Nevertheless, we believe that the choice on vmax must be relative to the problem,
therefore, we prefer to stick to the third proposal we have explained regarding this
choice or follow the findings of Adewumi and Arasomwan, 2015, which added a
parameter µ multiplying both limits of x. Therefore:
vmax = µxmax,
vmin = µxmin,
(2.11)
where µ ∈ (0, 1], for each parameter j.
By explicitly setting a limit on vmax, velocity explosion is controlled. However,
there are, at least, two more ways one can avoid divergence. Both methods have
already been explained and are:
• Adding decreasing inertia weights.
• Adding the constriction factor K.
9Chapter 3
Implementation
3.1 Experimental setup
Before starting with the implementation, we must specify the experimental charac-
teristics. All the code generated in this thesis implementation is done in C language
(Ritchie, 1993) because it is a compiled language and so has a fast performance when
implementing iterative processes with simple calculations. Also, codes in C can be
easily transformed into transparent libraries for users.
The development environment that we have chosen is CLion (JetBrains, 2019),
which is a cross-platform IDE for C and C++ that has a compact integration of a
terminal, which is useful for non Linux users.
Apart from the standard C libraries there has been one extra library included in
this project thesis:
• FFTW library (Frigo and Johnson, 2005): is a C subroutine library for com-
puting the discrete Fourier transform (DFT) in one or more dimensions, of
arbitrary input size, and of both real and complex data.
This library has been used in this thesis in the first application of the PSO algo-
rithm for DFT computations further explained in the respective section.
3.2 Software design
As a basic implementation of the PSO algorithm in this thesis we have started by
creating a project in which one can specify any finite 3-dimensional function to mini-
mize together some basic configurations so that its execution converges to one point
of the function, which will be the minimum. Consequently, we have decided that
the architecture of the mentioned program should be structured in a modular way
such that it can be further used as a public library to minimize any finite three-
dimensional function.
More in detail, the base program consists of two different modules named logica
and utils, the first one contains all the functions needed to execute the particle
swarm optimization procedure. The second one contains more general use functions
that are not related with the inner functions of the algorithm. But the way in which
all the functions of the modules must be used in order to execute the algorithm is
shown in the main file, which include all the modules said before.
There are only two things that a user must create in order to change the execution
of the algorithm:
• The configuration file (config_file.txt): This is a text file that contains the
basic configuration parameters for the program to run one single optimization
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procedure. It has been done as a text file and not as constant declarations in
the code in order to abstract them from the inner functioning of the algorithm
as the configurations are treated as generic. As a consequence, the name of this
file needs to be passed as an argument when running the program.
The default configuration file that is given in the program has the following
parameters explained below:
1. Population size of the swarm: specifies the number of particles that the
swarm will have moving through the parameter space in an integer for-
mat.
2. Number of parameters to optimize: specifies the number of parameters
that each particle will have in an integer format
3. Range of the parameters: specifies the minimum and the maximum value
that a single parameter can have in [float , float] format. There are d range
lines in the configuration file, where d is the number of parameters, so
that there is a specific range for every parameter.
4. Maximum velocity fraction: specifies the maximum velocity that a pa-
rameter can have, which is computed with the equation 3.1.
With this variable we can regulate the maximum velocity of each parame-
ter as a fraction of its range space in order to avoid the exploding velocity
problem.
• The function to minimize ( f ): This is a function located at the main.c file that
must have two input float parameters and return a float value, which will be
minimized by the algorithm.
max_v = max_v_ f raction ∗ (range_max + |range_min|). (3.1)
Once specified the above parameters, the project is ready to be executed until
it finds a convergence point as the minimum of the minimum fit value that will be
achieved when the minimum value returned by the function f .
3.3 Parametric study
Our algorithm supports four different PSO methods:
0. Basic PSO without limiting maximum velocity at which particles can fly.
1. Basic PSO with a fixed velocity limit (Kennedy and Eberhart, 1995).
2. PSO with decreasing inertia weights (Xin, Chen, and Hai, 2009).
3. PSO with constriction factor K (Eberhart and Shi, 2001a).
All methods have been extensively explained in Chapter 2. In this section, we
will provide some evidence to explain how does the algorithm performs in each
of these four methods for the Ackley’s function, which serves as a benchmark for
optimization problems.
The aim of this study is to choose the most appropriate method and parameters
for the practical applications in this thesis. In all methods above, we consider the
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algorithm to have converged if the best fit value (g) does not change in a period of
100 iterations.
As said at the end of the previous chapter, we may have divergence if particles
fly too fast. While methods 2 and 3 already incorporate mechanisms to avoid veloc-
ity explosion, method number 1 has to be provided with some vmax, the maximum
velocity at which particles can travel as a fraction of the range explained above. In
Method 0 though, velocity is not limited at all. For this reason, this method was
rapidly discarded because of frequent divergence.
Let’s discuss the first method. As said, according to our notation we have two
decisions to make: N and vmax. Figure 3.1 shows the behavior of the optimization
method provided both parameters. The size of the circle represents the precision
of the procedure measured as the fit value, and darker colors mean higher Ns. It-
erations and fit values are computed as the average of a thousand of runs of the
algorithm for each pair of (vmax, N).
As we can see, higher values of vmax lead to worse precision and the other way
around. This is due to the fact that particles can fly much faster with higher limits of
velocities, therefore, when particles are closer to the minimum, they are not able to
explore the region precisely. In other words, the probability that a particle overflies
the minimum is higher with higher values of vmax. On the other hand, increasing
vmax also leads to fewer iterations, on average.
We can observe a similar behavior looking at the size of the swarm. This param-
eter controls the exploration capabilities of the swarm. It can also be seen that if the
swarm is formed by less than five particles, the algorithm is less precise. Generally
speaking, computational cost increases as N grows due to the fact that a fit value
has to be calculated for each particle of the swarm. As a consequence, looking at the
figure we can see, though, that a population size of 20 particles is enough to not limit
exploration capabilities of swarm without barely losing precision.
FIGURE 3.1: Behavior of method 1 on the Ackley’s function.
As a conclusion for the first method, we can say that the most balanced param-
eters are N = 20 and vmax = 0.4. However, we can always play with these pa-
rameters knowing the effect the switch will produce. Besides, we can compare the
first method with these parameters with the other additional methods we propose
to determine which method would fit better each of the two applications we are
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proposing in this thesis. As explained above, in these additional two methods we
do not need to choose any maximum velocity. Therefore, the only parameter we
have to fix is N, which will be set to 20 because of the reasons also explained above.
The comparison of the convergence plot for each of the methods can be seen in
Figure 3.2. Since we are running a thousand times each of the methods, the fit value
plotted is the average of the whole set of runs at each iteration. In the same way,
these vertical bars show at which point half of this thousand of runs had already
converged. In other words, if we look at the second method for a moment, we can
say that at iteration 105 approximately, 500 out of the 1000 runs of the algorithm had
already meet the convergence criteria. Using this logic, it can be clearly seen that the
best method, by far, is the second one, in which as time goes by, the parameter we
called inertia weight decreases. It increases the local exploration of potential regions
where extrema can be found.
FIGURE 3.2: Convergence plot for each of the 3 methods we pro-
posed.
Another aspect worth mentioning is that method 1 initially converges faster.
However, we are missing precision when we are close to the extrema, which does
not happen for the second method. These results are coherent with the findings in
Eberhart and Shi, 2001a, Montalvo et al., 2008 and Zhang et al., 2018. On the other
hand, the constriction factor method works worse as expected. Clerc, 1999 claimed
that this method ensured convergence the same way w did, which, in our results,
did not happen.
As a conclusion, we can adjust the parameters of the algorithm depending on
our needs. If our goal is just to have a high precision, method 2 works best. Not
only converges faster, but it achieves a higher precision. Besides, we could always
play with different wmax and wmin for this same method depending on our needs.
However, if we consider we need a faster convergence in the first iterations, method
1 would fit well enough.
3.4 Tests and results
After studying the parameter dependency of the algorithm in one function, we will
evaluate the same algorithm with several other functions with different character-
istics in order to test how the algorithm performs in these cases. We assume that
to achieve the best performance for every function, a complete parametric study
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should be made, just like in the previous subsection, but in this case we only want
to have an idea of how the algorithm is able to achieve good results with simple
functions and more complex ones.
3.4.1 2D Parabola
Even though this is a very trivial example, it lets us have a clear idea of the behav-
ior of the algorithm. We can analyze the precision obtained with the convergence
parameters and its performance on the number of iterations that took it to converge.
The parabola function used in this case is defined by:
f (x, y) = x2 + y2. (3.2)
In figure 3.3 we can see the contour plot of the function that we want to optimize,
in other words, find its minimum value. The outputs resulting of the convergence of
one thousand executions of the optimization of the mentioned function are scattered
in it with the color according to the density of the points, meaning the more yellow
the more density and blue the other way around.
FIGURE 3.3: Contour plot of the parabola function with the conver-
gence points of 1000 executions of the algorithm.
With the results obtained, it can be seen that clearly all the executions have con-
verged to the same point that also matches with the minimum value of the function
situated at [0, 0].
3.4.2 Ackley’s function
In this case we want to see how the algorithm resolves a more complex function
typically used to check optimization performance. The Ackley’s function is non-
convex function proposed by Ackley, 1987, defined as:
f (x, y) = −20e−0.2
√
0.5(x2+y2) − e0.5 cos 2pix+cos 2piy + 20+ e. (3.3)
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It we repeat the same experiment as above and plot the results in figure 3.4, we
can see that this time not all the convergence points have reached the true global
minimum of the function, situated at [0, 0], some of them, in a much lower density
have fallen in local minima points near the global one, although most of them do
have found the right global minima.
FIGURE 3.4: Contour plot of the Ackley’s function with the conver-
gence points of 1000 executions of the algorithm.
3.4.3 Multiple global minima function
Although we have checked the performance of the algorithm for functions with one
global minima and several local minima, we still want to know how it behaves when
it has more than one global minima to find. In this case we will use a function that
is defined in the range x ∈ [−2, 2], y ∈ [−1, 1], and has two global minima at
[−0.089842, 0.712656] and [0.089842,−0.712656].
This function is defined by:
f (x, y) = x2(4− 2.1x2 + 1
3
x4) + xy + y2(−4+ 4y2)). (3.4)
From the results in the figure 3.5 it can be seen that the convergence points are
equally distributed among the two global minima. As there is only one output point
from the algorithm, we can only find one global minima at a time, but the results are
consistent with the two points, so we can conclude that the algorithm performs well
given this multiple solution situation.
3.4.4 Rosenbrock’s function
Finally, we would like to test the algorithm’s performance in a more non-trivial func-
tion, like the Rosenbrock’s function (Rosenbrock, 1960). This is a non-convex func-
tion commonly used as a performance test problem for optimization algorithms.
The main characteristic of this function is that it has a global minima hidden inside
a long, narrow, parabolic shaped flat valley. To find the valley is trivial. To converge
to the global minimum, however, is difficult.
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FIGURE 3.5: Contour plot of the multiple global minima function
with the convergence points of 1000 executions of the algorithm.
The function is defined by:
f (x, y) = (a− x)2 + b(y− x2)2. (3.5)
In this case study we will use the values a = 1 and b = 100 which lead to a global
minima at [1, 1].
FIGURE 3.6: Contour plot of the Rosenbrock’s function with the con-
vergence points of 1000 executions of the algorithm.
Analyzing the results in figure 3.6 we find that all the points have fallen inside
the valley but some of them have not been able to find the global minima point,
although the greatest part of them do have found the global minima, marked as the
yellow point.
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3.4.5 Comparison
Once exposed the precision results obtained from the execution of the PSO algorithm
among four different functions, one shall not ignore the number of iterations taken
to achieve those results in each case.
In order to do so, a box plot is exposed in figure 3.7, where one can see the
distribution of the number of iterations for the one thousand executions in each of
the four functions.
FIGURE 3.7: Box plot comparison of the number of iterations for each
function. From left to right: parabola, Ackley, multiple global min-
ima, Rosenbrock.
The most remarkable difference id the higher mean number of iterations from
the Rosenbrock’s function. As mentioned in the respective section, it is the most
difficult function to optimize among the four chosen, this is clearly supported by the
results in iterations although it has a large variance. It is worth to mention that still
it got good accuracy in the convergence points.
Talking about the other functions, the most robust function in convergence iter-
ations is the parabolic one as expected. It can also be seen that with the two minima
function, the mean number of iterations is lower than with the Ackely’s function but
the first one has a higher variance. This makes sense having in mind that the double
global minima could be confusing for the particles of the swarm.
From all the results analyzed in this chapter, we can conclude that the imple-
mented version of the PSO algorithm in this thesis has a good behavior, and so we
can proceed to test it in more complex problems from real world situations.
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Numerical Fourier analysis
Beyond the PSO implementation to minimize functions in a three-dimensional space
one can look at different applications to solve real life problems. Entering the field of
signal analysis, the determination of frequencies and amplitudes of quasi-periodic
functions is a complex problem that has been solved in a numerical way. However,
this procedure requires a considerable amount of computational time due to equa-
tion solving.
A different approach to solve the problem is proposed in this chapter, where
the frequencies and amplitudes of a multi-frequency signal are detected, starting
from equally-spaced samples of if on a finite time interval, using the particle swarm
optimization technique.
4.1 Brief introduction to signal processing
In the field of signal analysis every waveform function that has a certain frequency
and amplitude can be expressed as a function of time. As an example, let’s visualize
a simple function in the time domain whose analytic expression follows the equation
below:
f (t) = A sin (2piνt) A = 1, ν = 20 (4.1)
Evaluating the function in a time range interval of [0, T] with equally spaced N
samples, with T = 500 and N = 128, the function plotted in figure 4.1 is obtained.
FIGURE 4.1: Representation of a sine function in time.
However, every general time domain function can be represented or approxi-
mated by sums of simpler trigonometric functions. This decomposition procedure
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can be done with the Fourier analysis technique, that decomposes a function into its
primary oscillatory components which are determined by frequencies and its cor-
responding amplitudes. More in detail, it consists of a transformation procedure
that converts a finite sequence of equally-spaced samples of a time domain function
into a same-length sequence of equally-spaced samples of the discrete-time Fourier
transform (DFT), which is a complex-valued function of frequency. Finally, the re-
sult of this transformation leads to a discrete frequency domain function where all
the amplitude peaks of the function represent a frequency component of the original
signal.
The corresponding module of the DFT of the sine function described in 4.1 can
be seen in figure 4.2.
FIGURE 4.2: Module of the DFT of a sine function.
Ideally, the discrete function in frequency should have only one Dirac impulse
at ν = 20Hz and the rest of them should be zero as there is only one pure tone (the
sine) in the original time domain function. But as can be seen, there is a smoothing of
the spectrum such that the delta has a certain bandwidth concerning also neighbor
frequencies of the tone. This is a consequence of the length limitation of the DFT.
As the length of the DFT is a finite sequence, the spectrum is divided into a set
of windows, where each of them is multiplied by the function in the time domain.
This multiplication operation has as a result a convolution between two elements
in the frequency domain: the Fourier Transform (FT) of the tone, which is a Dirac
impulse, with the FT of a rectangular function (the window), which is the so called
cardinal sine function or sinc function. The result of the convolution is the smearing
of the two, leading to an expansion in bandwidth of the initial delta function with
the same shape as the sinc in absolute value, located at the same frequency as the
original impulse.
This is a commonly used technique in signal processing because of the capacity to
decompose complex signals into the sum of simple tones. But there is still a problem
in the identification of the frequencies and amplitudes that can be found in the DFT
spectrum.
4.2 The frequency analysis problem
Although the example analysis of the previous section was simple, real life problems
face more complex signals. Most of the times there are not only the signals generates
but also spurious signals formed because of the interaction between close signals.
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Closeness between signals can also be a problem when windowing in transforma-
tions like the DFT because it may cause overlapping, which is a problem added to
the frequency identification. But among all the possible combinations of signals in
a certain frequency space, we will take just one example for this thesis application,
with the goal for this method of being further developed to be generalized for any
input signal function. The example implemented can be expressed as follows.
Given N samples { f (jT/N)}N−1j=0 of a real-valued function f (t), equally spaced
on the interval [0, T], the main objective is to determine a trigonometric polynomial,
Q f (t) = Ac0 +
N f
∑
l=1
(Acl cos 2piνlt/T) + (A
s
l sin 2piνlt/T), (4.2)
whose frequencies {νl}N fl=1, and amplitudes {Acl }
N f
l=0, {Asl}
N f
l=1, are good approxima-
tions of the ones of f (t). The number of frequencies, N f , has to be determined in
terms of an input parameter.
A classical approach to find the above polynomial is based on looking at the
peaks of the modulus of the discrete Fourier transform of the signal. Each peak of
the function is then taken as an approximation of a frequency of the signal, whose
amplitude is also approximated by the amplitude of the corresponding peak. Al-
though the results obtained in this way are good approximations, there will still be
some error in frequencies and amplitudes of the order of 1/T, where T is the length
of the interval of the samples due to the discretization of the signal.
There are other methods to provide an improvement of this approximation in the
classical approach. One of them, proposed by Laskar, 1999, is known as frequency
map analysis. It is based on the realization that, if the input signal consists of a single
complex periodic term, f (t) = ei2piνt, there is a function |ak| that has a maximum at
k = ν. Therefore, ν can be computed by maximizing the equation with respect to
k, which must be considered a real (non-integer) quantity. For this maximization,
the peaks of the DFT obtained through the classical method can be taken as initial
approximations.
Another one of the improvement strategies is proposed by Gomez, Mondelo,
and Simó, 2010, in this case, the procedure starts again with the classical peak detec-
tion and combines it with a collocation strategy in frequency domain that allows to
simultaneously improve all the frequencies and amplitudes detected. The main ad-
vantage one can find is that through this collocation strategy, the procedure accounts
for the displacements of the peaks of the Fourier spectrum due to the frequencies
being computed, so that it is the exact value for finite trigonometric polynomials,
except for round-off errors. But as one can imagine this precision requires more
complex and time-consuming computations.
Both improvement methods achieve good results but need to perform complex
numerical calculus iteratively, which might be a little time-consuming. In this chap-
ter, the main objective is to adapt the basic PSO algorithm proposed in the previous
chapter so that it can give a solution to the frequency identification of the DFT mod-
ulus of a signal and study its performance.
4.3 Adaptation of the algorithm
Once the problem has been exposed, as well as the main approaches to solve it, in
this section will be explained the adaptation procedure for solving the numerical
Fourier analysis using the PSO algorithm.
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From now on it will be assumed that the number of frequencies of the signal for
this example is fixed and has value three. The multi-frequency function that has
been used as the input signal to analyze follows the equation:
f (t) = 0.5ei2piν1t + ei2piν2t + 0.4ei2piν34t, (4.3)
which consists of the sum of three primary tones supported at frequencies ν1 = 0.1,
ν2 = 0.3 and ν3 = 0.4.
4.3.1 First approach: all at once
Following the structure of the basic PSO implementation explained in section 3.2
there are two different aspects of the low level performance that have been changed
in order to adapt the algorithm for the concrete numerical Fourier analysis problem:
1. The particle parameters: Knowing that the objective of the problem is to iden-
tify the signal which makes up the given samples of the DFT modulus and
knowing also that the number of frequencies is fixed at three, there are only six
unknown parameters in the signal: three frequencies and three amplitudes.
Accordingly, each particle of the swarm will represent a three-frequency sig-
nal and will have six parameters.
The initial value of the parameters is set at random between the range [min, max]
specified in the configuration file for each of the parameters. By default, the
parameter range are set as in the table 4.1.
2. The fit function: It must perform an evaluation of the particle that is being
optimized based on how good its parameters are and give as an output the
respective fit value meaning the smaller it is, the better the parameters of the
particle are.
As the fit value must be minimized, the fit function must measure how close a
particle is from the objective DFT. This is means that the fit value responds to
the sum of differences between the samples of the objective DFT ( f (w)) and the
samples of the modulus of the DFT of the signal formed with the parameters
of the particle that is being evaluated ( fˆ (w)). The formula can be summarized
in the following equation.
f it =
N−1
∑
j=0
∣∣∣ f ( jT
N
)
− fˆ
(
jT
N
) ∣∣∣. (4.4)
However, there are some sequential procedures that need to be done before
calculating the fit value that are summarized as follows:
• First of all, the signal constructed with the particle parameters following
the equation 4.3 needs to be sampled to obtain a sequence of length N.
• Then, the fast Fourier transform procedure is executed over the sampled
sequence, generating as an output another same-length sequence of com-
plex numbers.
• As the objective function has only a real numbers, only the modulus of
the transformed sequence is kept.
• Finally, the difference between each of the samples of both sequences cab
be computed and added to generate the fit value.
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Regarding higher level configurations of the algorithm, three settings have been
modified for the adaptation of the problem:
1. The configuration text file: a fifth parameter has been added, which specifies
the value of the N parameter. All the default settings specified in the configu-
ration file chosen for this experiment are summarized in table 4.1.
Population size 5
Number of parameters 6
Frequency range [0, 0.5]
Amplitude range [0, 1]
Maximum velocity fraction 0.5
FFT length 512
TABLE 4.1: Configuration parameters for the numeric Fourier analy-
sis experiment in the first approach.
2. The convergence factor: It has been changed from the value of 100 in the basic
PSO implementation to a value of 10.000 because the increased complexity of
the problem due to its higher dimensionality slows down the convergence of
the swarm. As the convergence criteria should be consistent with a consider-
able set of particles stopping in nearly the same minimum point in the high-
dimensionality space, the convergence factor has been increased to a value that
maximizes the fit value obtained at the convergence point.
3. The iteration factor (wmax): It has been changed from the value of 1.000 in the
basic PSO implementation to a value of 100.000.000 as a consequence of the
increase in the number of iterations until convergence. As this parameter is
directly related with the w parameter, obtained using the equation 2.7, as a
weight for the inertia component in the upgrade of the particles velocities, it
must be correctly scaled according to the expected number of iterations needed
to converge, otherwise the inertia parameter will either decrease too fast, stop-
ping prematurely the particles if it is too small, or decrease too slow, making
the algorithm take much long to converge.
Tests and results
As an example of the execution results in one run, in figure 4.3 it can be seen the orig-
inal function that the algorithm is given as the objective function to analyze together
with the best function that it is able to find.
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FIGURE 4.3: Example of the DFT modulus of the results of the algo-
rithm using the first approach.
As it can be seen, the resulting DFT modulus does not fit perfectly with the origi-
nal objective modulus, the subtraction of both is plotted in green and ideally should
be zero for all the frequency range, but this is not the case in this execution. Checking
again the plotted example in figure 4.3, it can be also seen that in this case, although
the three frequencies have been correctly identified, the amplitude of the peak in
ν = 0.4 has not converged to an accurate value, leading to a high peak in the resid-
ual function.
However, this is just a concrete example and given that there are random compo-
nents in the algorithm’s execution the method is not deterministic. In order to have
an idea of the global performance of the algorithm in this problem the results will be
studied observing the fit value obtained and the number of iterations as a random
variable from a set of 200 independent executions. Apart from that, there has also
measured the execution time spent per iteration, in order to have an idea of the hole
computational time needed.
The results obtained are summarized in the table 4.2.
Mean (µ) Standard deviation (σ)
Fit value 2.8108 0.8933
Iterations 14206 4919
Time per iteration [s] 5.1762× 10−4 3.9178× 10−5
TABLE 4.2: Summary of the results obtained with the first approach
implementation.
As it can be seen from the table 4.2, the mean value for the fit is pretty high
although it takes a lot of iterations to converge. This leads us to conclude that the
algorithm gets lost on the parameter space when optimizing all the six parameters
at once, because he is not able to keep searching for better solutions as it gets stuck
in local minimums. For this reason, there is still a need to improve the convergence
values achieved.
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4.3.2 Second approach: peak by peak
In accordance with the conclusions made from the first approach results, there is
a need to improve the precision of the algorithm in order to obtain more accurate
frequency and amplitude values. The second approach that is proposed to do so,
is based in the classical method, mentioned above, that identifies each frequency
component looking for the highest peaks in amplitude of the modulus one by one.
This procedure implies the segmentation of the original problem into thee dif-
ferent subsections, each of them with the objective of finding a different peak of the
modulus function. It has been implemented using three different optimization steps
sequentially executed where at each step the objective function is updated by the
result of the previous step.
Before entering the detail of the execution flow, there have been some common
changes in all the optimization steps that differ from the basic implementation and
the previous approach. Regarding the lower level performance, only the particle
parameters have changed. The detailed changes are explained as follows:
1. The particle parameters: Knowing that the objective of a single optimization
step is now to identify only one peak of the function, there are only two un-
known parameters to optimize, a frequency and its corresponding amplitude.
Accordingly, each particle of the swarm will be representing a single frequency
signal and will have two parameters.
The initial value of the parameters is again set at random between the range
specified in the configuration file for each parameter, with the default values
summarized in the table 4.3.
2. The fit function: In this case the fit function has kept the same as well as the
four steps needed to obtain the Fourier transform of each of the particle sig-
nals, given that the decrease in the number of parameters doesn’t affect the
calculations as the remaining parameters of the function can be set as zero.
There have been some changes in the higher level configurations of the algorithm
compared to the first approach:
1. The configuration text file: The same format as in the first approach is main-
tained only changing the default parameters used, which are summarized in
table 4.3.
Population size 5
Number of parameters 2
Frequency range [0, 0.5]
Amplitude range [0, 1]
Maximum velocity fraction 0.5
FFT length 512
TABLE 4.3: Configuration parameters for the numeric Fourier analy-
sis experiment in the second approach.
2. The convergence factor: As the changes applied to this configuration parame-
ter were not significant for the execution, the value, as in the first approach, is
maintained to 10.000.
24 Chapter 4. Numerical Fourier analysis
3. The iteration factor: In this case happens exactly the same as with the conver-
gence factor, so this parameter is set to 100.000.000 as in the first approach.
Once explained the main configuration settings, the execution flow can be de-
tailed. As mentioned before, the total execution is segmented into three steps, the
first one consists of the following set of sequential tasks:
• Initialize a new swarm with the configuration text file settings.
• Launch the optimization of the swarm until convergence using as the objective
modulus function the one that has the tree frequencies, called original_modulus.
• Compute the module of the DFT of the signal formed with the best parameters
of the swarm (ν0 and a0) naming it first_modulus.
• Subtract the first_modulus to the original one element-wise for all the se-
quence values, naming the result as new_modulus.
At the end of it, the second step starts with the same tasks but instead of using the
original_modulus as objective for the fit function, the new_modulus is used, contain-
ing the two peaks of the original modulus that are still to detect. In this second step,
the convergence process will lead to two more parameters (ν1 and a1), representing
the second peak detected, and the respective DFT modulus called second_modulus
in this case. So on, at the last task of the step, the new_modulus is overwritten with the
subtraction of the second_modulus element-wise to itself, leading to an DFT modu-
lus with only one peak still to detect.
Finally, the third step starts with the residual new_modulus as the objective mod-
ulus and converges to the parameters of the last peak (ν2 and a2), with the respective
DFT modulus stored as third_modulus. At this moment, the full execution ends
having the six parameters found and the resulting DFT modulus as the sum of
first_modulus, second_modulus and third_modulus, which should be very close
to the original_modulus initial objective.
Tests and results
As an example of the execution results in one run of this second approach, figure 4.4
shows the result of each of the three steps of the execution process, representing the
DFT modulus of the peak detected at each of the steps.
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FIGURE 4.4: Example of the DFT modulus of each step results from
the second approach.
As it can be seen, in this case the three peaks are clearly detected, starting from
the highest one in ν = 0.3 as it will be the one that reduces the fit value the most, the
the second one in ν = 0.1 and finally the lowest peak as third in ν = 0.4.
At the end of the execution, the resulting signal is formed by the sum of the three
peaks detected and gives as an output the DFT modulus that can be seen in figure
4.5 together with the original objective modulus and the residual modulus from the
subtraction of both. Comparing this result with the one from the first approach one
can see that the residual function in this case is much lower although it is not zero
for all the spectrum.
FIGURE 4.5: Example of the DFT modulus of the results from the
second approach.
But the same way as happened in the first approach, the algorithm results are
not deterministic due to random components, that is why the same study will be
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made observing the fit value, the number of iterations until convergence and the ex-
ecution time per iteration as random variables from a set of 200 runs independently
executed.
The results obtained are summarized in table 4.4.
Mean (µ) Standard deviation (σ)
Fit value
First step 4.7167 1.4775
Second step 2.5654 0.5912
Third step 1.3617 0.8541
Iterations
First step 10559 1213
Second step 11033 2616
Third step 10839 1505
Time per iteration [s]
First step 3.4086× 10−4 3.0439× 10−5
Second step 3.4100× 10−4 3.0416× 10−5
Third step 3.4112× 10−4 2.9891× 10−5
TABLE 4.4: Summary of the results obtained with the second ap-
proach implementation.
From the above results one can make three conclusions. First of all, when looking
at the mean fit values for the three steps, one can see that the fit value of the third
one, at the moment when all the three peaks have been detected, has decreased
more than a half compared with the fit value from the first approach. Also, the
number of iterations per step has decreased but taking into account that the three
steps are executed sequentially, the total number of iterations per execution will be
the sum of the three, leading to a much higher number of iteration than the first
one. Regarding the computational time per iteration, it is maintained through the
steps and has decreased compared with the first approach. This can be explained
as the complexity of the calculus required has been reduced in the second approach
although they are executed much more times.
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Neural Network weights
optimization
Another application of PSO can be found in the Deep Learning setting, more con-
cretely, in the optimization of Neural Networks weights. To be able to optimize
these weights, we have to be knowledgeable about the role these weights play. For
this reason, we will introduce briefly the learning problem, how a Neural Network
is structured as well how to train a network with such characteristics.
5.1 The Machine learning problem
According to Domingos, 2012, machine learning algorithms can figure out how to
perform tasks by generalizing from examples. To do so, therefore, we need examples
(data) and a task to perform.
We could think of data as N vectors of length n. Therefore, while a sample can
be defined as xi = (xi1, xi2, . . . , xin), a stack of samples constitute our data. In this
way, data can be arranged in a matrix X ∈ RN×n. In particular cases, a sample may
have an additional dimension, y, which is the label of the sample. If this mapping
from x to y exist for all i from 1 to N, the problem is said to be supervised.
The other ingredient we need to design a machine learning algorithm is the task
we are aiming to perform. Depending on the nature of this task, we can have clas-
sification or regression problems. Given a discrete set of m different classes, i.e. m
different labels, a classification task consist of being able to tell which class does a
sample belong to. On the other hand, in a regression problem we are aiming to
predict a real valued quantity, often in a continuous space.
5.2 The case study: The simple pendulum problem
We will briefly present the binary classification problem for the pendulum equation
of motion (equation 5.1).
θ¨ = − sin θ, (5.1)
By solving this second order differential equation, we can calculate such function
given some initial conditions (θ0, θ˙0). If we allow our pendulum to be thrown from
an angle greater than 12pi in absolute value, and we do not limit the initial angular
velocity, two things can happen as time goes by:
• θ varies within a fixed interval without never being greater than pi. In this case
the pendulum would oscillate.
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• θ eventually becomes greater than pi at some point. In this case we will say
that the pendulum "circulates".
These are the two classes we consider an initial position (θ0, θ˙0) may belong to.
5.3 The Model
To perform this task, we will use three different architectures of neural networks:
Architecture Paramaters to opt. Layers Hidden layers Hidden neurons
small 3 3 1 [1]
medium 9 3 1 [3]
big 18 4 2 [3,3]
TABLE 5.1: Nature of all architectures we considered.
In each case, the network will be fed-forward. The process of training such net-
work will be the following:
1. Adjust the weights using PSO.
2. Compute the predicted y using these weights.
3. Assess the value of the loss function and proceed again.
5.4 Tests and results
A recent paper published, Nandi and Jana, 2019, explain that optimizing the weights
of a neural network often leads to the problem of trapping in local minima with a
very good convergence rate, which happened in previous tests. Once adjusted the
algorithm with the recommendations in such paper, the results were the following:
medium [2,3,1] LOSS medium [2,3,1] ACC
Training data
train loss test loss train acc test acc
GRID_2500 0.038 0.047 0.924 0.908
UNIF_2500 0.043 0.046 0.917 0.915
GRID_400 0.035 0.050 0.930 0.900
UNIF_400 0.039 0.046 0.925 0.915
TABLE 5.2: PPSO results for medium architecture for the binary clas-
sification problem of the pendulum.
Even by increasing the possibilities that each particle explores another region
to escape from a local minimum, the training process did not perform noticeably
different. On the other hand, fit values are small enough to tell that PSO succeeds in
minimizing the function, at least, locally. Further possible improvements to increase
the performance of fitting our data were studied.
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Conclusions
As a result for this Master’s Thesis one can conclude that, from the family of Genetic
algorithms, the Particle Swarm Optimization technique is a worthy candidate for
function optimization procedures.
Starting from the implementation from scratch of the basic PSO algorithm, we
have been able to use modular programming in C language in order to do a library-
like project for further easy use of the code. In order to analyze its performance,
a parametric study of the algorithm has been done, where visualization techniques
have been used to extract information from the results. This has led us to make
conclusions about the optimal parameters for the algorithm’s execution.
Furthermore, studies regarding its performance in different functions have shown
very interesting results. It has been noticed the excellent performance in functions
such as the parabola or the multiple global minima function, but in more complex
cases the algorithm converged to local minima in some executions. Consequently,
this has made us conclude that for complex functions it would be better to repeat the
experiment several times and evaluate the convergence points of the PSO. As in the
majority of the cases, the algorithm correctly finds the global minima of the function,
the residual convergence points of the bad fitted executions can be filtered as out-
layers. It is also important to mention that the computational time of an execution of
the algorithm is fast enough so that a hundred of runs on a row doesn’t imply more
than a few seconds to finish.
As results until here have been successful, we still wanted to test the algorithm
in more complex real world problems. Regarding the numerical Fourier analysis
problem, it has been very challenging as my personal background is in Telecom-
munications Engineering. Therefore, signal analysis is a close topic for me and I
clearly understand the complexity of the numerical procedures under the frequency
detection of a DFT modulus function.
The first idea when adapting the PSO to solve the frequency problem was to let
the algorithm optimize the hole set of six parameters at once. Results obtained this
way shown to have higher mean and deviation rates on the fit value than expected.
More in detail, in some of the runs, the algorithm got stuck in local minimums be-
ing unable to find one of the three peaks of the objective function. At that point, a
need for an improvement was detected as this problem requires high precision in
the results.
Consequently, a second approach has been implemented, sequentially detect-
ing all the peaks of the function one by one. With this methodology the mean and
deviation rates for the fit value have decreased to a considerably good precision.
Although the computational resources have augmented as the number of iterations
performed by the algorithm have increased, the structure of the swarm and its parti-
cles have reduced complexity, leading to similar execution times when compared to
the first approach results. But one of the most important improvements achieved in
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this approach is that the algorithm is scalable to other input functions with different
number of peaks with a linear increase in the problem’s complexity and execution
time.
On the other hand, results for the Neural Network weights optimization part
were not as good as expected. Since there are hundreds of data points whose la-
bel has to be predicted in this concrete application, optimizing for such number of
points is challenging. In other words, if the whole set of optimal weights are changed
for another set very far away from the former, results could improve substantially.
For this reason, the algorithm was changed to give more importance to exploration
rather than exploitation. On top of that, the fact that all weights are optimized si-
multaneously does not allow the method to efficiently explore the space.
Putting this all together, it is clear that by making a more efficient exploration
throughout the optimization process of the parameter space results could be im-
proved. For this reason, deterministic optimization methods, which do not have
this kind of problems, like gradient descent still are a better choice.
To summarize, it has been very interesting to study the detailed behavior of the
PSO algorithm in many different situations. Although conclusions in some of the
cases were not satisfactory, we have been able to establish the limits in which this
algorithm can perform properly.
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Specific Contributions
As this thesis has been made by a group of two students, Albert Prat and Núria
Valls, the contributions of each of the members will be specified below.
From the beginning of the thesis, both of us started a research about the Particle
Swarm Optimization technique. Once obtained a little bit of context, we splitted our
work into two tasks. On the one hand, Albert started to learn more about the state
of the art of PSO implementations and improvements, which has ended up being
Chapter 2. On the other hand, Núria started to implement a basic PSO algorithm
from scratch supported by the notes from Albert on the theoretical part. This imple-
mentation was explained by Núria in the first two sections of Chapter 3. Also in the
same chapter, Albert was in charge of doing the parametric study of the algorithm
implemented, whereas Núria was in charge of the tests and results section.
Chapter 4 has been entirely made by Núria, starting from the comprehension of
the problem, implementation of the adaptation of the algorithm and evaluation of
the results, up to the implementation of the improved approach and its correspond-
ing performance evaluation.
Finally, Chapter 5 has been entirely made by Albert following a similar structure
than the previous chapter. First of all with the definition of the problem, followed
by the implementation of the algorithm adaptation and the evaluation of the results
obtained.
Since we consider Chapters 1, 2 and 3 to be necessary in order to understand
further sections of the thesis, the whole original document without cuts have been
included despite having it split as exposed above. On the other hand, only Chapter
5 has been summarized in this particular thesis report.
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GitHub Repository
All the code regarding the implementation of this thesis is available in a public
GitHub repository which can be accessed through following link to PSO and two
real world applications.
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