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iAbstract
This PhD programme was sponsored by the United Kingdom Atomic Energy Au-
thority (UKAEA). The aim of this study is to conduct advanced computational
modelling of a cooling device used in the fusion process which recycles waste energy.
The development of efficient, water cooled tiles, that can sustain heat loads of ap-
proximately 20 MW (in quasi-steady state conditions) is the motivation of the cur-
rent work. The information presented here will contribute to thermal-mechanical
analysis, to be conducted at the Joint European Torus (JET) in future years.
The devices known as “Hypervapotrons” have been used successfully at JET to
provide a ion dump that dissipates residual energy from the fusion process. A
capability to model the flow structure and heat transfer, across a large number of
geometric and material options is provided within. Differences in geometry, result
in changes to the flow structure and heat transfer rates. The desire to optimise such
designs relies upon the fundamental understanding of the flow field within the main
section, where the geometry may be defined as a cavity array.
The benchmark case of a lid driven cavity flow was used for the validation of the
flow field solution. Solutions using high resolution methods in the formulation pro-
vided a good comparison with established experimental data. Therefore, validation
of incompressible, Implicit Large Eddy Simulations (ILES) for a wall bounded, three
dimensional, turbulent flow is provided within. The sensitivity of the high order re-
construction in conjunction with the characteristics based scheme (Drikakis & Rider,
ii
2005), to resolve turbulent flow structure is provided here. The solution response
to grid resolution and a regularised velocity profile at the upper lid surface is also
detailed. The investigation provided insight and confidence in the turbulence mod-
elling approach which is relatively recent. It was also demonstrated through the lid
driven case (and later in the Hypervapotron cases) that high order reconstruction
was a simulation prerequisite, based on grid resolutions used within. Additional
validation was also provided against numerical and analytical solutions for the Con-
jugate Heat Transfer (CHT) and scalar temperature field. Where appropriate both
unsteady and steady problems based on a composite, three layer medium are de-
tailed to provide preliminary validation for the implementation of the temperature
scalar and conjugate boundary conditions.
Unfortunately, it was not feasible to solve the coupled problem with an explicit
solver as used in this study. However, it is suggested that the initial stages of
thermal boundary layer development may be observed leading to the locations of
incipient boiling.
Two different Reynolds numbers were considered for the Hypervapotron ”Standard”
geometry, Re=12000 and Re=18000. The different flow structures show that the cav-
ity aspect ratio of the Standard design promotes lower flow speeds at the cavity base,
since two or three counter rotating vortices coexist inside the cavities depending on
Reynolds number. A detailed analysis on the impact of the number of repeating
units within the computational domain is also provided. Results are presented of
ensemble averaged quantities based on the Reynolds decomposition.
The temperature distribution present in the solid, fluid and its interface for the
thermally developing case is achieved. In addition the total and decomposed heat
fluxes are presented for the Hypervapotron (Standard design) which provides similar
comparison with recent Reynolds Averaged Navier-Stokes (RANS) simulations.
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Chapter 1
Introduction
1.1 Nuclear Fusion and Plasma Heating at JET
The UKAEA was established in 1954 as a statutory corporation to oversee the de-
velopment of nuclear energy programmes within the United Kingdom. The UKAEA
operates UK and European fusion power research programmes at the Culham Sci-
ence Centre, Oxford. This includes the world’s most powerful fusion research ex-
periment, the JET facility.
Nuclear fusion is the energy producing process which takes place continuously in the
sun and stars. At the temperatures required for the fusion reaction, (over 1, 000, 000
K) the fuel changes its state from gas to plasma. In a plasma, the electrons are
separated from the atomic nuclei (ions). Magnetic fields may be used to isolate the
plasma from the vessel walls. Currently, the most promising magnetic confinement
systems are toroidal, the most advanced being the Tokamak. JET is currently one
of the largest Tokamaks in the world.
Various techniques exist to accelerate and increase the temperature of the plasma.
The JET facility at Culham achieves enhanced plasma conditioning via a procedure
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Figure 1.1: Neutral beam heating at JET, image provided by the UKAEA.
known as Neutral Beam Heating (NBH), for a review see Speth (1989). The NBH
procedure injects a high speed, high energy, neutral beam into the plasma. The
neutral beams are produced in two distinct phases. Firstly, a beam of energetic ions
is produced from the source gas by applying an accelerating voltage of up to 140,000
volts known as the acceleration stage. A second stage ensures the accelerated beams
are neutralised before injection into the plasma. The neutralised beam is injected
directly into the plasma field and the remaining still ionised parts are directed on to
high heat flux elements, known as “Hypervapotrons”. Hypervapotrons provide an
ion dump that is capable of dissipating large quantities of heat energy during beam
heating, see Figure [1.1] for an illustration of the process.
1.2 Hypervapotron Devices
The rapid development of the entire fusion process at large is constantly increasing
the need for secondary devices, such as the Hypervapotron, to operate for longer
durations and under more vigorous working conditions. Ion dumps used in the
fusion process experience exposure to extremely high temperatures during beam
activation.
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The experience of using Hypervapotron elements without failure for several years
has demonstrated the reliability of such devices as discussed in Falter & Thompson
(1995).
The performance of Hypervapotron beam-stopping elements under different opera-
tional conditions has received some attention from Cattadori et al. (1993b) and Tivey
et al. (1987). These investigations revealed the operating limits of the devices and
demonstrated the power handling capabilities of such a heat sink. Hypervapotrons
provide an effective means to dissipate significant heat energy in short pulsing and
this has motivated investigations into the performance of the high heat flux devices
at longer durations, see Milnes et al. (2005).
Hypervapotrons are water cooled tiles which have been developed at JET. Despite
the eccentric name and its seemingly advanced application, the Hypervapotron is
a remarkably simple cooling device that is characterised by a distinct channel flow
arrangement. The channel walls are ribbed and these ribs or fins play a key role in
the heat and momentum transfer in the mainstream flow, thus affecting the overall
heat transfer characteristic of the device.
It has been suggested by Boyd (1985) that the Hypervapotron technique, which
involves fins placed transverse to the fluid flow in the device, ”is one of the most
intriguing fin enhancement techniques predicated on the idea of allowing a portion
(the base) of the fin to operate at a temperature greater than the Critical Heat
Flux (CHF), while the remaining portion operates near the onset of stable nucleate
boiling”.
This remarkable concept allows increased efficiency for the cooling device and there-
fore is a desired characteristic within the Hypervapotron main section. However,
the ability to keep heat fluxes low enough so that nucleate boiling occurs where
resulting heat transfer coefficients are highest is the ultimate design consideration
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and may not be achieved solely by changes in geometric parameters.
Although several options exist to increase the critical heat flux of the cooling device,
the shape and geometry remain the most appealing parameters to consider. Both
the cavity size and channel diameter are under consideration here and it remains to
find the most efficient geometry based on existing designs used at the JET facility.
A recent study by Chen et al. (2008) considers the use of a refrigerant (R134a)
in the study of heat transfer characteristics within Hypervapotron devices. The
steady state and transient thermal-hydraulic characterisation of full scale ITER
divertor plasma facing components conducted by Tincani et al. (2008) involved both
experimental and numerical work to establish the draining, drying and steady state
characteristics of the flow and heat transfer using a multi-phase one dimensional
network flow solver RELAP5.
Very few numerical studies based on established three dimensional solutions are
available. However, simulations conducted using the Neptune multi-phase flow solver
have been considered by Pascal-Ribot et al. (2007). Within that study, attempts
to model the two phase flow development for two seconds of time were made. An
important point to highlight is that previous information relating to the flow field
present in Hypervapotrons under operational conditions was extremely limited, see
Pascal-Ribot et al. (2005) and Falter & Baxi (1992).
For such reasons it was required for validation to occur against the cavity and
channel flow arrangements (available in the relevant literature) using the applied
formulations, thus ensuring confidence in the numerical model and more importantly
the results obtained from these simulations.
A broad spectrum of data including transient data is available for rectangular open
and closed cavity flows which provided a robust validation source for the flow solver.
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1.2.1 Cavity Flows
Experimental apparatus and rigs have been utilised to achieve further understanding
into the topic of open cavity flows. The most relevant are those which involve the
consideration of the convective flow due to the interaction between the channel
inertia and cavity flow.
Various experimental reports seek to establish a relationship of the Nusselt number
in terms of the Reynolds and Prandtl numbers, see Richards et al. (1987), Betts &
Bokhari (2000) and Chatellier et al. (2004). These correlations have been used to
establish the range of the parameters effecting open cavity flows with heat transfer
e.g. aspect ratios, flow field regimes and temperature distributions, however many
do not consider water as the working fluid. An analytical model has been derived
for the heat transfer characteristics with cavities made from different wall materials
including copper. The thickness of the approaching boundary layer and its impact
have also been observed, as well as an apparent transition from laminar to turbulent
flow, as in Richards et al. (1987).
Investigations of convection in a channel with an open cavity below, see Brown &
Lai (2002), have been conducted. Another example is Manca et al. (2006) where
the forced convection and local heat transfer coefficient for rectangular cavities over
a range of Reynolds number and variants of aspect ratio were studied.
A more simple problem is the benchmark case of a viscous incompressible fluid
flow within a lid driven cavity. However, many studies in this region have been
conducted with heat transfer although most only consider low Reynolds numbers,
as in, Prasad & Koseff (1996) and Poujol (2000). Contrary to this, the problem
has been studied at turbulent Reynolds numbers extensively without heat transfer
by Leriche & Gavrilakis (2000), Verstappen et al. (1994) and Deshpande & Milton
(1998).
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Benchmark data for turbulent fluctuations have been recorded via Laser-Doppler
Anemometry (LDA) experiments in Prasad & Koseff (1989). This provides data on
two centrelines in a turbulent, three dimensional, lid driven cavity with a Reynolds
number of 10000.
The lid driven cavity is an idealisation of a number of fluid mechanics problems.
The flow field exhibits several phenomena which may be of interest at a design stage
where shear flows are enclosed and generate recirculation. It is thought that the case
is particularly relevant to the problem in hand since much of the flow dynamics that
appear in a lid driven cavity also are found between the fins in Hypervapotron main
sections. Many turbulent flows that have been investigated have an external body
force applied on the fluid, for example a mean pressure gradient in flow through a
plane channel or flows with heat transfer where buoyancy forces exist. However, for
a lid driven cavity flow energy is transferred to the fluid via the moving lid and this
shear motion leads to a primary captive vortex and secondary flow structures in the
domain.
1.2.2 Ribbed Channels
Turbulent flow over cavity arrangements also referred to as rib roughened channels,
is defined as a flow in a channel where transverse ribs with differing height, width
and spacing are introduced. This is considered to be a useful model to study heat
and mass transfer in Hypervapotrons.
Experimental data for a ribbed channel is also limited, see Billy et al. (2003), how-
ever, attention has been given to turbulent properties and flow structure along a
ribbed surface in previous studies by Kyung-Soo (2000) and more recently by Cui
et al. (2003).
Although several numerical studies have been conducted for flow over cavities and
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ribbed roughened surfaces, many solve the RANS equations, with relatively simple
turbulence models, without explicitly resolving the boundary layer. Here a “law of
the wall” technique is adopted with a specified roughness correlation. In general,
the computed mean velocities compare well with experimental results. However,
large discrepancies are seen from calculated and measured turbulent properties in
the separated flow and near wall regions. In these cases it is suggested that the law
of the wall and pitfalls of the turbulence models contribute to the lack of accuracy.
It has been found through RANS studies that the Reynolds and Grashof numbers
control the flow pattern and formation of recirculating cells for a fixed aspect ratio.
Also, the aspect ratio has an influence on the orientation of recirculation zones, see
Leong & Lai (1997). It has been noted that at low Reynolds numbers the heat
transfer rate approaches that of free convection.
Large Eddy Simulations (LES) of flow and heat transfer in rib-roughened channels
have appeared in the relevant literature less frequently. A useful study was carried
out by Ciofalo & Collins (1992). Here the Smagorinsky model with Van Driest
damping near the walls was implemented to model sub-grid scale effects. The rib
height was 1/4.8 of the channel height and the pitch-to-height ratio was 7:2. The
mean flow rate and the turbulence in the core flow region was greater in magnitude
when compared with experimental data and κ−² type modelling.
Explicit LES simulations have also been conducted recently where open cavity flows
have been investigated. The studies have taken the form of, flows past cavities, see
Yao et al. (2001), flows through channels with rib roughness, for example Cui et al.
(2003), flows through channels with periodic grooving, as in Kyung-Soo (2000) and
fully developed flow found in a ribbed duct considered by Lohsz et al. (2005).
Since the flow field in the Hypervapotron is assumed to be fully developed, the
streamwise periodic channel flow arrangement has a particular significance to the
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modelling and analysis of the problem. Several numerical investigations regarding
periodic plane channel flows have been conducted, including benchmark cases for
a turbulent Reynolds number, see Moser et al. (1999), and using Implicit LES by
Fureby & Grinstein (2002).
The transient flow field within a periodically grooved duct has been established
by Acharya et al. (1993), the investigation demonstrated the suitability of periodic
boundary conditions when modelling large groups of cavities with heat transfer.
However, in order to preserve mass flux in the modelling of periodic channel flows,
the system must be subject to an algorithm adjustment in order to provide a suitable
pressure drop in the domain Patankar et al. (1977a). This is termed as pressure
forcing and enables the mass flux in a periodic channel to be conserved Lenormand
& Sagaut (2000). The numerical correction has also been employed by Deschamps
(1988) in the context of an incompressible flow. Similarly the bulk temperature
drop in the heated channel case must also be maintained Patankar et al. (1977b),
the latter temperature forcing technique has been applied by Acharya et al. (1993)
and others.
Direct Numerical Simulation (DNS) was undertaken by Miyake et al. (2001) of
rough-wall heat transfer in a turbulent channel flow. Two dimensional ribs (k-type)
were considered. The major effect of the roughness element was to enhance the
turbulent mixing and heat transfer. However, it was shown that the mixing was
controlled by large scale motions in the logarithmic layer. A similar investigation
by Stalio & Nobile (2003) shows the effect of riblets for flow manipulation and heat
transfer.
The use of cavity arrays with heat transfer within industrial settings is becom-
ing consistently more frequent, however the particulars of the geometry may differ
significantly from the Hypervapotron designs and seldom are conditions, fluid and
material properties similar to that under consideration here.
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1.3 Numerical Methods and Implicit Large Eddy
Simulations
Despite more than a century of research into turbulent motion, a generic closure
or universal turbulence model has not been discovered. Turbulence provides for
the rapid transport of heat and momentum to and from surfaces and is an issue
for most flows of practical importance. A perplexing feature of turbulence is the
vast range of spatial scales that contribute to the flow dynamics. In the majority
of cases the range of scales is overwhelming the computational resources currently
available. Many experimental and theoretical studies have increased our physical
understanding of turbulent phenomenon, however, currently we fail to accurately
and reliably predict turbulent flows in many cases.
The strong rotational nature of turbulent motion means that the problem is truly
three dimensional. The time dependent, three dimensional Navier-Stokes equations
include all the physics of a (Newtonian) turbulent flow. The scales present in a
turbulent motion are ordinarily far larger than even the smallest molecular length
scale. The ratio of smallest to largest scales rapidly decreases with an increasing
Reynolds number. The number of grid points required to capture all scales of motion
present in a turbulent flow may be estimated by the relation:
N α
(
u∗c l
∗
c
ν∗
) 9
4
= Re
9
4 (1.1)
where u∗c and l
∗
c are the characteristic velocity and length scale of the largest eddies
in the turbulent flow. A turbulent eddy can be thought of as a local swirling motion
where the characteristic dimension is the local turbulence scale. Eddies overlap in
space; large ones carrying smaller ones. A cascading process is established whereby
the larger eddies pass kinetic energy to the smaller ones, and the smaller to the even
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smaller and so on until finally the smallest eddies dissipate into heat through the
action of molecular viscosity. Thus it can be stated that turbulence is a dissipative
mechanism and turbulent flows are always dissipative Wilcox (1998).
This lack of understanding of turbulence imposes limits on the development of tech-
nological industries at large, hence, further understanding of the physics of a tur-
bulent motion is the motivation for considerably improving modelling techniques
and numerical methods for turbulent fluid flows. Currently the three mainstream
approaches to simulating a turbulent flow are presented in the literature; DNS, LES
and RANS. The accuracy and computational efficiency of each approach is different.
The DNS approach delivers a complete transient and spatially accurate solution of
the Navier-Stokes equations. Since all scales of motion are resolved, DNS is the
only approach where accuracy is invariably retained. However the grid resolution
requirements and thus, the computational cost, increases with the Reynolds num-
ber rapidly making DNS a viable option only for low Reynolds number flows. For
example, it requires 1016 grid points and several thousand years to directly simulate
the flow around an aircraft for one second of flight time on a supercomputer of 1012
Flops, see Moin & Kim (1997). Although this reference may be 13 years old; ac-
cording to Moore’s Law the introduction of transistors doubles approximately every
two years. This rate suggests, typically, for a flow scenario such as flow past a full
aircraft geometry the RANS equations are the only practical means of computing
the flow for the forseeable future. RANS is a time-averaging approach where turbu-
lence consists of random fluctuations of the flow variables. All variable quantities are
expressed as the sum of mean and fluctuating parts and the Navier-Stokes equations
are averaged over a time interval. RANS simulations are widespread in steady-state
computations where turbulence is stationary, see Leschziner (2000) and Leschziner
& Drikakis (2002). Further within unsteady flows, the timescale associated with the
organised unsteady motion exists and must be well separated from the time-scale of
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turbulent motion.
The function of turbulence modelling in RANS is to approximate the unknown
Reynolds stresses which are a result of the time averaging process in order to close
the system. The closure relations are commonly based on empirical and experimental
correlations of shear stress parameters in the flow. In reviews such as Leschziner
(2000) and Leschziner & Drikakis (2002) the performance of a number of turbulence
models has been considered. It has also been shown that the linear eddy-viscosity
models often fail to accurately predict complex flows involving separation, free shear
layers and vortical structures. Previous studies have shown that the numerical
accuracy depends not only on the turbulence model employed, but also on the
discretisation of the advective terms, see Drikakis & Durst (1994).
In LES the Navier-Stokes equations are filtered. The filtering operation decomposes
the flow field solution into the sum of a filtered (resolved, large scales) component and
a residual, Sub Grid-Scale (SGS) component. Models for the effects of the unresolved
small scales on the flow are known as SGS models. The evolution of the filtered
component representing the large scales is described by the filtered Navier-Stokes
equations. The equations are presented in a standard form, with the momentum
equation containing the SGS stress tensor that arises from the unresolved residual
motions. The system can be closed by an eddy-viscosity model that relates the
unknown correlations represented by the SGS stress tensor with a sub-grid viscosity.
LES can be regarded as intermediate between DNS and RANS with respect to
accuracy and computational time efficiency.
Conventional LES also incorporates SGS modelling. There are two main branches of
conventional (explicit) SGS modelling; these are functional and structural models.
Drawbacks of such models include commutation and aliasing errors, limitations with
regard to compressible flows and masking of the SGS terms by the truncation error.
When deriving the LES equations it was assumed that differentiation commutes
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with convolution, see Ghosal & Moin (1995), Fureby & Tabor (1997). However, this
is not the case at wall boundaries and for variable filter widths. The former requires
consideration of a finite domain, which introduces commutation errors in the spatial
derivatives. If the finite domain changes in time, additional errors in the temporal
derivatives arise. A variable filter kernel could solve the problems at solid boundaries
by reducing the filter width in order to resolve small scales, however this procedure
violates the above commutation assumption and introduces new errors, which can
be removed by correction terms. Currently there are no available methods to tackle
these correction terms. Some previous work conducted has focused on filters that
can eliminate these terms, see Vasilyev et al. (1998),Ven (1995).
The discretisation of the Navier-Stokes equations involves the derivative terms being
substituted with numerical approximations, this implicitly introduces higher order
dissipation and dispersion terms Margolin & Rider (2002). The success of high reso-
lution methods to compute turbulent flows depends upon the balance of truncation
errors introduced by wave speed dependent terms. The dissipation terms are re-
sponsible for the numerical diffusion, especially near discontinuities. The dispersion
terms are responsible for generating oscillations, again, near discontinuities.
For the past decade it has been observed that high-resolution methods in LES nu-
merically augment the solution, effectively modelling the SGS tensor Fureby & Grin-
stein (2002), Drikakis (2003). The concept to utilise this inherent characteristic as
an implicit way to numerically model complex turbulent flows is an evolving area of
research referred to as ILES or Monotonically Integrated LES (MILES).
A classical LES approach separating scales by filtering is well suited to unbounded
flows, but in the case of a bounded flow, the scales are not easily separated Drikakis
& Rider (2005). Here, close to boundaries, turbulence manifests itself in the form
of coherent structures which cannot be described by eddy-viscosity modelling. As
a result eddies close to wall boundaries still need to be resolved. It is arguments
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such as these that have been the motivation for a new, more versatile approach to
turbulence modelling within a LES framework.
The MILES concept introduced by Boris & Book (1976) has received relatively less
attention than explicit LES modelling approaches. However the emergence of this
class of numerical approach is fast developing Grinstein et al. (2007). Not all implicit
SGS modelling will work, the numerical scheme has to be constructed so the leading
truncation errors effectively model the SGS tensor. Hence non-linear discretisation
is required in order to control the SGS term impact, as required in areas of the flow
domain where sharp changes in flow field variables exist.
The physical requirements for non-linear implicit SGS models include adaptiveness
to local flow physics and sharp velocity-gradient capturing. ILES is a very simple
and robust approach to solving turbulent flows. Essentially the most impressive
feature of the method is that it reduces the requirement to introduce an explicit
model for unresolved scales. The mathematical justification is relatively recent and
is fundamentally based on the modified equations Margolin & Rider (2002).
1.3.1 Validation of ILES in a Wall Bounded Flow
Implicit SGS modelling has been previously implemented using local monotonicity
preservation in conjunction with various different numerical schemes; Flux Cor-
rected Transport Fureby & Grinstein (1999), Piecewise Parabolic Methods Wood-
ward (1986) and Godunov type Riemann solvers have been successfully used to
achieve highly accurate solutions of turbulent flow problems. The solutions obtained
for channel flows Fureby & Grinstein (2002) and benchmark problems such as the
transition and turbulence decay in a Taylor-Green vortex have shown ILES to be a
highly accurate solution approach Hahn & Drikakis (2005) whilst being significantly
less complex than conventional SGS models.
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It has been noted that this kind of modelling approach (ILES) with consistent
and stable numerics converges to a solution with comparable accuracy of a DNS
solver whilst being significantly less computationally demanding Grinstein & Fureby
(2004). The behaviour of ILES for flows where more complex fluid dynamics exist
is yet to be investigated. The ILES approach has not been utilised for open cavity
flows previously, nor does it benefit from widespread participation.
Important information and comparative analysis of solutions achieved with ILES
against other explicit LES models can be acquired through previous studies con-
ducted for channel and cavity flow arrangements. Further, lid driven cavity flows
have received considerable attention in the context of LES, RANS and experimental
investigations. Commonly the case is used for validation purposes for Computa-
tional Fluid Dynamics (CFD) codes since the boundary conditions are well posed
making the lid driven case a benchmark model.
DNS Leriche & Gavrilakis (2000), Explicit LES Zang et al. (1993) and RANS Ghia
et al. (1982) simulations of this kind also exist. The development of incompressible
formulations has been extended within based on an artificial compressibility pressure
coupling in conjunction with ILES to resolve low speed, three dimensional, turbulent
flows, with accuracy.
Validation is provided for high resolution, ILES formulations in a wall bounded
application for a turbulent, low Reynolds number. The impact of the high order
reconstruction in conjunction with the CBS (Characteristics Based Scheme), first
proposed by Drikakis et al. (1994), is investigated. Here the advective terms are
solved using a Riemann solver that incorporates high order reconstruction methods.
The impact of the high order scheme provides greater accuracy in calculation of the
advection terms of the governing equation. Within the thesis the effect on results
using first, second and third order reconstructions are reported.
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1.3.2 Analysis of Fluid Flow and Heat Transfer in Hyper-
vapotrons used at JET
The testing of Hypervapotron elements has previously been conducted at the JET
fusion facility. However, the Hypervapotron device is inherently hard to rig for
experiment due to its unconventional internal dimensions. Simulations are now
becoming an integral part of the design process for these high heat flux elements.
It is suggested that the flow field may be sufficiently resolved using the methods
detailed within. By taking advantage of parallel computing techniques, fine grids
can be used in the three dimensional model.
Computational modelling of the device has enabled information to be gained re-
lating to the wall heat fluxes which were previously not achieved through several
studies, conducted by the UKAEA, using finite elements analysis. Information that
has previously been unavailable such as, flow structure, velocities and temperature
distributions for the Standard design at different Reynolds number are invaluable
information at the current time.
Both cavity size and channel height are parameters that have been subject to previ-
ous investigation, see Figures [1.2]-[1.3]. The shape of the cavity base has introduced
additional complications to the mathematical model which are further discussed in
the forthcoming chapters.
Information developed in this thesis is the first of detailed ILES simulations con-
ducted using a finite volume method relating the flow field and heat transfer in
Hypervapotrons.
The designs currently used at JET are the ”Standard” and ”Mega Amp Spherical
Tokamak (MAST)” configurations, differences between the designs are noted as the
channel height, cavity height and wall thickness.
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Table 1.1 describes the design of the cavity arrangements using three characteristic
dimensions. All fins and cavities are 3mm wide, in the direction of the flow. A three
dimensional schematic of the designs can be found in Appendix A.
HV design A B C
Standard 6mm 8mm 6mm
MAST 5mm 4mm 17.6mm
Table 1.1: Basic dimensions of the Standard and MAST designs.
C
B
A
Figure 1.2: Two dimensional schematic of the Standard design.
Flow
Figure 1.3: Two dimensional schematic of the MAST design.
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1.4 Summary of Aims and Objectives
The main aim of the thesis is to shed the light on the flow structure and heat transfer
processes within the main duct section of the Hypervapotron devices using CHT ILES
modelling. In order to achieve this aim the following objectives were set out:
• Development and validation of ILES artificial compressibility based solver for
liquid flow modelling.
• Development and validation of the conjugate heat transfer solver.
• Analysis of the transient flow and heat transfer in the Standard design with
fixed temperature boundary conditions in the fluid domain.
• Analysis of the transient flow and heat transfer in the CHT ILES model of the
Standard design.
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1.5 Outline of the Thesis Organisation
The present thesis is composed of six chapters. Each chapter relies on the knowledge
of the previous chapter.
Chapter 2
This chapter is devoted to the governing equations and numerical methods that have
been implemented in order to gain the data for the following sections. The chapter
outlines the governing equations and the narration highlights the justification for
such models and methods. Several different concepts are outlined here such as the
high resolution methods.
The governing equations are presented in the form of generalised curvilinear coordi-
nates. The post-processed parameters are also presented here. The procedure used
to calculate all the turbulent and mean flow quantities is also outlined here.
Chapter 3
Chapter 3 addresses the first objective via the investigation of turbulent flow in a
cubical, lid driven cavity. The AC-ILES formulation is shown to provide a good
comparison with an experimental study of the flow field against the LDA measure-
ments of Prasad & Koseff (1989). This provided the validation of the numerical
methods for the fluid flow solver. The formulation was benchmarked against the lid
driven case. The presence of recirculations and flow unsteadiness is typical to that
seen within the cavities of the main duct section of Hypervapotron devices.
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Chapter 4
Chapter 4 addresses the second objective. It presents validation for the conjugate
heat transfer model using analytic solutions and comparisons with the published
literature. Numerical heat transfer including the conjugate solid-fluid model and
analytical agreement with the solver is presented.
Comparisons against a hybrid lid driven cavity is presented also where a laminar
steady state solution of the computational model is achieved. Data has been com-
pared with another numerical investigation where the focus is on the heat transfer
from wall boundaries.
Chapter 5
Chapter 5 addresses the last two objectives. It is dedicated to the simulation of
Hypervapotron configurations at sub boiling temperatures. Computational amend-
ments required including pressure forcing for the periodically developed problem is
derived.
Detailed analysis of the flow properties and heat transfer within the main duct
section of the Standard design is presented.
Chapter 6
The main findings of the simulations including the validation cases is discussed.
Also the flow field solution for the Hypervapotron cases based on current grids is
summarised. In addition the entire work is critically evaluated to establish the major
challenges and issues with this study. Finally, further work and proposals based on
the current methodology as well as other available methods completes the thesis.
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Chapter 2
Governing Equations and
Computational Methodology
2.1 Governing Equations
Within this chapter the governing equations for the flow and temperature fields are
outlined. The model of the Hypervapotron has to meet the conservation of mass,
momentum and energy.
2.1.1 Conservation of Mass
The conservation of mass states that the rate of change of mass within a control
volume, is equal to the mass flow rate out of the control surface. Assuming the
flow is incompressible and variation in density is negligible, the continuity equation
reduces to the incompressibility constraint given by the divergence of velocity equal
to zero:
∇ · u∗ = ∂u
∗
∂x∗
+
∂v∗
∂y∗
+
∂w∗
∂z∗
= 0 (2.1)
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Note, here and throughout the thesis the superscript “*” is used to denote the quan-
tities with dimensions. Quantities without the “*” superscript are non-dimensional.
2.1.2 Conservation of Momentum
Conservation of momentum is based on Newton’s second law. It states that the
time rate of change of (linear) momentum in a control volume, is equal to the sum
of the net rate of momentum flowing out of its control surface and all external forces
acting upon the control surface and volume.
The forces that are considered in this model are pressure forces and viscous stresses
acting on the control surface. Introducing stress and strain rate tensors for the New-
tonian fluid, making appropriate assumptions and applying Stokes’s hypothesis, the
constitutive equations for an isentropic fluid are determined. These may be intro-
duced into the momentum equation, which is written in the conventional notation
as:
∂u∗
∂t∗
+ u∗ · ∇u∗ = − 1
ρ∗
∇p∗ + ν∗∇2u∗ (2.2)
This may be written in expanded form (with Cartesian coordinates) as:
∂u∗
∂t∗
+
∂(u∗)2
∂x∗
+
∂u∗v∗
∂y∗
+
∂u∗w∗
∂z∗
= − 1
ρ∗
∂p∗
∂x∗
+ ν∗
(
∂2u∗
∂x∗2
+
∂2u∗
∂y∗2
+
∂2u∗
∂z∗2
)
(2.3)
∂v∗
∂t∗
+
∂u∗v∗
∂x∗
+
∂(v∗)2
∂y∗
+
∂v∗w∗
∂z∗
= − 1
ρ∗
∂p∗
∂y∗
+ ν∗
(
∂2v∗
∂x∗2
+
∂2v∗
∂y∗2
+
∂2v∗
∂z∗2
)
(2.4)
∂w∗
∂t∗
+
∂u∗w∗
∂x∗
+
∂v∗w∗
∂y∗
+
∂(w∗)2
∂z∗
= − 1
ρ∗
∂p∗
∂z∗
+ ν∗
(
∂2w∗
∂x∗2
+
∂2w∗
∂y∗2
+
∂2w∗
∂z∗2
)
(2.5)
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2.1.3 Conservation of Energy
In order to compute the heat transfer rate an additional equation for the temperature
scalar was introduced into the system.
Assuming constant density, negligible radiation, external work and viscous energy
dissipation; the thermal energy balance results in an advection-diffusion equation
for the temperature scalar T ∗f in the flow:
∂T ∗f
∂t∗
+ u∗ · ∇T ∗f =
k∗f
ρ∗c∗p
∇2T ∗f = α∗f∇2T ∗f (2.6)
Here α∗f is the thermal diffusivity of the fluid. The subscripts “f” and “s” are
introduced here to differentiate between the thermal transport coefficients and tem-
perature of fluid and solid medias. Again we may write this in expanded form (with
Cartesian coordinates) as:
∂T ∗f
∂t∗
+ u∗
∂T ∗f
∂x∗
+ v∗
∂T ∗f
∂y∗
+ w∗
∂T ∗f
∂z∗
= α∗f
(
∂2T ∗f
∂x∗2
+
∂2T ∗f
∂y∗2
+
∂2T ∗f
∂z∗2
)
(2.7)
In the solid domain, the conventional heat transfer equation is solved, given by:
∂T ∗s
∂t∗
= α∗s∇2T ∗s (2.8)
Which is expanded in Cartesian coordinates as:
∂T ∗s
∂t∗
= α∗s
(
∂2T ∗s
∂x∗2
+
∂2T ∗s
∂y∗2
+
∂2T ∗s
∂z∗2
)
(2.9)
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2.1.4 Dimensionless Formulation
Now the procedure of making the system of equations non-dimensional is outlined.
The non-dimensional form of equations enables the reader to assess the relative
importance of terms very quickly within the governing equations.
Quantities are defined by replacement of all dimensional variables with their cor-
responding non-dimensional form. The non-dimensional variables can be acquired
through considering the characteristic reference values (which are dimensional).
All variables denoted by c indicate the reference quantity. Each variable for space,
velocity, time, pressure and temperature is required to develop the non-dimensional
system of equations:
x =
x∗
l∗c
, y =
y∗
l∗c
, z =
z∗
l∗c
(2.10)
u =
u∗
u∗c
, v =
v∗
u∗c
, w =
w∗
u∗c
(2.11)
t =
t∗
l∗c
u∗c
, p =
p∗c
ρ∗cu∗2c
(2.12)
We also require non-dimensional temperature, by defining T ∗c as a reference temper-
ature and 4T ∗ as the reference temperature difference the non-dimensional temper-
ature in fluid and solid is defined as:
Tf,s =
T ∗f,s − T ∗c
4T ∗ (2.13)
The reader should note that only the non-dimensional system of equations is com-
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puted and the entire numerical solver was based on coding of the non-dimensional
equations.
All boundary conditions and case results are also presented (where appropriate) as
non-dimensional quantities from here on. Finally, the non-dimensional system of
equations in the fluid may be expressed as:

∇ · u = 0
∂u
∂t
+ u · ∇u = ∇p+ 1
Re
∇2u
∂Tf
∂t
+ u · ∇Tf = 1RePr∇2Tf
(2.14)
Here the Reynolds Re = u∗c l
∗
c/ν
∗ and Prandtl Pr = ν∗/α∗ numbers have been
introduced using the reference quantities for the fluid.
Since the conventional heat equation is solved in the solid domain the conjugate
problem necessitates the application of the same non-dimensional treatment for
both fluid and solid regions.
By using the characteristic fluid timescale to make non-dimensional the heat transfer
equation in the solid, one arrives at:
∂Ts
∂t
=
αsf
RePr
∇2Ts (2.15)
Where αsf denotes the ratio of the solid and fluid thermal diffusivities:
αsf =
α∗s
α∗f
(2.16)
Governing Equations and Computational Methodology 25
2.2 Numerical Approach
2.2.1 Artificial Compressibility
In the case of compressible equations and in particular within gas dynamics the
equations have a strong coupling through the density variable in both the momentum
and continuity equations. Further the pressure variable introduced by the equation
of state in this case fully closes the system.
The incompressible form of the Navier-Stokes equations presents a difficulty with
regard to coupling of the equations.
Several different incompressible methods exist. Many schemes exist for the vortic-
ity and stream function formulations, vorticity-vector potential or vorticity-velocity
formulations may be used to compute two and three dimensional flows.
Frequently incompressible formulations attempt to gain a stronger coupling between
the momentum and continuity equations by introducing additional terms to the
system. The most widely used formulations, pressure-Poisson proposed by Baker
(1983) and Roache (1998) and other projection formulations developed are all suit-
able for low speed incompressible flow problems. A review of many approaches is
documented in Drikakis & Rider (2005).
The results documented are simulations that originate from a variant of the incom-
pressible Navier-Stokes equations, namely the Artificial Compressibility formulation,
with an additional equation for the temperature scalar present. The Artificial Com-
pressibility (AC) technique was originally developed by Chorin (1967) and later
extended for unsteady flows by Merkle & Athavale (1987) and others.
Some of the benefits of using AC over other methods can be summarised quickly.
The AC method results in hyperbolic and hyperbolic-parabolic equations for inviscid
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and viscous incompressible flows, respectively. Commonly such forms of the equa-
tions may be computed using implicit and explicit solvers, where the latter is easily
applied to sequential and parallel codes. Discretisation schemes and solvers devel-
oped in conjunction with the AC formulation for incompressible flows have many
similarities with the methods developed for compressible flows. The computational
experience and developments gained from compressible flows can easily be trans-
ferred to incompressible flows, for example Riemann solvers that allow propagation
of information throughout the computational domain.
The coupling is achieved between the momentum and continuity equations by adding
a pressure derivative in pseudo time to the latter. For unsteady problems pseudo
time velocity derivatives need to be added to the momentum equation and for multi-
scalar problems, pseudo time scalar derivatives also must be added to the scalar
transport equations, see Shapiro & Drikakis (2005).
The pseudo time velocity is required for coupling and solving the governing equations
in pseudo time, τ . The artificial compressibility parameter β is introduced as a
coefficient to the new pressure derivative. This parameter provides relaxation which
induces convergence in the system of equations. Introducing this coupling the non-
dimensional system becomes:

∂p
∂τ
= −β∇ · u
∂u
∂τ
= −∂u
∂t
−
(
u · ∇u+∇p− 1
Re
∇2u
)
∂Tf
∂τ
= −∂Tf
∂t
−
(
u · ∇Tf − 1RePr∇2Tf
)
∂Ts
∂τ
= −∂Ts
∂t
+
αsf
RePr
(∇2Ts)
(2.17)
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For each real time step, t, the solution of the system is obtained by iterating in pseudo
time, τ , until convergence is achieved. Thus, the incompressibility (divergence free)
condition is satisfied at every time step. One may also make an analogy with the
equations of motion for a compressible low Mach number flow to suggest that the
artificial compressibility factor is equal to the speed of sound squared, i.e. s =
√
β.
The artificial compressibility method requires the parameter β to be determined in
order to gain suitable convergence in both steady and transient flows.
In order to identify a optimal value for β, consideration of the relationship be-
tween the pseudo pressure waves and vorticity spreading an internal channel flow
was considered by Chang & Kwak (1984). Based on this analysis it was found
that interactions of the pseudo-sound waves and viscous effects, can be decoupled
provided:
β >>
((
1 +
Lβ
Re
)2)
− 1 (2.18)
Here Lβ was the internal channel length. The value of β = 1 was used throughout
the simulations presented for all cases studied within this thesis.
2.2.2 Curvilinear Coordinates
In order to provide a solution of the governing equations on stretched grids we start
with the conservative form of the equations in Cartesian space. We describe the
fluid flow and heat transfer in the fluid, by letting U =
(
p
β
, u, v, w, Tf
)T
and Ur =
(0, u, v, w, Tf )
T be the solution vectors and define a more numerically convenient set
of equations:
∂U
∂τ
= −∂Ur
∂t
+
∂EcV
∂x
+
∂FcV
∂y
+
∂GcV
∂z
− ∂E
c
I
∂x
− ∂F
c
I
∂y
− ∂G
c
I
∂z
(2.19)
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Where the inviscid and viscous fluxes are given by:

EcI = (u, u
2 + p, uv, uw, uTf )
T
FcI = (v, uv, v
2 + p, vw, vTf )
T
GcI = (w, uw, vw,w
2 + p, wTf )
T
EcV =
(
0, 1
Re
∂u
∂x
, 1
Re
∂v
∂x
, 1
Re
∂w
∂x
, 1
RePr
∂Tf
∂x
)T
FcV =
(
0, 1
Re
∂u
∂y
, 1
Re
∂v
∂y
, 1
Re
∂w
∂y
, 1
RePr
∂Tf
∂y
)T
GcV =
(
0, 1
Re
∂u
∂z
, 1
Re
∂v
∂z
, 1
Re
∂w
∂z
, 1
RePr
∂Tf
∂z
)T
(2.20)
By considering an arbitrary curvilinear system, with coordinates:
ξ(x, y, z) (2.21)
η(x, y, z) (2.22)
ζ(x, y, z) (2.23)
The corresponding Jacobian of the transformation is given by:
J =
∣∣∣∣∣∂ (x, y, z)∂ (ξ, η, ζ)
∣∣∣∣∣ = xξ(yηzζ − yζzη) + xη(yζzξ − yξzζ) + xζ(yξzη − yηzξ) (2.24)
For the structured grids, the transformation to the curvilinear system is implicitly
given by the indexing i.e. (ξ, η, ζ) = (i, j, k). Therefore the system of (2.19) can be
written in curvilinear coordinates as:
∂JU
∂τ
= −∂JUr
∂t
+
∂EV
∂ξ
+
∂FV
∂η
+
∂GV
∂ζ
− ∂EI
∂ξ
− ∂FI
∂η
− ∂GI
∂ζ
(2.25)
The inviscid, (EI,FI,GI), and viscous, (EV,FV,GV), fluxes are expressed through
their Cartesian counterparts as:
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
EI = J
(
EcI
∂ξ
∂x
+ FcI
∂ξ
∂y
+GcI
∂ξ
∂z
)
FI = J
(
EcI
∂η
∂x
+ FcI
∂η
∂y
+GcI
∂η
∂z
)
GI = J
(
EcI
∂ζ
∂x
+ FcI
∂ζ
∂y
+GcI
∂ζ
∂z
)
EV = J
(
EcV
∂ξ
∂x
+ FcV
∂ξ
∂y
+GcV
∂ξ
∂z
)
FV = J
(
EcV
∂η
∂x
+ FcV
∂η
∂y
+GcV
∂η
∂z
)
GV = J
(
EcV
∂ζ
∂x
+ FcV
∂ζ
∂y
+GcV
∂ζ
∂z
)
(2.26)
Similarly, the conservation of the temperature in the solid in curvilinear form is
written as:
∂JTs
∂τ
= −∂JTs
∂t
+
∂ET
∂ξ
+
∂FT
∂η
+
∂GT
∂ζ
(2.27)
The scalar Cartesian viscous fluxes EcT , F
c
T , G
c
T for solid temperature are given by:

EcT =
αsf
RePr
∂T
∂x
F cT =
αsf
RePr
∂T
∂y
GcT =
αsf
RePr
∂T
∂z
(2.28)
The above Cartesian fluxes are transformed into the curvilinear system by the same
transformation as given in Equation (2.26) for fluid flow equations.
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2.2.3 Inviscid Fluxes Approximation
In a finite volume solver as used within the current formulations, the Riemann
problem arises at cell interfaces and may provide poor accuracy within the domain.
The Riemann problem is an initial value problem (IVP) which is defined by initial
value piecewise constant data.
The solution between the cell interfaces is modelled using Riemann solvers often
in conjunction with high resolution methods for more advanced interface solutions.
This in turn increases the overall accuracy of the numerical scheme. Several Riemann
solvers have been developed and solutions dependent on the eigenstructure tend to
be the most accurate.
Popular schemes such as Roe’s scheme Roe (1997), HLLC Toro et al. (2001) and
Osher’ scheme Engquist & Osher (1981) frequently appear in the literature. An
important concept behind the Riemann problem is associated with the characteristic
wave speeds in a flow problem. A useful review and derivation of several Riemann
solvers may be found in Toro (1999).
Over the recent years several attempts to fully capture the flow physics of CFD
problems have resulted in methods, or additions to schemes, known as high resolu-
tion methods. Such methods have been adopted most rigorously in high-speed flows
and in shock interaction problems.
High resolution methods achieve this by applying a non-linear finite differencing
stencil via a Riemann solver dependent upon the local flow solution whilst preserving
monotonicity. This is opposed to methods that use the same differencing stencil
throughout the domain regardless of the flow field solution.
A high resolution method involves averaging for cell interface values and reconstruc-
tion of the cell centred data. Following this the Riemann solver is applied and finally
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the data is again re-averaged at the cell interface. An important concept behind the
Riemann problem is associated with the characteristic wave speeds in a flow problem
and the left and right states adjacent to the interface.
A useful review and derivation of several Riemann solvers may be found in Toro
(1999). The Riemann solver used within the current investigations is the Charac-
teristics Based Scheme (with high order reconstruction for inter cell variables). In
the numerical reconstruction of the advective fluxes one can employ dimensional
splitting.
In this work, dimensional splitting is used only for analytically deriving characteristics-
based formulae for the inter cell variables, which in turn are used to calculate the
advective fluxes.
The time integration is obtained for the complete system of equations after adding
all the discretised fluxes (inviscid and viscous), using an explicit time integration. In
order to derive characteristics based reconstructions we consider the one dimensional
counterpart of (2.25), e.g., with respect to the ξ-direction:
∂U
∂τ
+
∂ξ
∂x
∂EcI
∂ξ
+
∂ξ
∂y
∂FcI
∂ξ
+
∂ξ
∂z
∂GcI
∂ξ
= 0 (2.29)
We divide the above equation by
√(
∂ξ
∂x
)2
+
(
∂ξ
∂y
)2
+
(
∂ξ
∂z
)2
and introduce the nota-
tion:
K =
√√√√(∂ξ
∂x
)2
+
(
∂ξ
∂y
)2
+
(
∂ξ
∂z
)2
(2.30)
The system is used solely for the CBS reconstruction of the advective flux in
ξ−direction and a similar procedure can be used for the fluxes in the other two
directions. The procedure is outlined here for the fluid flow equations only for sim-
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plicity. The inviscid flux procedure for the temperature in fluid will be mentioned
separately:

1
βK
∂p
∂τ
+ x˜∂u
∂ξ
+ y˜ ∂v
∂ξ
+ z˜ ∂w
∂ξ
= 0
1
K
∂u
∂τ
+ (ux˜+ vy˜ + wz˜) ∂u
∂ξ
+
(
x˜∂u
∂ξ
+ y˜ ∂v
∂ξ
+ z˜ ∂w
∂ξ
)
u+ ∂p
∂ξ
x˜ = 0
1
K
∂v
∂τ
+ (ux˜+ vy˜ + wz˜) ∂v
∂ξ
+
(
x˜∂u
∂ξ
+ y˜ ∂v
∂ξ
+ z˜ ∂w
∂ξ
)
v + ∂p
∂ξ
y˜ = 0
1
K
∂w
∂τ
+ (ux˜+ vy˜ + wz˜) ∂w
∂ξ
+
(
x˜∂u
∂ξ
+ y˜ ∂v
∂ξ
+ z˜ ∂w
∂ξ
)
w + ∂p
∂ξ
z˜ = 0
(2.31)
Where:
(x˜, y˜, z˜)T =
(
1
K
∂ξ
∂x
,
1
K
∂ξ
∂y
,
1
K
∂ξ
∂z
)T
(2.32)
The advective and viscous fluxes are discretised on the cell centres using the inter
cell values, e.g. the inviscid flux derivative in the ξ−direction can be defined as:
(
∂EI
∂ξ
)
i,j,k
=
(EI)i+ 1
2
,j,k − (EI)i− 1
2
,j,k
∆ξ
(2.33)
Once the intercell fluxes have been determined, the actual system equations which is
numerically integrated are the conservative equations (2.25). In order to formulate
the approximate Riemann solver for the problem, we note that the system (2.31)
can also be written in matrix-form:
1
K
∂U
∂τ
+A
∂U
∂ξ
= 0 (2.34)
Here the matrix A is given by:
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A =

0 x˜ y˜ z˜
x˜ λ0 + x˜u uy˜ uz˜
y˜ x˜v λ0 + y˜v vz˜
z˜ x˜w wy˜ λ0 + z˜w

(2.35)
Where λ0 denotes velocity normal to the cell face:
λ0 = ux˜+ vy˜ + wz˜ (2.36)
The eigenvalues of this matrix are given by λ0 and λ± where:
λ± = λ1,2 = 12λ0 ± s (2.37)
The corresponding artificial speed of sound s is defined by:
s =
√
λ20 + 4β
2
(2.38)
Following the same derivation procedure as for the original CBS scheme (Drikakis
& Durst (1994)), the following solution for the reconstructed variables at the cell
face is obtained (p˜, u˜, v˜, w˜)T .

p˜ = 1
λ+−λ− (p−λ+ − p+λ− + λ+λ− (R+ −R−))
u˜ = u0 +
x˜
(λ+−λ−) (p+ − p− − λ+R+ + λ−R−)
v˜ = v0 +
x˜
(λ+−λ−) (p+ − p− − λ+R+ + λ−R−)
w˜ = w0 +
z˜
(λ+−λ−) (p+ − p− − λ+R+ + λ−R−)
(2.39)
Here R+ and R− are the auxiliary functions:
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
R+ = x˜ (u0 − u+) + y˜ (v0 − v+) + z˜ (w0 − w+)
R− = x˜ (u0 − u−) + y˜ (v0 − v−) + z˜ (w0 − w−)
(2.40)
Here the variables V0,± = (p, u, v, w)T0,± are taken either from the left side of the
face or right side of the face depending on the sign of the local eigenvalues:

V0 =
VL+VR
2
− sign (λ0) VR−VL2
V− = VR
V+ = VL
(2.41)
where VL,R denotes the data on the left and right side of the cell face respectively.
Temperature behaves effectively as a passive scalar, hence the reconstructed value
for the temperature corresponds to the eigenvalue λ0:
T˜f = Tf0 (2.42)
Similarly one may derive the formulas for the other two directions separately. For an
in depth review and derivation of the Characteristics Based Scheme (CBS) please
see Drikakis & Rider (2005). The approximate Riemann solver operates on the
piecewise-constant representation of the variables.
The order of accuracy of the inviscid flux approximation can be increased using a
higher order interpolation to reconstruct cell face values VL,R instead of using the
piecewise-constant approximation. The calculation of primitive variables is imple-
mented for the characteristics based scheme using second and third order interpola-
tion. The derivation of the different orders of interpolation is reviewed in Drikakis
& Rider (2005).
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Consider the one dimensional stencil shown in Figure [2.1], an equidistant grid in
computational space and define two states, left and right, for the intercell variables,
as follows:
VL,i+1/2 = aVi − bVi−1 + cVi+1 + dVi+2 (2.43)
for the left state, and
VR,i+1/2 = aVi+1 − bVi+2 + cVi + dVi−1 (2.44)
for the right state.
The coefficients a, b, c and d are to be determined. The derivation of first, second
and third order reconstruction is presented here and the resulting ILES formulations
have been used throughout the cases presented within the following chapters.
Consider the derivative of the characteristic variable at the cell centre for the case
of a positive eigenvalue, the result will be analogous if a negative eigenvalue is
considered:
(
∂V
∂ξ
)
i
= VL,i+1/2 −VL,i−1/2 =
(2.45)
i−2 i−1 i i+1 i+2
Figure 2.1: One dimensional stencil for deriving the high order reconstruction
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aVi − bVi−1 + cVi+1 + dVi+2− =
(2.46)
(aVi−1 − bVi−2 + cVi + dVi+1)
(2.47)
(a− c)Vi − (a+ b)Vi−1 + bVi−2
(2.48)
+(c− d)Vi+1 + dVi+2 (2.49)
By developing all variables in a Taylor series expansion around the cell centre i,
(2.45) yields:
(
∂V
∂ξ
)
i
= (a− c)Vi−
(2.50)
(a+ b)
[
Vi −V(1) +V(2) −V(3) +V(4)
]
(2.51)
+b
[
Vi − 2V(1) + 4V(2) − 8V(3) + 16V(4)
]
(2.52)
+(c− d)
[
Vi +V
(1) +V(2) +V(3) +V(4)
]
(2.53)
+d
[
Vi + 2V
(1) + 4V(2) + 8V(3) + 16V(4)
]
(2.54)
Here the superscripts denote order of derivatives and the denominators in the Taylor
series expansion, these can be omitted and may be considered as an integral part of
the unknown coefficients which are yet to be determined.
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The grid spacing is considered to be equal to one since we are working in the com-
putational space, therefore equation (2.50) is written as:
(
∂V
∂ξ
)i = (a− b+ c+ d)(1) + [c− a+ 3(b+ d)](2)
(2.55)
+[c+ a+ 7(d− b)]V(3) + [c− a+ 15(b+ d)]V(4)
(2.56)
This achieves a first order upwind scheme when:
a = 1 and b = c = d = 0 (2.57)
The left and right states of the variables at the cell face are accordingly defined by:
VL,i+1/2 = Vi , VR,i+1/2 = Vi+1 (2.58)
The second order scheme may be obtained for:
a = b = 1 and c = d = 0 (2.59)
For satisfying the Courant Friedrichs Lewy (CFL) like restriction, i.e. having the
coefficient of the first-order derivative equal to one i.e.:
3b− a = 0 (2.60)
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On eliminating the second order derivative term from (2.55). Using (2.59) and
(2.60) the values a = 3/2 and b = 1/2 are obtained. The left and right states are
accordingly defined by:

VL,i+1/2 =
3
2
Vi − 12Vi−1
VR,i+1/2 =
3
2
Vi+1 − 12Vi+2
(2.61)
Finally a third order scheme can be obtained when d = 0, the CFL like restriction
is imposed:
a− b+ c = 1 (2.62)
By the following conditions for eliminating the second and third-order derivative
terms from: (2.55) 
3b− a+ c = 0
a− 7b+ c = 0
(2.63)
Eqs. (2.62) and (2.63) give the values a = 5/6, b = 1/6 and c = 1/3. The left and
right states are then accordingly defined as:

VL,i+1/2 =
5
6
Vi − 16Vi−1 + 13Vi+1
VR,i+1/2 =
5
6
Vi+1 − 16Vi+2 + 13Vi
(2.64)
The high resolution methods are based on high-order reconstruction of the inter cell
variable values and individually provide unique ILES formulations.
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2.2.4 Viscous Fluxes Approximation
Viscous fluxes were calculated using a second order central difference based on cell
centred values. This is in keeping with the physics of the partial differential equations
since the viscous part of the equations is elliptic and therefore central differencing
here is preferred. For example for the viscous flux EV, (the derivative of the flux)
in ξ in the cell centre is given by:
(
∂EV
∂ξ
)
i,j,k
=
(EV)i+ 1
2
,j,k − (EV)i− 1
2
,j,k
∆ξ
(2.65)
where the first derivatives inside the viscous flux are approximated at the cell face
using a central difference approximation e.g.:
(
∂u
∂ξ
)
i+ 1
2
,j,k
=
ui+1,j,k − ui,j,k
∆ξ
(2.66)
2.2.5 Time Integration
The solution of transient problems requires an update for the velocity time deriva-
tive, this is commonly performed by use of a predictor-corrector approach such as
Heun’s method, or for greater accuracy, higher order methods can be applied.
The time evolution of the system(s) is first order accurate and is performed us-
ing a fourth order Runge-Kutta time integration in pseudo time and a first order
prediction in real time.
Using superscripts to denote the time level and the Runge-Kutta step, the time
integration for pseudo time is defined as:
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U1 = Un (2.67)
U2 = Un − ∆τ
2
RHS(U1) (2.68)
U3 = Un − ∆τ
2
RHS(U2) (2.69)
U4 = Un −∆τRHS(U3) (2.70)
Un+1 = Un − ∆τ
6
(RHS(U1) + 2RHS(U2) + 2RHS(U3) +RHS(U4)) (2.71)
Here RHS represents the right-hand side of the Navier-Stokes operator in (2.25).
The time step on each Runge-Kutta iteration is locally defined according to the
convergence requirements of the advective part of the Navier-Stokes equations, which
is defined as:
∆τΩ =
CFL
(min {(|λ0, λ1| , |λ2|)})Ω
(2.72)
Here CFL denotes the Courant number, the convergence criteria for the set of con-
served variables is satisfied once the solution computed residuals reach a given max-
imum value. This value was 2.0 × 10−6 for pressure and 1.0 × 10−9 for all velocity
components.
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Finally the solution is evolved in real time using a first order approximation:
∂Ur
∂t
=
Ur
n+1 −Urn
4t (2.73)
A constant suitably small real time step has been used throughout the thesis. Unless
otherwise stated for a particular case, ∆t = 0.01 has been used by default.
2.3 Postprocessing
In this section we outline the post-processing process applied for various turbulent
flow quantities since the procedures used are the same for all turbulent flow cases.
Using operator < · > to denote average in time, we can decompose the velocity
vector using the Reynolds decomposition as follows:
u =< u > +u
′
(2.74)
v =< v > +v
′
(2.75)
w =< w > +w
′
(2.76)
Here the
(
u
′
, v
′
, w
′)T
vector represents fluctuations of the velocity components.
In theory, the velocity record is continuous and the mean can be evaluated through
integration. However, in practice, the velocity signal obtained numerically consti-
tutes a time series of discrete values.
Generally a typical turbulent flow simulation includes two major computation stages:
• Initial development stage - from the start of the computation until time t
where the flow is deemed to have developed sufficiently to establish a recurrent
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pattern. This point is usually determined by inserting marker points into the
flow and analysing the velocity signal obtained at the fixed locations.
• Sampling stage - here the averaging for the velocities and other turbulent
quantities is performed using the averaging window (t, t+ tav). The window
is selected based on the analysis of averaged quantities. For a developed flow
the averaged quantities do not change if the time window is further increased.
In the time window, tav, the averaged signal for velocity u, for example, is given by:
< u >=
1
tav
tav+t∑
t
un∆tn (2.77)
Where the summation runs over the sampling interval from the time step corre-
sponding from t to the time step corresponding to t+ tav.
The turbulent fluctuations component is presented in the form of turbulence strength,
this is the Root Mean Square (RMS) value of the fluctuating velocity component.
It is defined as the standard deviation of the set of random fluctuations, e.g. for u:
uRMS =
(
1
tav
tav+t∑
t
(un− < u >)2∆tn
)0.5
(2.78)
The cross-components of the Reynolds stress tensor are computed similarly, e.g.:
< u
′
v
′
>=
1
tav
tav+t∑
t
(un− < u >)(vn− < v >)∆tn (2.79)
Further information regarding the ensemble properties may be found in various
textbooks along with other high order statistics as in Pope (2000).
For the lid-driven validation case, the fluctuating streamwise component was also
used in order to obtain the power spectra. This was calculated using a Discrete
Fourier Transform (DFT), i.e. with ”fft” function in MatlabR2007b.
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The result of the computation is presented on Log-Log scales in order to provide
suitable comparison with the experiment.
The distance from the wall to the first grid cell centre in terms of wall units is also
presented in the results. Assuming, with dimensions (for the moment), y∗ to be the
direction normal to the wall, we can define the viscous length y∗τ (e.g. Pope (2000))
as:
y∗τ =
ν∗
√
ρ∗√
τ ∗w
(2.80)
Where τ ∗w denotes the shear stress at the wall. The non-dimensional distance in
terms of the viscous length is then given by:
y+ =
y∗
y∗τ
=
y∗
√
τ ∗w
ν∗
√
ρ∗
=
y∗
ν∗
√
ρ∗
√
µ∗
∂u∗||
∂n∗
, (2.81)
Where u∗|| is the component of the velocity tangential to the wall and n
∗ indicates
the direction normal to the wall. On extracting the non-dimensional compounds in
the above equation, one obtains the link between the non-dimensional wall-normal
coordinate in terms of the viscous length and characteristic length:
y+ = y∗
√
Re
∂u||
∂n
(2.82)
The partial derivative in the wall normal direction in the above equation has to
be evaluated numerically with suitable accuracy. For example using the first order
approximation, we obtain the following expression for the y+ corresponding to the
first cell centre from the wall:
y+ =
√
Re∆y
√
u2 + w2
2
(2.83)
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2.4 Pressure Forcing for Hypervapotrons
In this section the derivation of the pressure forcing term for an arbitrary geometry
is summarised. In order to preserve correct mass flux through the domain and
achieve homogeneity in the streamwise direction a body force may be introduced
Lenormand & Sagaut (2000). The time evolution equation for the mass flux in this
case may be calculated by operating on the streamwise component of velocity i.e.
streamwise averaging and integrating over the whole domain the streamwise velocity
component. The method suggested by Lenormand & Sagaut (2000) was derived for
a plane channel flow. In the following section the forcing term for the Hypervapotron
model in the developed flow region is derived. The approach and methods provided
here are applicable to an arbitrary geometry provided that the model itself is periodic
in both the streamwise and spanwise directions. Introduction of end walls only result
in an additional stress term to be determined and therefore the philosophy used here
may be directly extended to duct models of any shape. However, the formulation
presented assumes periodicity of geometry in the streamwise direction and no end
walls present. We begin the derivation by considering the streamwise component of
the momentum equation:
∂u
∂t
= −∂(u
2 + p)
∂x
− ∂vu
∂y
− ∂wu
∂z
+
∂τxx
∂x
+
∂τyx
∂y
+
∂τzx
∂z
(2.84)
Assuming that the inlets and outlets are in the x direction we can integrate the
above in the complete domain leading to:
∂G
∂t
=
1
Lx
∫ ∫ ∫ (
−∂(u
2 + p)
∂x
− ∂vu
∂y
− ∂wu
∂z
+
∂τxx
∂x
+
∂τyx
∂y
+
∂τzx
∂z
)
dV (2.85)
where
G =
∫ ∫
udzdy (2.86)
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is the volume flow rate in the cross section and τij are the components of the shear
stress tensor and Lx is the size of the domain in x. By considering the shear stresses
we may write:
∂τxx
∂x
+
∂τyx
∂y
+
∂τzx
∂z
= ∇ ·D (2.87)
Here D is defined as a vector:
D = (τxx, τyx, τzx)
T (2.88)
Therefore we may write:
1
Lx
∫ ∫ ∫
(∇ ·D) dV = 1
Lx
∫ ∫
(D · n) dS (2.89)
Here n is the outward normal vector to the bounding surface S. The integral sum
over the control faces is given by:
1
Lx
∫ ∫
(D · n) dSi = 1
Lx
n∑
i=1
∫ ∫
(τxxnx + τyxny + τzxnz) dSi (2.90)
Here dSi is defined as the set of face elements. Further let us decompose the pressure
into two terms, one being the periodic part and the other representing the linear
pressure drop:
p = pp + f · x (2.91)
In the momentum conservation law the divergence of the following vectors can be
identified:
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Eu =
(
u2, vu, wu
)T
(2.92)
Ep = (pp, 0, 0)
T (2.93)
El = (f · x, 0, 0)T (2.94)
Corresponding to the convective flux, periodic and linear parts of the pressure re-
spectively. Similarly applying the divergence theorem, these can be converted into
surface integrals. By considering the convective flux we obtain:
− 1
Lx
∫ ∫
(Eu · n) dS = 0 (2.95)
The contribution to this integral from the wall boundaries is zero due to the no-slip
condition. Contribution from the opposing periodic boundaries is zero because of
the periodicity. Therefore the contribution to the volume flow rate from convective
flux is analytically derived to be zero.
Contribution from the periodic pressure component is nullified on the periodic
boundaries but is not necessarily zero at solid walls unless nx = 0, hence we need to
take it into account:
− 1
Lx
∫ ∫
(Ep · n) dSi = − 1
Lx
∫ ∫
pnxdS 6= 0 (2.96)
This term can be incorporated into the integral of stresses to yield:
1
Lx
n∑
i=1
∫ ∫
((τxx − p)nx + τyxny + τzxnz) dS (2.97)
Or by expanding the stress tensor we may write:
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1
ReLx
n∑
i=1
∫ ∫ ((
2
∂u
∂x
− p ·Re
)
nx +
(
∂u
∂y
+
∂v
∂x
)
ny +
(
∂u
∂z
+
∂w
∂x
)
nz
)
dS (2.98)
Finally the integral corresponding to the linear pressure contribution can be calcu-
lated explicitly as:
− 1
Lx
∫ ∫ ∫
(∇El)dV = − f
Lx
V (2.99)
The equation for the rate of mass flux can then be written as:
dG
dt
=
f
Lx
V +
1
Lx
n∑
i=1
∫ ∫
((τxx − p)nx + τyxny + τzxnz) dSi (2.100)
Here the sum is taken over all boundaries of the domain. Discretising the above in
time we obtain the update formula for the mass flux:
Gn+1 = Gn −∆τ
(
fn
V
Lx
− 1
Lx
n∑
i=1
∫ ∫
((τxx − p)nx + τyxny + τzxnz) dSi
)
(2.101)
Finally the calculation of the pressure forcing term f is performed using a (first
order) Euler correction given by Lenormand & Sagaut (2000):
fn+1 = fn +
1
LxLz
(
C1
(
Gn+1 −Gideal
)
+ C2 (G
n −Gideal)
)
(2.102)
Here both C1 and C2 are relaxation constants to provide faster convergence during
the iteration cycles. The value of C1 and C2 during all cases was 2.0 and -0.2
respectively.
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2.5 Approximation of Conjugate Heat Transfer
Boundary Condition
Thermal boundary conditions at the solid-fluid interface, see Figure [2.2], can be
obtained from applying a surface energy balance. The temperature is continuous at
the interface and therefore:
Ts = Tf = Tw (2.103)
where the subscript “w” is used to refer to the wall quantities. At the solid-fluid
interface the flux boundary conditions are not easily defined and implementation
of the constraints is somewhat more perplexing. The curvature at the cavity walls
introduces an additional complication since the cell locations on either side of the
interface are not necessarily perpendicular to the wall surface. Since the heat flux is
defined through the wall normal direction the boundary condition at the interface is
resolved by applying the derivative in the wall normal direction of the temperature
at the interface.
ξ
SOLID
FLUID
I,Ny
I,1Tw(I)
Tw(I+1)
Figure 2.2: Close up view of the grid at the solid-fluid interface for the Hyper-
vapotron cases.
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ks
∂Ts
∂n
− kf ∂Tf
∂n
= 0 (2.104)
We begin the boundary condition derivation by considering the direct application
of the directional derivative for the temperature variable at the interface by using
the surrounding cell centre values from both the solid and fluid regions. In two
dimensions the equations are more easily derived. Consider the temperature in
curvilinear coordinates corresponding to the grid lines Ts,f = fs,f (ξ, η) as Figure
[2.2]. Taking into account the same wall temperature on both sides and the fact
that the wall is aligned with ξ, Equation (2.104) implies that at the wall:
(
∂T
∂ξ
)
w
cosθ +
(
∂T
∂η
)
s
sinθ =
kf
ks
(∂T
∂ξ
)
w
cosθ +
(
∂T
∂η
)
f
sinθ
 (2.105)
Here the subscripts of the components of the normal vector have been expanded
using the angle θ. While for the grid which is not orthogonal to the wall the above
expression will lead to a recurrent relation for wall temperature, for a wall-normal
grid, it simplifies to: (
∂T
∂η
)
s
=
kf
ks
(
∂T
∂η
)
f
(2.106)
Approximating the above with first order accuracy we obtain:
Tw,i =
kf
ks
∆ηs,iTf,i,1 −∆ηf,iTs,i,Ny
kf
ks
∆ηs,i −∆ηf,i
(2.107)
Once the wall temperature has been calculated the boundary condition in the sur-
rounding ghost cells is defined by extrapolation in both the solid and fluid. The
procedure outlined in this section should be valid provided the simulation is wall re-
solved, otherwise the approximation of the wall normal derivatives used in Equation
(2.107 and 2.104) becomes inadequate.
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Chapter 3
ILES Validation of a Cubical
Cavity Flow using High Order
Methods
3.1 Introduction
The lid driven cavity is an idealisation of several fluid mechanics problems. Much
of the flow dynamics that appear in a lid driven cavity is also found between the
fins within Hypervapotron main section. Although the lid driven cavity is a more
simplistic problem, it may be noted that the flow physics present are sufficiently
challenging. The flow field exhibits many phenomena which are particularly rele-
vant to the problem in hand. It may be described as a viscous Newtonian incom-
pressible flow and when considered beyond the critical Reynolds number will exhibit
inhomogeneous, anisotropic, turbulent behaviour.
With respect to numerical and analytical studies, the first work of this kind origi-
nated from Burggraf (1966). The investigation considered the laminar regime up to
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400. Further studies in this area were conducted using numerical methods including,
vorticity-stream function formulations Ghia et al. (1982), Bruneau & Jouron (1990),
with the most comprehensive work of the two dimensional case being provided by
Barragy & Carey (1997). Analytical and numerical methods have also been used to
investigate the stability regime within a lid driven cavity flow Ramanan & Homsy
(1994).
Three dimensional lid driven cavity flows have received less attention than the two
dimensional counterpart. This may be due to the computational expense and lim-
itations of less versatile solvers. Within the three dimensional problem, additional
vortices in the spanwise plane known as Taylor Go¨rtler-Like (TGL) vortices are
present. This phenomena has been investigated with success by Zang et al. (1993),
Jordan & Ragab (1994a) and Jordan & Ragab (1994b) in the testing of sub-grid
scale models for conventional LES methods. Within Habisreuting et al. (2007) LES
has been applied to gain turbulent data using other SGS models. The most accurate
and reliable numerical studies have been the DNS conducted by Verstappen et al.
(1994), Leriche & Gavrilakis (2000) and Leriche (2006) where in the latter, Reynolds
numbers up to 20000 have been considered.
The lid driven case may be considered to be a useful validation tool as verified
benchmark data is available from laminar to low turbulent Reynolds number regimes.
This is partially due to the well posed boundary conditions for the lid driven cavity
flow. In fact, many numerical methods have been benchmarked using the lid driven
problem, see Deville et al. (1992) for discussion in this context.
Much useful experimental data has been acquired with a Reynolds number limited
to 10000. Much of this work has been due to Koseff and others, the most reliable
of which has been Prasad & Koseff (1989). Within the article, experimental data
included turbulent quantities along centrelines in the symmetry plane. The tur-
bulent behaviour of the time traces demonstrated the presence of the sub-inertial
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range when power spectrum was computed. Insight into the lid driven problem
incorporating extensive turbulent data was also achieved by Deshpande & Milton
(1998). Within this study numerical methods were applied to identify energy spec-
tra, the Kolomogrov scale and dissipation rates which are present in the problem
(with Re=10000).
This is the first study of the lid driven cavity flow using ILES available in the lit-
erature. The ability of ILES to resolve strong recirculating flows in a wall bounded
domain is established here. The impact of high order reconstruction, grid resolu-
tion and velocity profile (regularised and uniform) is investigated in the following
sections.
3.2 Problem Description
All sides are equal in length, defining a cubical cavity domain. The main flow
features in the lid driven problem are illustrated in Figure [3.1]. This schematic
outlines the basic flow features and locations of them in the y − z plane for reader
reference. Several different types of flow phenomena are present in the turbulent,
three dimensional problem. Secondary flow structures, i.e. vortices, are located in
the corners of the cavities. TGL vortex pairs occur periodically in the flow as counter
rotating structures along the cavity base in the streamwise plane. A flow schematic
corresponding to the computational model is shown in Figure [3.2]. In this figure
Lines A and B denote the positions where experimental data was obtained in the
study by Prasad & Koseff (1989).
The flow field is characterised by a large primary vortex driven by the shear motion
of the moving upper boundary. The dimensionless Reynolds number is calculated
using the lid velocity, and cavity width.
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Corner vortex
Y
Z
Lid Motion
Corner vortexCorner vortex
Corner vortex
Core Vortex
TGL Vortices
Figure 3.1: Flow structure in the spanwise plane for a cubical lid driven cavity with
Re=10000.
The experimental data provided from LDA measurements Prasad & Koseff (1989) is
the basis of comparison for two Reynolds numbers, 3200 and 10000. Computations
are reported in the following sections and three different grid resolutions are consid-
ered. The grids comprised N , 3
2
N and 2N cells where N = 32. Therefore the grid
rersolutions were 323, 483 and 643, providing 32,768, 110,592, 262,144 nodes respec-
tively. The distribution of points was determined based on wall clustering. The grid
node locations were defined using the one dimensional stretching technique initially
proposed by Roberts (1971), modified later by Eiseman (1979). For the uniform
grid in y covering the domain [0, 1], for example, the stretched grid positions y1 are
given by the transformation:
y1 = ay + (1− ay)
(
1− tanh (b(1− y))
tanh (b)
)
(3.1)
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Figure 3.2: Computational domain for the lid driven cube. Here Ub denotes the
velocity of the cavity lid.
where a and b are parameters to control point distribution. In this study the values
of a and b were, 0.15 and 1.95 respectively. The resulting grids are shown in Figures
[3.3] and [3.4].
The main rationale behind limiting the grid size to 64 cells per direction is that
in the actual Hypervapotron geometry this was deemed to be the resolution which
can be employed per unit volume without leading to the grids which will not be
manageable from the computational time point of view.
This investigation also provides confidence in the numerical methods used (i.e. fluid
flow solver) and in particular the capability to resolve large recirculating structures
in the flow field. The simulations presented intend to highlight that reasonably
coarse grids can be used (in conjunction with high resolution methods) to achieve
suitable approximation of the key mean and fluctuating features.
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(a) Isometric view of 643 grid.
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(b) Two dimensional planar view of 643 grid.
Figure 3.3: Two and three dimensional views of the 643 grid in the lid driven cavity
cases.
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(a) Two dimensional planar view of 483 grid.
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(b) Two dimensional planar view of 323 grid.
Figure 3.4: Two dimensional planar views of the 483 and 323 grids in the lid driven
cavity cases.
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3.2.1 Initial and Boundary Conditions
The physical system is subject to the following initial and boundary conditions. The
initial condition is defined at time t = t0, for all stationary walls (i.e. except for the
lid surface,) the following constraint holds.
u = v = w = 0 (3.2)
At the lid surface we define the uniform velocity profile as:
u = 1, v = 0, w = 0 (3.3)
Simulation using the recently proposed Leriche & Gavrilakis (2000) regularised pro-
file is also included and the boundary condition at the lid surface in these cases is
described by (the domain in the cited study used a coordinate axis system that was
defined from -1 to 1 for each axis):
u(x, z) = a ·
(
1− (2x− 1)18
)2 · (1− (2z − 1)18)2 (3.4)
In the case where the regularised profile is used, the constant a, which gives the
maximum velocity in the above distribution, is determined by requiring the same
integral of velocity as for the constant lid velocity case. This yields a Reynolds
number of approximately 12000 with velocity normalised by the maximum in the
distribution.
Application of the regularised profile eliminates the singularity which is present with
a uniform profile. Further, it was found that this boundary conditon accelerated
convergence.
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3.3 Results and Discussion
3.3.1 Statistics and General Flow Description
In order to establish the flow development and accumulate average data on the
reporting lines, point markers in the flow were initially considered. Instantaneous
and fluctuating velocities have been recorded at a fixed point in space. The data
was acquired approximately 5mm from the lower wall upon the reporting Line B.
The time traces have been reported so that useful comparison of the data could be
made against the available experimental case Prasad & Koseff (1989).
The time windows used in the simulations were identical for each case. Follow-
ing the initial development stage of (approximately) 30 dimensionless time units,
200 dimensionless time units were found sufficient to establish converged turbulent
statistics. The ensemble averages were accrued within this time window.
The examples of time trace averaging windows are shown in Figures [3.5]-[3.6], for
the u and v components respectively. The instantaneous velocity in the first order
scheme seems to be taking a lower mean value of the other reconstructions. The
time trace indicates a laminar solution for the given cell centre and the second and
third order methods both exhibit random fluctuations at relativity high frequencies
in comparison.
This suggests in order to capture turbulence in the flow field solution, high order
reconstruction of the cell face variables was a requirement (based on current grids).
Comparing the behaviour of time traces for different reconstruction schemes with
that for different grids shown in Figure [3.7], it is clear that the increase in the order
of accuracy yields changes in the flow behaviour similar to these resulting from the
increase of the grid density.
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Figure 3.5: Instantaneous u velocity time trace at 5mm from the lower wall surface,
with comparison of different reconstruction orders during averaging time period, for
Re=10000.
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Figure 3.6: Instantaneous u velocity time trace at 5mm from the lower wall surface,
with comparison of different reconstruction orders during averaging time period, for
Re=10000.
Grid requirements for ILES demand the first grid cell from the wall to have a non-
dimensional wall distance of y+ < 5.
Although the y+ was suggested prior to the computations, the calculated values
for y+, which are a function of the wall shear stress, were also computed in the
post-processing to ensure that the first grid cell from the wall resided in the viscous
sublayer.
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Figure 3.7: Instantaneous u velocity time trace at 5mm from the lower wall sur-
face, with comparison of three different grids and third order reconstruction during
averaging time period, for Re=10000.
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Figure 3.8: Instantaneous v velocity time trace at 5mm from the lower wall, with
comparison of third order reconstruction solution on three different grids during
averaging time period, for Re=10000.
The Figure [3.9] is a contour plot of the instantaneous distribution of y+ values for
the first cell centre from the walls for the 643 case based on third order reconstruction
for the turbulent case with uniform lid velocity.
The average y+ for each of the cases was 1, 5 and 10, for the 643, 483 and 323 grids
respectively. The region where y+ was consistently greatest was at the cavity lid,
this was due to the high shear generated by the moving wall.
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Figure 3.9: Exposed view of y+ contours calculated on surfaces at the first cell
centre from the cavity interior walls for the 643 grid with third order reconstruction
for the case with a constant lid velocity, for Re=10000.
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Figure 3.10: Streamribbons with v velocity component contours (superimposed) for
the 643 grid with third order reconstruction for the case with a constant lid velocity,
for Re=10000.
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The general flow description presented here for the turbulent flow is based on the 643
grid, third order reconstruction and the constant lid velocity boundary condition.
The instantaneous trajectories of fluid particles leaving the upper right cavity corner
(i.e. x = 0.975) are shown in Figure [3.10].
The figure also shows the magnitude of the v velocity component superimposed
on to the streamribbons. The streamribbons on the right cavity wall progressively
decrease in v velocity from the top to the bottom of the cavity where the fluid
impinges on the surface. From this location in the domain the particle trajectories
demonstrate a perturbed path line indicating the streamline curvature breakdown
to a fully three dimensional flow.
The formation of corner vortices takes place during the flow development stage, all
vortices except for the top right corner vortex, remain in the flow field solution once
the flow has developed. Figure [3.11] and Figure [3.12] both show the corner vortices
in the spanwise plane.
The bottom left cavity vortex appears after the separation point which is located
at approximately x = 0.3. The bottom right vortex extends from the right wall to
approximately x = 0.8 The appearance of the TGL vortices is observed clearly at
the cavity base at x = 0.8 in the y − z planar view, see Figure [3.13]. The TGL
vortices arise from centrifugal Go¨rtler instability developing near the separating
curved streamline of the primary vortex.
Figure [3.14] shows a close up view of the TGL vortex pair corresponding to those
on the left in Figure [3.13]. The location of the TGL vortices corresponds to increase
vorticity magnitude in the spatial location. The cavity base, see Figure [3.15], shows
peak in vorticity magnitude at x = 0.8 due to the TGL vortices. The vorticity
contours at the cavity right wall in Figure [3.16] show the high speed primary vortex
induced by the moving lid and its breakdown towards the base of the cavity.
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Figure 3.11: Instantaneous velocity vectors of the bottom left corner vortex in the
spanwise symmetry plane for 643 grid for the third order reconstruction solution
with constant lid velocity, for Re=10000.
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Figure 3.12: Instantaneous velocity vectors of the bottom right corner vortex in the
spanwise symmetry plane for 643 grid for the third order reconstruction solution
with constant lid velocity, for Re=10000.
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Figure 3.13: y−z planar view of instantaneous velocity vectors showing TGL vortex
pairs on the 643 grid for the third order reconstruction solution with constant lid
velocity, for Re=10000.
Figure 3.14: y − z planar close-up view of instantaneous velocity vectors showing
TGL vortex pair on the 643 grid for the third order reconstruction solution with
constant lid velocity, for Re=10000.
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Figure 3.15: Two dimensional view of vorticity (magnitude) iso-surfaces on cav-
ity base for 643 grid with third order reconstruction and constant lid velocity, for
Re=10000.
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Figure 3.16: Two dimensional view of vorticity (magnitude) iso-surfaces on cavity
right wall for 643 grid with third order reconstruction and constant lid velocity, for
Re=10000.
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3.3.2 Results for Measurement Lines
The Re=3200 case was computed by using the steady form of the governing equa-
tions. The initial condition for all turbulent cases (were Re=10000) was defined by
starting computations with the converged laminar, Re=3200, steady state solution.
Figures [3.17] and [3.18] show the corresponding solution computed using third or-
der reconstruction on a 643 grid. The velocity components u and v, are shown in
comparison with the experimental data on lines B and A respectively.
Comparisons are presented for one component per line as this corresponds to the data
provided from measurements performed by Prasad & Koseff (1989). The velocity
distribution is captured correctly with the peaks of both components well resolved.
The under prediction of the x component of velocity in the middle of the cavity can
be due to the strong clustering towards the wall which leads to a relatively coarse
grid density in the middle of the cavity.
For the turbulent case (Re=10000), it was felt that recording shear stresses and
turbulent quantities throughout the volume in the lid driven case was unnecessary
since the experimental validation data does not provide such information. Therefore,
averaging was performed on the reporting lines only.
It has been shown that the solution of a lid driven cavity flow may be achieved
using high order methods within an ILES framework. The capability of using such
a formulation to resolve recirculating flows can be clearly highlighted when drawing
comparisons of the accuracy of the results with respect to the experimental validation
case Prasad & Koseff (1989).
Presented is both the time averaged ensemble velocity components along Line A
and Line B, as per Figure [3.2].
66 ILES Validation of a Cubical Cavity Flow using High Order Methods
x
<
v>
0 0.2 0.4 0.6 0.8 1
-0.4
-0.2
0
0.2
EXPERIMENT
CBS 3rd Order S.S
Figure 3.17: Comparison of the v velocity component along Line A on 643 grid with
experiment (the third order reconstruction solution for Re=3200).
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Figure 3.18: Comparison of the u velocity component along Line B on 643 grid with
experiment (the third order reconstruction solution for Re=3200).
ILES Validation of a Cubical Cavity Flow using High Order Methods 67
Attention is now turned to the Re=10000 case. The results from the converged cases
are presented to demonstrate the solution sensitivity to grid resolution, reconstruc-
tion order and the regularised boundary condition. Since the first order results in
laminar solution as indicated by the markers in Figure [3.5], only comparison of the
second and third order cases is presented in this section. In Figures [3.19] and [3.20]
both the Line A and Line B are shown for the 643 grid. A large negative peak in
< v > along Line A is present close to the right cavity wall. The computed data
compares well with the experiment here. The maximum in the < u > component
at the base of the cavity is over predicted and this may be due to grid resolution
close from the wall being too coarse. However, the reader will note that the third
order reconstruction results in closer agreement with the experiment across the Line.
However, the comparisons in the middle of the cavity are worse showing the trend
similar to that of the laminar case. All the data suggests that the solutions recover
the high strain regions of the flow field accurately, such as the lid shear layer and
the right cavity wall, but can struggle in more dissipative regions where decaying
turbulence may exist.
The regularised profile which had been used in DNS studies and proposed by Leriche
& Gavrilakis (2000) has little impact on the flow solution, see Figures [3.21] and
[3.22]. The solutions for both the third order regularised and uniform profiles are
shown. It seems that although justification exists for employing the boundary con-
dition it has had little impact on the simulations run here. It is suspected that
the singularities at the lid corners do not provide the same interference that may
arise using spectral methods, however the impact of the boundary condition may
be more important depending on grid resolution and reconstruction order. All grids
computed may be seen in comparison within Figures [3.23] and [3.24]. The 323
case is also shown and it can be suggested from these comparisons that the coarser
grids generally do not recover the correct location of the peaks that exist on the
centrelines.
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Figure 3.19: Comparison of the ensemble < v > velocity component along Line A
on 643 grid with different orders of reconstruction for Re=10000.
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Figure 3.20: Comparison of the ensemble < u > velocity component along Line B
on 643 grid with different orders of reconstruction for Re=10000.
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Figure 3.21: Comparison of ensemble < v > velocity component along Line A
for uniform and regularised cases on 643 grid with third order reconstruction for
Re=10000.
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Figure 3.22: Comparison of ensemble < u > velocity component along Line B
for uniform and regularised cases on 643 grid with third order reconstruction for
Re=10000.
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Figure 3.23: Comparison of ensemble < v > velocity component along Line A with
different grids with third order reconstruction for Re=10000.
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Figure 3.24: Comparison of ensemble < u > velocity component along Line B with
different grids with third order reconstruction for Re=10000.
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The Figures [3.25]-[3.26] show the RMS of the fluctuating components of velocity
for Line A and B. All data has been multiplied by a factor of 10 to enable direct
comparison with the figures in the reference experimental study by Prasad & Koseff
(1989).
The comparison of the fluctuating components is less favourable, however the same
trends are observed. The third order reconstruction provides the best comparison.
All data for RMS quantities are under predicted suggesting excessive dissipation
may exist in the numerical formulation.
The results obtained are of the same order as the experimental data for the third
order reconstruction, see Figures [3.23] and [3.24]. The sensitivity of the solution
based on grid resolution for RMS quantities can be seen in Figures [3.27] and [3.28].
It could be argued that with respect to the fluctuating components the second order
scheme provides similar accuracy to the third order cases.
The impact of the recently proposed regularised profile is more apparent when con-
sidering the fluctuating components, see Figures [3.29] and [3.30]. One may note
the magnitude of fluctuating components is generally higher for the uniform case.
It is possible to argue that the presence of the singularity in the uniform velocity
boundary condition provides an additional mechanism for the excitation of turbulent
flow and the smoothed profile may lead to a more dissipative solution. The results
also suggest that the solutions obtained here are far from grid independent.
The under prediction tendency of the data obtained here is comparable with other
numerical studies performed for the turbulent case. For example Leriche & Gavri-
lakis (2000),Verstappen et al. (1994) and Deshpande & Milton (1998). In the men-
tioned investigations, arguments are made to suggest the experiment suffered from
poor sampling.
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Figure 3.25: Comparison of vRMS velocity component along Line A on 64
3 grid with
different orders of reconstruction for Re=10000.
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Figure 3.26: Comparison of uRMS velocity component along Line B on 64
3 grid with
different orders of reconstruction for Re=10000.
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Figure 3.27: Comparison of vRMS velocity component along Line A with different
grids and third order reconstruction for Re=10000.
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Figure 3.28: Comparison of uRMS velocity component along Line B with different
grids and third order reconstruction for Re=10000.
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Figure 3.29: Comparison of vRMS velocity component along Line A for uniform and
regularised cases on 643 grid with third order reconstruction for Re=10000.
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Figure 3.30: Comparison of uRMS velocity component along Line B for uniform and
regularised cases on 643 grid with third order reconstruction for Re=10000.
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A statement made by Leriche & Gavrilakis (2000) with reference to turbulent RMS
data on Line A was:
”the u′ data from the experiment tends to be larger than those from the simulation,
but the velocities involved are very small, perhaps of the order of a few mm/sec in
the experiment where the measuring error would be proportionally greater. Thus
this difference is probably of no significance.”.
In terms of the actual magnitude of under predicted fluctuating components, the
results of Leriche & Gavrilakis (2000) are closer to the experiment than the results
obtained here. However, one should take into account that the mentioned study
used a far higher grid resolution and gained only a marginal increase in magnitude
for the turbulent quantities. The simulation applied 1293 Chebyshev polynomials
and a minimum and maximum grid spacing of 0.000301, 0.0245 respectively. Thus,
this makes it difficult to make direct comparisons without computing the cases based
on identical grids.
On the other hand the mean flow properties are captured adequately with the res-
olution employed here as is the distribution and tendency for the fluctuating com-
ponents. This gives confidence in the mean flow properties which can be obtained
on grids of similar density in the more complicated scenario, namely the complete
Hypervapotron case.
The volume of computational domains considered for the Hypervapotrons later in
this thesis comprise of ' 18.5 and ' 66.7 dimensionless units for a single cavity and
three cavity array respectively. With the resolution equivalent to 643 grid employed
here, we will require ' 4.7 and ' 17.5 million cells for these cases respectively.
These grid sizes are quite challenging within the computational resource available.
Hence, the finest resolution presented for the lid driven cavity validation case gives
the upper boundary of the resolution that could be obtained in the actual study.
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3.3.3 Spectral Properties
The fluctuating streamwise component was used to obtain power spectra of velocity.
The experimental data of Prasad & Koseff (1989) is just a straight line and the
author assumes this represents the regression of data achieved in experiments. The
power spectra describes how the signal (fluctuating velocity record) is distributed as
a function of frequency. The spectra shown are one-sided since the validation data
was presented in this form. The cut-off for the frequency in Hz corresponds to the
cut-off in the experimental data of Prasad & Koseff (1989). It can be seen from the
results (see Figure [3.31]) that both second and third order reconstruction exhibit
the sub-inertial range and the -5/3 slope is a prominent feature of the figures. The
power spectra for the first order case was considered spurious since the simulation
demonstrated laminar flow and is not presented.
(a) Power spectra for second order reconstruction.
(b) Power spectra for third order reconstruction.
Figure 3.31: Longitudinal power spectra of u velocity based on averaging time pe-
riod, for Re=10000. Units of magnitude is m2/s2Hz and the frequency units are
Hz.
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Chapter 4
Validation of a Lid Driven Cavity
Flow with Heat Transfer
4.1 Validation of Conjugate Heat Transfer
The validation of conjugate heat transfer has been conducted and the solutions of
both steady and transient models are presented. It has been shown that validation
of the temperature field is achieved for steady and unsteady solutions when the fluid
and solid exchange heat.
Such validation was required to ensure that the temperature treatment was accu-
rate prior to the Hypervapotron analysis. Comparisons against analytical solutions
by O¨zis¸ik (1985) show that the current formulation and application of boundary
conditions is satisfactory to model the conjugate problem (also required in the Hy-
pervapotron models).
In addition to the fluid flow the solid alloy is also considered here and the con-
jugate heat transfer between different media with specified material properties is
described. Several different models are presented and serve to provide confidence in
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the implementation of the temperature scalar.
The code was developed from the multi-species formulation, see Shapiro & Drikakis
(2005), which includes the capability to model any number of scalars within the
code, therefore, it was expected from the outset that only limited validation of the
temperature scalar was necessary.
Although the basis of the work presented for the conjugate heat transfer has consid-
ered one dimensional solutions it is thought that extension to the three dimensional
model does differ in principle.
The one dimensional model in both the time dependent and steady state imple-
mentations demonstrate that application of the temperature scalar in the solid is
physical, convergent and time accurate.
Finally simulation of a hybrid (laminar) lid driven cavity flow with heat transfer is
provided. The flow over the two dimensional cavity is compared against the work
of Chen (1996) and good agreement is achieved.
4.1.1 One Dimensional Three Layer Composite
Solutions have been obtained for a three layer composite consisting of two differ-
ent media; water and the copper based alloy Cu-Cr-Zr (1.0% Cr,0.07% Zr). This
arrangement was selected since analytical solutions for the case exist.
The case allowed application of the boundary conditions (constant temperature and
flux) at the interface regions. Since at this stage only preliminary validation of the
heat transfer was to be performed the fluid velocity was set to nearly zero in order
to simulate stationary fluid and therefore a layered composite medium.
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4.1.2 Problem Description
The two material, three layer composite with thermal conductivities k∗f (fluid) and
k∗s (solid) is considered with k
∗
s > k
∗
f . In the general case with dimensions, we
can have three layers of different thickness, however, for the validation we assume
without loss of generality the same thickness for both materials. Also if we normalise
temperature by the difference of constant temperatures at the upper and lower solid
walls the non-dimensional temperature takes values within the range of 0 and 1.
The schematic of the non-dimensional problem is given in Figure [4.1]. As long as
the flow is laminar, the non-dimensional heat conduction problem depends only on
the ratio of thermal conductivities which has been selected to match the material
for the Hypervapotron walls and water. The summary of the problem parameters
is provided in Table 4.1.
Dimensionless Parameter Magnitude
Reynolds Number 10
Ratio of Thermal Conductivity ksf =
(
k∗s
k∗
f
)
691.0
Domain Length in x 6.0
Domain Length in y 3.0
Domain Length in z 1.0
Table 4.1: Thermal and geometric constants for the one dimensional model.
The validation provided by O¨zis¸ik (1985) has been simulated on coarse grids, with
dimensions, nx = 16, ny = 30 and nz = 12. The non-dimensional parameters
presented were used in both the steady state and transient models. Values for water
and the copper alloy at 25oC have been applied to derive the thermal constants. A
fixed time step was applied to the simulations, 0.1.
The temperature profile for this case is easily obtained and solved and the reader
is reminded that the piecewise temperature profile in all three domains is expressed
by:
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Figure 4.1: One dimensional three layer composite physical model.
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Figure 4.2: One dimensional three layer composite solution with CBS first order
reconstruction and comparison with O¨zis¸ik (1985).
Validation of a Lid Driven Cavity Flow with Heat Transfer 81
Tsl,f,su(y) = c
1
sl,f,suy + c
2
sl,f,su (4.1)
where the subscripts “sl”, “f”, and “su” refer to the lower solid domain, fluid domain
and upper solid domain respectively. The constants for the resulting solution are
obtained from the continuity of temperature and heat flux on the internal boundaries
and constant temperature conditions on the lower and upper solid walls; Tsl(−1) = 0
and Tsu(2) = 1 respectively, leading to:
Tsl =
1
2 + ksf
y +
1
2 + ksf
(4.2)
Tf =
ksf
2 + ksf
y +
1
2 + ksf
(4.3)
Tsu =
1
2 + ksf
y +
ksf
2 + ksf
(4.4)
Using these formulas for each block in the domain we compare the analytical solution
to the computed result, see Figure [4.2].
The solution was computed using a first order reconstruction until convergence was
reached. The convergence criteria was satisfied once the solution computed residuals
reached a given maximum value. In this case the value was 1×10−3 for all variables.
From the analytical solution it is possible to notice that the gradient of temperature
in the solid differs from that in the fluid by the factor of 1/ksf which is of order
1.5 · 10−3. Although the Figure [4.2] looks as if the solution provides a constant
temperature within the solid regions in fact this behaviour is due to the high ratio
of thermal conductivities of the solid and fluid media.
The temperature drop in the solid upper and lower regions is shown in Figures [4.3]
and [4.4] and is a monotone, linear function. The simulations conducted demonstrate
good comparison against the analytical solutions.
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Figure 4.3: Linear temperature increase over solid upper wall (from steady state
solution with first order reconstruction and comparison with O¨zis¸ik (1985)).
y
T
-1 -0.8 -0.6 -0.4 -0.2 0
-0.001
0
0.001
0.002
Analytical Solution
CBS 1st Order S.S
Figure 4.4: Linear temperature increase over solid lower wall (from steady state
solution with first order reconstruction and comparison with O¨zis¸ik (1985)).
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4.1.3 Transient One Dimensional Model Single Medium
In order to verify the time dependent solutions we consider heat front propagation
in a uniform slab of material with the same dimensions as in the previous case. The
computational setup, including the domain size and the grid are as in the previous
case however, in this instance the ratio of heat conductivities is equal to one, i.e.
ksf = 1. The initial condition for the problem is Tsu(2) = 1 in the complete domain.
Then at time t = 0 the lower wall outer surface is dropped to a constant temperature
Tsl(−1) = 0 while the upper wall outer surface is maintained adiabatic (insulated
b.c). The analytical solution of the resulting transient, one dimensional problem is
given by O¨zis¸ik (1985).
For this problem we introduce an additional non-dimensional quantity, the Fourier
number:
F =
α∗st
∗
c
l∗c
2 (4.5)
The Fourier number is a measure of the rate of heat conduction in comparison
with the rate of heat storage in a given volume element. Therefore the larger the
Fourier number, the deeper the penetration of heat into a solid over a given time.
Now we may express the non-dimensional solution (of a single medium) through
the following series expansion, one may also note that the time considered in the
following equation is also the total run time of the simulation:
T (y, t) =
4
pi
∑ (−1)n+1
2n− 1 exp(−λ
2
nF )cos(λny) (4.6)
Here the quantity λn is defined by λn = pi(2n− 1)/2. By using this formula for the
temperature profile we are able to compare the result to the computed solution.
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Figure 4.5: Comparison for the transient conjugate heat transfer with analytical
solution provided by O¨zis¸ik (1985) at t=50.
The solution, see Figure [4.5], was computed using a first order reconstruction for a
number of pseudo time steps until convergence was reached. The convergence criteria
was satisfied once the solution computed residuals reached a given maximum value.
This value was 1× 10−3 for all variables.
The numerical solution compares well with the work of O¨zis¸ik (1985) and served to
provide confidence in the transient results with heat transfer of the time dependent
solver.
The transient solution can be computed as a three layer composite by expanding
the series solution of the single media through introducing the array of size three for
the thermal conductivities. However, such a solution approaches the steady state
behaviour as shown in Figure [4.2].
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4.2 Laminar Lid Driven Cavity Flow with Heat
Transfer
4.2.1 Introduction
The numerical results based on the evaluation of a steady hybrid lid driven flow over
a two dimensional cavity is compared against the work of Chen (1996). The model
consists of a laminar two dimensional cavity with the upper lid wall some distance
above the cavity mouth.
The case is simple to implement and served to show that the numerical method
approximates the temperature diffusion in the channel and cavity well. The reader
may note the case has the advantage to study the interaction between the cavity and
the channel (i.e. the shear layer) which also appears in the Hypervapotron cases.
The boundary and initial conditions for the laminar flow model were straightforward
to apply and therefore the physical behaviour of a two dimensional flow was quickly
verified by using this case study. The model was simulated with Re = 1,000, Pr =
2.2 and steady state solution was achieved.
4.2.2 Problem Description
The lid driven flow over an open cavity can be characterised as a nearly parallel
flow in the channel. This channel flow then causes the formation of eddies in the
cavity. It can be observed that most of the space within the cavity is occupied by a
primary vortex.
The secondary eddies that result from the motion of the primary recirculation along
the cavity walls appear at the lower corners of the cavity. Consequently, the motion
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of the primary eddy is the dominant factor in affecting the heat transfer over the
cavity walls.
The physical system is subject to the following initial and boundary conditions.
When the value of Hchan = 0, the physical system is a lid driven cavity flow see
Figure [4.6]. The characteristic length is the cavity width and the simulation used a
channel height to cavity width ratio of 0.2 leading to non-dimensional channel height
Hchan = 0.2. Here, the Reynolds number is based on the moving wall velocity with
Re=1000.
y
x
W
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chan
L
Figure 4.6: Physical domain for the hybrid lid driven case.
The results were obtained from a 111 × 131 uniform grid in the cavity section and
compared against a 110× 130 grid in Chen (1996). The characteristic length in the
model was the cavity width and the characteristic velocity was the lid velocity. The
upstream and downstream lengths were chosen to be four times the cavity width
with the domain origin located at the upper upstream cavity corner.
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4.2.3 Initial and Boundary Conditions
The velocity distribution at the inlet is obtained by solving the impulsively started
plane Couette flow problem and the outlet of the domain has the extrapolation of all
flow field variables. The initial condition for the steady state simulation is that the
flow and upper channel wall are both at rest at time, t0 = 0 and the non-dimensional
temperature in the channel is set to 0. The boundary conditions are enforced as
follows:
• At the inlet:
u(y) =
y
Hchan
(4.7)
∂v
∂x
= 0, T = 0 (4.8)
• At the outlet all variables were:
∂
∂x
= 0 (4.9)
• At the upstream and downstream lower walls of the channel:
u = v = 0, T = 0 (4.10)
• At the cavity walls constant temperature is applied:
u = v = 0, T = 1 (4.11)
• Finally on the upper channel wall surface we have:
u = 1, v = T = 0 (4.12)
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4.2.4 Results and Discussion
The steady state solution was achieved with a Full Multigrid - Full Approximation
Storage Algorithm (FMG-FAS). Here, three stage V cycles are used to accelerate
convergence. The convergence criteria was 1 × 10−7 for all variables. The results
of the simulations are presented in terms of non-dimensional temperature, velocity
plots, see Figures [4.7] and [4.8] and wall heat fluxes, see Figures [4.9] and [4.10].
The flow field exhibits several features expected to be seen in the Hypervapotron
main section due to the presence of the cavity and the channel interaction. Most
importantly the flow field contains the shear layer which is a key characteristic of the
flow structure. The shear layer resides over the cavity mouth and is highly dissipative
although still laminar. Confidence that the shear layer flow can be resolved is
extremely important since the flow structure inside the cavity is heavily influenced
by the shear layer and may not be representative of the true cavity flow structure
if under resolved. The presence of the corner vortices at the base of the cavity are
fully resolved, see Figure [4.7].
In the comparison case see Chen (1996), results were obtained using a less robust
numerical scheme known as the ’deterministic vortex method’. In this method, at
each computational time step, both equations (linear diffusion and nonlinear Euler)
are solved sequentially to give the approximation of the vorticity field. The solutions
achieved by using the current formulation gave much better results. This can clearly
be seen by the presence of the corner vortices that are resolved and do not appear
in the results of the comparison data, see Figure [4.7].
Over the cavity walls the heat transfer rate is enhanced by the motion of the primary
eddy. Contour plots of the iso-concentration lines are shown in Figure [4.8], the
asymmetric characteristic of dense contour lines near the downstream upper corner
reveal the high heat transfer rate in this region.
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Figure 4.7: Streamlines of velocity for the hybrid lid driven case with Re=1000 on
111× 131 uniform grid.
Figures [4.9] and [4.10] illustrate the local wall heat flux distributions over the cavity
walls (calculated using a first order central differencing scheme). The largest heat
flux occurs near the downstream upper corner due to the impingement of the sepa-
rated layer from the bulk channel flow inertia. Small differences do exist between the
CBS solution and that presented by Chen (1996). The left wall demonstrates the
least favourable comparison of the two. It may appear from Figures [4.9] and [4.10]
that the heat flux approaches zero at the lower corner on either wall. However, this
is not the case. The heat flux in the corner regions is significantly lower than the rest
of the wall since the secondary recirculation provides much lower magnitude wall
velocity and therefore lower heat flux. In order to illustrate this effect, a zoomed in
view of the heat flux on the left cavity wall is provided in Figure [4.11].
It is expected that the difference present is superficial since the digitisation of the
comparison case introduces a large error close to the wall region.
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Figure 4.8: Temperature contours for the hybrid lid driven case with Re=1000 on
111× 131 uniform grid.
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Figure 4.9: Left side local wall heat flux using third order central differencing in
comparison with Chen (1996).
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Figure 4.10: Right side local wall heat flux using second order central differencing
in comparison with Chen (1996).
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Figure 4.11: Left side corner local wall heat flux using first order central differencing
in comparison with Chen (1996).
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Chapter 5
ILES of Hypervapotron Flow
Configurations with Heat Transfer
5.1 Introduction
The motivation to obtain optimised heat fluxes within Hypervapotrons has defined
the need for understanding and analysis of the unsteady thermo-fluid behaviour
that exists within the ribbed section of the ion beam dumps. The use of a cavity
array within the main duct sections of a Hypervapotron provides a large increase in
exposed surface area.
The Hypervapotron takes advantage of an efficient technique of removing heat fluxes,
namely, subcooled flow boiling. The idea of subcooled flow boiling for heat sinks
has been considered and it has been proven, for high heat flux consumption the
CHF is an unsuitable operating point. Such high heat flux may result in dry out
at the wall surface and be responsible for thermal shock during pulsing. However,
studies based on the heat transfer and flow characteristics within Hypervapotrons
suggest that enhanced heat dissipation may be achieved by inducing controlled wall
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boiling. It has been suggested by Boyd (1985), the Hypervapotron technique, which
involves fins placed transverse to the fluid flow in the device, ”is one of the most
intriguing fin enhancement techniques predicated on the idea of allowing a portion
(the base) of the fin to operate at a temperature greater than the CHF temperature,
while the remaining portion operates near the onset of stable nucleate boiling”. The
Hypervapotron technique in subcooled flow boiling and the corresponding CHF has
been approached by many authors, a milestone study of this is Cattadori et al.
(1993a). Within the latter, useful visualisation data related to the CHF was recorded
and important characterisation of the Hypervapotron effect as a function of geometry
and fluid flow conditions was obtained through high speed videography.
Many experimental investigations have evaluated the performance of Hypervapotrons
for short pulsing in NBH systems (used at JET), which is typically around 5-10
seconds; a recent work of this type is Nightingale et al. (2001). Several studies
conducted on Hypervapotron performance applied in nuclear reactors have been
reviewed by Chang & Baek (2003). Here attention is drawn to factors affecting
the CHT and several theoretical models are discussed. Performance analysis has
demonstrated that the cavity and channel design has significant impact on the over-
all performance characteristic of the device, see Milnes et al. (2005). Here it was
suggested that the Hypervapotrons used at JET are the most economical and reli-
able energy dumps available for NBH systems. The latter investigation was focused
on the performance of Hypervapotrons under long pulse operation.
Further information surrounding the longer pulse (approx. 1000 seconds) perfor-
mance may be found in Dahlgren et al. (1994). The development of novel designs
for Hypervapotrons has been conducted by others and in particular some useful en-
hancements made by a saw-toothed design have been noted in Ezato et al. (2001).
Further, the more established swirl tube concept and comparisons of this with the
cavity array design previously used have received some attention by Baxi (2004).
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Although much experimental work has been conducted on these devices numerical
simulations have received far less attention until recently. In particular, studies such
as Pascal-Ribot et al. (2005) Pascal-Ribot et al. (2007) using Neptune and most re-
cently the two dimensional studies conducted by the UKAEA using RANS models,
see Milnes & Drikakis (2009), have provided an assessment of various methods avail-
able using the commercial solver CFX. Through numerical methods, in particular,
those present here, the analysis of flow manipulation for heat transfer enhancement
may be conducted to indicate the locations and development thermal boundary layer
and hot spots occurring during pulse activation. Simulations and numerical analysis
are fast becoming an integral part of the design process where this cooling device is
concerned.
Within this thesis is presented the results of studies conducted using AC-ILES for
the Standard design with various grids and high order variable reconstructions. This
serves to provide a fundamental understanding of the flow structure and its effect on
the heat transfer within the Hypervapotrons under operational conditions. On beam
activation the Hypervapotrons are bombarded by high energy residual ions from the
NBH process, the water cooled tiles absorb this heat energy and the solid face of the
device exterior is maintained at approximately 450oC. The beam stopping elements
are manufactured from a copper based alloy Cu-Cr-Zr (1.0% Cr,0.07% Zr). This
physical circumstance corresponds to a far field, solid surface, boundary condition
that is specified as constant temperature. At the interior wall surface, the working
fluid; water, passes over the ribbed duct and is exposed to high temperatures at the
wall surfaces. It is assumed that the flow through the duct is developed and therefore
a periodic model was examined to aid understanding of the flow field features.
Three transport modes of heat transfer occur in our system; they are heat conduc-
tion, (non-linear) highly unpredictable nucleate boiling wall heat transfer and forced
convection. It is expected that convective heat transfer is the primary mechanism
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Figure 5.1: Separated flow over a cavity.
through which cooling is achieved in the device. The mainstream flow is responsible
for the large exchange of heat transfer from the near wall region to the free-stream
temperature. At the near wall region methods to approximate the temperature
variable and heat flux distribution at the solid-fluid interface is of primary concern.
An important aspect of an open cavity flow is the separation of the fluid over the
discontinuous path.
The boundary layer separation in an open cavity flow is characterised by the for-
mation of reversed flows and recirculation regions. Initially the oncoming boundary
layer enters the cavity and forms a shear layer. The layer resides over the cavity
and borders on the external flow, the shear layer itself widens from the upper left
corner to the upper right corner (assuming the direction of the flow is from left to
right). At this stage, part of the shear layer (zone 2) at the right side cavity wall
detaches and is deflected into the cavity notch itself, giving rise to the flow in the
cavity (zone 3) (as in Figure [5.1]). Here, a large unsteady vortex resides from the
separated shear layer over the open cavities and secondary flow is generated from
this primary motion.
This concept results in a highly non-linear flow regime of unstratified wall boiling
which occurs at repeated locations within the cavities while the cavity base exceeds
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the CHF. A large primary vortex is formed and thermobuoyancy helps promote
secondary vortex shedding (at the cavity mouth) which contributes to the replen-
ishment of subcooled water ensuring dry out is avoided. The voidage that occurs in
the cavities (between the fins) is born into a region of high mixing and subcooled
water and is believed to condense quickly. The turbulent motion of the fluid flow is
responsible for the rapid exchange of heat transfer at the wall surface and this results
in an unsteady temperature behaviour at the interface. The wall heat flux exhibits
different modes of behaviour based on the direction of recirculation, number of vor-
tices and the location in which they reside. The flow path of the unstable eddies that
leave the cavity and travel downstream require an explicit unsteady time dependent
solution of the flow field to effectively recover the flow behaviour. The ability to
achieve the correct wall heat flux relies on the solver to determine properties within
both media (solid and fluid) and resolve the unsteady interface temperature (which
is heavily related to the flow structure surrounding the solid material). However,
since a turbulent high speed flow is passing over the high temperature surface it is
assumed that boiling will occur only in a thin layer. Therefore in this region, like
in the solid alloy, heat transfer occurs by conduction. Near wall, where velocity is
zero, conduction is the sole means of transport and when the velocity takes some
finite value an associated heat transfer via convection transport occurs.
During nominal operation it is assumed the Hypervapotrons have a steady flow rate
and the operational parameters of the devices within the JET facility are outlined
in Table 5.1.
Operational Parameters Units Magnitude
Flow Velocity Range m
s
4 - 6
Inlet Pressure Range 105 × N
m2
4 - 6
Pressure Drop 105 × N
m2
< 1
Peak Surface Temperature K 723.15
Temperature Gain (per unit) K 30
Table 5.1: Nominal operation parameters for Hypervapotrons.
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5.2 Timescale Analysis
Although the forced convection within the channel section is the dominant mode
of heat transfer, the scalar transport is due to both advection and diffusion as ex-
pressed in the governing equations (see Chapter 2). Analysis of the non-dimensional
equations can lead to the derivation of several important timescales related to the
transport of the temperature field and flow development. Let us consider the char-
acteristic timescales for the development of flow and heat transfer processes. In the
following analysis media properties have been taken from Rohsenow et al. (1998),
the key parameters are summerised in Table 5.2.
Parameter Magnitude
Prandtl Number 7.13
Ratio of Thermal Conductivity ksf =
(
k∗s
k∗
f
)
691.0
Ratio of Thermal Diffusivity ksf =
(
α∗s
α∗
f
)
866.0
Table 5.2: Non-dimensional thermal constants for Hypervapotron simulations
For an incompressible flow, the development of the flow is linked to the development
of the pressure field. The characteristic time τ ∗f for the flow development can then be
expressed as the time it takes the pressure wave to propagate through the geometry:
τ ∗f =
L∗
a∗
(5.1)
where L∗ is the characteristic length of the geometry, which generally cannot be the
same as the characteristic length l∗c used when making the system non-dimensional,
and a∗ is the speed of sound. Estimates for the length of the Hypervapotron array
and the speed of sound in water at 293.15K yields the flow development time of
approximately τ ∗f ' 10−4s. For the scalar transport due to advection the charac-
teristic length is given by the (reference length) width of the cavity used in the
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non-dimensional equations. The characteristic time for the scalar transport due to
advection τ ∗a which represents convective heat transfer can then be estimated as:
τa =
l∗c
u∗c
(5.2)
The above yields τa ' 5 · 10−4s for the maximum flow speed and cavity width taken
as characteristic parameters. Finally, the heat conduction timescale is given by:
τ ∗c =
L∗2
α∗f,s
(5.3)
where characteristic length L∗ and thermal diffusivity α∗ is chosen depending on
whether we consider the fluid or solid regions. In the solid, the characteristic length
is given by the thickness of the solid wall below the cavities (6mm). Taking into
account that the thermal diffusivity of the alloy used can be estimated at 1.25 ·
10−4m
2
s
, this yields τ ∗c,s ' 0.288s.
In water, at room temperature (293.15K), the thermal diffusivity is given by 1.44 ·
10−7m
2
s
and the heat conduction on the scale of the cavity width leads to character-
istic time scale τ ∗c,f ' 62.6s.
The flow establishment timescale indicates the time period required for stabilisation
of the pressure field in the problem. This occurs very quickly for our problem. Fur-
ther, since the complete Hypervapotron geometry includes more than 250 cavities,
we can expect the flow to develop a periodic pattern away from the inlet and outlet
sections. The temperature front then propagates through the solid, reaching the
fluid domain where the flow has been already established.
This process is much slower than convection and it would be difficult to resolve it in
a fully coupled manner due to substantial computational time required for the front
to propagate through the solid. Once the temperature front has reached the fluid,
the dominant heat transfer mechanism within the fluid is convection.
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5.3 Problem Formulation
The entire Hypervapotron is an immense task to model as a three dimensional
geometry and would require an excessive number of grid nodes and consideration of
inter alia entrance and exit geometry.
The main section of the Hypervapotron is essentially an array of cavities heated from
beneath in a channel flow arrangement; this more simple and recurrent geometric
detail is the subject of the investigations.
Based on these observations, the following computational strategy can be adopted
to resolve the transient convection-dominated heat transfer in fluid:
• Depending on whether the resolution of the thermal boundary layer in solid
is required, the problem can be computed with conjugate heat transfer or in
fluid domain only with the fixed temperature boundary conditions.
• The flow can be initially computed for a periodic section of the Hypervapotron
encompassing a number of cavities. This would require the forcing mechanism
derived in Chapter 2.
• The temperature field is then initialised with constant temperature in the fluid
region for the fluid only problem and constant temperature in the solid region
for the conjugate heat transfer problem.
• The computation proceeds through the initial stages of the temperature field
development in allowing to establish the link between the flow structure and
heat flux at the fluid-solid interface.
This approach would allow the analysis of the flow and convective heat transfer in
both fluid only and conjugate models and circumvent the computational difficulties
associated with the complete time dependent conjugate problem.
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The extent of the streamwise length selected for the periodic domain is not a trivial
question. Geometrically, the “repeating unit” can be represented by a single cavity
with 0.5 (non-dimensional) lengths for the upstream and downstream plates, see
Figure [5.2].
On the other hand, for separated turbulent flows with repeated geometrical units
it can occur that one repeating unit is insufficient from the point of view of tur-
bulent statistics. This has been observed, for example in DNS simulations of wall
mounted cubical arrays, see O. Coceal & Belcher (2006). In order to test whether
this one repeating unit is sufficient, another configuration has been selected with
three repeating units, see Figure [5.3].
The impact of side wall effects has been neglected within the simulations conducted
here due to the large increase in grid nodes required to resolve the additional span-
wise walls in the domain. The model is assumed to be span periodic since the
spanwise length associated with the Standard geometry is exactly 16 times the
characteristic length. In such circumstances it can be suggested periodicity in this
direction is an acceptable modelling compromise.
A distance of two cavity widths (equivalent to 2 non-dimensional units) was provided
in the spanwise direction with uniform cell distributions. However, clustering was
employed in the remaining directions in order to resolve near wall regions sufficiently.
The overall grid densities are representative of that used in the cubical cavity simu-
lations and it was thought that with high order methods the flow would be efficiently
resolved to within an order of accuracy.
Based on such data the topology of the flow structure resulting from different re-
construction schemes and grids may be discussed. This would support qualitative
analysis of flow topology (and resulting differences in heat transfer) for the various
cases considered within this study.
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Figure 5.2: Repeating unit based on one cavity.
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Figure 5.3: Repeating unit based on three cavities.
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5.4 Parallelisation and Multiblock Grids
Due to the wall curvature on the base of the cavities, a single block was not easily
mappable in computational space and therefore a structured multiblock approach
was used. All cases were solved using structured multiblock grids and the parallel
implementation of the numerical algorithm reduced the computational time dura-
tions significantly.
The multiblock domains consist of 12 and 72 blocks in the x − y plane for the
single and three cavities models respectively, see Figures [5.4]-[5.7]. Initially two
dimensional simulations where conducted before code parallelisation after which
grids were extruded in the spanwise direction to provide a three dimensional domain.
Grids were then further decomposed in the z-axis by a specified number of slices,
totalling in a different number of blocks for each of the cases.
The three dimensional domains used either 96 or 192 blocks in the single cavity
coarse and medium cases respectively. The three cavity coarse grid cases used a
total of 576 blocks. Two different grid resolutions were used in simulations for the
single cavity. Both coarse and medium grids were all that could be computed within
the PhD time frame due to the three dimensional requirement.
Fine grids would require significantly more time than available and therefore the
flow may still be under resolved. Coarse grids for the single and three cavity cases
were 783,328 and 3,717,168 nodes respectively. Medium grids for the single and
three cavity array cases computed used 5,691,840 and 9,561,600 nodes respectively.
However, the medium grid, three cavity cases required further run time to acquire
convergence and therefore are not presented.
The cases all required significant High Performance Computing (HPC) time and the
storage requirements had also become excessive to the point where data was very
tedious to manipulate and postprocess. The cases were computed on the Cranfield
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University HPC facility, ASTRAL. The parallelisation was based on MPI (Mes-
sage Passing Interface) standards and data communication was based on distributed
memory storage. Within the message-passing methods, the computational grid, is
subdivided into non-overlapping sub domains with each contribution being assigned
to a separate processor. The optimum number of processors for any one case was
determined by time tests.
The boundary conditions were stored into an end of loop layer of ghost cells, with
each edge having two ghost cells overlapping in space with the adjacent block coordi-
nates. The boundary conditions were specified on each block face. The performance
of the parallel implementation is easily highlighted when subroutines are subject to
time testing to investigate the scalability of the solver on specific grids. The time
duration of subroutine operations in the solver has been recorded after a single time
step on the grids. This serves to illustrate the parallel scalability of the algorithm
with the current multiblock decomposition, see Figures [5.8]-[5.13].
From the data in the Figures [5.8]-[5.13] and Table 5.3, the reader may note that
an increase in the number of processors results in the ratio of the sweep routine and
message passing computing times changes until the message passing bottlenecks the
scalability. This time testing showed that the optimum number of processors for
each case were 8 on the coarse grid and 16 for the medium grid for the single cavity
case. Finally 24 slices were applied for the solid-fluid three cavity array coarse grids.
IPS N BCS SWP Inv-X Inv-Y Inv-Z Vis-X Vis-Y Vis-Z
1 5691840 13.64 137.7 16.40 20.30 16.87 8.62 12.70 49.17
2 5691840 5.76 48.67 7.80 8.15 7.38 3.77 4.67 11.14
4 5691840 5.45 28.77 3.93 4.18 4.09 1.92 2.58 6.62
8 5691840 3.88 13.71 1.97 2.02 2.16 0.94 1.12 1.62
16 5691840 2.78 7.93 0.99 0.97 1.32 0.46 0.55 0.86
32 5691840 2.49 5.47 0.5 0.49 0.89 0.23 0.27 0.60
Table 5.3: Decomposed time durations of solver subroutines on medium grid
(5,691,840 nodes) for single cavity simulations.
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Figure 5.4: Isometric view of coarse grid for single cavity model with eight slices in
the z direction axis (Standard design).
Figure 5.5: Planar x− y view of coarse grid for single cavity model Standard design
(12 blocks).
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Figure 5.6: Isometric view of coarse grid for three cavity model with eight slices in
the z direction axis (Standard design).
Figure 5.7: Planar x− y view of coarse grid for three cavity array Standard design
(72 blocks).
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Figure 5.8: Parallel scalability on sweep routine with coarse grid for the Hyper-
vapotron Standard design.
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Figure 5.9: Parallel scalability on sweep routine with medium grid for the Hyper-
vapotron Standard design.
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Figure 5.10: Parallel scalability of inviscid fluxes on coarse grid for the Hyper-
vapotron Standard design.
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Figure 5.11: Parallel scalability of inviscid fluxes on medium grid for the Hyper-
vapotron Standard design.
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Figure 5.12: Parallel scalability of viscous fluxes on coarse grid for the Hyper-
vapotron Standard design.
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Figure 5.13: Parallel scalability of viscous fluxes on medium grid for the Hyper-
vapotron Standard design.
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5.5 Case Matrix
The single cavity simulations are focused on accuracy and achieving high quality
results for the turbulent behaviour in the flow field. The impact of the reconstruc-
tion order and grid resolution are also important parameters that can be considered
in detail within this less computationally expensive environment. In addition, sim-
ulations have been conducted for the proposed three cavity arrangement model on
a coarse grid. The computational requirements for a full and comprehensive reso-
lution of the coupled problem requires the use of a parallel computing facility to
gain the transient behaviour in any reasonable timescale. Further, the results pre-
sented are preliminary and simulations are subject to further grid refinement and
a sizeable increase in grid nodes to achieve a grid independent flow solution. The
breakdown of the converged cases run, i.e. the case matrix is presented below in
Figure [5.14]. Results were a very large dataset including cases that required further
run-time resulting in a non-converged state. The author has refrained from showing
excessive quantities of material that do not aid discussion for such cases and the
matrix presented shows only the converged solutions which are also discussed in the
results section.
5.5.1 Boundary and Initial Conditions
Different boundary conditions where specified in each case with regard to the tem-
perature scalar. The solid-fluid interface modelling requires introduction of a mesh
for the solid part and this increases the computational requirement two fold when
based on the two dimensional cases. Therefore, in addition to direct conjugate mod-
elling of the solid, constant temperature boundary conditions were employed in the
single cavity cases after the flow field and boundary layer had established. This
provided a less computationally expensive set of cases (i.e. less the solid sections).
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Single Cavity
Re=12000
3rd Order3rd Order1st Order
Coarse Grid
1st Order 3rd Order
Re=18000
Medium Grid Medium Grid
3rd Order
Three Cavity Array
Standard
Re=12000
Coarse Grid
Figure 5.14: Hypervapotron case matrix.
The boundary and initial conditions are outlined for all cases and the reader is
reminded that the procedure was repeated on both coarse and medium grids. A
turbulent Pouseille plane channel flow is defined when the Reynolds number '
5772.22, Orszag (1971). The Reynolds number, based on the cavity width, lies
between 12000-18000 for corresponding mean inflow speeds of 4-6m/s respectively,
i.e.:
Re =
(
u∗c l
∗
c
ν∗
)
=
4 · 3 · 10−3
1.004 · 10−6 ' 12 · 10
3 (5.4)
Periodicity was applied in both the streamwise and spanwise directions in order
to simulate the recurrent geometry that occurs in the main section of the Hyper-
vapotrons. Over 250 cavities exist in the Hypervapotron main sections and it is
believed that the impact of entrance and exit effects occur far upstream and down-
stream from a significant portion of the main section.
Both single cavity and three cavity models have been considered with different tem-
perature boundary conditions for each case.
The single cavity simulations only consider the fluid part of the domain. The tem-
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perature variable at the wall in the single cavity simulations is assumed constant.
The three cavity cases have both fluid and solid incorporated into the domain and
the conjugate solver recovers the interface temperatures based on far field, constant,
temperature conditions.
It was not deemed feasible to model the end wall effects on the flow and therefore
the applicability of the results obtained here are of greater interest to designs that
maintain extended spanwise dimensions of the Standard geometries. The periodicity
applied in the spanwise faces is justified by the long spanwise length of the devices
in comparison with cavity width. The spanwise dimension is exactly 16 times the
cavity width, however, the impact of the end walls would have a significant effect
on the flow field solution and therefore the overall heat transfer behaviour.
An initial run for approx. 4000 time steps with a convergence criteria of 0.001 and
time step size of 0.01 was used to gain an established flow. Sampling of averages
and fluctuations was conducted over a time window of 2000 time steps with a time
step size of 0.005. The temperature scalar was introduced after these time periods
and ran for an additional (approx.) 2000 time steps with a time step size of 0.01. A
similar procedure was adopted for all other cases.
Single Cavity
Single cavity simulations did not contain the solid part in the model. The simulations
were a good indicator for grid resolution requirements as a precursor to the three
cavity simulations. It was expected that the single cavity simulations were able to
achieve far longer time durations due to the sizable reduction of grid nodes. The
initial condition at time t0 = 0 was a 10 percent random perturbation on all variables
apart from temperature which was initially set to zero until the flow has developed:
p = 1., u = 1 + 0.1², v = w = 0.1², T = 0 (5.5)
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Here ² is defined as a random number ranging from 0 to 1. Since the pressure
corresponding to the perturbed flow is recovered on the first time step, it is sufficient
to leave it constant in the initialisation. Also the following boundary conditions, at
wall surfaces, were enforced during the flow development stage:
u = v = w = T = 0 (5.6)
In the streamwise axis, domain faces for the inlet and outlet of the geometry are
defined as periodic and therefore the boundary conditions here are expressed by:

u(x0, y, z) = u(x1, y, z)
v(x0, y, z) = v(x1, y, z)
w(x0, y, z) = w(x1, y, z)
T (x0, y, z) = T (x1, y, z)
pp(x0, y, z) = pp(x1, y, z)
(5.7)
Where x0 and x1 correspond to the start and end of the computational domain
in x respectively and pp corresponds to the periodic counterpart of the pressure
field. The forcing term was initially set to zero. The flow field variables for the
spanwise direction are periodic and boundary conditions on spanwise boundaries
are as follows: 
u(x, y, z0) = u(x, y, z1)
v(x, y, z0) = v(x, y, z1)
w(x, y, z0) = w(x, y, z1)
T (x, y, z0) = T (x, y, z1)
pp(x, y, z0) = pp(x, y, z1)
(5.8)
Here z0 and z1 correspond to the start and end of the computational domain in z
respectively.
The flow statistics were initially gathered from the sampling run with a nullified
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temperature field. Afterwards, the following temperature boundary conditions were
applied for the heat transfer simulations, Tsu = 0 (upper wall) and Tsl = 1 (lower
wall). The time required for flow development varied between the cases and is
discussed separately.
Three Cavity Array
A perplexing feature of the Hypervapotron flow physics is the vast range of turbulent
scales that exist and the global and local variation of the flow field features and their
interdependency. For this reason the simulation criteria for a number of cavities is
evident. The number of cavities in the domain limits the largest scales available
in the flow field and the longest wavelengths. However the computational cost of
additional cavities limits the number to three. Simulations of this type included
the solid walls as part of the domain. Further, with the introduction of the solid
alloy in the domain any more cavities would be unfeasible within the current time
constraints based on estimates with the available computing hardware.
The wall heat fluxes and Nusselt number corresponding to the convection of the high
temperature from the wall surface was a focus for the three cavity array cases. The
implementation of the conjugate heat transfer model is realised through the three
cavity simulations which where intended to resolve the interface temperature field
at the surface where the boundary condition was applied. The simulation procedure
was the same as for the single cavity, however, once the flow has developed and the
statistics for the flow obtained, temperature field was re-initialised with Ts = 1.0 in
the solid region. The computations then proceeded to determine the heat transfer
properties with the following temperature boundary conditions, Tsu = 0 and Tsl = 1.
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5.6 Results and Discussion
This study was conducted using fully three dimensional transient simulations for
the flow field and heat transfer in the three cavity array simulations. Further under-
standing of the flow structure and heat transfer present within the Hypervapotron,
Standard design prior to boiling conditions has been established here.
Streamribbons, contour plots and time averaged velocity vectors are shown within
this section to facilitate discussion. Temperature plots of the wall surfaces and heat
fluxes are provided for both the single and three cavity array cases.
The Hypervapotron flow field is primarily described along centrelines as in the lid
driven case. The data presented here was extracted from the spanwise symmetry
plane. The reason for this was the excessive storage requirement for the case.
It was an expectation that future experiments of the (scaled up) Hypervapotron ge-
ometries would be realised using LDA techniques similar to recorded measurements
as in the lid driven cases, see Prasad & Koseff (1989). This would provide piecewise
data at desired locations corresponding to cell centres on the current grids.
5.6.1 Single Cavity
Time Traces, Markers and Averaging
Four distinct stages of computation may be identified during these simulations.
These are flow initialisation, the averaging window, sampling of turbulent properties
and finally, sampling with the temperature field. The schematic of this process is
shown in Figure [5.15].
The sampling intervals for each case are summarised in the Table 5.4. Both the
medium cases have run for significantly less time than the coarse cases due to com-
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putational load.
In order to estimate whether the flow has developed, data on marker points in the
flow at fixed locations within each block have been recorded. The spatial location
corresponds to the cell centre of the lower left corner cell for each block. The
transient data that has been recorded is a time trace of the component of the velocity
variables, u or v.
The grid schematic, see Figure [5.16] indicates the numbering of the blocks which
corresponds to the marker locations that are always defined at the lowest left corner
cell centre for each block.
Within the single cavity simulations a total of 12 blocks and therefore 12 markers
per z-slice were recorded. Such information is used to indicate the periodic and
turbulent behaviour of the flow in specified locations.
ILES has demonstrated the ability to resolve turbulent flow structures sufficiently
within a wall bounded domain (see Chapter 3) and markers have been used within
the current case to indicate the flow establishment and a suitable initial condition
to begin sampling of the desired turbulent data.
The analysis of all single cavity cases were assessed for flow and transport phe-
nomena using both statistical data and three dimensional instantaneous variable
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Figure 5.15: Decomposed time trace for the Hypervapotron single cavity cases show-
ing specific time windows.
116 ILES of Hypervapotron Flow Configurations with Heat Transfer
X
Y
Z
1 2 3 4 5
6 7 8
9 10
11
12
Figure 5.16: Schematic of the multiblock topology for the single cavity Hyper-
vapotron cases with block numbers.
illustrations. As in the lid driven case several restarts of the computations were
required to achieve a converged and developed flow field.
The locations of the markers almost all correspond to very near wall locations. They
have been useful to identify the development of the viscous boundary layer within
the channel and cavity, and shear layer over the cavity mouth.
Very useful information can be gathered from the unsteady signal in the shear layer
at the top of the cavity, corresponding to marker points within blocks 2-5, see Figure
[5.16].
Figures [5.17]- [5.19] show instantaneous values of v velocity in the shear layer above
the cavity. The v velocity has been chosen here to highlight not only the unsteadiness
but in addition, the amplitude of the fluctuations in the shear layer.
ILES of Hypervapotron Flow Configurations with Heat Transfer 117
Coarse Single Cavity, Re 12000 1st Order 3rd Order
Sample 5 16
Medium Single Cavity, Re 12000 1st Order 3rd Order
Sample 16 5
Medium Single Cavity, Re 18000 1st Order 3rd Order
Sample N/A 16
Table 5.4: Non-dimensional computational time durations for all single cavity cases.
The first order solutions for all cases show a periodic fluctuation at the cavity mouth
with the amplitude growing along the shear layer and then decreasing at the im-
pingement point. The amplitude of the fluctuations obtained with the first order of
accuracy increases with grid refinement and the apparent frequency of the oscilla-
tions decreases. For both grids the motion is essentially laminar and no chaotic flow
behaviour is observed.
The third order computations show a similar trend with the amplitude of the os-
cillations increasing along the shear layer and then decreasing at the impingement
point. However, the oscillations exhibit distinctly chaotic nature. This is further
highlighted in Figure [5.17] corresponding to the longest sampling interval on the
medium grid. Figures [5.18] and [5.19] show the results on the coarse and medium
Re=12000 cases by comparing both the first and third order results.
This suggests that in order to capture the turbulent flow, high order reconstruction
must be employed based on current grid resolutions.
The character of the unsteady flow can be further illustrated with the behaviour
of the mass flux in the correction algorithm and the corresponding forcing term.
Figure [5.20a] shows the mass flux variation and comparison with the ideal mass
flux for the coarse grid and third order scheme at Re=12000.
The mass flux is integrated on the inlet and outlet faces and the variation observed
in the sixth digit of the mass flux occurs due to the error in the computation of
the integral, which is a function of the flow distribution. Similar behaviour can be
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observed for the forcing term, see Figure [5.20b].
At the same time the integral mass flux variation and the forcing term variation for
the first order results shown in Figure [5.21] demonstrate purely periodic fluctuations
with the same frequency as indicated by the markers in the shear layer. Note that
the forcing term is negative as it corresponds to the slope of the linear component
of pressure.
The information obtained from the time dependent behaviour of the shear layer and
integral characteristics tends to suggest that turbulent flow behaviour is not resolved
with the first order scheme on both grids. Under resolved simulation results in the
periodic flow behaviour with highly grid dependent frequency. It further leads to a
completely different flow structure as will be demonstrated in the next section.
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Figure 5.17: Instantaneous v velocity (markers 2-5) for Re=18000 on medium grid
with third order reconstruction.
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(a) First order reconstruction.
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(b) Third order reconstruction.
Figure 5.18: Instantaneous v velocity (markers 2-5) for Re=12000 on coarse grid.
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(a) First order reconstruction.
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Figure 5.19: Instantaneous v velocity (markers 2-5) for Re=12000 on medium grid.
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(b) Forcing term.
Figure 5.20: Forcing parameters for Re=12000 on coarse grid with third order re-
construction.
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Figure 5.21: Forcing parameters for Re=12000 on coarse grid with first order recon-
struction.
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Averaged Flow Behaviour
In this section the topology of the flow resulting from different reconstruction schemes
and grids is discussed. The author highlights that whereas the quantitative results
for the data on reporting lines and heat transfer characteristics presented in the
following sections have been sampled on each time step, this was not done for the
complete flow field due to memory restrictions.
The averaged flow fields discussed here were averaged a-posteriori with the sampling
interval of 100 time steps. While sufficient for the qualitative analysis of topology,
this approach cannot be used to determine turbulent characteristics for the complete
flow.
Figures [5.22] and [5.23] show the instantaneous streamribbons coloured by v velocity
obtained with the first and third order of reconstruction at Re=12000 on the coarse
grid.
The difference in the topology is immediately seen with the first order solution
leading to a single recirculation zone in the cavity. However, the third order case
results in two separate flow regions with a strong vortex at the cavity mouth and a
weaker counter rotating vortex observed at the bottom of the cavity.
Due to the presence of the large primary vortex, the weak secondary vortex is
generated at the base. Vortex shedding out of the cavity occurs due to the unsteady
nature of the secondary flow generated by the primary vortex.
Therefore, it has been shown that high order reconstruction is a prerequisite for the
current numerical formulation in order to capture sufficient flow physics, based on
current grids.
In order to describe the averaged flow behaviour, averaging has been performed
in the sampling interval for all cases concerned. In order to establish the flow
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Figure 5.22: Instantaneous streamribbons with v velocity flood for medium grid
with third order reconstruction for Re=12000.
Figure 5.23: Instantaneous streamribbons with v velocity flood for medium grid
with first order reconstruction for Re=12000.
ILES of Hypervapotron Flow Configurations with Heat Transfer 125
topology in two dimensions, in addition to time averaging; spatial averaging has
been performed along the z direction. The results allow a qualitative comparison of
flow structure with two dimensional RANS results reported by Milnes & Drikakis
(2009).
Figures [5.24]-[5.27] show streamlines of time-space averaged flow superimposed on
the contours of the v velocity. The results indicate that while the first order solver
on both grids leads to a single vortex in the cavity similar to under resolved RANS
(SST k − ω) results in Milnes & Drikakis (2009), the third order in all cases leads
to a two vortex structure observed in resolved RANS computations. A further grid
increase in RANS would result in a third vortex at the bottom of the cavity but
the grid densities required would be too slow to run in a time dependent three
dimensional ILES simulation.
The formation of a third vortex close to the cavity base can be observed in Figure
[5.26] for Re=12000. An additional feature which appears in the third order results
but is not present in RANS results of Milnes & Drikakis (2009) is the small corner
vortex below the separation point in the upstream edge of the cavity. The vortex is
present at both Reynolds numbers and is not captured with the first order solver.
One may also note that the flow speeds within the cavity are largely dependent on
the resolution of the shear layer which separates at the downstream corner and splits
into the cavity.
Such qualitative analysis of the flow indicates that the solution obtained with the
first order reconstruction on all grids does not demonstrate physically correct be-
haviour and the first order results are excluded from further discussion for the flow
description. Another important check for all the cases was the value of y+. The
averaged y+ values at the first cell centre from the channel walls was 5 and 10 for
the medium and coarse cases respectively.
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Figure 5.24: Time-space averaged flow for Re=12000 with third order reconstruction
on the coarse grid with contours of the ensemble < v > component of velocity and
streamlines.
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Figure 5.25: Time-space averaged flow for Re=12000 with first order reconstruction
on the medium grid with contours of the ensemble < v > component of velocity and
streamlines.
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Figure 5.26: Time-space averaged flow for Re=12000 with third order reconstruction
on the medium grid with contours of the ensemble < v > component of velocity and
streamlines.
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Figure 5.27: Time-space averaged flow for Re=18000 with third order reconstruction
on the medium grid with contours of the ensemble < v > component of velocity and
streamlines.
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Line Data
Statistical data was obtained indicating the flow field behaviour in discrete locations
in both the channel and cavity regions. The data is analysed along the centrelines
(in the spanwise symmetry plane) that cross the cavity mouth horizontally and
vertically, i.e. X1 and Y2 Lines shown in Figure [5.28].
The position of the lines in the computational domain is as follows:
• Line X1: Y=0.0001, Z=1.
• Line Y1: X=-0.25, Z=1.
• Line Y2: X=0.5, Z=1.
• Line Y3: X=1.25, Z=1.
Figure [5.29] shows the average u velocity on Line Y2 for Re=18000 at the end of
the sampling interval and 100 time steps (' 1/5th of the sampling window) before
the end of the sampling interval.
The results indicate that the averages for these cases have converged with respect
to the sampling time window selected. All other cases showed similar convergence
of statistics prior to sampling of turbulent properties.
The viscous boundary layer is developed in all cases and flow structure is shown
for both Re=12000 and Re=18000 modelled on medium grids. Unfortunately, grid
independence was not achieved. Further, it is expected that the flow is still under
resolved.
However, it is suggested that the attributes of the key flow structure have been
established and the findings presented here provide a significant advancement in the
understanding of the key flow structure topology.
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Figure 5.28: Schematic for reporting lines locations in single cavity cases.
The averaged two dimensional flow patterns presented in Figures [5.24]-[5.27] in-
dicate that the solution varies between the coarse and medium grid. Indeed, the
examination of the streamwise velocity and its fluctuation presented in Figure [5.30a]
indicates that the solution is not fully grid converged.
Here the distributions are presented on Line Y2 in the middle of the cavity from the
bottom of the cavity, located at −2.6 to 1, with 0 corresponding to the top of the
cavity.
The vortex boundary position as indicated by the negative peak in the streamwise
component of the velocity in Figure [5.30a] is similar in both cases, but the shear
layer is much thicker on the coarse grid. This effect can be attributed due to excessive
dissipation leading to a more laminar incoming boundary layer on the coarse grid.
The maximum of the streamwise Reynolds stress is observed in the shear layer above
the cavity top (see Figure [5.30b]) with the same position predicted on both grids,
but a difference of ∼ 20% in the peak magnitude.
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Figure 5.29: Convergence of averages on Lines Y2 over time for the third order
scheme with Re=18000 on the medium grid.
These observations suggest that out of the set of available results, the best candidates
for the flow analysis are given by medium grids.
Figures [5.31] and [5.33] show the comparison between the solution obtained at
Re=12000 and Re=18000 on upstream and downstream lines Y1 and Y3.
The boundary layer above the cavity is more perturbed in the case of Re=18000,
which manifests itself both in the thickness of the boundary layer (see Figures [5.31a]
and [5.31b)]) and in the higher streamwise and vertical Reynolds stresses (see Figures
[5.33a] and [5.33b]).
One may notice a slight asymmetry which is more prominent in the stresses and this
may indicate that a single repeating unit is not adequate for the problem, considering
the averages have converged.
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Figure 5.30: Impact of grid dependency on Line Y2 with third order reconstruction
for the Re=12000 case.
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(b) Ensemble < u > along Line Y3.
Figure 5.31: Ensemble < u > for Lines Y1 and Y3 with third order reconstruction
on the medium grid.
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Figure 5.32: u2RMS for Lines Y1 and Y3 with third order reconstruction on the
medium grid.
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Figure 5.33: v2RMS for Lines Y1 and Y3 with third order reconstruction on the
medium grid.
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Comparisons on Line Y2 passing through the middle of the cavity are presented in
Figure [5.34]. This indicates that the topology of vortices in the cavity is the same
at both Reynolds numbers and the boundary between the vortices corresponding to
the local maximum in u-velocity (see Figure [5.34a]) is at the same position.
The streamwise stress however develops an additional extrema in the secondary
vortex region.
Referring to the position of the secondary vortex core as indicated by the averaged
streamlines in Figures [5.24]-[5.27], this may be due to the centered position of the
vortex core for the Re=18000 case as opposed to its shifted position to the upstream
corner for the Re=12000 case.
Figure [5.35] presents the comparisons at Line X1 passing above the cavity. While
the velocity profiles are similar in both cases, the peak of the streamwise Reynolds
stress is observed in the developing region of the shear layer at Re=18000, while at
Re=12000 it moves towards the downstream cavity corner.
The origins of this different behaviour can be understood by referring back to the
time-space averaged flow.
Figures [5.36] and [5.37] show the contours of the v velocity for both cases taken
at 0 and ±0.001 to illustrate the regions of positive and negative v velocity in both
cases.
For Re=12000 the interaction between the small corner vortex and the main shear
layer creates the first maximum in the stresses. The second maximum is observed
in the downstream part of the shear layer where it accelerates.
For Re=18000, the corner vortex is more pronounced and the maximum correspond-
ing to the interaction between the corner vortex and the shear layer is at a higher
value than the downstream section.
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Figure 5.34: Comparison of Reynolds number effect on mean and fluctuating velocity
components along Line Y2 on medium grids with third order reconstruction.
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Figure 5.35: Comparison of Reynolds number effect on mean and fluctuating velocity
components along Line X1 on medium grids with third order reconstruction.
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Figure 5.36: Vertical velocity at the top of the cavity with third order reconstruction
on medium grid for Re=12000.
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Figure 5.37: Vertical velocity at the top of the cavity with third order reconstruction
on medium grid for Re=18000.
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Heat Transfer
In order to understand the link between the heat transfer and the flow phenom-
ena, the transient temperature field development has been computed. This can be
achieved via two possible means. Firstly the energy increase per unit length can
be specified with a forcing mechanism analogous to that of the pressure forcing de-
scribed in Section 2. This would correspond to the fully developed flow and fully
developed temperature field scenario. However, we can note that in order to under-
stand the link between the flow field and heat transfer it is sufficient to compute the
initial stages of the temperature field development only. In this approach no forcing
term for temperature is used, instead we instantaneously activate the temperature
boundary condition at the lower boundary when the flow is developed and compute
the evolution of the thermal boundary layer. Understandably this creates a heat flux
from the boundary proportional to 1/∆y at the first time step after the temperature
(boundary condition) has been activated. So for the analysis it would be consistent
to normalise the total heat flux by the heat flux at the first time step performed
with the temperature active.
Therefore, the value plotted for the heat flux distribution in this section corresponds
to:
Qi =
(
∂T
∂n
(t)
)
i
∆Si∫
S
∂T
∂n
(t = 0) dS
(5.9)
Where i is the index of the surface element, ∆Si is the surface area of this element,
n is the direction normal to the wall and S is the solid surface encompassing cavity
base, cavity left and right walls and fins. The derivative is approximated numerically
using a second order accurate finite difference formula. For this approximation to
be applicable, the thermal boundary layer has to be resolved. The integral heat flux
as a function of time is then computed as:
Q (t) =
∫
S
∂T
∂n
(t) dS∫
S
∂T
∂n
(t = 0) dS
(5.10)
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Over the same surface. The times for which the computations were performed with
temperature boundary condition are summarised in Table 5.5.
Medium Single Cavity, Re 12000 1st Order 3rd Order
Sample 10 1
Medium Single Cavity, Re 18000 1st Order 3rd Order
Sample N/A 36.8
Table 5.5: Non-dimensional computational time durations for single cavity cases
with heat transfer.
Indicative qualitative information can be extracted from the distribution of heat flux
towards the end of the computational run time. Figure [5.38] shows the distribution
of the normalised heat flux for first and third order reconstructions in space over the
surface of the cavity and fins at Re=12000. Note that the gaps indicate positions of
the computational blocks (values were output separately from the parallel processes,
heat flux was computed only in cell centres, hence the gap of 1 cell size between
neighbouring blocks).
The turbulent nature of the solution in the three dimensional case is evident with
three dimensional effects more obvious on the downstream fin close to the shear
layer impingement zone. The maximum local heat flux occurs on the downstream
fin in both cases. High heat transfer rates also occurs at the cavity base. However,
in terms of the surface area the cavity base is a lesser area than the side walls, hence
the integral heat flux from the cavity base can be smaller than that from the side
walls.
At the end of the computations the thermal boundary layer started to develop and
in the cavity there is an entrainment of the hot fluid from the near wall region at
the boundary between the counter rotating vortices.
The total heat flux for each of the cases is presented in Figure [5.39]. It is clear to see
that the third order medium Re=18000 case demonstrates an unsteadiness which is
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Figure 5.38: Heat flux distribution at the end of computations for Re=12000 on the
coarse grid.
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not apparent in the Re=12000 first order case. This is due to the flow experiencing
excessive dissipation due to the numerical scheme.
Since the run time for the Re=12000 (temperature sampling) was significantly
shorter than the rest of the cases shown here it is possible that the total heat
flux may have developed a similar level of unsteadiness seen in the Re=18000 case.
The heat flux was decomposed into separate regions corresponding to the entire
cavity, left and right cavity walls, cavity base and fin walls (up and downstream of
the cavity mouth). The magnitude and relative comparison to the total heat flux
is shown here and one may notice that the cavity is responsible for the majority of
the heat transfer in the geometry.
The unsteadiness exhibited by the total heat flux is due to the impact of the finned
surface. Here it is suspected that the heat flux varies due to the periodic occurence
of the vortex shedding that occurs downstream from the cavity mouth.
The left and right walls in the cavity provide similar levels of heat transfer in com-
parison, see Figure [5.40]. The surface that provides the minimum of heat transfer
is the cavity base. This is contrary to the intended design of the geometry, however
this is due to the lack of modelling of nucleate boiling which is suspected to occur at
the base of the cavity. The result of such phenomena would provide thermobuoyancy
and further enhance vortex shedding within the flow field.
The Figure [5.41] shows only the decomposed heat flux contributions from the cavity
walls in comparison with the fins in the domain. The data shows that only a small
contribution occurs from the fins however it is highly unsteady in its nature.
The left and right walls also seem to demonstrate an unsteadiness although the
magnitude and frequency of the fluctuations are significantly lower in comparison
with the fins, see Figures [5.41] and [5.42].
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Figure 5.39: Total heat flux for all single cavity cases on medium grids.
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Figure 5.40: Single cavity left and right walls heat flux contribution for Re=18000
on the medium grid with third order variable reconstruction.
144 ILES of Hypervapotron Flow Configurations with Heat Transfer
t
Q
0 5 10 15 20 25 30 35
0.2
0.4
0.6
0.8
Right Wall
Cavity Base
Fins
Cavity
Figure 5.41: Single cavity left and right walls, cavities and fins heat flux contri-
butions comparison for Re=18000 on the medium grid with third order variable
reconstruction.
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Figure 5.42: Single cavity fins and cavity walls heat flux contributions comparison
for Re=18000 on the medium grid with third order variable reconstruction.
ILES of Hypervapotron Flow Configurations with Heat Transfer 145
5.6.2 Three Cavity Array
The origin of the domain is at the upper left corner of the first cavity. The reporting
lines for the ensemble properties are defined below by coordinates that locate the
line passing through the spanwise centre symmetry plane, as in the single cavity
case. The results presented are based on the shear layer, upstream, downstream,
cavity and channel profiles. This structure is repeated in the streamwise direction
over the additional cavities. The definition of all the reporting lines presented is
detailed below:
• X-Lines
1. Line X1: Y=0.0001, Z=1.
• Y-Lines
1. Line Y1: X=-0.25, Z=1.
2. Line Y2: X=0.5, Z=1.
3. Line Y3: X=1.25, Z=1.
4. Line Y4: X=1.75, Z=1.
5. Line Y5: X=2.5, Z=1.
6. Line Y6: X=3.25, Z=1.
7. Line Y7: X=3.75, Z=1.
8. Line Y8: X=4.5, Z=1.
9. Line Y9: X=5.25, Z=1.
The analysis of the three cavity array with heat transfer focuses on the coarse grid
only for Re=12000. For this case the sampling interval corresponded to the non-
dimensional time of 10.
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The markers in the shear layer and the mass flux in the sampling interval are shown
in Figure [5.44]. The results are similar to the single cavity cases however one may
notice the run time is relatively short.
Figure 5.43: Schematic for reporting lines locations in three cavity array cases.
The adequacy of the time window was established by comparisons of the average
velocity on Line Y2 at the end of the sampling window and 100 time steps before
that point. Figure [5.45] shows the streamwise velocity profiles, the data shows that
the flow averages have established sufficently.
Another question to be addressed is whether the additional two repeating units in
the streamwise direction affect the periodicity of the solution. To illustrate that a
single repeating unit is sufficient, but bearing in mind the flow data on the lines
symmetrically offset from the cavity corners and should not necessarily be the same.
Let us group the Y Lines as follows:
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Figure 5.44: Flow markers and mass flux in the sampling window for Re=12000
with third order reconstruction on the coarse grid.
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• 1st group: Lines Y1,Y4,Y7 - these are located upstream of each cavity sepa-
rated by a distance of -0.25 from the upstream cavity corner.
• 2nd group: Lines Y3,Y6,Y9 - these are located downstream of each cavity
separated by a distance of +0.25 from the downstream cavity corner.
• 3rd group: Lines Y2,Y5,Y8 - these are located in the middle of each cavity
and also pass through the channel.
Figure [5.46] shows the time-space averaged flow in a single cavity of the three cavity
array. The topology is the same as for a single cavity with some differences observed
due to the coarser grid employed in the three cavity array to be able to include the
solid.
Figure [5.47]-[5.49] presents the results for < u >, u2RMS and v
2
RMS on the first and
second group of lines.
It is clear that while within each group the results are almost identical, there is
a slight difference between the groups which is more pronounced on the Reynolds
stresses plots. The same effect was observed for the single cavity computations. It is
therefore sufficient to consider only one repeating unit in the analysis, however, we
should bear in mind that the repeating unit does not have the symmetry between
the upstream and downstream plate.
The corresponding solution for the distribution of flow and turbulent properties in
the cavity is given in Figures [5.50] and [5.51].
Analysis based on the variation for the number of repeating units has shown that
significant differences are not observed in the averaged quantities and the comparison
of the stresses suggests that any difference is well within the order of the simulation
accuracy.
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Figure 5.45: Convergence of flow statistics for three cavity array case with Re=12000
and third order reconstruction on the coarse grid.
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Figure 5.46: Streamlines and velocity contours for time-space averaged flow a single
cavity in the three cavity array for Re=12000 with third order reconstruction on a
coarse grid.
150 ILES of Hypervapotron Flow Configurations with Heat Transfer
y
<
u
>
0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Line Y1
Line Y4
Line Y7
(a) 1st group.
y
<
u
>
0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Line Y3
Line Y6
Line Y9
(b) 2nd group.
Figure 5.47: Ensemble component of < u > velocity for the 1st and 2nd group of Y
Lines in three cavity simulations for Re=12000 with third order reconstruction on
the coarse grid.
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Figure 5.48: u2RMS components of velocity for 1st and 2nd group of Y Lines in three
cavity simulations for Re=12000 with third order reconstruction on the coarse grid.
152 ILES of Hypervapotron Flow Configurations with Heat Transfer
y
v2 R
M
S
0 0.5 1 1.5 2 2.5 30
0.0005
0.001
0.0015
0.002
0.0025 Line Y1
Line Y4
Line Y7
(a) 1st group.
y
v2 R
M
S
0 0.5 1 1.5 2 2.5 30
0.0005
0.001
0.0015
0.002
0.0025
0.003
0.0035 Line Y3
Line Y6
Line Y9
(b) 2nd group.
Figure 5.49: v2RMS components of velocity for 1st and 2nd group of Y Lines in three
cavity simulations for Re=12000 with third order reconstruction on the coarse grid.
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Figure 5.50: Ensemble components of velocity for 3rd group of Y Lines in three
cavity simulations for Re=12000 with third order reconstruction on the coarse grid.
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Figure 5.51: Fluctuating components of velocity for 3rd group of Y Lines in three
cavity simulations for Re=12000 with third order reconstruction on the coarse grid.
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Heat Transfer
After the flow field solution was established, the temperature in solid was initialised
to 1 and 0 in the fluid. The transient heat transfer problem was computed for a
further 20 non-dimensional time units. The data here is presented only for the first
cavity as the results for the rest of the cavities are the same.
Figures [5.52] and [5.53] illustrates the development of the temperature in the solid
and cavity over that interval using temperature contours averaged over z-direction.
The scales of the local fluid temperature and global temperature are well separated
and the Figure [5.52] presents the global temperature scale relevant most to the solid
region and the Figure [5.53] shows the local fluid temperature contours within the
cavity and channel region.
Initially, the thermal boundary layer develops uniformly across the solid-fluid in-
terface with hot entrainment occuring at the upstream cavity corner (see Figures
[5.52a] and [5.53a]). The solution continues with the fins being cooled faster from the
top rather than from the sides in line with the heat flux distribution highlighted for
the single cavity cases. At the same time the hot boundary layer from the upstream
plate is convected across the top of the cavity and entrainment of the hot fluid from
the downstream wall of the cavity occurs due to the counter rotating vortex motion
(see Figures [5.52b], [5.53b], [5.52c] and [5.53c]).
By the end of the run at t=20, the fluid in the cavity starts to heat up with the
temperature contours being influenced by vortex boundaries. However, the hot spot
at the bottom of the cavity remains, see Figures [5.52d] and [5.53d].
These results show clearly the development of the solid-fluid interface boundary
solution which is heavily influenced by the local flow field surrounding the lower
interior wall.
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The distribution of temperature on reporting lines at the end of the run is shown
in Figure [5.54]. The lines show the instantaneous temperature T along lines Y1-
Y3. The developing thermal boundary layer may be observed in Lines Y1 and Y3
(Figure [5.54a]). The Line Y2 (see Figure [5.54b],) shows the two local maxima cor-
responding to the cavity top and the contact line between counter rotating vortices.
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Figure 5.52: Temperature field development within solid time for Re=12000 with
third order reconstruction on the coarse grid.
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The local maximum at the top of the cavity is due to the hot shear layer developing
from the heated boundary layer on the upstream plate. The local maximum in the
middle of the cavity is due to the entrainment of the hot fluid from the right wall
of the cavity by the counter rotating vortices. The heat flux comparisons, Figures
[5.55] and [5.56], are similar to the single cavity case, Re=18000. However, the
greater heat flux occurs on the left wall which may be considered non-intuitive.
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Figure 5.53: Temperature field development within fluid for Re=12000 with third
order reconstruction on the coarse grid.
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Figure 5.54: Temperature distribution at the end of the run with temperature for
Re=12000 with third order reconstruction on the coarse grid.
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Figure 5.55: Three cavity array total heat flux for Re=12000 on the coarse grid with
third order reconstruction.
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Figure 5.56: Three cavity array left and right walls heat flux contribution for
Re=12000 on the coarse grid with third order reconstruction.
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Chapter 6
Conclusions and Future
Aspirations
Initially the focus of this PhD was to recover the flow structure for the Hyper-
vapotrons and to provide specific design guidelines for improved performance. The
performance of the device is measured by its ability to dissipate heat.
Since limited experimental and numerical studies of the Hypervapotrons exist a
validation strategy was developed during the course of the PhD.
Attempts were made to decouple key features of the phenomena expected to exist
within the Hypervapotron main section. Therefore, different cavity and channel flow
cases were considered to develop a rigorous validation of the numerical formulations
used.
The lid driven case was the cornerstone of this exercise. The case introduced several
flow features seen between the fins in the Hypervapotron main section. This in-
vestigation considered the suitability of ILES in wall bounded flow throughout this
study.
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Currently this is a common area where almost all numerical approaches struggle. In
particular (explicit) LES is famously prone to this, therefore, impact on accuracy
for variants of high-resolution (more specifically high-order) schemes in the ILES
framework has been conducted.
The flow validation of the three dimensional lid driven cavity has been simulated
with accuracy here on relatively coarse grids. As expected the grid resolution has
great impact on the quality of results obtained from the simulations. It has been
noted that the most efficient grid is the 643 with third order reconstruction.
From achieving such a close comparison using the lid driven case, confidence has
been established on employing similar grid resolutions for the simulation of the
Hypervapotrons, on both single and three cavity arrangements.
It is suggested that the periodic case serves to illustrate the optimal design. This
assumption requires that the spanwise dimension is sufficient to induce a large pri-
mary two dimensional element to the flow. The implications of this assumption
when approximately 250 Standard (design) units (exist in a network) suggests this
approach, when used to optimise the design, provides a significant contribution to
the overall heat transfer coefficient of the ion dumps.
However, this approach may only be suitable for subtle design changes such as finned
surface dimensions, cavity aspect ratios, channel heights and material options.
The computational model (for the Hypervapotrons,) presented here, neglects the
effect of end walls on the problem. It was desired to model the end walls; however
the computational requirements would case result in a very large computing resource
which was unavailable to the author.
The topology of the flow resulting from different reconstruction schemes for the
Hypervapotron cases, is provided within the analysis, and the impact of grid res-
olution is also discussed. The impact of grid density has been investigated and it
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has been noted that the increase required in grid resolution results in an excessive
computational requirement.
The difference in flow structure topology is noted as the first order solutions lead
to a single recirculation zone in the cavity. However, the third order case results in
two separate counter rotating vortices.
Analysis based on the variation for the number of repeating units has shown that
significant differences are not observed in the averaged quantities and the comparison
of the stresses suggests that any difference is well within the order of the simulation
accuracy.
The viscous boundary layer is developed in all cases and flow structure is shown for
both Re=12000 and Re=18000 modelled on medium grids. It is suggested that the
attributes of the key flow structure have been established and the findings presented
here provide a significant advancement in the understanding of the flow structure
topology.
Important findings of the heat transfer were found by employing an additional scalar
for temperature since this was deemed a tractable method of obtaining the location
and development of hot spots, which correspond to the regions where incipient
boiling would initially occur.
In all cases with heat transfer the development of the thermal boundary layer is
observed but further computational time is required in order to see an established
thermal boundary layer (in addition to temperature forcing). Such studies would
only provide accurate data at sub boiling temperatures when voidage at the wall
surface is negligible.
Since the impact of boiling is not incorporated into the model, the current formu-
lation relies on any gaseous phase present, to be a small percentage of the working
fluid. However, in reality the thermobuoyancy produced by nucleation sites (within
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the cavity) is thought to be responsible for enhanced vortex shedding out of the
cavity mouth and may promote enhanced heat transfer.
Therefore, it is proposed that future studies should include attempts to model the
voidage occurring at the wall surface during the (entire) transient. Also, similar
investigations may be used to compare the MAST geometry.
There are several other possibilities excluding geometry changes that may optimise
the performance of the Hypervapotrons. In particular pressurised flow circuit may
be useful in order to increase the heat flux capacity of the devices efficiently using
such a method the boiling regime may be controlled and forced to be nucleate.
Further information regarding the turbulent flow structure may be obatined by
considering the grid independent solutions.
In general the flow solutions presented within were solved using coarse grids that
were far from the required grid resolutions necessary to obtain grid independace.
This was due to the excessive computational requirement for the Hypervapotron
cases. However, since the code is now parallel the possibility of obtaining the grid
independent solutions is upon us.
Recently RANS results obtained on similar grids (for Re=18000) have become avail-
able courtesy of the UKAEA. The analysis of the heat transfer compares well with
data provided by the UKAEA using RANS, (on similar grids) in conjunction with
eddy viscosity based turbulence models.
The total normalised heat flux is shown in Figure [6.1]. The RANS results were
obtained with ANSYS CFX using the standard k− ² model and SST k−ω models.
The ILES simulation compares best with the SST k − ω data.
The results used in the comparison only recently became available and is preliminary,
therefore it is also suggested that future work on this topic may be useful to draw
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Figure 6.1: Total heat flux comparison of ILES and RANS.
comparison between the numerical tendencies and accuracy of ILES and RANS. In
order to support the proposed analysis, it is also recommended that the lid driven
case is considered for the RANS simulations, in conjuction with the experimental
results of Prasad & Koseff (1989).
Finally, with regard to the entrance and exit regions of the Hypervapotrons, these
may be used to provide a large increase in the cooling capacity of the heat flux
devices. The shape of the entrance and exit regions is suspected to effect the heat
transfer rates significantly since large regions of the flow field can be manipulated
by these.
Due to the coupled nature of the flow and temperature fields, different heat transfer
rates to that in the developed flow region will be present. Further, since a significant
number of the features reside within NBH systems, one can suggest that the design
of the entrance and exit geometries (which also provide bulk flow losses) becomes
more important as the number of (Hypervapotron) devices is increased.
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Hypervapotron General
Configurations
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The two geometries used by the UKAEA are the Standard and MAST designs.
Within this study only the Standard geometry is considered. However, various
designs of Hypervapotrons exist, all involving different characteristic dimensions
with regard the the cavity and channel design. All fins and channels are 3mm wide
along the direction of the flow.
In Figure [A.1] a three dimensional schematic showing key the dimensions is pre-
sented. All geometric details to the Hypervapotrons were obtained from the UKAEA.
Figure A.1: Three dimensional Hypervapotron geometry schematic, image provided
by the UKAEA.
