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Abstract
In the present work, we present a numerical method for the computation of approximate solutions for large
continuous-time algebraic Riccati equations. The proposed method is a method of projection onto a matrix Krylov
subspace. We use a matrix Arnoldi process to construct an orthonormal basis. We give some theoretical results and
numerical experiments for large problems.
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1. Introduction
In this work we propose a numerical method for large and sparse continuous-time algebraic Riccati
equations (CAREs)
AT X + X A − X B BT X + CTC = 0 (1.1)
where A, X ∈ Rn×n , B ∈ Rn×p, C ∈ Rs×n with s  n and p  n. We assume that A is sparse and
large. B and C are of full rank.
Algebraic Riccati equations play a fundamental role in many problems in control theory. They arise
in linear quadratic regulator problems, H∞ or H2-control, model reduction problems and many other
cases; see, e.g., [1,4,10]. Many numerical methods have been proposed for the solution of these matrix
equations. Among those are the Newton method and its variants; see [2,3,9,10,12] and the references
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therein. Other methods are based on eigenvector approaches and consist in computing the Lagrange
invariant subspaces of a Hamiltonian matrix; see for example [10,12,18]. These methods are effective
for relatively small problems.
For large problems, we propose an iterative method of projection onto a matrix Krylov subspace
to produce low rank approximate solutions to the stabilizing solution of the continuous-time algebraic
Riccati equation (1.1). The proposed method is based on the global Arnoldi process [7]. We obtain a low
dimensional CARE that is solved by a standard method such as the Schur method [11]. This approach
has been used in [6,8] using the block Arnoldi algorithm.
Eq. (1.1) arises from the continuous-time linear quadratic optimal control problem: Minimize
J (x0, u) = 12
∫ ∞
0
(yTy + uTu)dt
subject to the dynamic constraints
x˙(t) = Ax(t)+ Bu(t)
y(t) = Cx(t); x(0) = x0,
where x(t) is the state vector of dimension n, u(t) is a control vector of Rp and y(t) is the output vector
of length s. Under these conditions [19]:
If the pair (A, B) is c-stabilizable (i.e., ∃ a matrix K such that A − B K is stable) and the pair (C, A)
is c-detectable (i.e., (AT,CT) c-stabilizable), then J (x0, u) is minimized by u(t) = −BT Xx(t), where
X ∈ Rn×n is the unique symmetric positive semidefinite and stabilizing solution (Re(λ(A − B BT X) <
0)) of the algebraic Riccati equation (1.1).
The remainder of the work is organized as follows. In Section 2 we recall the global Arnoldi process
with some properties and show how to extract low rank approximate solutions to the continuous-time
algebraic Riccati equation (1.1). We give some theoretical results such as upper bounds for the norm of
the error and the residual at each step. The last section is devoted to some numerical experiments and
comparisons with other methods.
We use the following notation. For X and Y two matrices in Rn×s , we consider the following inner
product: 〈X,Y 〉F = tr(X T Y ) where tr(.) denotes the trace. The associated norm is the Frobenius norm
denoted by ‖.‖F . The separation between two matrices A1 and A2 of dimension l × l and p × p
respectively is given by sepF(A1, A2) = min‖X‖F=1 ‖A1 X − X A2‖F . A ⊗ B = [ai, j B] denotes the
Kronecker product of the matrices A and B.
2. Low rank approximate solutions to large CAREs
The global Arnoldi algorithm [7] constructs an F-orthonormal basis V1, V2, . . . , Vm of the matrix
Krylov subspaceKm(A, V ) = span{V, AV, . . . , Am−1V }; i.e.,
〈Vi , Vj 〉F = 0 for i = j and 〈Vi , Vi 〉F = 1.
We note thatKm(A, V ) is a subspace of the space of real n×s matricesMn,s and for any Z ∈ Km(A, V ),
we have
Z =
m−1∑
i=0
γi Ai V, γi ∈ R, i = 0, . . . ,m − 1.
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We recall that the minimal polynomial PA (scalar polynomial) of A with respect to V ∈ Rn×s is the
nonzero monic polynomial (PA(t) =∑li=0 αi t i , αl = 1,) of lowest degree such that PA(A)V = 0. The
degree l ≤ n of this polynomial is called the grade of F .
The modified global Arnoldi algorithm is described as follows:
Algorithm 1. The modified global Arnoldi algorithm
1. Set V1 = V/‖V‖F ,
2. for j = 1, . . . ,m,
V˜ = AVj ,
for i = 1, 2, . . . , j ,
hi, j = trace(V Ti V˜ ),
V˜ = V˜ − hi, j Vi ,
end.
h j+1, j = ‖V˜ ‖F ,
Vj+1 = V˜ /h j+1, j ,
end.
Basically, the global Arnoldi algorithm is the standard Arnoldi algorithm applied to the matrix pair
(A, v) where A = Is ⊗ A and v = vec(V ). When s = 1, the global Arnoldi algorithm reduces to the
classical Arnoldi algorithm [14].
If l (l ≤ n) denotes the degree of the minimal polynomial of A with respect to V , then the matrix
Krylov subspaceKl(A, V ) is invariant under A and hl+1,l = 0.
The global Arnoldi algorithm breaks down at step j if and only if h j+1, j = 0 and in this case an
invariant subspace is obtained. We notice that a breakdown may occur in the block Arnoldi algorithm
when some constructed block is rank deficient. However, one can adapt the algorithm to continue with
smaller block sizes [13].
Let us now introduce some notation: Vm denotes the n × ms matrix Vm = [V1, . . . , Vm]. H˜m denotes
the (m + 1)× m upper Hessenberg matrix whose entries hi, j are defined by Algorithm 1 and Hm is the
m × m matrix obtained from H˜m by deleting its last row.
Let Vm and Hm be the matrices defined by the global Arnoldi algorithm and ETm = [0s, . . . , 0s, Is].
Then the following relations are satisfied [7]:
AVm = Vm(Hm ⊗ Is)+ hm+1,m Vm+1 ETm, (2.1)
and
AVm = Vm+1(H˜m ⊗ Is). (2.2)
In what follows, we will see how to extract low rank approximate solutions to the continuous-
time algebraic Riccati equation (1.1). This will be done by projecting the initial problem onto the
matrix Krylov subspace Km(AT,CT). Then we solve the low dimensional CARE obtained and get an
approximate solution to (1.1). We first give an expression of an exact solution of (1.1) by using the global
Arnoldi basis {V1, V2, . . . , Vm}.
Theorem 1. Let l be the degree of the minimal polynomial of AT for CT and Vl = [V1, . . . , Vl] be the
matrix obtained by applying the global Arnoldi algorithm to (AT,CT) with V1 = CT/‖C‖F . Let Xl
denote the n × n matrix Xl = Vl ZlVTl where Zl is a symmetric positive semidefinite solution of the
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following CARE:
(Hl ⊗ Is)Zl + Zl(H Tl ⊗ Is)− Zl Bl BTl Zl + CTl Cl = 0 (2.3)
with Bl = VTl B, Cl = ‖C‖F (eT1 ⊗ Is) and e1 = (1, 0, . . . , 0)T the first unit vector of Rl .
Then Xl is a symmetric positive semidefinite solution of the CARE (1.1).
Proof. Replacing Xl in the matrix equation (1.1), and using the relations ATVl = Vl(Hl ⊗ Is) and
CT = VlCTl , we obtain
AT Xl + Xl A − Xl B BTXl + CTC
= ATVl ZlVTl + Vl ZlVTl A − Vl ZlVTl B BTVl ZlVTl + CTC
= Vl[(Hl ⊗ Is)Zl + Zl(H Tl ⊗ Is)− Zl Bl BTl Zl + CTl Cl]Vl .
Therefore as Zl solves (2.3) the result follows. 
The approximate solutions to (1.1) that we will consider have the following form:
Xm = Vm ZmVTm; m ≤ l (2.4)
where Zm solves the following low order CARE:
(Hm ⊗ Is)Zm + Zm(H Tm ⊗ Is)− Zm Bm BTm Zm + CTmCm = 0 (2.5)
and Bm = VTm B, Cm = ‖C‖F (eT1 ⊗ Is) with e1 = (0, . . . , 0, 1)T ∈ Rm . The matrices Vm = [V1, . . . , Vm]
and Hm are obtained by applying Algorithm 1 to the pair (AT, V1) where V1 = C/‖C‖F .
The low order CARE (2.5) will be solved by a standard direct method such as the Schur method [11].
We assume that for increasing m, (H Tm ⊗ Is, Bm) is c-stabilizable and (Cm, H Tm ⊗ Is) is c-detectable.
These conditions ensure that the matrix equation (2.5) has a unique symmetric positive semidefinite and
stabilizing solution Zm . This will allow us to obtain a symmetric positive semidefinite and stabilizing
approximation Xm . However this is still not proved theoretically. If the preceding conditions are not
satisfied we can use an implicitly restarted strategy to remove the unstable eigenvalues to obtain a
c-stabilizable and c-detectable low order model; see [5] and [15] for such a technique.
To stop the iterations one has to test whether ‖Rm‖F < tol where Rm = AT Xm + Xm A −
Xm B BTXm + CTC and tol is some fixed tolerance. The computation of Xm (and of Rm) becomes
expensive as m increases. So it is efficient to compute an upper bound for the residual norm that will
be used as a stopping criterion in the practical implementation of the algorithm without computing the
approximation Xm which is stored as products of low order matrices.
Theorem 2. Let Xm be the approximation obtained at step m by the global Arnoldi–CARE algorithm;
then
‖R(Xm)‖F ≤ 2hm+1,m‖Z˜m‖F (2.6)
where Z˜m is the matrix corresponding to the last s columns of the matrix Zm.
Proof. At step m, the residual is given by R(Xm) = AT Xm + Xm A− Xm B BT Xm +CTC . Replacing the
approximation Xm by Xm = Vm ZmVTm where Zm is the positive symmetric semidefinite and c-stabilizing
solution of (2.5) and using the relations AT Vm = Vm(Hm ⊗ Is)+ hm+1,m Vm+1 ETm and CT = VmCTm , it
follows that
R(Xm) = Vm[(Hm ⊗ Is)Zm + Zm(H Tm ⊗ Is)− Zm Bm BTm Zm + CTmCm]VTm + Fm + FTm
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where Fm = hm+1,m Vm+1 ETm ZmVTm . Therefore, since Zm satisfies (2.5), the residual R(Xm) is expressed
as
R(Xm) = Fm + FTm . (2.7)
On the other hand it is not difficult to verify that ‖VmG‖F ≤ ‖G‖F for any ms × r matrix G (note that
‖Vm‖F = √m). Hence ‖Fm‖F ≤ hm+1,m‖Zm Em‖F . Therefore it follows from (2.7) that
R(Xm) ≤ 2hm+1,m‖Z˜m‖F
where Z˜m = Zm Em , which corresponds to the last s columns of the matrix Zm . 
The following result gives an upper bound of the error X − Xm where X denotes an exact solution of
the CARE (1.1).
Theorem 3. Let Xm be the approximation obtained, at step m, with the global Arnoldi–CARE algorithm
and let Z˜m be the ms × s matrix corresponding to the last s columns of the solution Zm of the projected
problem (2.5). We set αm = 2hm+1,m‖Z˜m‖F , η = ‖B BT‖F , Am = A − B BT Xm and assume that
δm = sepF(Am,−ATm) > 0. Then if αmηδ2m < 1/4, we have
‖X − Xm‖F ≤ 2αm
δm +
√
δ2m − 4αmη
<
2αm
δm
.
Proof. The relation (2.7) is expressed as follows:
AT Xm + Xm A − Xm B BT Xm + CTC = Fm + FTm (2.8)
where Fm = hm+1,m Vm+1 ETm ZmVTm . Subtracting (2.8) from (1.1), we obtain
AT(X − Xm)+ (X − Xm)A − [X B BT X − Xm B BTXm] + FTm Xm + Xm Fm = 0. (2.9)
On the other hand, we have
X B BT X − Xm B BTXm = (X − Xm)B BT(X − Xm)+ (X − Xm)B BT Xm + Xm B BT(X − Xm).
Therefore, replacing in (2.9), the error X − Xm is a solution of the following CARE:
ATm(X − Xm)+ (X − Xm)Am − (X − Xm)B BT(X − Xm)+ FTm Xm + Xm Fm = 0, (2.10)
where Am = A − B BTXm .
In the proof of Theorem 2, we showed that
γm = ‖FTm Xm + Xm Fm‖F ≤ 2hm+1,m‖Z˜m‖F .
Hence
γm ≤ αm . (2.11)
Then as αmη
δ2m
< 1/4 and applying [Theorem V.2.1, [16]] to the continuous-time algebraic Riccati equation
(2.10), we obtain
‖X − Xm‖F ≤ 2γm
δm +
√
δ2m − 4γmη
≤ 2γm
δm
. (2.12)
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Finally from (2.11) and (2.12), we get the following upper bound for the norm of the error:
‖X − Xm‖F ≤ 2αm
δm +
√
δ2m − 4αmη
<
2αm
δm
. 
Remark. Theorem 3 is a consequence of a general result on perturbation theory for algebraic Riccati
equations [17].
The global Arnoldi algorithm for the continuous-time algebraic Riccati equation (1.1) is summarized
as follows:
Algorithm 2. The global Arnoldi–CARE algorithm
1. Choose a tolerance  > 0, an integer parameter k1 and set k = 0, m = k1.
2. For j = k + 1, k + 2, . . . , k + k1,
construct the F-orthonormal basis Vk+1, . . . , Vk+k1 and the matrix Hm by Algorithm 1 applied to
the pair (AT,CT),
3. end.
4. Solve the low dimensional problem (2.5).
5. Compute the upper bound for the residual norm using (2.6);
6. if rm > , set k := k + k1, m = k + k1 and go to step 2.
7. The approximate solution is represented as the matrix product: Xm = Vm ZmVTm .
Remark. Note that the solution of the low order Riccati equation is computed every k1 iterations where
k1 is a chosen small parameter, k1 ≤ 10.
3. Numerical examples
In this section, we present some numerical examples to illustrate the effectiveness of the global
Arnoldi algorithm for large and sparse continuous-time Riccati equations. We have implemented
the global Arnoldi–CARE method (Algorithm 2) using Matlab 5.2 with sparse matrix computation
functions. The projected low dimensional problem (2.5) was solved by using the Matlab 5.2 function
care.m (continuous-time algebraic Riccati equation) from the Matlab Control Toolbox.
Example 1. For this experiment, the matrix A is of size n = 400 and is given by A = −tridiag(1 − d,
4, 1 + d) (A is a tridiagonal matrix) with d = 1.5. We compared the results obtained by the global
Arnoldi–CARE method, the Schur method [11] and the classical Newton method [10] with X0 = 0 as
an initial guess. The results are listed in Table 1. For the Schur method we used the Matlab 5.2 function
care.m. The entries of the matrices B and C were random values uniformly distributed on [0, 1] with
s = 2 and p = 2. The iterations were stopped when the F-norm of the relative residual Rm was less than
tol = 10−12. For the global Arnoldi–CARE algorithm, the approximation Xm was computed only when
convergence was achieved.
In Fig. 1, we plotted the eigenvalues of the feedback A−B BTXm . As can be seen from Fig. 1, all these
eigenvalues are located in the open half-plane. The low rank approximation Xm obtained is symmetric
positive semidefinite and stabilizing.
Example 2. The matrix A is generated from the five-point discretization of the operator
L(u) = u − f1(x, y)∂u
∂x
− f2(x, y)∂u
∂y
− g(x, y)u
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Table 1
n = 400, s = 2 and p = 2
Method Schur Newton Global Arnoldi–CARE
Residual norms 1.4 × 10−12 1.3 × 10−12 2.7 × 10−12
CPU time in seconds 280 35.6 2.5
Fig. 1. Closed-loop eigenvalues.
Table 2
n = 2500, s = 3 and p = 3
Method Global Arnoldi–CARE Block Arnoldi–CARE
Residual norms 2.6 × 10−8 3.5 × 10−8
Number of total iterations 92 88
CPU time in seconds 67 97
on the unit square [0, 1] × [0, 1] with homogeneous Dirichlet boundary conditions. We set f1(x, y) =
sin(x + 2y), f2(x, y) = ey and g(x, y) = x y. The dimension of the matrix A is n = n20 where n0 = 50
is the number of inner grid points in each direction. For this experiment we set s = 3, p = 3 and
k1 = 8. The entries of the matrix B were random values uniformly distributed on [0, 1] and C = Is,n
the identity s × n matrix. We compared the performance of the global Arnoldi–CARE and the block
Arnoldi–CARE [6,8] methods. The tests were stopped when the upper bound for the residual norm
(Theorem 2) was less than 10−7 for the global Arnoldi–CARE method and when the residual norm was
less than 10−7 for the block Arnoldi–CARE method [6]. In Table 2, we listed the CPU times needed for
convergence with the two methods.
Note that for this large problem, the Schur and the Newton methods could not be used. As A is a sparse
matrix, the larger CPU time required for the block Arnoldi–CARE algorithm is due to the computational
expense of the block Arnoldi basis.
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4. Conclusion
We presented in this work the global Arnoldi method for computing low rank approximate solutions
to large and sparse continuous-time algebraic Riccati equations. We derived some theoretical results
such as upper bounds for the residual and error norms. In all our numerical tests the Xm obtained was a
stabilizing approximation (the eigenvalues of the feedback A−B BTXm where all in the open half-plane).
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