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 This paper seeks to measure the ability of volatility innovations to improve options-
pricing within a Black-Scholes framework. In pursuit of this, market price and options data are 
compiled from June 21, 2018 to October 23, 2018, as that is what was available. Market data 
includes Trade-and-Quote (TAQ) data detailing all trades that occurred on all of those dates, by 
the second, for SPY. Options data includes European calls and puts with strikes from 2000 to 
3500 that all expired June 21, 2019. That options data also includes Black-Scholes implied 
volatilities (IV) for each contract. Then, OLS models are constructed using complex measures of 
volatility and other covariates to estimate these IV’s, because they are bijective with their 
corresponding options prices. Moreover, other relationships are explored, such as that between 
moneyness and implied volatility, generic goodness-of-fit, and the performance of these models 
in different volatility environments. In summary, put options are more accurately predicted in 
this sample, moneyness is an indispensable component to these particular models, and they 
appear to perform better in moderate volatility contexts. Since capturing local variation is the 
purpose of comprehensive volatility modeling, r-squared’s use is merely cautionary and should 
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Over the decades, financial markets have become increasingly nuanced, and greater 
accessibility has also increased their notoriety [1]. An extension of this is the development and 
democratization of derivatives markets, whose most popularly appreciated tenants are options 
contracts. These contracts have been traded on public exchanges since 1973, and that same year 
is when the Black-Scholes model, the original options pricing model, was created [7]. 
Immediately, it is apparent that the ability to evaluate these contracts is useful, and that is the aim 
of this paper: to evaluate the accuracy of different interpretations of Black-Scholes. For starters, 
though, an elementary explanation of options and their valuation will be given here. 
To begin, an options contract is a non-binding agreement to buy or sell an underlying 
security at a predetermined price before a certain date, called the expiry. Options contracts can 
be bought or sold (“written”). The buyer of the contract is the one with the power: they decide 
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when, or if, to execute (“exercise”) the contract, hence why this is referred to as an “option”. In 
exchange for this situational advantage, the buyer of the contract must pay a “premium”. An 
option in which the buyer reserves the right to purchase the underlying asset is a “call” option, 
and an option in which the buyer reserves the right to sell the underlying asset is a “put” option. 
Options markets are like other markets: there are buyers and sellers, and, as such, options 
have a price. There are two components in constructing the price of an option, and it typically 
follows this: intrinsic value + extrinsic (“time”) value. The intrinsic value of an option is the 
attainable profit from exercising it in that moment: a call option on one share of stock X with a 
strike price of $50 has an intrinsic value of $5 when stock X’s price is $55. The time value is 
much more abstract: value is rewarded where there is a greater amount of time until the option 
expires, because there is a greater chance for the underlying stock price to move favorably. 
When an option meets its expiration date, its time value goes to zero. 
Motivation-wise, from a neoclassical perspective, the way that options are actually priced 
in the markets is the same as any other: supply and demand. Specifically, this pertains to the 
extrinsic component of pricing, since, as we just established, intrinsic value is straightforward to 
compute. As such, the cumulative prices of options are, in effect, arbitrary, meaning that there is 
no set rule as to how they are computed. Therefore, many individuals, from academics to market 
makers to traders, consider it worthwhile to attempt calculating the true worth of an option. If the 
market misprices the contract, someone could theoretically profit by the magnitude of that error. 
This is the purpose behind options pricing models. 
That is a very broad explanation of pricing meant to be easily understood. For the average 
trader, that explanation will suffice: options prices are determined by intrinsic value, the option’s 
worth if instantaneously exercised, and extrinsic value, the assumed ability of a contract to 
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become more intrinsically valuable based on the underlying asset’s volatility in relation to the 
amount of time to expiry remaining on the contract. However, for academics and market makers 
who have an obligation to determine the independent value of a contract, it’s not that simple. 
While a normal options trader may simply glance at the current market rates for a contract and 
determine whether or not he wants to participate in a trade, there are other parties who must be 
more thorough. 
The first group is academia; economists, by nature, desire to probe into the inner 
workings of markets and learn about the allocation of resources. As such, the goal is to 
thoroughly understand the price, so they will attempt to fundamentally extrapolate the worth of 
these contracts via a combination of assumptions about investors and markets and questioning 
how these abstractions might interact, given those assumptions. Secondarily, the other group is 
the market makers. In order for a complex derivatives market to function, there is a role for 
specialists to set initial prices and make assets available in these markets. As such, these groups 
are interested in the drivers of these prices at a fundamental level. 
The purpose of this paper is to use computational volatility metrics and relate them to the 
market’s true implied volatilities (IV), which are found by inverting market prices through the 
Black-Scholes model. With regards to the literature, this paper fills several gaps. First, it attempts 
to determine whether active measures of volatility can be used to mimic an implied volatility 
measure. Options volatility has been opined before, but the methodologies have differed, electing 
to try standard deviation, for example [11]. Second, moneyness, which is explained later, has a 
relationship with IV that appears to be neglected in literature and is assessed here. Third, r-
squared values are rarely assessed in this field, and this paper observes them. Fourth, and lastly, 
this paper uniquely includes how the model performs during differing periods of volatility. 
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Each of these objectives are achieved through four processes: 
1) In this paper, we attempt to accurately estimate the true IV with three different volatility 
metrics: EGARCH, EGARCH-X, and the Realized EGARCH. This attempt is made for 
both call and put options on SPY for strike price ranges of 260 to 3100, and a regression 
was run to tailor the alternative metrics to the true IV. The regression results include a 
variety of parameters and the root mean squared error (RMSE), which, in tandem, may 
help weight methodologies used here and assess other elements of financial markets.  
2) Next, regressions are run on the moneyness terms in these models to estimate the IV’s. 
The objective here is to estimate the independent value of these terms, and, in doing so, 
the performance of the above flagship models may be contextualized. If moneyness is 
particularly useful or useless, it could expose the models’ weaknesses and strengths. 
3) R-squared values are assessed across all of the models in order to see how well they were 
able to tailor themselves to the data. If the r-squared is higher, it is reasonable to argue 
that, given how patterned some of the implied volatilities are, the model is actually 
handling the underlying variance of the data significantly better. 
4) The data set of implied volatilities is split up into three time periods, each marked with a 
general volatility level. Then, the original models, each with its unique volatility metric, 
are regressed upon by the corresponding option IV’s via OLS. The objective here is to 
observe whether or not there are market conditions in which it should be expected that 
this model will perform better. As a forewarning, since these market conditions are 
handpicked, overfitting is a serious possibility, so skepticism is warranted. Moreover, on 
account of the small sample sizes in this paper, any conclusions here are not definitive 
and should be taken with a heavy grain of salt. 
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III. Literature Review 
 
In this paper, the goal is to measure the accuracy of volatility innovations as potentially 
used in options pricing models. As such, I consider 1) volatility calculations and manipulations, 
specifically as they relate to GARCH models, and 2) the precedence for asset pricing models and 
comparisons like this one. 
1) Volatility Calculations and Manipulations 
To begin dissecting types of GARCH models, its foundation from which it comes must 
be reviewed: the ARCH (Autoregressive Conditional Heteroskedasticity) model. Past 
econometric modeling in finance had always sought to predict financial volatility exogenously. 
However, beginning with this model, research started to lean toward the endogenous use of 
variance in models, where a factor in the computation of the current period’s variance could be at 
least partially conditional, not just unconditional. In the grand scheme of econometric modeling, 
the ARCH process is seen as a more comprehensive alternative to utilizing completely stationary 
methods like standard deviation and variance, but, among these models, it could easily be 
described as the simplest [2].  
 A few years later, a new type of process was created based on the ARCH process: the 
GARCH model. The ARCH model computed its conditional variance as a linear function of 
errors in past sample variance, which is the realized deviation from unconditional variance, 
which conveniently permits changes in the conditional variance. However, this derivative 
GARCH model is more flexible. This new process allows for two things: 1) flexible lag 
structuring, and 2) the inclusion of conditional variances in the model as a means to predict 
future conditional variance, hence why it is “generalized”. Now, it is able to be described as a 
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GARCH (p, q) process, where p is the lag placed on conditional variances, and q is the lag 
placed on unconditional variances. Therefore, if p were to be set equal to zero, the model would 
revert to an ARCH (q) process, since conditional variances would no longer have been included 
in the model [3]. 
 After this breakthrough, it had become commonplace to view GARCH models as the new 
gold standard of econometric modeling. However, the GARCH model possessed a couple of 
shortcomings that were enumerated by the developers of the next model in the timeline: the 
Exponential GARCH process. In the previous process, shock impacts were unmanaged, and 
patterns were inconsistent. This made correlations between returns and volatility innovations 
impermissible, made shock impacts indecipherable, and necessitated the use of inequality 
constraints on parameters. However, by having the natural logarithm of the variance act as the 
conditional volatility of interest, all of those barriers are removed. Resulting curves are smoothed 
out, and shock impacts are standardized, affording researchers the opportunity to use unrestricted 
parameters and calculate active correlations. Additionally, another benefit, perhaps the most 
important one, is that, with the volatility shocks being standardized, much of the noise of the 
markets is filtered out, improving the model [4]. 
 While the Exponential GARCH provided a vast improvement to previous models, it was 
arguably limited with regard to factors. Based on this notion, an entire family of multivariate 
models was created that sought to add extra predictive power to the relatively straightforward 
Exponential GARCH, almost like a regression. Thus, the Exponential GARCH-X group of 
processes emerged. In essence, all that needs to be done is take the standard Exponential 
GARCH formula and add parameters, like the daily range of logarithmic prices, based on the 
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individual researcher’s preference. The result is a multivariate model with, in many cases, greater 
accuracy [5]. 
 The final model of interest in this study is a direct innovation of the Exponential GARCH 
base, and it is known as the Realized Exponential GARCH model. This process is predicated on 
taking the standard Exponential GARCH model and incorporating realized measures of volatility 
within it, such as realized variance. In short, a realized measure of volatility is a metric 
calculated using local variations in prices that have already materialized. They stand separately 
from implied measures of volatility, which are dependent on the market’s assessment of future 
volatility. One has actualized, and the other is speculative. With the realized measures being 
actualized, they are more conventionally useful for application to past data, a product of its 
reduction of the influence of noise [6]. 
 In total, there are five processes whose histories are presented here, each with individual 
strengths and weaknesses, ranging from simplicity to efficacy. Regardless, there are numerous 
other models that have been developed since the original ARCH models were conceived in 1982. 
Having said that, these methods will serve the purposes of this paper very well. 
2) Asset Pricing Models and Comparisons 
How can options be priced in a way that that is sensible? In 1973, Black and Scholes 
formulated a model to price European options contracts by incorporating “drift” and “noise”, 
proxies for expected return and volatility, as ways to predict the ability of those contracts to gain 
intrinsic value. The model consistently underestimated what options buyers were willing to pay 
for the contracts. However, because the Black-Scholes model is the standard, it will be the 
overarching pricing mechanism in this paper and limit our data to European-style options [7]. 
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Later came literature that added more layers to security-pricing methodology. This is the 
Fundamental Theorem of Asset Pricing, clearly formulated and explained by Harrison and Pliska 
(1981). Here, they assert that a market is only efficient, or free of arbitrage, if the current price of 
any asset is determined by a time-continuous stochastic process with a constant expectation that 
describes its future evolution. In short, markets must factor all future expectations into the 
current asset price to be deemed efficient, and options markets are no different. This process is a 
martingale, which inherently avoids rewarding risk. In turn, the probability of this normalized 
security price process is risk-neutral, which will come up more later [8]. 
Corsi, Fusari, and Vecchia (2013) conducted a study in which they took realized 
volatility measures and put them into an established framework for pricing options as the 
volatility parameter, or “noise”. Despite its theoretical flaws, their pricing method was found to 
be more accurate than most competing models. Utilizing realized measures as a proxy for actual 
price volatility, which is the true implied volatility, in an option pricing model sets a literary 
precedent for this paper, and that is why it is useful [9]. 
Hansen, Huang, and Wang (2016) built an option pricing formula with the Realized 
GARCH framework as its volatility metric and an Edgeworth expansion. Their pricing model, 
with this volatility inclusion and several optimizing adjustments, consistently outperforms 
competing models, both in-sample and out-of-sample. This is relevant in two ways: first, it 
stresses the Realized GARCH framework, which is one of the volatility models used in this 
paper, and, second, it demonstrates the process of making marginal, optimizing adjustments to 
existing models, which is comparable to what is done for the volatility adjustments in this paper. 
In addition, as is standard for all papers like this, RMSE is the method used to measure the 





To begin, TAQ share price data, ranging from June 21, 2018 to October 23, 2018, is 
collected from Wharton Research Data Services on SPY. TAQ data provides information about 
all trades that occur for a given asset, such as the precise time, including extended hours trading 
if desired, and the trade execution price. Moreover, WRDS Options Metrics daily European 
options price and implied volatility data, including calls and puts with strikes from 200 to 350, 
all with June 21, 2019 expiries, are gathered for SPY as well. This general timeframe was chosen 
due to the presence of conventional market conditions, as in, the lack of a major recession or 
bear market. However, the primary issue is that the data is limited. There is a small sample size 
here because 1) options contracts with solid liquidity that do not possess erroneous distances 
between their strike prices and the current asset price are usually only available within a year, 
and 2) WRDS did not provide data for contracts of this expiry after October 23, 2018, even 
though that data would have been helpful. In total, all available trade and options data from June 
21, 2018 to October 23, 2018 is collected for the S&P 500, with the European-style contract 
expiries set on June 21, 2019. 
 For technical analysis, a key aspect of the price data needs to change: every day of TAQ 
data needs comparable time elements, meaning that the time structure of the data must conform 
to one another. There are two reasons for this: first, daily data is needed for other parts of these 
processes, and, second, intraday operations are performed on it. Consistently timestamped 
intraday data is imperative for these purposes. 
 For ease of use and sample size purposes, I decided to shrink the data into five-minute 
intervals where, within each block of five minutes, low, high, open, and close (OHLC) prices are 
 
11 
computed. In addition to this, if there was not a movement in the price during a given interval, 
that block would simply be removed. As such, over the course of any trading day, from the 
beginning of pre-market hours through after hours, prices would be assigned at every five-minute 
mark and consolidated in the event that nothing changed. From there, intraday operations can be 
performed much more easily, such as calculating realized measures of volatility. Nonetheless, 
most procedures in this framework are applied to daily data. Therefore, concurrent daily data 
must be created from this intraday data. Fortunately, pulling daily information from intraday data 
is straightforward. First, establish the desired timeframes, which would only include open market 
hours here. Second, collapse the data across all available timeframes each day. With that, 
concurrent intraday and daily OHLC data have been obtained. With this, logarithmic returns can 
be calculated, and volatility metrics may be computed. 
 
V. Summary Statistics 
 
I briefly investigate two things in this section: SPY and its contracts’ implied volatilities. 
The SPY data is just the closing prices during the period of June 21, 2018 to October 23, 2018. 
The IV’s are a part of the data set that is pulled from Options Metrics on WRDS, which are 
themselves calculated by inverting the Black-Scholes model and annualizing them. Below are 
tables of the basic statistics, rounded to four decimal places, for the implied volatilities of put and 
call options for all strikes over the course of the timeframe. 
Table 1. Summary Statistics of SPY Prices from June 21, 2018 to October 23, 2018 
Mean Median St. Dev. Maximum Minimum 





 The price range throughout this four-month period is tight yet versatile. Throughout the 
summer, the market experienced consistent growth, but, in the fall, trade tensions caused a short 
bearish trend. This is important for demonstrating diverse market conditions present during our 
timeframe as well as informing us of which options contracts have sufficient liquidity to test. 
Table 2. Implied Volatilities of SPY Call Options with Expiries on June 21, 2019 
Strike Price Mean Median St. Dev. Maximum Minimum 
200 .2032 .2017 .0268 .2782 .1270 
210 .2067 .2027 .0178 .2638 .1761 
220 .2042 .1995 .0140 .2491 .1843 
230 .1976 .1937 .0118 .2341 .1812 
240 .1889 .1867 .01028 .2195 .1747 
250 .1786 .1768 .0091 .2064 .1665 
260 .1671 .1654 .0082 .1903 .1563 
270 .1546 .1527 .0074 .1750 .1451 
280 .1413 .1395 .0066 .1592 .1327 
290 .1276 .1262 .0059 .1438 .1198 
300 .1145 .1138 .0053 .1306 .1075 
310 .1038 .1030 .0052 .1209 .0975 
320 .0972 .0949 .0057 .1175 .0915 
330 .0961 .0931 .0069 .1200 .0888 
340 .0992 .0968 .0078 .1258 .0907 


























































































































































































SPY Prices from June 21, 2018 to October 23, 2018
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Table 3. Implied Volatilities of SPY Put Options with Expiries on June 21, 2019 
Strike Price Mean Median St. Dev. Maximum Minimum 
200 .2503 .2639 .0116 .2929 .2503 
210 .2525 .2503 .0108 .2772 .2380 
220 .2388 .2367 .0100 .2614 .2254 
230 .2251 .2231 .0093 .2467 .2127 
240 .2113 .2094 .0086 .2312 .2000 
250 .1973 .1955 .0078 .2154 .1869 
260 .1814 .1814 .0072 .1994 .1734 
270 .1686 .1670 .0067 .1838 .1596 
280 .1535 .1518 .0061 .1672 .1449 
290 .1383 .1365 .0055 .1509 .1300 
300 .1239 .1223 .0049 .1390 .1163 
310 .1119 .1108 .0052 .1338 .0996 
320 .1062 .1050 .0077 .1409 .0954 
330 .1159 .1134 .0140 .1601 .0884 
340 .1340 .1310 .0152 .1805 .1069 
350 .1506 .1481 .01648 .2006 .1169 
 
Since IV maps one-to-one onto options prices, insights about options prices can be drawn 
from the summary statistics of the underlying IV’s. Put succinctly, the IV’s shrink as the options 
approach being at the money and rise as they move away from being at the money, with a 
plateau once a certain distance from that point. Investors are rewarded with higher IV’s as risk-
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As can be seen in the graphs above, the average implied volatilities form a valley 
between two hills. In the literature, this valley is most commonly referred to in literature as a 
“smile”, which is prevalent in the IV’s of most options contracts when plotted across its 
respective strike prices. In this particular instance, the average IV among all IV’s in the data set 
are being used for each strike price in these plots, which is causing the plot itself to be slightly 
skewed. For the record, the “smile” would be more clearly visible if I were to plot the IV’s on a 
single day for a single contract across multiple strike prices, but plotting it like this demonstrates 
that, even over the course of the entire sample time period, the pattern is still visible. 
When a contract is at the money, the IV of that contract is typically going to be at its 
lowest, and, as the strike prices move away from that point, the respective IV’s increase. This 
phenomenon appears to hold true in this context for SPY during this timeframe, and its 
acknowledgement is crucial in attempting to accurately price contracts. Below is a graphic that 
illustrates the general pattern. For clarification, this “smile” is not always perfectly formed as 
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 As opposed to the typical standard deviation in daily stock returns that Black-Scholes 
originally calls for, I apply the three most advanced models mentioned, the Exponential 
GARCH, Exponential GARCH-X, and Realized Exponential GARCH model, to the price data 
and compared to the true implied volatility. As the IV is what the markets have priced in, it is 
considered to be the true volatility, and, because of that, the goal of any predictive volatility 
model is to estimate the IV. In terms of the models themselves, while their conceptual relevance 
was mentioned in the introduction and literature review sections, their mathematical 
development is here in the methodology section, starting just below with the ARCH model, 
which was originated in 1982. 
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The ARCH (1) framework is written as such: 
𝜎 = 𝜔 + 𝛼𝑌  
Here, 𝑌  is the error in sample variance as it deviates from the pre-established unconditional 
variance in time period (𝑡 − 1), and ω is the omnipresent unconditional variance. The desired 
outcome of this regression is an accurate 𝜎 , which is simply the financial volatility in the time 
period 𝑡, which would commonly be referred to as the conditional variance. As can be seen here, 
there are two parts to this model: the unconditional variance and the conditional variance. At this 
point, the conditional variance was a new innovation, and it serves as a dynamic way to calculate 
ever-changing volatility. As such, the way it is calculated is the unconditional variance plus the 
square of the error in its application. 
From here, the transition over to a GARCH (1, 1) framework is straightforward: 
𝜎 = 𝜔 + 𝛼𝑌 + 𝛽𝜎  
Now, with this innovation, volatility is no longer purely a function of unconditional variance and 
its errors. It now includes the previous period’s conditional variance, 𝜎 . As such, the model is 
much more whole now, with a terminally dynamic system for calculating the current period’s 
volatility. All of the elements that went into the previous period’s computations are applied to the 
coming period. 
From here, it is possible to derive an EGARCH (1, 1) framework: 
𝑙𝑛(𝜎 ) = 𝜔 + 𝛽𝑙𝑛(𝜎 ) + 𝜏(𝑧 ) 
This model changes quite a bit from the previous model. To begin, invoke natural logarithms on 
the conditional variance for the current and previous period to smooth out curves and standardize 
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shock impacts. After this, remove the past errors portion of the GARCH model, 𝑌. Then, a 
leverage function will be added, 𝜏, where 𝜏(𝑧 ) = 𝜏 𝑧 + 𝜏 (𝑧 − 1). This is an effective means 
to include standardized and studentized returns in this EGARCH process, and, with that, this new 
model is complete. 
From EGARCH (1, 1), we can obtain the EGARCH-X (1, 1) framework: 
𝑙𝑛(𝜎 ) = 𝜔 + 𝛽𝑙𝑛(𝜎 ) + 𝜏(𝑧 ) + 𝛿𝑙𝑛(𝑥 ) 
The extension onto EGARCH that this model brings is in the addition of a realized measure of 
volatility, 𝑥. That realized measure of volatility could be one or more the many measures 
available. Some of these include the daily range squared, realized kernel, or realized variance. In 
this model, the daily range squared is that realized measure. However, one important thing to 
note is that this is purely a daily measure, which comes into play when discussing a more 
accurate variation of this current model. 
A great additional framework is the Realized EGARCH (1, 1) framework: 
𝑙𝑛(𝜎 ) = 𝜔 + 𝛽𝑙𝑛(𝜎 ) + 𝜏(𝑧 ) + 𝛾 𝑢  
This model is similar to EGARCH-X (1, 1), but 𝑢  differentiates it. In essence, let’s imagine a 
matrix storing multiple realized measures called 𝑥. Now, take the matrix 𝑥 and combine it with 
returns to create a filtration function. This function, then, is used to calculate expected 
conditional returns for the next period. In short, 𝜇 = 𝐸(𝑟 |𝐹 − 1). Given this, 𝛾′ could be seen 
as the marginal informative value that group of realized measures has pertaining to future 
volatility. Nonetheless, only one realized measure is used in this model, standard realized 
variance, which is computed here by summing the squared intraday returns at five-minute time 
blocks. Thus, in practice, it operates similarly to the EGARCH-X (1, 1). 
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 One important thing to note about GARCH models is their purpose. While the 
prerequisite ARCH process is actually a regression model, the GARCH processes are all 
members of a family of models known as likelihood models [2, 6]. In these models, coefficients 
are determined so as to maximize some likelihood estimator, which is sometimes referred to as a 
score. What these estimators do is attempt to measure the likelihood, typically logarithmic, of a 
model working, as observed, on the dependent variable, 𝜎 . As such, these formulas are able to 
avoid operating on false OLS assumptions, and, instead, they choose to focus on how likely it is 
that the formulas are useful. 
In this paper, the last three GARCH processes are used to calculate volatility parameters 
that form a part of our pricing models. It is, then, put into a multivariate regression seeking to 
predict the logarithmic implied volatility. The logarithmic IV is just the logarithm of the true IV, 
which is derived from taking option prices and inverting them through Black-Scholes model, 
which is shown below, and annualizing them. 
 As for the Black-Scholes model, it is expanded here: 
𝐶 =  𝑆 𝑁(𝑑 ) − 𝑋𝑒 𝑁(𝑑 ) 











𝑑 = 𝑑 − 𝜎𝑠√𝑡 
Here, 𝐶 is the call option price, 𝑃 is the put option price, 𝑆  is the stock price at time 𝑡, 𝑋 is the 
strike price, 𝑡 is the time to expiry, 𝑟 is the risk-free interest rate, and 𝜎  is the implied volatility of 
log returns of stock price 𝑆. These factors form the pricing mechanism. Pragmatically speaking, the 
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mechanism posits that the price of an asset follows Geometric Brownian Motion, implying that 
the asset has an expected level of drift and a noise component. The drift is a constant pull, and 
the noise represents oscillating deviations around it. In the data, the IV was obtained by inverting 
this model to find 𝜎 . The IV is annualized, so, in Black-Scholes terms, it is equal to √250 ∗ 𝜎 . 
 The multivariate regression mentioned earlier is structured as follows: 
𝑙𝑛(𝐼𝑉 , ) = 𝑎 + 𝑎 𝑚 , + 𝑎 𝑚 , + 𝑏 𝑙𝑛(ℎ ) + 𝑏 𝑚 , 𝑙𝑛(ℎ ) + 𝑏 𝑚 , 𝑙𝑛(ℎ ) + 𝜀 
Once again, 𝐼𝑉  is the annualized implied volatility, so, with a visual alteration to the formula 
that was just mentioned, it is calculated as 250 ∗ 𝜎𝑆 
2  . As such, for the sake of congruency, 
there is a need to annualize the volatilities calculated in the EGARCH models. The annualized 
calculated EGARCH volatilities, at time 𝑡, are referred to as ℎ  in this model. The 𝑙𝑛(ℎ ) term is 
used as a straightforward covariate and in other terms. Moreover, there is one other 
straightforward covariate that is used in multiple ways, 𝑚 , . This term is referred to as 
moneyness, which is an integral part of valuating any type of options contract. 
For options, moneyness is the extent to which an options contract is “in the money”. For 
a contract to be in the money, it needs to have intrinsic value, which means that, when ignoring 
the premium, the contract would yield profit if exercised. For a call, this would that the 
underlying asset price is greater than the strike price, and, for a put, it is implied that the 
underlying asset price is less than the strike price. Conveniently, if the contract does not have 
intrinsic value, it is either “out of the money” or “at the money”. If, at the current underlying 
asset price, the contract would be exercised for a loss, that contract is said to be “out of the 
money”. For calls, the strike price would be greater than the price of the underlying, and vice 
 
20 
versa for puts. Given this, it is predictable that, for either option type, if the strike and underlying 
prices are equal, those contracts are at the money. 
Additionally, 𝑙𝑛(ℎ ) and 𝑚 ,  are used together in two interaction terms in this model. 
First, there is a standard interaction between 𝑙𝑛(ℎ ) and 𝑚 ,  in the covariate 𝑚 , 𝑙𝑛(ℎ ). Second, 
there is an interaction term that includes a parabolic adjustment, 𝑚 , 𝑙𝑛(ℎ ). This is necessary as 
the movements of both the true implied volatilities and the estimated volatilities are inherently 
parabolic. The reasoning behind this is based on theoretical asset pricing, where the conditional 
expected payoffs are meant to align with the price of the asset. 
According to the fundamental theorem of asset pricing, the price of an asset is equivalent 
to its conditional expected payoff [8]. If the expected payoff is higher, accounting for risk-neutral 
probabilities, sellers charge more for that asset. This occurs with the IV of options contracts 
when their underlying assets are further away from their strike price. The reasoning is the ability 
of options contracts to grant their buyers with the privilege of leverage. 
In options markets, rewards to buyers are penalties to sellers, since they are on the other 
end of the contract. Thus, the seller, seeking reward for giving that relatively higher expected 
payoff, assumes a higher IV and charges greater relative premiums. As a result, when the 
contract’s strike price upon selling is distant from the momentary price of the underlying, there is 
an assumed magnification in relative losses, which manifests in the increase of implied volatility 
of the contract in question. Regardless, as stated earlier, since the goal is to use these metrics 
with other covariates to estimate the true IV, there are errors in those estimations. Consequently, 
there is a need to measure the magnitudes of those errors to judge the accuracy of those 
estimations, which is addressed via the RMSE. 
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(𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 − 𝐴𝑐𝑡𝑢𝑎𝑙)  
In this case, 𝑙𝑛(𝐼𝑉 , ) is the “actual” because it is the logarithm of the true IV that is determined 
in the markets. On the other hand, the result of the total regression model is the “prediction”. The 
RMSE was selected as the accuracy metric of choice for two reasons. First, it is the standard in 
the literature, making this paper easier to evaluate by other researchers in this field. Second, it is 
intuitive; because these models are OLS regressions, they are, in effect, created to minimize the 
RMSE in their predictions. 
 In addition to pricing, the relationship between moneyness and IV is also modeled: 
𝐼𝑉 , = 𝑎 + 𝑎 𝑚 , + 𝑎 𝑚 , + 𝜀 
The variables here are the same as in the flagship pricing model. Moneyness is a part of options 
pricing due to the existence of risk-neutral probabilities, because moneyness is obviously a key 
factor in determining the expected payoff of a contract. The goal here is to see if moneyness and 
its parabolic adjustment are sufficiently powerful covariates to 1) form a competitive model on 
their own and 2) prove to be responsible for the majority of the accuracy in the flagship model, 
putting the worth of the GARCH processes into question in that model. If the above model is 
shown to be extremely effective, it could be argued that the other terms, those involving 
volatility innovations, are expendable and, by extension, useless. 
 Moreover, rather than simply observing the RMSE’s of the pricing model, the variations 
in the right and left-hand sides of the model are to be observed and compared. The goal is to 
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determine whether or not the variance in the IV is captured by the covariates. This is best done 
by observing the 𝑅  and its adjusted counterpart, and the higher they are, the better. 
 As an extension, the flagship pricing model is also tested on different parts of the 
available timeframe, where the difference is determined by general volatility levels. In short, the 
larger timeframe is split into three sections: one with relatively low volatility, one with more 
moderate volatility, and one with relatively high volatility. The original pricing model is tested in 
all three of these situations with all three of our alternative volatility metrics. Then, results are 
based on two things: 1) the qualitative ability of the model to accurately diagnose higher 
volatilities in the appropriate contexts, and 2) the RMSE’s in those different contexts to see if the 
model performs better in certain volatility environments. 
 To summarize everything, there are four parts of this analysis: 
1) The pricing model, in the form of its regression, is jointly tested on an amalgamation 
of strike prices. We are looking at the RMSE’s of the model across multiple strike 
prices as well as the resulting parameters of the regression. Logistically, the model is 
tested in three different iterations, one for each volatility metric: 1) EGARCH, 2) 
EGARCH-X, and 3) Realized EGARCH. As mentioned, each of these volatility 
metrics are annualized to match the annualized log IV’s present in 𝑙𝑛(𝐼𝑉 , ). These 
logged terms form the covariate 𝑙𝑛(ℎ ) within the regression model. Both call and put 
options in the appropriate range are tested as well. With regards to what constitutes 
the “appropriate range” of strike prices, sufficient liquidity is a necessary component 
of accurate IV’s. Because of this, even though the larger data set included strikes 
from 200 to 350, only strikes from 260 to 310 will be used. The model is 
simultaneously applied to all of these strikes, so as to prevent overfitting by only 
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assessing one strike at a time. This is done by averaging the respective volatilities of 
each strike into a single entity and testing it on a strike price that is the average of all 
strike prices of interest. This, by definition of OLS, provides the smallest total RMSE 
for all of them. 
2) The relationship between moneyness and the IV is assessed individually. This is done 
by regressing the IV onto the moneyness covariate, 𝑚 , , and its parabolic adjustment 
𝑚 , , both created when building the previous OLS model. Including a regression for 
these components is helpful in judging the significance of the volatility measures that 
are intended to be imperative parts of the flagship regressions in this study. Also, 
while the notion of relating implied volatility to moneyness is not a new concept, it’s 
a helpful method of contextualizing its impact for this particular asset in this specific 
time period, which is the case here. 
3) The variation of both of the IV and right-hand side of the flagship model are 
compared with each other to make more sense of the model. In conducting this 
analysis, 𝑅  is used to analyze both the individual merit of each iteration of the model 
and their worth in relation to each other. As the values of these statistics increase, it is 
assumed that the model is more completely capturing the variance present in the IV. 
This is done for each of the volatility innovations. 
4) The time period of interest is broken down by volatility to assess the “smile”, how 
different levels of volatility affect our model of interest. Again, this is done by 
grouping the returns throughout the sample into stable periods, moderate periods, and 
volatile periods. Any of these periods can last for several weeks. During these 





There are four primary goals in this study: 1) to build an accurate regression-based option 
pricing models predicated on the prediction of IV’s, 2) to assess the value of the flagship model 
by testing a model based solely on moneyness, 3) to measure the captured variance of the models 
built for the first purpose, and 4) to observe the effectiveness of the aforementioned models in 
differing market volatility contexts. As such, there are four components of this model that will be 
examined in this section, and this first table (Table 4) addresses the first component. 
Table 4. SPY Option IV’s onto Models: Resulting OLS Coefficients and RMSE 
Metric Flag 𝒂𝟎 𝒂𝟏 𝒂𝟐 𝒃𝟎 𝒃𝟏 𝒃𝟐 RMSE 
EGARCH C -2.0513 2.1181 42.6014 .2590 -7.5789 -195.3980 .0690 
EGARCH P -1.9458 -1.9743 28.7412 .1228 5.3697 -103.1550 .0280 
EGARCH-X C -2.0482 2.1324 34.9987 .2276 -6.1983 -157.7260 .0311 
EGARCH-X P -1.9457 -1.8928 30.8652 .1107 4.4220 -104.6020 .0293 
R-EGARCH C -1.7831 1.2427 -87.9525 .1002 .0686 -53.1712 .0398 
R-EGARCH P -1.7674 -6.1266 -57.0646 .0705 -2.1437 -46.8517 .0317 
 
 When running the model with EGARCH volatilities against the IV’s of corresponding 
call options, which is where the Metric is “EGARCH” and the Flag is “C” in Table 4, there are 
OLS coefficients and an RMSE present. Since the log volatilities are what this model is 
attempting to predict, it makes logical sense that the constant here is negative. As for 𝑎  and 𝑎 , 
the coefficients for moneyness and squared moneyness, they are both positive, suggesting that 
moneyness has a positive relationship with IV. This could disagree with established theory, as 
the IV’s appeared higher near the tails when out of the money. Moving onto 𝑏 , it is promising 
that the coefficient is positive here, since this indicates that the volatility innovations 
directionally align with the IV’s. Differentially, 𝑏  and 𝑏  are highly negative, which may mean 
that these interaction terms are offsetting the positive values of 𝑎  and 𝑎 . 
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 When applying the same metrics to put option IV’s, the model changes quite a bit. While 
the signs and magnitudes of most of the coefficients in this portion of Table 4 are similar, the 
signs of 𝑎  and 𝑏  change from negative to positive, and the magnitudes are comparable. What 
this likely indicates is that 𝑎  and 𝑏  compensate for one another to more closely fit the model to 
the data, and this pattern is problematic for significance of the independent volatility 
computations, represented by 𝑏 . The implication is that, since the interaction term and 
moneyness term are interchangeable, 𝑏  is not likely very significant, despite its encouragingly 
positive sign. As for the RMSE, this value is much lower than for the corresponding call options, 
which is fascinating. 
 For the EGARCH-X volatility-fitted model applied to the call options, there is a similar 
pattern to the corresponding EGARCH-fitted model. All of the signs and magnitudes of these 
coefficients are similar between these two models. Specifically, even the 𝑏  terms are very close 
to each other, which suggests that the effects of these different volatility metrics within these 
models are analogous. The primary difference between this and its EGARCH counterpart 
manifest in their accuracies; the RMSE of this case is significantly lower than for that of the 
corresponding model for call options. All that can be gathered from this is that, across the 
different strike prices, this model is simply more accurate. 
 While the EGARCH-fitted regressions may have included a couple of changes in signs 
among the coefficients when predicting put option IV’s instead of call option IV’s, this pattern 
did not occur for the models using EGARCH-X volatilities. However, this model’s coefficients 
are remarkably similar to the EGARCH-fitted model applied to put options. All of the signs are 
the same for each parameter, and the magnitudes are close as well, especially in the case of the 
independent EGARCH-X volatility term, 𝑏 . Additionally, this model is in concordance with 
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previous patterns in terms of accuracy: the RMSE of this model is lower than the corresponding 
EGARCH model, and this put option iteration is more accurate than the call option model used 
with the same volatility calculations. 
 Uniquely, the patterns, particularly in sign, that have been prevalent in the regressions 
using EGARCH and EGARCH-X do not appear to carry over to the models using Realized 
EGARCH volatilities for either option flag. With specific regards to call options, 𝑎  and 𝑏  are 
both positive, and 𝑎  and 𝑏  are both negative. This pattern of signs has not been seen in any of 
the models so far, and these particular numbers indicate that the parabolic adjustments for 
moneyness, both independently and in its interaction term, are mitigators of the non-parabolic 
terms, 𝑎  and 𝑎 . Moreover, the 𝑏  is smaller here than in the other models, which is suggestive 
of a lack of relative significance of the Realized EGARCH volatilities. Regardless, the RMSE in 
this particular instance is still much lower than what has materialized in the EGARCH-fitted 
model applied to call options. 
 Moving onto the last scenario, the model using Realized EGARCH volatilities to predict 
IV’s in the context of put options, has a very unique set of parameters detailed in Table 4. 
Coefficients 𝑎 , 𝑎 , 𝑏 , and 𝑏  are all negative, which appears to be unintuitive. For reference, 
the magnitudes of these variables are not really odd, but the fact that they are all negative implies 
that the influence of moneyness in this case is extremely potent. Moneyness, both itself and its 
parabolic adjustment, and in its relevant interaction terms are showing a strongly negative 
relationship between moneyness and IV. Moreover, 𝑏  here is the smallest of any of the models, 
and while the RMSE may be small, implying accuracy, the inconsistency of the parameters is a 
red flag, implying the model is theoretically consistent. Regardless, this is still valuable 
information. Next, the moneyness models are assessed in Table 5. 
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Table 5. SPY Option IV’s onto Moneyness: Resulting OLS Coefficients and RMSE 
Flag 𝒂𝟎 𝒂𝟏 𝒂𝟐 RMSE 
C -2.0190 .7385 33.5032 .0430 
P  -1.9279 -1.0544 23.6163 .0344 
 
 For clarification, Table 5 uses the moneyness covariates from the previous models to 
assess the importance of the volatility innovations in those models. Predictably, the constant term 
𝑎  is negative as has been the case for every situation in these results. With regards to the 
covariates, moneyness and its parabolic adjustment, squared moneyness, their coefficients are 
both positive. This was seen for the regression including EGARCH volatilities to predict call 
option IV’s and this indicates a positive relationship. This may disagree with theory, as the smile 
formation established earlier is not expected to skew positively. In fact, if anything, it is expected 
to skew negatively, positing negative parameters. On another note, the RMSE here is in line with 
those present in the full models, indicating that the moneyness terms are largely responsible for 
any accuracy present in all of the prior call options models. 
 When assessing the corresponding moneyness model used with puts, though, the 
parameters slightly change in Table 5. The plain term for moneyness,  𝑎 , now has a negative 
coefficient while the coefficient for the parabolic adjustment, 𝑎 , remains positive. All of this 
suggests that the put options are less directionally sensitive in terms of IV, implying that the 
volatility smile is more comfortably formed in this context. Fortunately, that nuance appears to 
translate to the RMSE, as the more conventional smile pattern also happens to coincide with a 
smaller RMSE. This suggests that this particular moneyness model, especially once the parabolic 
adjustment is considered, is extraordinarily powerful and independently competitive with the 
flagship models in the context of put options. 
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Table 6. R-Squared Values of the OLS Models - In Order of Appearance 
1 2 3 4 5 6 
.5642 .4725 .5433 .4220 .2537 .3214 
 
 Across all of the flagship OLS models, there appears to be quite a bit of variety with 
regards to the variance represented in Table 6 above. To begin, the range of r-squared values 
observed among these six models is .3105 with a minimum of .2537 and maximum of .5642. In 
essence, the amount of variance present in the data that the models were able to capture varied by 
as much as 31.05%. One model, the predictive call option model infused with EGARCH 
volatilities, was able to capture 56.42% of the variance in the data whereas the call option 
regression using Realized EGARCH volatilities could only capture 25.37% of the variance in 
IV’s. Among just call options contracts, there is a vast difference in terms of goodness-of-fit. 
This indicates that the different volatility metrics cannot consistently fit to the IV’s 
provided, and this is likely causing the tradeoff between the coefficients of moneyness and 
𝑙𝑛(ℎ ). As the models attempt to fit themselves to minimize the RMSE, the coefficients of some 
of the terms in the model vary significantly. The result is that the models are not uniformly 
guided toward having comparable r-squared values. Additionally, given that the volatility 
innovations are intended to be the main component of these models, it seems questionable that 
the r-squared values do deviate by this much. For example, it is suggested in previous literature 
that Realized EGARCH models should broadly outperform the standard EGARCH and its 
extended counterpart [6]. However, r-squared should be judged differently from other results 
metrics. As volatility models are meant to capture local variation, r-squared, which is based on 
long range variance capture, should not be used for indictment. In short, nothing is problematic 
here, and it’s intuitive that the Realized EGARCH variants have lower r-squared values. 
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Table 7. SPY Option IV’s onto Models: Resulting OLS Coefficients and RMSE 
Metric Flag Vol. 𝒂𝟎 𝒂𝟏 𝒂𝟐 𝒃𝟎 𝒃𝟏 𝒃𝟐 RMSE 
EGARCH C Low -2.0424 -7.7246 -228.1040 .0128 41.4007 2394.1100 .0217 
EGARCH C Med -2.0362 -2.2764 71.7251 -.1075 10.8434 -235.0380 .0063 
EGARCH C High -1.9815 -1.1845 12.7867 .0738 1.0447 1.9051 .0112 
EGARCH P Low -1.9522 -7.4193 -187.1940 .0689 38.6907 1895.8200 .0169 
EGARCH P Med -1.9530 -.8523 14.2034 .0124 -1.5534 55.4678 .0073 
EGARCH P High -1.8876 1.1855 14.0625 .0411 -1.1301 -50.0550 .0151 
EGARCH-X C Low -2.0417 -5.3723 -77.8591 .0164 19.9301 1271.4000 .0226 
EGARCH-X C Med -2.0392 -2.1414 71.0784 -.0602 6.8447 -157.0350 .0061 
EGARCH-X C High -1.9842 -1.0966 17.5131 .0744 .5981 -14.5558 .0113 
EGARCH-X P Low -1.9500 -5.5799 -79.6200 .0505 21.0730 1086.3100 .0178 
EGARCH-X P Med -1.9500 -1.2672 25.8469 -.0011 .3768 1.1497 .0077 
EGARCH-X P High -1.8875 1.4293 25.2746 .0360 -1.5708 -64.5226 .0140 
R-EGARCH C Low -1.9500 -5.5799 -79.6200 .0505 21.0730 1086.3100 .0178 
R-EGARCH C Med -1.9500 -1.2672 25.8469 -.0011 .3768 1.1497 .0077 
R-EGARCH C High -1.8875 1.4293 25.2746 .0360 -1.5708 -64.5226 .0140 
R-EGARCH P Low -1.6357 -14.7599 -2260.1800 .1268 -5.4013 -995.5530 .0170 
R-EGARCH P Med -1.9755 .3520 -1.0252 -.0101 .6606 -13.3342 .0077 
R-EGARCH P High -1.8576 -4.5892 -46.4635 .0081 -2.4583 -26.2660 .0139 
 
To clarify, each volatility level, listed in the Vol column as “Low”, “Med”, and “High”, 
is a set of continuous days in the data that espoused a certain level of volatility. “Low” volatility 
corresponds to a generally low level of volatility during that time period, “Med” corresponds to a 
medium or moderate level, and, predictable, “High” alludes to a period of heightened volatility. 
Typically, there was moderate volatility in the first third of the data, less in the second third, and 
more in the last third, and that is how they each set is classified. 
For the models using the EGARCH metric, what is important is that the RMSE of this 
model, regardless of whether the contract type is a call or a put, appears to be lowest during the 
period of moderate volatility, higher in the period of high volatility, and highest during low 
volatility. Additionally, for both types of options contracts, the parameters are highly similar, and 
that is inherently worth mentioning as it may indicate that moneyness, for example, and the other 
covariates have comparable effects in different volatility environments. 
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When call options are predicted with the EGARCH-X model, the parameters, outside of 
𝑎 , do not appear to mimic the same patterns as previous models. However, the pattern for the 
RMSE still holds strong. In the case of assessing the put options at different levels of volatility 
with the EGARCH-X infused regression, it appears that a couple of the covariates, namely 𝑎 , 
𝑎 , 𝑏 , and 𝑏 , are adhering to similar patterns as the adjacent call option regression. Of course, 
the same pattern for RMSE also holds, with the moderate volatility period yielding the most 
accurate results. 
For the Realized EGARCH model, the first thing to look at is the RMSE, and the pattern 
across volatilities conforms here too. As for the other coefficient patterns, only 𝑎  and 𝑏  seem 
to hold, suggesting the metrics themselves do have leverage. In the case of put options this, it is 
confirmed that, during this time period for the asset SPY, moderate volatility coincides with low 
RMSE’s. Additionally, the rainbow and smile patterns present in the above call option model are 




In summary, the results are still able to demonstrate four things, one conclusion per set of 
tests. First, across all of the flagship regressions, the put options measurements performed better 
than corresponding call options for each volatility computation. Upon ensuring that put-call 
parity was maintained, it remains unknown why this is the case, prompting more research. 
Second, moneyness factors are a critical part of options pricing. In the original iteration 
of this model, the only covariate was the log volatility metric, 𝑙𝑛(ℎ ). The result is a naïve, 
inaccurate approach to estimating the true IV because, as demonstrated earlier, IV is heavily 
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dependent on moneyness. Including it in the flagship models is essential in maintaining any 
semblance of accuracy. 
Third, goodness-of-fit lacks consistency across all of these models. When evaluating calls 
and puts separately, only the EGARCH and EGARCH-X models have somewhat consistent r-
squared values. However, there are two things to note here. First, the r-squared values are lower 
for puts than their corresponding call options, even though put-call parity was maintained, which 
means variation is being captured differently. Second, the Realized EGARCH infused model has 
much lower r-squared values than the other models; this is because the Realized EGARCH 
model is actually better at capturing the local variation in prices instead of long-range deviations, 
which means that the models are working properly. 
Fourth, moderate periods of volatility seem to coincide with more accurate estimations. 
For all iterations, the RMSE was highest during the low period of volatility, ranked second 
during the high period of volatility, and lowest during the moderate period of volatility. This is 
likely due to nuances of this particular time period as well overfitting. The period exhibiting 
moderate overall volatility is better described as a period with extremely low volatility with a 
small surge in volatility in its middle, which permits it to produce the best overall fit. 
Something that restricts the conclusive strength of this paper is its aforementioned lack of 
sample size, especially for the GARCH variation models being applied in this paper. These 
GARCH models tend to perform best with sample sizes of several hundred observations, and, in 
every context presented here, samples size never breaks 100. Moreover, a very specific context is 
being presented here, that being several months in 2018. A more complete study would include a 
broader, more universal timeframe. The goal here was to take limited data and see what could be 
 
32 
done, but future research would greatly benefit from applying similar methodologies to 
significantly more comprehensive sets of data, in terms of both timeframe and assets. 
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