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With a view to electrical spin manipulation and quantum computing applications, recent signifi-
cant attention has been devoted to semiconductor hole systems, which have very strong spin-orbit
interactions. However, experimentally measuring, identifying, and quantifying spin-orbit coupling
effects in transport, such as electrically-induced spin polarizations and spin-Hall currents, are chal-
lenging. Here we show that the magnetotransport properties of two-dimensional (2D) hole systems
display strong signatures of the spin-orbit interaction. Specifically, the low-magnetic field Hall co-
efficient and longitudinal conductivity contain a contribution that is second order in the spin-orbit
interaction coefficient and is non-linear in the carrier number density. We propose an appropriate
experimental setup to probe these spin-orbit dependent magnetotransport properties, which will
permit one to extract the spin-orbit coefficient directly from the magnetotransport.
Low-dimensional hole systems have attracted consid-
erable recent attention in the context of nanoelectron-
ics and quantum information [1–9]. They exhibit strong
spin-orbit coupling but a weak hyperfine interaction,
which allows fast, low-power electrical spin manipula-
tion [10, 11] and potentially increased coherence times
[12–15] while their effective spin-3/2 is responsible for
physics inaccessible in electron systems [16–20]. Struc-
tures with strong spin-orbit interactions coupled to su-
perconductors may enable topological superconductivity
hosting Majorana bound states and non-Abelian particle
statistics relevant for topological quantum computation
[21–24]. In the past fabricating high-quality hole struc-
tures was challenging, but recent years have witnessed
extraordinary experimental progress [12, 25–43].
A full quantitative understanding of spin-orbit cou-
pling mechanisms is vital for the realization of spin-
tronics devices and quantum computation architectures
[44, 45]. At the same time experimental measurement
of spin-orbit parameters is difficult [46]. Spin-orbit con-
stants can be estimated from weak antilocalization [47–
50], Shubnikov-de Haas oscillations and spin precession
in large magnetic fields (up to 2 T) [51–53], and state-of-
the-art optical measurements [54, 55]. Many techniques
yield only the ratio between the Rashba and Dresselhaus
terms or allow the determination of only one type of spin
splitting. Likewise, experimentally quantifying spin-orbit
induced effects, such as via spin-to-charge conversion or
vice versa, is difficult. For instance, current-induced spin
polarizations in spin-orbit coupled systems are small and
their relationship to theoretical estimates is ambiguous
[56–58], while spin-Hall currents [59] can only be identi-
fied via an edge spin accumulation [60–62].
Here we show that the spin-orbit interaction can have
a sizeable effect on low magnetic-field Hall transport in a
2D hole system, which is density-dependent and experi-
mentally visible. Our central result, shown in Fig. 1, is a
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Figure 1. Spin-orbit correction to the Hall coefficient RH of
2D holes in various 15 nm quantum wells as a function of the
electric field Fz across the well, where R0 ≡
1
pe
is the bare
Hall coefficient. Panel shows results for (a) different quantum
well materials at p = 1 × 1011 cm−2 and (b) GaAs quantum
wells at different densities.
correction to the low-field Hall coefficient
RH =
1
pe
[
1 +
(
64πm∗2α2
~4
)
p
]
, (1)
where α is the coefficient of the cubic Rashba spin-orbit
term, which arises from the application of an electric field
Fz across the quantum well,m
∗ is the heavy-hole effective
mass at α = 0, p is the hole density, and e is the elemen-
2tary charge. Note that here we have chosen the z−axis
as the quantization direction. In hole systems, where the
spin-orbit coupling can account for as much as 40% of
the Fermi energy [63], effects of second-order in the spin-
orbit strength can be sizable in charge transport. These
reflect spin-orbit corrections to the occupation probabili-
ties, density of states, and scattering probabilities, as well
as the feedback of the current-induced spin polarization
on the charge current. Quantitative evaluation shows
that the spin-orbit corrections can reach more than 10%
in GaAs quantum wells, and are of the order ∼ 20− 30%
in InAs and InSb quantum wells (Fig. 1a). The magni-
tude of the spin-orbit corrections also increase with den-
sity, which is consistent with the expectation that the
strength of spin-orbit interaction increases with density
(Fig. 1b). It is worth noting that the correction due to
spin-orbit coupling has already taken into account the
fact that the spin-split subbands may have different hole
mobilities.
In the following we derive the formalism and show
how spin-orbit coupling can give rise to corrections in
the magnetotransport. We consider a 2D hole system in
the presence of a constant electric field F and a perpen-
dicular magnetic field B = Bzzˆ. The full Hamiltonian is
Hˆ = Hˆ0+HˆE+Uˆ+HˆZ , where the band Hamiltonian Hˆ0
is defined below in Eq. (2), HˆE = −eF · rˆ represents the
interaction with the external electric field of holes rˆ is the
position operator, and Uˆ is the impurity potential, dis-
cussed below. The Zeeman term HZ = 3κµBσ ·B with
κ is a material-specific parameter [16], µB the Bohr mag-
neton and σ the vector of Pauli spin matrices. Rashba
spin-orbit coupling is expected to dominate greatly over
the Dresselhaus term in 2D hole gases, even in materi-
als such as InSb in which the bulk Dresselhaus term is
very large [63]. With this in mind, the band Hamiltonian
used in our analysis in the absence of a magnetic field is
written as [64]
H0k =
~
2k2
2m∗
+ iα(k3−σ+ − k
3
+σ+) ≡
~
2k2
2m∗
+ σ ·Ωk, (2)
where m∗ = m0
γ1+γ2
, the Pauli matrix σ± =
1
2 (σx ± iσy),
k± = kx ± iky. For B = 0 the eigenvalues of the band
Hamiltonian are εk± = ~
2k2/(2m∗) ± αk3. In an exter-
nal magnetic field we replace k by the gauge-invariant
crystal momentum k˜ = k− eA with the vector potential
A = 12 (−y, x, 0). The magnetic field is assumed small
enough that Landau quantization can be neglected, in
other words ωcτp ≪ 1, where ωc = eBz/m
∗ is the cy-
clotron frequency and τp the momentum relaxation time.
To set up our transport formalism, in the spirit of
Ref. [65], we begin with a set of time-independent states
{ks}, where s represents the twofold heavy-hole pseu-
dospin. We work in terms of the canonical momentum
~k. The terms Hˆ0, HˆE and HˆZ are diagonal in wave vec-
tor but off-diagonal in band index while for elastic scat-
tering in the first Born approximation Uss
′
kk′
= Ukk′δss′ .
Without loss of generality, here we consider short-range
impurity scattering. The impurities are assumed uncor-
related and the average of 〈ks|Uˆ |k′s′〉〈k′s′Uˆ |ks〉 over im-
purity configurations is (ni|U¯k′k|
2δss′)/V , where ni is the
impurity density, V the crystal volume, and U¯k′k the ma-
trix element of the potential of a single impurity.
The central quantity in our theory is the density oper-
ator ρˆ, which satisfies the quantum Liouville equation,
dρˆ
dt
+
i
~
[Hˆ, ρˆ] = 0. (3)
The matrix elements of ρˆ are ρˆkk′ ≡ ρˆ
ss′
kk′
= 〈ks|ρˆ|k′s′〉
with understanding that ρˆkk′ is a matrix in heavy hole
subspace. The density matrix ρkk′ is written as ρkk′ =
fkδkk′ + gkk′ , where fk is diagonal in wave vector, while
gkk′ is off-diagonal in wave vector. The quantity of in-
terest in determining the charge current is fk since the
current operator is diagonal in wave vector. We there-
fore derive an effective equation for this quantity by first
breaking down the quantum Liouville equation into the
kinetic equations of fk and gkk′ separately, and fk obeys
dfk
dt
+
i
~
[H0k +HZ , fk] + Jˆ(fk) = DE,k +DL,k, (4)
where the scattering term in the Born approximation
Jˆ(fk)=
1
~2
∫ ∞
0
dt′[Uˆ , e−
iH0t
′
~ [Uˆ , fˆ(t)]e
iH0t
′
~ ]kk, (5)
and the driving terms
DE,k = −
eE
~
·
∂fk
∂k
, (6a)
DL,k =
1
2
e
~
{vˆ ×B,
∂fk
∂k
}, (6b)
stem from the applied electric field and Lorentz force re-
spectively [65]. In external electric and magnetic fields
one may decompose fk = f0k+ fEk+ fEBk, where f0k is
the equilibrium density matrix, fEk is a correction to first
order in the electric field (but at zero magnetic field), and
fEBk is an additional correction that is first order in the
electric and magnetic fields. The equilibrium density ma-
trix is written as f0k = (1/2) [(fk++fk−)1 +σ ·Ωˆ(fk+−
fk−)], where Ωˆ is a unit vector and Ω was defined in
Eq. (2), and fk± represent the Fermi-Dirac distribution
functions corresponding to the two band energies εk±.
In linear response one may replace fk → f0k in Eq. (6a).
On the other hand it is trivial to check that the driving
term DL,k vanishes when the equilibrium density matrix
is substituted, so in Eq. (6b) one may replace fk → fEk.
Hence, in this work we perform a perturbation expansion
up to first order in the electric and magnetic fields, and
up to second order in the spin-orbit interaction, retaining
terms up to order α2. The detailed solution of Eq. (4) and
the explicit evaluation of the scattering term Eq. (5) are
given in the Supplement. We briefly summarize the pro-
cedure here. Firstly, with f0k known and only DE,k on
the right-hand side of Eq. (4), we obtain fEk. Next, with
3only DL,k on the right-hand side of Eq. (4), we obtain
fEBk. By taking the trace with current operator the lon-
gitudinal and transverse components of the current are
found as jx,y = eTr
[
vˆx,yfk
]
, with vi = (1/~) ∂H0k/∂k.
Finally, with σxx and σxy the longitudinal and Hall con-
ductivities respectively, the Hall coefficient appearing in
Eq. (1) is found through RH =
σxy
Bz(σ2xx+σ
2
xy)
. For the
Hall conductivity on the other hand one needs fEBk. We
note that the topological Berry curvature terms that give
contributions analogous to the anomalous Hall effect in
Rashba systems (with the magnetization replaced by the
magnetic field Bz) vanish identically when both the band
structure and the disorder terms are taken into account.
Table I. The maximal hole densities for which the current
theory is applicable for 15 nm-wide GaAs, InAs, and InSb
quantum wells. Densities in units of 1011cm−2.
GaAs InAs InSb
6.55 8.08 8.60
The limits of applicability of our approach are as fol-
lows. We assume that the magnetotransport considered
here occurs in the weak disorder regime, i.e. εFτp/~≫ 1,
where εF is Fermi energy. Furthermore, we assume that
the scattering does not change appreciably when the gate
field is changed at low density [40], so the condition
εFτp/~ ≫ 1 is still valid when the gate field is changed.
We assume αk3F/ǫkin ≪ 1 where ǫkin =
~
2k2F
2m∗ is kinetic
energy, for example in Ref. [48], the spin-orbit-induced
splitting of the heavy hole sub-band at the Fermi level is
determined to be around 30% of the total Fermi energy.
In addition, Eq. (2) with α independent of wave vector
is a result of the Schrieffer-Wolff transformation applied
to the Luttinger Hamiltonian, and its use requires the
Schrieffer-Wolff method to be applicable. Furthermore,
throughout this paper we consider cases where only the
HH1 band is occupied. We have calculated the exact
window of applicability of our theory in Table I.
Physically, the terms ∝ α2 entering the Hall coefficient
are traced back to several mechanisms. Firstly, spin-orbit
coupling gives rise to corrections to: (i) the occupation
probabilities, through fk±; (ii) the band energies and
density of states, through dεk±/dk; and (iii) the scatter-
ing term, which includes intra- and inter-band scattering,
as well as scattering between the charge and spin distri-
butions. Secondly, Rashba spin-orbit coupling gives rise
to a current-induced spin polarization [56], which is of
first order in α, and this in turn gives rise to a feedback
effect on the charge current, which is then responsible for
approximately a quarter of the overall spin-orbit contri-
bution to the Hall coefficient.
As a concrete example, a 2D hole system confined to
GaAs/AlGaAs heterostructures is particularly promising
since it has not only a very high mobility, but also a spin
splitting that has been shown to be electrically tunable in
both square and triangular wells [66]. The spin splitting
can be tuned from large values to nearly zero in a square
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Figure 2. The Rashba coefficient α of as a function of the
net perpendicular electric field Fz for 15 nm GaAs, InAs,
and InSb quantum wells. The inset shows that α for GaAs
decreases by ∼ 20% as Fz is increased from 4 MV/m to 10
MV/m, due to the fact the well becomes quasi-triangular at
Fz & 4 MV/m.
quantum well whose charge distribution can be controlled
from being asymmetric to symmetric via the application
of a surface-gate bias. Whereas thus far the theoretical
formalism has been general, to make concrete experimen-
tal predictions we first specialize to a two-dimensional
hole gas (2DHG) in a 15 nm-wide GaAs quantum well
subjected to an electric field in the zˆ direction, so that
the symmetry of the quantum well can be tuned arbitrar-
ily. In the simplest approximation, taking into account
only the lowest heavy-hole and light-hole sub-bands, in a
2DHG the Rashba coefficient α may be estimated as
α =
3~4
m20∆E
γ2〈φL|φH〉〈φH |(−i d/dz)|φL〉. (7)
where ∆E is energy splitting of the lowest heavy-hole and
light-hole sub-bands and γ = γ2+γ32 , and φH,L ≡ φH,L(z)
represents the orbital component of the heavy-hole and
light-hole wave functions respectively in the direction zˆ
perpendicular to the interface. For a system with top and
back gates, where the electric field Fz across the well can
be turned on or off, we use a modified infinite square well
wave function in which Fz is already encoded [67].
The Rashba coefficient α, as a function of Fz, for 15 nm
hole quantum wells is shown Fig. 2. For GaAs, at low Fz
(Fz ≪ 4 MV/m), the Rashba coefficient increases with
F , which is in accordance with the trends reported in Ref.
[68]. As Fz is increased, α then saturates, and, at larger
electric fields (Fz > 4 MV/m), the quantum well becomes
quasi-triangular and the Rashba coefficient α decreases
with increasing electric field Fz . The decrease of α as
a function of Fz in quasi-triangular wells is consistent
with the experimental findings of Ref. [69]. Note that for
different materials, α saturates at different values of Fz ,
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Figure 3. Ratio of Drude conductivity at finite electric fields
to its zero electric field value, with the bare Drude conduc-
tivity σ0 ≡ peµ, for (a) different quantum well materials at
p = 1 × 1011 cm−2 and (b) GaAs quantum wells at different
densities. Here, the well width is 15 nm.
and that the α is larger in materials with a higher atomic
number [63].
Given the dependence of α (Fig. 2), and hence the Hall
coefficient RH (Fig. 1), on Fz , we now outline how α can
be deduced experimentally. Using a top- and backgated
quantum well, the quantum well is initially tuned to be
symmetric so that α will be zero and the hole density
can be measured accurately. One subsequently increases
Fz , for example to ∼ 4 MV/m for the GaAs quantum
well discussed above, whilst keeping the density constant.
This in turn results in an appreciable increase in α, and
hence a large change in RH as a function of Fz.
The non-monotonic change in α as a function of Fz
likewise affects the longitudinal conductivity σxx (Fig. 3),
which reads
σxx = σ0
[
1−
(
60πm∗2α2
~4
)
p
]
. (8)
The spin-orbit corrections are larger in InAs and InSb
(Fig. 3a) rather than GaAs. Furthermore, as the density
increases, σxx decreases faster with Fz (Fig. 3b). How-
ever, although the spin-orbit corrections to σxx have a
similar functional form as and a similar magnitude to
the corrections to RH , it is difficult to single out the de-
pendence of σxx on α experimentally. As the shape of
the wave functions changes with Fz , the spin-orbit in-
dependent scattering properties are also altered, which
may then introduce a larger correction to σxx than the
spin-orbit induced corrections [70]. In fact, the spin-orbit
independent corrections can alter the carrier mobility by
∼ 20% even in electron quantum wells [40].
Various possibilities exist to extend the scope of the
calculations presented in this paper. Here we have re-
stricted ourselves, for the sake of gaining physical insight
and without loss of generality, to hole systems in which
the Schrieffer-Wolff approximation is applicable so that
α can be approximated as constant. In a general 2D hole
system α(k) is a function of wave vector, and decreases
with k at larger wave vectors. Its behaviour is in principle
not tractable analytically though it can straightforwardly
be calculated numerically. The results we have found re-
main true in their general closed form for hole systems
at arbitrary densities provided α is replaced by α(k). An
alternative approach would be to start directly with the
4 × 4 Luttinger Hamiltonian and determine the charge
conductivity using a spin-3/2 model. However, calculat-
ing the conductivity as a function of Fz can quickly be-
come very complicated analytically, limiting the utility of
such an approach. Finally, the kinetic equation approach
we have discussed can straightforwardly be generalized to
arbitrary band structures in a way that makes it suitable
for fully numerical approaches relying on maximally lo-
calized Wannier functions [71].
It is worth mentioning how the corrections in the mag-
netotransport properties of 2D electrons will differ from
those of 2D holes. In 2D electrons, to lowest order the
spin-orbit coupling stems from k.p coupling with the
topmost valence band, and the leading contribution to
spin-orbit interaction in 2D electrons is linear in k [16].
As a result, the spin-orbit dependent corrections to the
magnetotransport in 2D electrons will be much smaller
compared to 2D holes, and thus may not be detectable
within experimental resolution.
In summary, we have presented a quantum kinetic the-
ory of magneto-transport in 2D heavy-hole systems in
a weak perpendicular magnetic field and demonstrated
that the Hall coefficient, as well as the longitudinal con-
ductivity, display strong signatures of the spin-orbit in-
teraction. We have also shown that our theory provides
an excellent qualitative agreement to existing experimen-
tal trends for α, although to the best of our knowledge,
there has not been a demonstration of RH changing as a
function of α. An appropriate experimental setup with
top and back gates can lead to a direct electrical mea-
surement of the Rashba spin-orbit constant via the Hall
coefficient.
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I. LUTTINGER HAMILTONIAN
We start from the bulk 4× 4 Luttinger Hamiltonian [1] HL(k2, kz) describing holes in the uppermost valence band
with an effective spin J = 3/2. So the hole system with top and back gate in z-direction can be simplified as the
isotropic Luttinger-Kohn Hamiltonian plus a confining asymmetrical triangular potential.
Hˆ = HL(k
2, kz)− eFzz, z > 0, (1)
where Fz is the gate electric field and Fz ≥ 0. The 4× 4 Luttinger Hamiltonian, which is expressed in the basis of Jz
eigenstates {|+ 32 〉, | − 32 〉, |+ 12 〉, | − 12 〉}, reads
HL(k
2, kz)=


P +Q 0 L M
0 P +Q M∗ −L∗
L∗ M P −Q 0
M∗ −L 0 P −Q

 , (2)
where
P =
µ
2
γ1(k
2 + k2z), Q = −
µ
2
γ2(2k
2
z − k2),
L = −
√
3µγ3k−kz , M = −
√
3µ
2
(γk2− + δk
2
+).
(3)
with µ = ~
2
m0
, γ1, γ2, γ3 are the Luttinger parameters (Table I), γ =
γ2+γ3
2 , δ =
γ2−γ3
2 , and k
2 =
√
k2x + k
2
y, k± =
kx± iky and θ = arctan kykx . To obtain the spectrum of our system, we use modified infinite square well wave functions
[3] for the heavy hole (HH) and light hole (LH) states
φv =
sin
[
π
d
(
z + d2
)]
exp
[−βv ( zd + 12)]
π
√
e−βvd sinh(βv)
2π2βv+2β3v
, (4)
where v = h, l denote the HH and LH states and d is the width of the quantum well. The eigenvalues of the heavy
hole and light hole as well as the corresponding k dependent expansion coefficients are then obtained by diagonalizing
the matrix H˜ , whose elements are given as
H˜ = 〈ν|HL(k2, kˆz) + V (z)|ν′〉, (5)
where |ν〉 denotes the wave function Eq. (4) and kˆz stands for the operator −i ∂∂z . The two lowest eigenenergies of
the 4 × 4 matrix Eq. (5) correspond to the dispersion of the spin-split HH1± subbands. Usually, only the lowest
HH-subspace is taken into account at low hole densities. Accordingly, we perform a Schrieffer-Wolff transformation
on Eq. 5 to restrict our attention to the lowest HH subspace. Therefore, the effective Hamiltonian describing the two
dimensional hole gas is [4]
H0k =
~
2k2
2m∗
+ iα(k3−σ+ − k3+σ+), (6)
Table I. Luttinger parameters used in this work [2].
GaAs InAs InSb
γ1 6.85 20.40 37.10
γ2 2.10 8.30 16.50
γ3 2.90 9.10 17.70
2where m∗ ≡ m∗hh = m0γ1+γ2 and the Pauli matrix σ± = 12 (σx ± iσy). The eigenvalues of Eq. (6) are εk,± = ǫ0 ± αk3,
where ǫ0 =
~
2k2
2m∗ . The Rashba coefficient α is expressed as
α =
3µ2
∆E
γ2〈φL|φH〉〈φH |kz|φL〉. (7)
where ∆E is energy splitting of heavy hole and light hole.
II. SCATTERING TERM
The k-diagonal part of density matrix fk is a 2 × 2 Hermitian matrix, which is decomposed into fk = nk1 + Sk,
where nk represents the scalar part and 1 is the identity matrix into two dimensions. The component Sk is written
purely in terms of the Pauli σ matrices Sk =
1
2Sk · σ ≡ 12Skiσi. With this notation, the scattering term is in turn
decomposed into
Jˆ(fk) =
ni
~2
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′) lim
η→0
∫ ∞
0
dt′e−ηt
′
e−iH0k′ t
′/~eiH0kt
′/~ +H.c.
+
ni
2~2
∫
d2k′
(2π)2
|Ukk′ |2(Sk − Sk′) · lim
η→0
∫ ∞
0
dt′e−ηt
′
e−iH0k′ t
′/~σeiH0kt
′/~ +H.c..
(8)
We use perturbation theory solving the kinetic equation up to α2. In the process, we decompose the matrix Sk =
Sk‖ + Sk⊥ and write those two parts as Sk‖ = (1/2)sk‖σk‖ and Sk⊥ = (1/2)sk⊥σk⊥. The terms sk‖ and sk⊥ are
scalars and given by sk‖ = Sk · Ωˆk and sk⊥ = Sk · Θˆk with Ωˆk = − sin 3θxˆ+ cos 3θyˆ and Θˆk = − cos 3θxˆ− sin 3θyˆ.
With γ = θ′ − θ, the scattering term becomes
Jˆ(n) =
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′) · (1 + Ωˆk′ · Ωˆk)
[
δ(ǫ+ − ǫ′+) + δ(ǫ− − ǫ′−)
]
+
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′) · σ · (Ωˆk′ + Ωˆk)
[
δ(ǫ′+ − ǫ+)− δ(ǫ′− − ǫ−)
]
+
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′) · (1 − Ωˆk′ · Ωˆk)
[
δ(ǫ+ − ǫ′−) + δ(ǫ− − ǫ′+)
]
+
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′) · σ ·
[
(Ωˆk − Ωˆk′)
][
δ(ǫ′− − ǫ+)− δ(ǫ′+ − ǫ−)
]
,
(9)
and
Jˆ(S) =
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2(Sk − Sk′) ·
[
σ(1− Ωˆk · Ωˆk′) + (Ωˆk · σ)Ωˆk′ + Ωˆk(Ωˆk′ · σ)
][
δ(ǫ+ − ǫ′+) + δ(ǫ− − ǫ′−)
]
+
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2(Sk − Sk′) · (Ωˆk + Ωˆk′)
[
δ(ǫ′+ − ǫ+)− δ(ǫ′− − ǫ−)
]
+
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2(Sk − Sk′) ·
[
σ(1 + Ωˆk · Ωˆk′)− (Ωˆk · σ)Ωˆk′ − Ωˆk(Ωˆk′ · σ)
][
δ(ǫ+ − ǫ′−) + δ(ǫ− − ǫ′+)
]
+
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2(Sk − Sk′) ·
[
(Ωˆk − Ωˆk′)
][
δ(ǫ+ − ǫ′−)− δ(ǫ− − ǫ′+)
]
.
(10)
We now separate these terms according to the contributions from intra-band and inter-band scatterings
Jˆ(n) =
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′)(1 + cos 3γ)
[
δ(ǫ+ − ǫ′+) + δ(ǫ− − ǫ′−)
]
+
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′)(1 − cos 3γ)
[
δ(ǫ+ − ǫ′−) + δ(ǫ− − ǫ′+)
]
,
(11)
3Jˆ(S) =
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2
[
(sk‖ − sk′‖)(1 + cos 3γ)σk‖ + (sk‖ − sk′‖) sin 3γσk⊥
+(sk⊥ + sk′⊥)σk‖ sin 3γ + (sk⊥ + sk′⊥)(1− cos 3γ)σk⊥
][
δ(ǫ+ − ǫ′+) + δ(ǫ− − ǫ′−)
]
+
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2
[
(sk‖ + sk′‖)(1 − cos 3γ)σk‖ − (sk‖ + sk′‖) sin 3γσk⊥
−(sk⊥ − sk′⊥)σk‖ sin 3γ + (sk⊥ − sk′⊥)(1− cos 3γ)σk⊥
][
δ(ǫ+ − ǫ′−) + δ(ǫ− − ǫ′+)
]
,
(12)
and
JˆS→n(S) =
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2
[
(sk‖ − sk′‖)(1 + cos 3γ) + (sk⊥ + sk′⊥) sin 3γ
][
δ(ǫ′+ − ǫ+)− δ(ǫ′− − ǫ−)
]
=
πni
4~
∫
d2k′
(2π)2
|Ukk′ |2
[
(sk‖ + sk′‖)(1− cos 3γ)− (sk⊥ − sk′⊥) sin 3γ
][
δ(ǫ+ − ǫ′−)− δ(ǫ− − ǫ′+)
]
,
(13)
Jˆn→S(n) =
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′)
[
σk‖(1 + cos 3γ) + σk⊥ sin 3γ
][
δ(ǫ′+ − ǫ+)− δ(ǫ′− − ǫ−)
]
+
πni
2~
∫
d2k′
(2π)2
|Ukk′ |2(nk − nk′)
[
σk‖(1− cos 3γ)− σk⊥ sin 3γ
][
δ(ǫ′− − ǫ+)− δ(ǫ′+ − ǫ−)
]
.
(14)
We next decompose the kinetic equation as follows:
dnk
dt
+ Jˆn→n(nk) = Dkn,
dSk‖
dt
+ P‖JˆS→S(Sk‖) = Dk‖,
dSk⊥
dt
+
i
~
[
H0k, Sk⊥
]
= Dk⊥.
(15)
Note that the projection operator P‖ above acts on a matrix M as Tr(Mσk‖), where Tr refers to the matrix (spin)
trace.
III. SOLUTION FOR THE LONGITUDINAL CONDUCTIVITY
Here we derive the longitudinal conductivity at zero magnetic field. Expanding the δ functions in Sec. II up to
∝ α2, we get the following
δ(ǫ+ − ǫ′+) ≈ δ(ǫ0 − ǫ′0) + α(k3 − k′3)
∂
∂ǫ0
δ(ǫ0 − ǫ′0) +
α2(k3 − k′3)2
2
∂2δ(ǫ0 − ǫ′0)
∂ǫ20
δ(ǫ− − ǫ′−) ≈ δ(ǫ0 − ǫ′0)− α(k3 − k′3)
∂
∂ǫ0
δ(ǫ0 − ǫ′0) +
α2(k3 − k′3)2
2
∂2δ(ǫ0 − ǫ′0)
∂ǫ20
δ(ǫ+ − ǫ′−) ≈ δ(ǫ0 − ǫ′0) + α(k3 + k′3)
∂
∂ǫ0
δ(ǫ0 − ǫ′0) +
α2(k3 + k′3)2
2
∂2δ(ǫ0 − ǫ′0)
∂ǫ20
δ(ǫ− − ǫ′+) ≈ δ(ǫ0 − ǫ′0)− α(k3 + k′3)
∂
∂ǫ0
δ(ǫ0 − ǫ′0) +
α2(k3 + k′3)2
2
∂2δ(ǫ0 − ǫ′0)
∂ǫ20
.
(16)
We now insert Eq. (16) into the electric driving term DE,k and scattering term Jˆ(fk). With ρ0k = f0++f0−2 1 +
f0+−f0−
2 σk‖ and f0+, f0− equilibrium Fermi distribution function, the driving term DE,k becomes,
DE,kn = −eE · kˆ
2~
(
∂f0+
∂k
+
∂f0−
∂k
) ≈ eE · kˆ
2~
[
2
~
2k
m∗
δ(ǫ0 − ǫF) + 6α2k5 ∂δ(ǫ0 − ǫF)
∂ǫ0
]
,
DE,k‖ = −
eE · kˆ
2~
(
∂f0+
∂k
− ∂f0−
∂k
)σk‖ ≈
eE · kˆ
2~
[
6αk2δ(ǫ0 − ǫF) + 2~
2k
m∗
αk3
∂δ(ǫ0 − ǫF)
∂ǫ0
)
]
.
(17)
4Solving Eqs. (15), we obtain the density matrices
n
(0)
Ek = τp
eE · kˆ
~
[
~
2k
m∗
δ(ǫ0 − ǫF)
]
, (18a)
S
(1)
Ek‖ = τsα
eE · kˆ
~
[
~
2k4
m∗
∂δ(ǫ0 − ǫF)
∂ǫ0
+ 3k2δ(ǫ0 − ǫF)
]
σk‖ = s
(1)
Ek‖σk‖, (18b)
n
(2)
Ek = τpα
2
{eE · kˆ
~
[
3k5
∂δ(ǫ0 − ǫF)
∂ǫ0
]
− 3km
∗2ni
4απ~5
s
(1)
Ek‖ζ(γ)− n
(0)
Ek
6nim
∗3
π~7
k2ξ(γ)
}
. (18c)
where ǫF =
~
2k2F
2m∗ , τp =
2π~3
m∗niξ(γ)
, τs =
4π~3
m∗niβ(γ)
, and
ζ(γ)=
∫
dγ|Ukk′ |2(cos γ − cos 3γ), ξ(γ)=
∫
dγ|Ukk′ |2(1− cos γ), β(γ)=
∫
dγ|Ukk′ |2(1− cos γ cos 3γ). (19)
In the low temperature limit, the Thomas-Fermi wave-vector of a two-dimensional hole gas without spin-orbit
coupling is kTF =
2
aB
, with aB =
~
2ǫr
m∗e2 . The screened Coulomb potential between plane waves is given by
|Ukk′ |2 = Z
2e4
4ǫ20ǫ
2
r
(
1
|k − k′|+ kTF
)2
. (20)
With Eq. (20), we obtain ζ(γ)ξ(γ) ≈ 2 and ξ(γ)β(γ) = 13 . Using the velocity operator
vˆx =
~kx
m∗
+
α
~
3k2[− sin 2θσx + cos 2θσy], vˆy = ~ky
m∗
+
α
~
3k2[− sin 2θσy − cos 2θσx], (21)
the longitudinal current is jx = eTr
[
vˆxρEk
]
, where ρEk = (n
(0)
Ek + n
(2)
Ek)1 + S
(1)
Ek‖. Therefore, the longitudinal
conductivity with Rashba spin orbit coupling up to second order in α is
σxx =
e2τp
2πm∗
k2F
[
1− 15
2
(
αk3F
ǫkin
)2 ]
, (22)
where ǫkin =
~
2k2F
2m∗ .
IV. SOLUTION FOR THE HALL COEFFICIENT
Now we consider the case of Bz > 0. Firstly, we find that the Zeeman terms have no contribution to the Hall
coefficient. With Eqs. (21), the Lorentz driving term DL,k becomes
DL,k = 1
2
e
~
{
vˆ ×B, ∂ρEk
∂k
}
=
1
2
eBz
~
{{
vˆy,
∂ρEk
∂kx
}− {vˆx, ∂ρEk
∂ky
}}
. (23)
We separate DL,k into the scalar and spin parts with DL,k = DL,n + DL,S, and, switching from the rectangular
coordinates to polar coordinates with ∂D∂kx =
∂D
∂k cos θ − ∂D∂θ sin θk ; ∂D∂ky = ∂D∂k sin θ + ∂D∂θ cos θk , we obtain
DL,n = −eBz
m∗
[
n
(0)
k + n
(2)
k
]
(− sin θ) + eBz
~
3αk
~
s
(1)
k,‖(− sin θ),
DL,S‖ = −
{eBz
m∗
s
(1)
k,‖(− sin θ) +
eBz
~
3αk
~
[
n
(0)
k + n
(2)
k
]
(− sin θ)
}
σk‖,
DL,S⊥ = cos θ
eBz
~
3αk2
~
∂
[
n
(0)
k + n
(2)
k
]
∂k
σk⊥,
(24)
5with n
(0)
Ek = n
(0)
k cos θ, n
(2)
Ek = n
(2)
k cos θ and s
(1)
Ek,‖ = s
(1)
k,‖ cos θ. Solving Eqs. (15), we obtain the following density
matrices in presence both electric and magnetic fields
nBz ,k = − sin θτpeBz
{n(0)k + n(2)k
m∗
+
3αk
~2
s
(1)
k,‖
}
,
SBz ,k‖ = − sin θτseBz
{s(1)k,‖
m∗
+
3αk
~2
[
n
(0)
k + n
(2)
k
]}
σk‖,
SBz ,k⊥ = cos θ
3eBz
2~k
∂
[
n
(0)
k + n
(2)
k
]
∂k
σz .
(25)
The Hall current is jy = eTr
[
vˆyρ
EB
k
]
, where ρEBz
k
= nBz,k1 + SBz ,k‖ + SBz ,k⊥. The Hall coefficient, up to the
second order in α, is thus given as
RH =
σxy
Bz(σ2xx + σ
2
xy)
≈ 1
pe
[
1 + 8
(
αk3F
ǫkin
)2 ]
, (26)
where ωc =
eBz
m∗ .
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