Abstract. We prove p L p decoupling inequalities for a class of moment manifolds. These inequalities imply optimal mean value estimates for multidimensional Weyl sums of the kind considered by Arkhipov, Chubarikov, and Karatsuba and by Parsell.
Introduction
The sharp 2 L p decoupling inequality for the moment curve was proved by Bourgain, Demeter, and Guth in [BDG16] . It implies asymptotically optimal mean value estimates for one-dimensional Weyl sums. In a series of subsequent works [BD16b; BDG17; GZ18] sharp decoupling inequalities were proved for many moment manifolds (graphs of systems of monomials) of higher dimensions. We continue this line of investigation and obtain sharp p L p decoupling inequalities that imply in particular asymptotically optimal mean value estimates for multidimensional Weyl sums considered in the work of Arkhipov, Chubarikov, and Karatsuba [ACK04] . For earlier works in the decoupling literature, in particular, works prior to Bourgain and Demeter [BD15] , we refer to Wolff [Wol00] , Łaba and Wolff [ŁW02] , Łaba and Pramanik [ŁP06] , Garrigos and Seeger [GS09] , [GS10] , Bourgain [Bou13] , etc.
In order to keep our presentation self-contained we include in Section 2 several arguments that have been used throughout decoupling literature. These are formulated in a way that permits using them both in 2 L p and p L p decoupling inequalities. In Section 3 we simplify and extend the Bourgain-Demeter-Guth induction on scales argument. Here the central result is Theorem 3.22, which allows to exploit the web of inequalities in Figure 1 . A key input to the induction on scales argument is a transversality condition that is verified in Section 4. Section 5 shows that our upper bounds are -close to the existing lower bounds.
In the case α = [0, 1] d we omit α and write J (δ) := J ([0, 1] d , δ). We denote averages by J∈J := |J | −1 J∈J . For a ball B = B(c, R) ⊂ R D and E > 0 we consider the weights (1.2) w B,E (x) := 1 + |x − c| R −E .
These weights replace characteristic functions of B and are used to handle tails. Typically we fix an exponent E > rk D and omit it from the notation: w B := w B,E . All implicit constants are allowed to depend on E.
For 2 ≤ q ≤ p < ∞ and 0 < δ < 1 let D | ec(D, p, q, δ) denote the smallest constant such that the inequality 
Here and later we denote by C finite constants that may change from line to line, may always depend on the parameteres d, k, k, p, E, but never on δ and g, and may depend on other parameters such as only if these parameters appear as subscripts. The notation A B means that A ≤ C B. The main result of [GZ18] is the case k ≤ k 1 , . . . , k d of Theorem 1.6. whenever E > rk D. In the cases in which Theorem 1.6 applies on the right-hand side of (1.10), it implies upper bounds on J s (X; D) with a power of X that matches (up to an arbitrarily small loss) the lower bound in [PPW13, Section 3]. This is proved in Section 5. In particular the exponent (1.8) in Theorem 1.6 is optimal.
Let us pause and mention a few special cases of our theorem. Let k = (k 1 , . . . , k d ). As mentioned above, the case D(k, k) with k ≤ min{k 1 , . . . , k d } covers ParsellVinogradov systems, see [Par05; PPW13; GZ18] . We refer to the introduction of [GZ18] for a discussion of applications of these systems. The system (1.9) with D = D(k, ≤ k) and k = k 1 + · · · + k d was extensively studied by Arkhipov, Chubarikov, and Karatsuba in a series of papers. We refer to the book [ACK04] written by these three authors for the results they obtained and various applications they found. When d = 2 and D = D(k, k) with k = k 1 + k 2 , the associated system (1.9) is called a simple binary system, and it appeared in recent work in quantitative arithmetic geometry (Section 4.15 of [Tsc09] and [Van11] ). Moreover, it is a particular case of Prediville's systems [Pre13] with the generating polynomial t k 1 1 t k 2 2 . Applications of exponential sum estimates associated to these systems have been carefully worked out in [Pre13] and [Hen17] . We refer interested readers to these two papers.
1.3. Relation to previous works. Theorem 1.6 is proved by induction on the dimension d ≥ 0 and degree k ≥ 1. The base case d = 0 is trivial and the base case k = 1 is given by L 2 orthogonality and interpolation.
The Bourgain-Guth argument originating in [BG11] begins with splitting the lefthand side of (1.3) in Heisenberg uncertainty regions at a suitable scale. Inside each region either transverse or non-transverse contributions dominate. Non-transverse contributions come from neighborhoods of low degree varieties in [0, 1] d and are handled using the inductive hypothesis with a lower d. In the case of the paraboloid in [BD15] these low degree subvarieties were hyperplanes. Higher degree varieties first appeared in [BD16b] ; our treatment mostly follows [GZ18] .
Transverse contributions are handled using an induction on scales argument. For k = 2 this argument was introduced by Bourgain and Demeter [BD15] (see also the more streamlined exposition in [BD17] and [Dem18] ) and it was extended to k ≥ 3 by Bourgain, Demeter, and Guth [BDG16] . This argument consists of three main ingredients:
(1) "ball inflation" (Lemma 3.7), (2) lower degree and smaller scale (by "rescaling") decoupling (Lemma 2.34), and (3) a bootstrapping argument in which the former two ingredients are applied iteratively yielding a gain over a trivial estimate.
Ball inflation relies on a common generalization of multilinear Kakeya and BrascampLieb inequalities. Such estimate was first proved in [BBFL18] , but it is more convenient to use an endpoint version from [Zor18] . In order to apply it one has to verify a transversality condition found in [BCCT08] . For moment manifolds the transversality condition was reduced to a statement in linear algebra in [BDG17, Conjecture 3.1] (in the case D = S k corresponding to Parsell-Vinogradov systems, but a similar reduction can be made for arbitrary down-sets D, see Definition 4.2). For Parsell-Vinogradov systems that conjecture has been verified in [GZ18] using an extension of the Schwartz-Zippel lemma. Our first contribution is the verification of that conjecture for the wider class of sets D in Theorem 1.6, see Section 4. In [BD17] and [BDG16] the bootstrapping argument is run at a certain critical exponent p, and results for other p's follow by interpolation with easy endpoints at p = 2 and p near ∞. In the higher-dimensional setting there are typically many critical exponents, which makes a case by case treatment difficult. This problem was solved in [GZ18] , where all values of 2 ≤ p < ∞ are treated directly. We further unify these arguments by removing the distinction between small and large values of p present in [BD17] and [GZ18] .
More importantly, we view the "tree-growing" procedure in previous works from a different perspective that is summarized in Figure 1 . Putting all estimates in the induction on scales procedure on an equal footing allows us to replace a host of ad hoc calculations of [GZ18] by Theorem 3.22 that describes the right PerronFrobenius eigenvector of the matrix that contains all essential information about inequalities used. Theorem 3.22 holds for arbitrary down-sets D (see Definition 4.2), thus fully reducing possible generalizations of Theorem 1.6 to the verification of the transversality condition.
The exponent (1.8) is a compressed way to express the recursive upper bound (2.1) that comes out of our proof. We would like to mention that the argument in Section 5 that shows that our upper bound coincides with the lower bound in [PPW13] is more streamlined and robust than that of [GZ18] . It requires few ad hoc calculations, and can potentially be applied to more general translation-dilation invariant systems.
1.4. 2 decoupling. The decoupling constant D | ec(D, p, q, δ) is, with our normalization, a monotonically decreasing function of q. Thus it should morally be easier to estimate it for large q. On the other hand, the most important ingredient of the proof, Lemma 3.7, in its current form only works for q ≤ p. Since the value of q is not important for the purpose of estimating the number of solutions of Vinogradov systems (1.10), in hindsight it appears natural to consider q = p.
Nevertheless, all our proofs also work for other values of 2 ≤ q ≤ p, see Appendix A. However, the growth rate of the decoupling constant as δ → 0 may be worse than in the case q = p. In the one-dimensional case d = 1 we do obtain the same growth rate also for q = 2, thus recovering the 2 L p decoupling inequalities in [BDG16] with a simpler induction on scales argument.
1.5. Open problems. In view of the results in [PPW13] it would be interesting to extend Theorem 1.6 to arbitrary down-sets D ⊂ N d \ {0} (see Definition 4.2).
More generally, one can ask which decoupling inequalities hold for general translationdilation invariant systems of polynomials as in [PPW13] . Most known examples are of this type [BD16a; DGS16; BD16b; BD17; Guo17; GZ18] or perturbations thereof.
Here we provide one simple example of a moment surface of dimension d = 2, degree 3, and rank 5 for which the argument used in the current paper fails. Let D := {(1, 0), (2, 0), (3, 0), (0, 1), (1, 1)}. The associated surface is given by
To apply the multilinear approach of Bourgain and Demeter [BD15] and Bourgain, Demeter, and Guth [BDG16] , one needs to verify a transversality condition (see (2.5)). In order for transverse sets to exist there has to exist a collection of M ≥ 1
where π j denotes the orthogonal projection onto V (2) (t j ), and V (2) (t j ) is the second order tangent space of the surface (1.11) at t j (see (2.6)). However, if one takes V to be the span of three vectors e 1 , e 3 , e 5 from the standard basis in R 5 , it is not difficult to check that dim(π j (V )) = 2 for every j. This prevents us from applying the ball inflation Lemma 3.7, and a new idea seems to be needed to handle the surface (1.11).
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Reduction of linear to multilinear decoupling
We prove Theorem 1.6 by induction on d ≥ 0 and k ≥ 1. Since the formula (1.8) for the exponents does not reflect the inductive structure of this proof, it is more appropriate to use a different formula. For a finite set of exponents D ⊂ N d with dimension d and degree k let (2.1)
where P j denotes the projection onto N d−1 that deletes the j-th coordinate. We will prove Theorem 1.6 withγ replaced byΓ D (p). In Section 5 it is shown that in factΓ D (p) =γ. We used formula (1.8) in Theorem 1.6 because it is the shortest expression that we could find for these exponents. The recursive formula (2.1) reflects the structure of the proof. The base cases of the inductive proof of Theorem 1.6 are d = 0, which is trivial, and k = 1, which essentially follows by interpolation between orthogonality at p = 2 and Minkowski's inequality at p = ∞ (see Appendix B for details). These are also the base cases in the definition ofΓ.
The application of lower-dimensional cases to non-transverse terms in the BourgainGuth argument is responsible for the lower dimensional termΓ P j D in (2.1). The use of lower degree decoupling in the induction on scales argument is responsible for the lower degree termΓ D∩S k−1 in (2.1).
Henceforth we will assume that Theorem 1.6 is known with D = D(k, ≤ k) replaced by P j D for any 1 ≤ j ≤ d and also with D replaced by D(k, ≤ l) for any 1 ≤ l < k. In the remaining part of Section 2 and in Section 3 we view d, k, k, p, and
2.1. Transversality. Let M be a positive integer and
holds for all non-negative measurable functions f j : V j → R, where
By scaling (2.3) is the only exponent for which (2.2) can hold with a finite constant. We recall a special case of the characterization of boundedness of Brascamp-Lieb multilinear forms due to Bennett, Carbery, Christ, and Tao.
) is finite if and only if
holds for every linear subspace V ⊆ R n k .
The different choices of n l come from the fact that at difference scales our ddimensional surface appears n l -dimensional. More precisely, we use the l-th order tangent spaces (2.6)
where
This definition of transversality is motivated by Lemma 3.7.
Remark 2.8. For small M there may be no ν-transverse collections consisting of M non-empty sets. This does not lead to any problems.
The next lemma says that a tuple of dyadic cubes is transverse if it is not clustered near any low degree subvariety.
Lemma 2.9. There exists θ = θ(D) > 0 such that for every K ∈ N >0 there exists ν K = ν K (D) such that for every tuple of cubes R 1 , . . . , R M ∈ J ([0, 1] d , 1/K) at least one of the following statements holds.
(1) There exists a non-zero polynomial
Here Z P := {x | P (x) = 0} denotes the zero set of a polynomial.
The proof of Lemma (2.9) is based on
satisfies at least one of the following two statements:
(1) It has at least one minor of order
whose determinant does not vanish identically when viewed as a function of
A more precise version of Theorem 2.10, Theorem 4.27, is proved in Section 4. In this section we use Theorem 2.10 as a black box.
Proof of Lemma 2.9. For a given K there are finitely many choices of R 1 , . . . , R M , and for each choice the set of possible x j ∈ R j is compact. Since Brascamp-Lieb constants depend continuously on data, see [BBFL18] and [BBCF17] , it suffices to show that if alternative (1) of Lemma 2.9 does not hold, then the Brascamp-Lieb constant is finite for each choice of x j ∈ R j . To this end it suffices to verify the transversality condition (2.5).
Fix a linear space V ⊂ R n k given by span{v 1 , v 2 , . . . , v dim(V ) } that is not the full space and not the trivial subspace. We need to show that
Here π j (V ) denotes the orthogonal projection of V onto V (l) (x j ). By the rank-nullity theorem, dim(π j (V )) equals the rank of the matrix M V (x) has at least one minor determinant of order at least
that is a non-zero polynomial in x. We denote this polynomial by P . Moreover, (2.14)
If alternative (1) of Lemma 2.9 does not hold, then P does not vanish at x j for at least M ·(1−θ) many j's. Hence on these M (1−θ) many cubes, the matrix M (l)
V (x j ) has rank at least (2.13). Hence the right hand side of (2.12) is at least
By choosing θ small enough, the last display can be made ≥ dim(V ). This finishes the proof of the estimate (2.12). If alternative (2) holds, the proof is similar, and we leave it out.
It would be desirable to replace the above compactness argument using continuity of BL constants by an explicit estimate for BL constants.
2.2. Dimensional reduction. Given a space V of finite measure and a measurable map Q : V → R d , we define an extension operator by
where g is a complex valued integrable function on V and x ∈ R d .
The next result shows that decoupling inequalities can be lifted from coordinate projections.
Lemma 2.16. Let V, V be finite measure spaces, Q :
holds for all measurable g : V → C. Then for each locally integrable function w :
with the same constant as in (2.17).
Proof. This is just a combination of Fubini and Minkowski's inequality for integrals.
For each measurable set U ⊂ V we have
by (2.19).
Lemma 2.16 can be applied to decouple frequency cubes clustered near a subvariety of R d using lower dimensional decoupling. This is the content of Lemma 2.20.
) of cubes that intersect the zero set of P , and every measurable function g :
Lemma 2.20 is proved by splitting the collection G in subcollections to which Lemma 2.16 can be applied.
For 1 ≤ j ≤ d let the j-multiplicity of a collection G ⊂ J (1/K) be the largest number M j (G) of cubes from G that a line parallel to the j-th coordinate axis can pass through.
Lemma 2.23 ([GZ18, Lemma 5.4]). Let P be a non-zero polynomial of d variables and K ≥ 1. Let G ⊂ J (1/K) be a collection of cubes that intersect the zero set of P . Then we can split
) is a constant that depends only on the dimension d and the degree of P .
Proof of Lemma 2.20 assuming Lemma 2.23. By applying Lemma 2.23 to the collection of cubes G, we obtain C(d, deg(P )) many disjoint collections of K-cubes, each of which is of multiplicity one. For each such a collection, the corresponding (2.21) can be proven by Lemma 2.16.
Proof of Lemma 2.23. The proof is by induction on the dimension d. In the case
Suppose that d > 1 and that the result is already known with d replaced by d − 1.
Theorem 2] that the number of such connected components is at most C(d, deg P ). Hence |G | ≤ C(d, deg P ), and we can put the elements of G in any G j .
It remains to treat G \ G . Let H j be the collection of affine hyperplanes perpendicular to the j-th coordinate direction spaced by 1/K. Then
For each j let H j ⊂ H j be the subset of hyperplanes on which P vanishes identically. Then |H j | ≤ deg P , and we put all elements of G (j),H for such H in G j . For the remaining hyperplanes H ∈ H j ⊂ H j by the inductive hypothesis we have a decomposition
,H,l such that the number of cubes β ∩ H with β ∈ G (j),H,l intersecting any given line in the l-th coordinate direction is O(1). We put all elements of G (j),H,l for j = l and H ∈ H \ H j in G l .
Cutoff functions.
A key property of the weights (1.2) is the inequality
that holds for all balls B ⊂ R n and all 0 < R that are smaller than the radius of B.
Here and later B(B, R) denotes a boundedly overlapping covering of a set B by balls of radius R. The implicit constants in (2.24) do not depend on B and R.
The following result allows to deduce inequalities for L p (w B ) norms from inequalities for L p (1 B ) norms. It is necessitated by the fact that inequalities converse to (2.24) do not hold.
Lemma 2.25 ([BD17
be any functions with the following properties.
(
. Then for each ball B ⊂ R n with radius R we have
The implicit constant depends only on n and E.
Proof. Let B := B(R n , R). Note that
and that
for a sufficiently large constant C = C(n, E) > 0. Hence
Remark 2.26. Lemma 2.25 will be usually applied with functionals of the form
where 1 ≤ q ≤ p. It is clear that conditions (2) and (4) hold for these choices. The condition (3) follows from the reverse triangle inequality in q p .
We close this section with the following reverse Hölder inequality. . For each 1 ≤ p ≤ q < ∞, each E > n, each R > 0 and δ > 0 with Rδ ≥ 1, each function f : R n → C with diam(suppf ) δ, and each ball B ⊂ R n with radius R we have
with the implicit constant independent of R, δ, B, and f .
Here and later we denote normalized L p norms by
Proof. Let η be a positive Schwartz function on R n with 1 B(0,1) ≤ η and such that supp( η) ⊂ B(0, 1). We can thus write
where η B is an appropriate L ∞ -scaling and translation of η. Let θ be a Schwartz function on R n such thatθ = 1 for |θ| ≤ 10. Since
we have that
where θ Q is an appropriate L 1 -scaling and modulation of θ. By Young's convolution inequality with exponents
. Rearranging this inequality and estimating η B w 1/q B,E we obtain
for any E > 0. Now we can apply Lemma 2.25 with
2.4. Affine scaling. Let J ∈ J (σ) with σ ∈ 2 −N . Denote by c J the lowest corner of J (with respect to coordinatewise ordering). Consider the affine transformation
Hence T * J is a composition of a diagonal matrix and a lower triangular matrix with bounded entries and unit diagonal.
We will apply decoupling also to functions whose Fourier support has scale smaller than 1. Affine scaling allows one to do this efficiently as shown in the next lemma.
and J ∈ J (σ). Then for every ball B ⊂ R D of radius ≥ δ −l and every integrable function g we have
Since the set T * J (B) is comparable to an ellipsoid with axes lengths at least σ k δ −k , a version of (2.24) tells that
, and using again (2.32) we obtain the claim.
2.5. Bourgain-Guth argument. For a positive integer K and 0 < δ < K −1 we denote by D | ec(D, p, q, δ, K, ν) the smallest constant such that the inequality (2.36)
This kind of multi-linear decoupling constant with varying degree of multilinearity M first appeared in [BDG17] in the decoupling literature. Similar ideas may have been implicitly applied in Wooley's works. We refer to [Woo17] , in particular quantities that are iterated there. We omit q from the notation if q = p.
Theorem 2.37. For each p ≥ 2 and > 0, there exists K ≥ 1 such that for all 0 < δ < 1 we have
Here and later (2.40) log + δ := max(|log δ|, 1). Proposition 2.41. For every 2 ≤ q ≤ p < ∞, K ≥ 2, and 0 < δ < 1/K we have
Recall that D | ec var was introduced in (2.21). Morever, C is a large but irrelevant constant.
Proof of Proposition 2.41. For each α ∈ J (K −1 ) and B ∈ B(B, K) define
Let α * (B ) ∈ J (K −1 ) be a cube that maximizes c α (B ). Initialise
Thus the contribution of the cubes in J (K −1 ) \ S 0 can be subsumed in the first term on the right-hand side of (2.42). We repeat the following algorithm. Let m ≥ 0. Suppose that S m (B ) = ∅ and there is a polynomial
where θ > 0 is given by Lemma 2.9. Then we choose one such Q m,B , let
and repeat the algorithm. Note that G m consists of cubes of frequency scale K −1/k . This is needed to use lower dimensional decoupling at spatial scale K.
Since in each step we remove at least a fixed proportion θ of S m (B ), this algorithm terminates after O(log K) steps. In the end we set
If T (B ) = ∅, then, since the algorithm terminated, the cubes in T (B ) satisfy the hypothesis of Lemma 2.9. Hence they are ν K -transverse.
We estimate
By definition of α * (B ) and S 0 (B ) we obtain
By Lemma 2.20 we have (2.46)
.
It follows that
1/p (2.48)
The terms (2.48) and (2.49) can be estimated as claimed using Minkowski's inequality and (2.24). In the last term using (2.36) we estimate
Remark 2.51. One can optimize the dependence on K on the right-hand side of (2.42) by splitting (2.43) into O(log K) collections with comparable c α . This is also useful in the setting of [BD15] . One can also restrict M to a geometric progression by replacing θ in (2.44) by θ/2 and removing a small proportion of cubes from T (B ). It would be interesting to know if one can use a single value of M (or possibly a finite set of M 's) that does not depend on K.
Using Lemma 2.25 to replace L p (B) by L p (w B ) on the left-hand side of (2.42), then Lemma 2.34 in the first two terms on the right-hand side of (2.42), and taking the supremum over all g we obtain the following estimate. 
Proof of Theorem 2.37. Observe d/p ≤Γ . Choose K ∈ 2 kN so large that the implicit constant on the right-hand side of (2.53) is bounded by K . For δ < 1/K iterate the inequality (2.53) (at most) k log δ log K times and use a trivial estimate for D | ec at the end.
From Theorem 2.37 it follows that if for some η ≥ 0, all K ∈ 2 N , and all 0 < δ < 1 we have
then we obtain
for every > 0. By Minkowski's and Young's inequalities it is clear that
for some sufficiently large η = η(d, p). Theorem 1.6 will follow by iteratively lowering η towardsΓ D (p) using the following result.
Proposition 2.57. Let
For every K ≥ 1 there is a strictly positive and monotonically increasing function σ : (Γ , ∞) → (0, ∞) such that if (2.56) holds for some η >Γ , then (2.54) also holds with η replaced by η − σ(η).
We prove Proposition 2.57 in Section 3.
Induction on scales
We
, and an integrable function g :
Define α l and β l such that 1
We claim that α l , β l ∈ [0, 1] for 1 ≤ l < k. This will follow from
Now we write the left-hand side of the last inequality as
This finishes the proof of (3.3). For δ and q such that
Our convention forD differs from previous articles in that we use an average in place of a sum. This convention makesD t monotonically increasing in t. Let also
The induction on scales argument will involve the quantities
Here t(l) and q(l) are formal expressions and can be read "of type t with degree l" and "of type q with degree l".
3.2.
Entering the iterative procedure. First we estimate the left-hand side of (2.36) by the quantities involved in the iterative procedure. For 1 ≤ l ≤ k and 1 ≤ t ≤ p < ∞ we have
l).
Here we have used Corollary 2.29 to estimate the -L p norm by the -L t norm at the cost of increasing the weight.
Ball inflation.
Lemma 3.7 (Ball inflation). Let 1 ≤ l < k, 1 ≤ t < ∞, and 0 < p ≤ t n k n l . Let ρ ≤ 1/K and let B ⊂ R D be a ball of radius ρ −(l+1) . Then we have (3.8)
Lemma 3.7 extends [BDG16, Theorem 6.6], [BDG17, Lemma 6.5], and [GZ18, Lemma 4.4] with an almost identical proof. The additional flexibility in the choice of exponents allows us to also handle smaller values of p by the same argument as large values. Some of the cited results feature q L t ball inflation for q < t. These results can be recovered from the t L t ball inflation inequality in Lemma 3.7, see Corollary A.2.
Proof. Since the left-hand side of (3.8) is monotonically increasing in p, it suffices to consider p = t n k n l . Abbreviate B := B(B, ρ −l ) and α := p tM = n k n l M . Our goal is to control the expression (3.9)
where J i ranges over J i := J (R i , ρ). For each interval J ∈ J i with center t J we cover ∪ ∆∈B ∆ with a family F J of tiles T J with orientation (V l (t J ), V l (t J ) ⊥ ), n l short sides of length ρ −l and n k −n l longer sides of length ρ −l−1 . Moreover, we can assume these tiles to be inside the ball 4B. We let T J (x) be the tile containing x, and we let 2T J be the dilation of T J by a factor of 2 around its center. We now define F J for x ∈ ∪ T J ∈F J T J by
For any point x ∈ ∆ we have ∆ ⊂ 2T J (x), and so we also have
Moreover, the function F J is constant on each tile T J ∈ F J . Applying a KakeyaBrascamp-Lieb inequality from [Zor18] , which generalised earlier works [Gut10] , [Gut15] , [CV13] , we get the bound
It remains to check that for each
. Once this is established, it follows that (3.9) is dominated by
In order to prove (3.10) fix a Schwartz function ψ on R D such that 1 B(0,1) ≤ ψ ≤ 1 B(0,2) . A suitably L 1 -scaled version ψ of ψ has Fourier support of scale ρ l in the coordinates D l and scale ρ l+1 in the coordinates D \ D l . In particular we may assume ψ (Φ(t)) = 1 if t ∈ [−ρ/2, ρ/2] d . Applying affine scaling as in (2.33) to ψ we obtain a Schwartz function ψ J whose Fourier support is adapted to an ellipsoid centered at Φ(t J ) with n l axes of length ≈ ρ l in the directions of V l (t J ) and n k − n l axes of length ≈ ρ l+1 in the orthogonal directions. In particular
, wherew J is a normalized cutoff function centered at 0 adapted to the dimensions of T J (x), and taking a supremum over y we obtain
Integrating in x we obtain (3.10).
Note that for 1 ≤ l < k we have
Indeed, in the caset l = 2 this is immediate, while in the caset l = pn l /n k we can apply (3.1). For 1 ≤ l < k by Lemma 3.7 and Hölder's inequality together with (3.11) (notice that the usual scaling condition can be replaced by an inequality since we are dealing with norms on normalized measure spaces) we obtain
This is the first family of inequalities that we will be iterating.
3.4. Lower degree decoupling. The second type of estimate does not use transversality. Instead, we just apply a (typically lower-degree) linear decoupling inequality on each cube R j individually.
Lemma 3.13. If 1 ≤ l ≤ k and r ≥ ql, then for every ball B r ⊂ R D of radius δ −r we have
Lemma 3.13 is a direct consequence of Lemma 2.34. Similarly as before for 1 ≤ l < k we have
For 1 ≤ l < k by Lemma 3.13 with q = b, r = (l + 1)b and Hölder's inequality with (3.15) we obtain
This is the second family of inequalities that we will be iterating.
3.5. Exiting the iterative procedure. Suppose B = B Rk with R ≥ b. Eventually we want to estimate the quantitiesÃ by the right-hand side of (2.36). Figure 1 . Graph of estimates and 1 ≤ l ≤ k we have
where we have used Lemma 3.13 with l = k. The factor δ ηb is a gain over the trivial estimate for (2.36) that arises if one starts with Hölder's inequality on the left-hand side.
3.6. Diffusion of estimates. In order to show Proposition 2.57 we begin with estimating the left-hand side of (2.36) using (3.6). Then we iterate the estimates (3.12) and (3.16). When this is no longer possible we apply (3.17). Readers already familiar with "tree-growing" in [BDG16] might find the summary of the iteration procedure in Figure 1 helpful. We describe the iteration procedure in more detail. Let T := {q(1), . . . , q(k − 1), t(1), . . . , t(k − 1)} and T := T ∪ {t(k)}. In the iteration procedure we will be dealing with expressions of the form (3.18)
where the multisets Ξ T consist of tuples, each of which consists of a positive rational number and a positive real number. Applying (3.12) and (3.16) in all terms of types T ∈ T we obtain (3.19) (3.18)
where Ξ T are some new multisets. The crucial observation is that the power of δ lost in this iteration step (as well as the gain at the end of the iteration later on) is governed by the weights (3.20)
whose evolution can be easily tracked. Specifically, let w T be defined similarly to w T with Ξ T replaced by Ξ T . Then
where e t(k−1) refers to a unit vector and M is the (T × T )-matrix given by
Here we use the conventions β 1 = 1, α 0 = 0, β k = 1. The matrix M is irreducible (with period 2 as can be seen from the corresponding subgraph with vertex set T in Figure 1 ) and has non-negative entries. The Perron-Frobenius theorem tells that M has a unique positive right eigenvector that dominates its asymptotics in the sense that the corresponding eigenvalue equals the spectral radius of M. Since we can compute the Perron-Frobenius eigenvector explicitly we will not actually have to apply Perron-Frobenius theory, but it motivates our approach and also shows that it cannot be further improved by carrying out the iteration with different weights.
Since the right eigenvector v in (3.23) is positive it is in fact the right PerronFrobenius eigenvector of M. The left Perron-Frobenius eigenvector of M is essentially given by [GZ18, Lemma 8.2], but it does not seem to be quite as useful as the right one.
Proof. We have to verify v q(l) = (Mv) q(l) for 1 ≤ l < k. Since β k = 1 this is equivalent to
for 1 ≤ l < k. We also have to verify v t(l) = (Mv) t(l) for 1 ≤ l < k. For l = 1 this is easy using that β 1 = 1. For 1 < l < k this can be written as
Substituting the definitions (3.23) identities that we have to verify can be equivalently written as
Using the definition of β l+1 and α l on the respective left-hand sides we see that this is equivalent to
Both these identities are equivalent to
we see that our claim becomes equivalent to
This is a consequence of (1.1).
3.7. Wrapping up induction on scales. Letṽ := v/ T ∈T v T be the normalized version of the eigenvector (3.23). By (3.6) we can estimate
The weight of this expression, as introduced in (3.20), equals (ṽ, 0). Then we apply (3.19) W times for some large natural number W . Sinceṽ is an eigenvector of M and by (3.21) in each step the t(k)-th component of the weight is increased by α k−1ṽt(k−1) , while all other components remain unchanged. Hence we obtain
Applying (3.17) we obtain
We have to ensure b ≤ R at each step of iteration; to this end we can take R = 2 W . Hence we have proved
In order to finish the proof of Proposition 2.57 it remains to verify that the exponent of δ is ≥ −η2 W + σ for some σ = σ(η) > 0 provided that W is sufficiently large. Notice thatΓ D l (q l ) ≤Γ < η for 1 ≤ l < k. In the case l = k − 1 this holds by definition (2.1) and other cases follow by an inductive argument. In view of this fact, the following identity will allow us to obtain a gain in the exponent.
Lemma 3.24. For every d ≥ 1 and k ≥ 2 we have
Proof. Left-hand side equals
Right-hand side equals
as well.
Transversality
In this section we verify the transversality condition needed in the ball inflation Lemma 3.7. We do so by refining the argument in [GZ18] .
4.1. An abstract Schwartz-Zippel type lemma.
Definition 4.1. Here and later N = {0, 1, . . .}. We introduce a partial order on
Definition 4.2. Let (P, ) be a partially ordered set. A subset D ⊆ P is called a down-set if for every p ∈ P and d ∈ D with p d we have p ∈ D. A subset U ⊆ P is called an up-set if for every p ∈ P and u ∈ U with u p we have p ∈ U . For a subset B ⊂ P we write ↑B := {p ∈ P | (∃b ∈ B)b p}; this is the smallest up-set containing B.
The notation ↑B is taken from [DP02] . (1) For every 1 ≤ l ≤ d and every We
From now on we assume that d > 1 and (4.6) holds in dimension d := d − 1. We may assume that B = D∩↑B, since for c ∈ (D∩↑B)\B we can define R * ; * ;c := R * ; * ;b for any b ∈ B with b c.
For j ∈ N and a subsetÃ ⊂ N d let (4.7)
denote the j-th slice ofÃ. For any subsetB ⊂ N d define the projection
Fix j ∈ N. The slice S j D is a finite down-set in N d−1 . Let B j := {b ∈ B : j / ∈ R d;b }. Then S j A and PB j are subsets of S j D that satisfy the hypothesis of Lemma 4.3 in dimension d − 1. Hence
We claim that the last sum is bounded below by |B|. Indeed,
4.2. Inequalities for level sets. For k ∈ N d and l ∈ Z we define sublevel sets by
and level sets by V k l := {a ∈ N d | a k and |a| = l}.
Denote the cardinality of a level set by Λ k l := |V k l |. It can be computed by the following algorithm. Initialise
Then we apply the recursive definition
The subscripts l and l − j are allowed to be negative here.
The following estimate generalizes [GZ18, (10 
In the case b = b + 1 we have a = a − 1 and
Each summand is non-negative by the induction hypothesis. Recall the slice map (4.7). We have the inclusions
(The indices here are different from [GZ18] , where the convention T j := S m−j T is used.) These inclusions and the inductive hypothesis (for smaller d) give (4.14)
The restrictions on j reflect that some slices of V k m are empty. Suppose that we can find non-negative solutions A j , B j ≥ 0 with j min ≤ j ≤ j max to the equations
Then we can finish the proof by estimating
We will now solve the above system of equations. There are more equations than unknowns, but this could have been expected because we are comparing average densities of T and T + .
Solving the linear equations we obtain
for j min ≤ j ≤ j max (notice that the denominators in the above formulas do not vanish in this range of j's). Indeed, it is easy to verify that (4.15) and (4.16) hold for these choices of A j and B j . In order to verify (4.17) notice that if j min > 0, then Λ k m−j min +1 = · · · = Λ k m+1 = 0. Therefore for any value of j min ≥ 0 we obtain Λ k m−j min +1 = Λ k m+1 , while the long sum in the formula for B j min vanishes. Using these facts one can verify (4.17).
In the case j max = m < k d we have
so by (4.15) with j = m we obtain
, and this shows (4.18).
In the case j max = k d we compute
By (4.15) with j = k d it follows that A k d = 0, and this shows (4.18) also in this case. It remains to verify positivity of A j and B j . The sequence B j is the quotient of a monotonic sequence and a positive sequence. By (4.17) we know B j min ≥ 0. The above calculations also show B jmax ≥ 0. Hence B j ≥ 0 for all j min ≤ j ≤ j max .
We pass to A j with j min ≤ j ≤ j max and compute
Canceling summands that appear both with plus and with minus we obtain
By Lemma 4.11 each summand is non-negative, so A j ≥ 0.
, and 1 ≤ l < l . Then for every up-set B ⊂ N d we have
then equality can only hold in (4.21) in the following cases.
( 
Before proving Corollary 4.20 let us give an informal outline. Theorem 4.12 tells that the density of B in V k m increases with m, and (4.21) follows by averaging this statement. By the averaging argument, if B has equal densities in S k l and S k l and the level set V k l is non-empty, then B must have the same density in each level set V k m . The equality condition follows with this observation applied to m = 1, 2.
Proof. We begin with the inequality (4.21) We may assume B ∩ S k l = ∅. Then also B ∩ S k l = ∅ for every l > l. Hence it suffices to consider the case l = l + 1, that is,
Indeed, (4.21) follows from (4.22) applied l − l times. In proving (4.22) we may assume V k l+1 = ∅, since otherwise the left-hand side and the right-hand side coincide. Then also
Since B is an up-set we have B r ⊇ V k r ∩ ↑B m for all 0 ≤ m ≤ r ≤ l + 1. By Theorem 4.12 we obtain
Substituting r = l + 1 and summing these inequalities we deduce
Rearranging we obtain (4.22).
Next we verify the equality condition. We may assume l ≥ 2. If V k l = ∅, then equality in 4.20 implies equality in each application of Theorem 4.12. In particular
Thus we obtain
Equality in (4.24) implies equality in (4.26) and (4.25). In particular we have equality in Corollary 4.20. In the case 1 of the equality condition in Corollary 4.20 we are in the case 1 of the present equality condition.
In the case 1 of the equality condition in Corollary 4.20 we have d = 2, 1 = k 1 < k 2 , and it remains to show that A has the form claimed in the case 2 of the present equality condition. In this case |D ∩ ↑B| = l , so by equality in (4.25) we also have |A| = l . Hence the right-hand of (4.24) equals 2l 2l l = l. It follows that Q = l. Since the degrees of highest order terms of the polynomials f q are distinct and are contained in S k l ∩ ↑B = { (1, 0) , . . . , (1, l − 1)}, we can assume without loss of generality that the highest order term of f q has degree (1, q − 1). Using Lagrange interpolating polynomials we can find a new basisf q (a) =f q,0 (a 2 ) + a 1fq,1 (a 2 ) of W , where each polynomialf q,1 has degree l, vanishes on {0, . . . , l} \ {q}, and takes the value 1 at q.
For each a 2 ∈ N we havef q,1 (a 2 ) = 0 for some 1 ≤ q ≤ Q, so there is at most one value a 1 ∈ {0, 1} such that (a 1 , a 2 ) ∈ A, sincef q (a) = 0 for a ∈ A. Since |A| = l + 1, for each a 2 ∈ {0, . . . , l } there is in fact exactly one a 1 ∈ {0, 1} such that (a 1 , a 2 ) ∈ A. In particular (0, l ) ∈ A since (1, l ) / ∈ S k l . Hencef q,0 (l ) = 0 for each 1 ≤ q ≤ Q. Moreover, for each 1 ≤ q ≤ Q we havef q,0 (a 2 ) =f q (a) = 0 for each a 2 ∈ {0, . . . , l} \ {q} since a = (a 1 , a 2 ) ∈ A for some a 1 ∈ {0, 1}. Hence eachf q,0 has at least l + 1 roots, and since degf q,0 ≤ l, it follows thatf q,0 vanishes identically. Hencef q ((1, q)) = 1 ·f q,1 (q) = 1, so that (1, q) / ∈ A. Hence (0, q) ∈ A.
4.4. Transversality condition. 
l be a linear subspace. Then for every basis {v h } 1≤h≤H of V we have
If V k l = ∅, then equality in (4.28) can only hold in the following cases.
(1) dim V ∈ {0, |S k l |}, or (2) d = 2, 1 = k 1 < k 2 , and V is spanned by {x 1 2 , . . . , x l 2 }, or (3) similar to case 2 with 1 = k 2 < k 1 .
Given Lemma 4.23, the proof of Theorem 4.27 is the same as that of [GZ18, Theorem 10.8].
Proof. We denote the lexicographic order on N d by ≤, so that i < i if and only for some 1 ≤ q ≤ d we have i j = i j for all 1 ≤ j < q and i q < i q . We order monomials in d variables by x i ≤ x i : ⇐⇒ i ≤ i . This is a total order on the set of all monomials, and it is stable under multiplication by arbitrary monomials.
The condition (4.28) does not depend on the choice of a basis {v h } 1≤h≤H of V , so without loss of generality we may assume that the highest order terms of f v h are strictly monotonically decreasing in the lexicogrphic monomial order (to this end choose inductively v q such that f vq has the highest possible highest order term different from the highest order terms of f v 1 , . . . , f v q−1 ). We may also assume that the highest order term of f v h has coefficient 1 for each h. Denote this highest order term by x a h . Let A := {a 1 , . . . , a H }.
Multiplying the j-th row by the non-zero field element x j we obtain
, and the latter rank is
By Lemma 4.11 each summand on the left-hand side of (5.25) is non-negative. Using this fact and k ≥ 3 the estimate (5.25) will follow from
The l = 1 term on the left-hand side of (5.26) equals
= (Λ j,k−1 + · · · + Λ j,k−k j+1 )j − Λ j,k .
Thus, since 2j − d ≥ 1, (5.26) will follow from (5.28) 2(Λ j+1,k Λ j,2 − Λ j,k Λ j+1,2 ) ≥ 2Λ j,k − (Λ j,k−1 + · · · + Λ j,k−k j+1 ).
We distinguish two cases. Consider first the case k j+1 ≥ 2. Expanding the left-hand side of (5.28) using (4.9) we see that (5.28) will follow from The inequality (5.31) can be verified by a double counting argument. Indeed, Λ j,k counts the number of ways to write k = |a| with a k. Each such a can be written as a = a + a with |a | = k − 2 and |a | = 2. Those a with at least two non-zero entries have at least two such decompositions (since k ≥ 3). Those a with only one non-zero entry have exactly one such decomposition, but the number of such a is bounded by min(Λ j,k−1 , Λ j,k−2 ) (again since k ≥ 3). On the other hand, the total number of decompositions is counted by the left-hand side of (5.31). This finishes the proof of (5.20) in this case. Next we will show (5.28) in the case k j+1 = 1. Then by (5.17) also k 1 = · · · = k j = 1. We may assume k ≤ j, since otherwise Λ j,k = 0, so the right-hand side of (5.28) is negative and we can conclude by Lemma 4.11. In this case we have Λ j,k = j k for all pairs of arguments (j, k) that we use. Hence we can write the left-hand side of the required inequality and the right-hand side of (5.32) in the form
Hence the claim (5.32) reduces to j l − 1 (k − l)(j + 1) ≥ 2(j + 1) − 3k, which is a valid inequality.
Remark 5.34. There is an alternative approach to (5.21) that leads to an interesting combinatorial question. Since
the estimate (5.21) would follow from (5.35)
The inequality (5.35) can be written in the more symmetric form (5.36)
In the case k ≥ min(k 1 , . . . , k d ) we can compute the expressions in (5.36) explicitly. Namely, in this case we have ))) otherwise.
In particular,Γ
D (p) ≥Γ D (p), so in general one expects better estimates in (1.10) from using p decoupling rather than 2 decoupling. However, in dimension d = 1 it turns out thatΓ (2) D (p) =Γ D (p), so we also recover asymptotically optimal mean value estimates for one-dimensional Weyl sums from 2 decoupling.
We need the following version of the ball inflation Lemma 3.7. .
By definition of θ we have (B.4)
, where θ B (x) := θ(
) with c B and r B being the center and the radius of B, respectively. The summands on the right-hand side have boundedly overlapping Fourier supports with bound independent of δ. Hence by L 2 orthogonality, the right hand side can be bounded by (B.5)
This can be in turn estimated by the right-hand side of (B.3) for every E < ∞.
