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We present in this paper an error analysis of a fractional-step method for the
approximation of the unsteady incompressible Navier–Stokes equations. Under mild
regularity assumptions on the continuous solution,we obtain second-order error estimates
in the time step size, both for velocity and pressure. Numerical results in agreement with
the error analysis are also presented.
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1. Introduction
Many numerical schemes have been developed for the approximation of the unsteady, incompressible Navier–Stokes
equations. Among them, several fractional-step methods can be found. By splitting the time advancement into a number
(generally two) of substeps, fractional-step methods allow to separate the effects of the different operators appearing in
the equations. In order to study the effect of the time discretization, we often use the semidiscrete presentations of these
methods, in which the space variables are not discrete.
Recently, Guermond,Minev and Shen in [1] review theoretical and numerical convergence results available for projection
methods, which is a two step fraction-method. The projection methods, initially proposed by Chorin [2] and Temam [3],
are designed to consist of the projection of an intermediate velocity field onto the space of solenoidal vector fields, thus
enforcing incompressibility. The incompressibility of the projection boundary conditions with those of the original problem
may introduce a numerical boundary layer of sizeO(
√
νk) in these methods [4,5], where ν is the viscosity and k is the time
step size. However, convergence of this method was proved. The end-of-step velocities of the projection method do not
converge in the space H10 (Ω), since they do not satisfy the correct boundary conditions.
Although fractional methods have been widely used because of their efficiency and simplicity (cf. [6–8]), a rigorous error
analysis for these schemes has not been available until recently. In [9–12], the authors gave the first error analysis for their
schemes. Shen in [13,14] derived second-order error estimates for the projection schemes. In this paper we provide an
error analysis of an operator splitting, fractional-step method in which the nonlinearity and the incompressibility of the
problem are split into different steps. It allows to enforce the original boundary conditions of the problem in all substeps
of the scheme, which leads to the convergence of both the intermediate and the end-of-step velocities of the method to a
continuous solution in the spaces L2Ω and H10 (Ω). Its first-order schemes are introduced and studied in [9,6]. Furthermore,
in [6] the authors point out that if we use the pressure gradient at time n only, the Crank–Nicolson schemes cannot get the
second order in time. Here we present error estimates of a second-order scheme using not only the Crank–Nicolson time
stepping but also a combination of pressure gradient at n and n− 1.
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The rest of the paper is organized as follows. In Section 2, we recall some preliminary results and lay out some
assumptions on the data and the solutions of Navier–Stokes equations which are required for our error analysis. In Section 3
we present a new second-order scheme and give an error analysis for this method, and in Section 4 we present some
numerical experiments which are in agreement with our analysis.
2. Preliminaries
Let Ω ∈ Rd (with d = 2 or 3) be an open bounded domain, we consider the unsteady incompressible Navier–Stokes
equations in the primitive variable formulation:{
ut − ν∆u+ (u · ∇)u+∇p = f inΩ × [0, T ],
∇ · u = 0 inΩ × [0, T ], u|t=0 = u0 (2.1)
where the unknowns are the vector function u, which represents the velocity of the flow, and the scalar function p, which
represents the pressure field. Eq. (2.1) should be completed with an appropriate boundary condition for the velocity u. For
the sake of simplicity, we consider the homogeneous Dirichlet boundary condition, i.e., u|∂Ω = 0,∀ t ∈ [0, T ].
In order to study approximation schemes for this problem, we first introduce some notations. Let ‖ · ‖,‖ · ‖1 denote
respectively the norms in L2(Ω) and H10 (Ω), i.e.
‖u‖2 =
∫
Ω
|u(x)|2dx and ‖u‖21 =
∫
Ω
|∇u(x)|2dx.
The norm in Hs(Ω)will be simply denoted by ‖ · ‖s. We will use respectively (·, ·) to denote the inner product in L2(Ω) and
〈·, ·〉 to denote the duality between H−s(Ω) and Hs0(Ω), ∀s > 0.
Due to the incompressibility condition∇ · u = 0, closed subspaces of solenoidal vector fields of these Hilbert spaces are
also needed. Thus, we define:
H = {u ∈ L2(Ω)d : ∇ · u = 0, u · n|∂Ω = 0},
V = {u ∈ H10 (Ω)d : ∇ · u = 0}.
For the treatment of the convective term in Eq. (2.1), the following trilinear form is usually considered:
b(u, v, w) =
∫
Ω
(u · ∇)v · wdx, ∀u ∈ H1(Ω)d, v ∈ H1(Ω)d, w ∈ H10 (Ω)d.
This form is well defined and continuous on these spaces (see [15]), and in particular, we have
b(u, v, v) = 0, ∀u ∈ H, v ∈ H10 (Ω)d.
We define b˜(·, ·, ·) by
b˜(u, v, w) = (B˜(u, v), w), ∀u, v ∈ H1(Ω)d, w ∈ H10 (Ω)d.
where B˜(u, v) = (u · ∇)v + 12 (∇ · u)v. The extra 12 (∇ · u)v, introduced by [16], is crucial for preserving the dissipativity of
the discrete system when the approximation velocities are not divergence free. One can easily get that
b˜(u, v, v) = 0, ∀u ∈ H1(Ω)d, v ∈ H10 (Ω)d (2.2)
b˜(u, v, w) = 1
2
(b(u, v, w)− b(u, w, v)), ∀u, v ∈ H1(Ω)d, w ∈ H10 (Ω)d. (2.3)
The following inequalities will be used repeatedly in what follows, if d ≤ 4, then (see [14,12,15] and the references therein)
b(u, v, w) ≤ C

‖u‖2‖v‖‖w‖1,
‖u‖‖v‖2‖w‖1,
‖u‖‖v‖1‖w‖2,
‖u‖1‖v‖1‖w‖1,
‖u‖2‖v‖1‖w‖.
(2.4)
In some of our proofs we will also make use of the operator A−1, defined as the inverse of the Stokes operator A = −PH∆,
PH being the projection onto H . Given u ∈ H , by definition A, v = A−1u is the solution of the following Stokes problem:
−∆v +∇r = u inΩ,
∇ · v = 0 inΩ,
v = 0 on ∂Ω.
We recall (see [11]) that
∃c1, c2 > 0, such that ∀u ∈ H :
{‖A−1u‖s ≤ c1‖u‖s−2, for s = 1, 2;
c2‖u‖2−1 ≤ (A−1u, u) ≤ c21‖u‖2−1. (2.5)
Hence, we can use (A−1u, u)
1
2 as an equivalent norm H−1(Ω)d for u ∈ H .
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Error analysis of time integration schemes for time-dependent partial differential equations are usually given in terms
of the following norms [9,11,14]: given a Banach space X with norm ‖ · ‖X , a continuous function u : [0, T ] → X and two
real numbers p > 0 and α > 0, for each time step size k > 0 let tn = nk for n = 0, 1, . . . ,M = [T/k]; a family of finite
sequences unn=1,...,M is said to be an order α approximation of u in lp(X) if there exists a constant C such that, for all k:(
k
M∑
n=1
‖u(tn)− un‖pX
)1/p
≤ Ckα.
Moreover, unn=1,...,M is an order α approximation of u in l∞(X) if:
‖u(tn)− un‖X ≤ Ckα ∀ n = 1, . . . ,M.
Here, and in what follows, C denotes a generic constant, possibly different at different occurrences, which may depend on
the data f , u0, T and ν, the domainΩ and the continuous solution u, but is independent of the time step size k and themesh
size h.
Now we lay out some assumptions, which will be used throughout the rest of the paper, on the data and the solutions of
Eq. (2.1). We assume that u0 and f satisfy
(A1) u0 ∈ H2(Ω)d ∩ V , f ∈ L∞(0, T ; L2(Ω)d) ∩ L2(0, T ;H1(Ω)d)
in the three dimensional case, we assume additionally that there exists a global strong
(A2) sup
t∈[0,T ]
‖u(t)‖1 ≤ C .
Under the assumptions (A1), (A2), we can prove (see for instance [17])
sup
t∈[0,T ]
{‖u‖2 + ‖ut(t)‖ + ‖∇p‖} ≤ C . (2.6)
The above inequality is automatically satisfied when d = 2. In addition, we assume that the solution {u, p} of Eq. (2.1)
satisfies the following regularity conditions [14]:
(A3)
∫ T
0
{‖uttt(s)‖2−1 + ‖utt(s)‖21 + ‖ptt(s)‖2} ds ≤ C .
At the end of this section, we present a lemma, which will be repeatedly used in the following (see, for instance, [18] for a
proof):
Lemma 2.1 (Discrete Gronwall Lemma). Let yn, hn, gn, f n be nonnegative sequences satisfying
ym + k
m∑
n=0
hn ≤ B+ k
m∑
n=0
(
gnyn + f n) , with k
[
T
k
]∑
n=0
gn ≤ M, ∀ 0 ≤ m ≤
[
T
k
]
.
Assume kgn < 1 and let σ = max0≤n≤[ Tk ](1− kg
n)−1, then
ym + k
m∑
n=0
hn ≤ exp (σM)
(
B+ k
m∑
n=0
f n
)
, ∀m ≤
[
T
k
]
.
3. An operator-splitting scheme
The operator-splitting scheme we analyze here is an in-depth study of [9,6]. Given un ∈ V , approximation of u at t = tn,
the time advancement to tn+1 is split into two steps:
Step 1.
u˜n+1 − un
k
− ν
2
∆
(
un + u˜n+1)+ B˜(un + u˜n+1
2
,
un + u˜n+1
2
)
+ 1
2
∇ (pn + pn−1) = f (tn+ 12 ) ,
u˜n+1|∂Ω = 0.
(3.1)
Step 2.
un+1 − u˜n+1
k
− ν
2
∆
(
un+1 − u˜n+1)+ 1
2
∇ (pn+1 − pn−1) = 0,
∇ · un+1 = 0,
un+1|∂Ω = 0.
(3.2)
Remark 3.1. In this scheme, when we try to obtain the solutions of {un+1, pn+1}, we need their data at tn−1 = (n− 1)k and
tn = nk. So we should reconsider initial steps. One way is to get the value of {u, p} at t1 = k in advance, for instance, by
using a standard coupled scheme, and then to use this scheme to get the solution. Another way is to make an assumption:
p−1 ≡ p0, which is used in this paper.
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Eq. (3.1) is a nonlinear equation for u˜n+1 very similar to the stationary Navier–Stokes equation. The existence of at least
one solution u˜n+1 satisfying (3.1) can be carried out exactly as the existence for stationary Navier–Stokes equation by using
Galerkin procedure (see [15]). And Eq. (3.2) has the structure of a Stokes problem, so the existence and uniqueness of solution
{un+1, pn+1} can easily be obtained similar to the Stokes equation. As is said in [9], the main difference between this scheme
and the standard projection scheme is the introduction of a viscous term in the incompressibility step, which allows the
imposition of the original boundary condition on the end-of-step velocity un+1. Thanks to the viscous term in step 2, the
velocity and pressure are coupled, thus they can affect each other. Compared with first-order scheme in [9], we use the
Crank–Nicolson time stepping and we not only use the velocity and pressure at tn but also the pressure at tn−1. These two
characteristics result in a second-order scheme.
For any functionw(t) and any series {an} and {a˜n}, we denote
w˜
(
tn+ 12
)
= 1
2
(w(tn+1)+ w(tn)) ,
an+
1
2 = 1
2
(
an+1 + an) , a˜n+ 12 = 1
2
(
a˜n+1 + an)
and for the semidiscrete errors, let us define
en+1 = u(tn+1)− un+1, e˜n+1 = u(tn+1)− u˜n+1, qn+1 = p(tn+1)− pn+1.
Our main result in this paper is
Theorem 3.1. Weassume that ‖e˜0‖ ≤ O(k3/2), ‖q0‖ ≤ O(k) and ∫ T0 ‖∇pt‖2ds ≤ C. Thenwe have that the following inequality
holds:
k
M−1∑
n=0
{
‖en+ 12 ‖2 + ‖e˜n+ 12 ‖2 + ν|en+ 12 |21 + ‖qn+
1
2 ‖2
}
≤ Cεk4−ε. (3.3)
Theorem 3.1 tells that schemes (3.1)–(3.2) are essentially (i.e. to within an arbitrary small ε > 0) of weak second order
both in L2(Ω) andH10 (Ω) for the velocity, and in L
2(Ω) for intermediate velocity and pressure. Beforewe prove Theorem3.1,
we prove a series of lemmas. We begin with a preliminary lemma for the truncation error defined by
Rn = u(tn+1)− u(tn)
k
− ν∆u˜(tn+ 12 )+ (u˜(tn+ 12 ) · ∇)u˜(tn+ 12 )+∇p˜(tn+ 12 )− f (tn+ 12 ), (3.4)
Lemma 3.1.
k
M−1∑
n=0
‖Rn‖2−1 ≤ ck4
∫ T
0
(‖uttt(s)‖2−1 + ‖utt(s)‖21 + ‖ptt(s)‖2)ds ≤ Ck4.
Proof. See the proof of Lemma 1 in [14]. 
Lemma 3.2.
‖eN+1‖2 + kν
N∑
n=0
|en+ 12 |21 ≤ Ck
N∑
n=0
(‖Rn‖2−1 + ‖e˜n+
1
2 ‖2 + |e˜n+ 12 |41), ∀0 ≤ N ≤ M − 1.
Proof. Taking the sum of (3.1) and (3.2), we get:
1
k
(un+1 − un)− ν∆un+ 12 + B˜(u˜n+ 12 , u˜n+ 12 )+∇pn+ 12 = f (tn+ 12 ). (3.5)
Subtracting (3.5) from (3.4), we have
1
k
(en+1 − en)− ν∆en+ 12 +∇qn+ 12 = NLT + Rn, (3.6)
where
NLT = B˜(u˜n+ 12 , u˜n+ 12 )− (u˜(tn+ 12 ) · ∇)u˜(tn+ 12 )
= −B˜(u˜n+ 12 , e˜n+ 12 )− B˜(e˜n+ 12 , u˜(tn+ 12 ))
= B˜(e˜n+ 12 , e˜n+ 12 )− B˜(u˜(tn+ 12 ), e˜
n+ 12 )− B˜(e˜n+ 12 , u˜(tn+ 12 )).
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We take the inner product of (3.6) with 2ken+
1
2 , using the algebraic relations (a − b, a) = 12 (|a|2 − |b|2 + |b − a|2) and
(a− b, b) = 12 (|a|2 − |b|2 − |b− a|2), we find that:(
1
k
(en+1 − en)− ν∆en+ 12 , 2ken+ 12
)
= ‖en+1‖2 − ‖en‖2 + 2kν|en+ 12 |21,(
NLT , 2ken+
1
2
)
= B1 + B2 + B3,
using (2.3), we have
B1 = 2kb˜
(
e˜n+
1
2 , e˜n+
1
2 , en+
1
2
)
= kb
(
e˜n+
1
2 , e˜n+
1
2 , en+
1
2
)
− kb
(
e˜n+
1
2 , en+
1
2 , e˜n+
1
2
)
,
B2 = −2kb˜
(
u˜
(
tn+ 12
)
, e˜n+
1
2 , en+
1
2
)
= −kb
(
u˜
(
tn+ 12
)
, e˜n+
1
2 , en+
1
2
)
+ kb
(
u˜
(
tn+ 12
)
, en+
1
2 , e˜n+
1
2
)
,
B3 = −2kb˜
(
e˜n+
1
2 , u˜
(
tn+ 12
)
, en+
1
2
)
= −kb
(
e˜n+
1
2 , u˜
(
tn+ 12
)
, en+
1
2
)
+ kb
(
e˜n+
1
2 , en+
1
2 , u˜
(
tn+ 12
))
,
using appropriate inequalities in (2.4) for the terms above thanks to (2.6), we obtain(
NLT , 2ken+
1
2
)
≤ Ck‖e˜n+ 12 ‖|en+ 12 |1 + Ck|e˜n+ 12 |21|en+
1
2 |1
≤ kν
2
|en+ 12 |21 + Ck
(
‖e˜n+ 12 ‖2 + |e˜n+ 12 |41
)
.
For the truncation error term, we have(
Rn, 2ken+
1
2
)
≤ Ck‖Rn‖−1|en+ 12 |1 ≤ Ck‖Rn‖2−1 +
kν
2
|en+ 12 |21.
Combining the above inequalities, given that (∇p, v) = 0,∀ p ∈ H1, v ∈ V , we obtain
‖en+1‖2 − ‖en‖2 + kν|en+ 12 |21 ≤ Ck
(
‖Rn‖2−1 + ‖e˜n+
1
2 ‖2 + |e˜n+ 12 |41
)
. (3.7)
Taking the sum of (3.7) for n from 0 to N (∀0 ≤ N ≤ M − 1), we arrive at
‖eN+1‖2 + kν
N∑
n=0
|en+ 12 |21 ≤ Ck
N∑
n=0
(
‖Rn‖2−1 + ‖e˜n+
1
2 ‖2 + |e˜n+ 12 |41
)
, (3.8)
which conclude the proof of Lemma 3.2. 
In order to derive an error estimate for the pressure approximation, we need the following lemma:
Lemma 3.3.
M−1∑
n=0
‖en+1 − en‖2−1 ≤ Ck2
M−1∑
n=0
{
|en+ 12 |21 + ‖e˜n+
1
2 ‖2 + ‖Rn‖2−1 + |e˜n+
1
2 |41
}
.
Proof. We take the inner product of (3.6) with kA−1(en+1 − en). From the property (2.5) of A−1, we derive(
en+1 − en
k
, kA−1
(
en+1 − en)) = ‖en+1 − en‖2−1,
−kν
(
∆en+
1
2 , A−1
(
en+1 − en)) = kν (∇en+ 12 ,∇A−1 (en+1 − en))
≤ 1
6
‖en+1 − en‖2−1 + Ck2|en+
1
2 |21,(
∇qn+ 12 , kA−1 (en+1 − en)) = 0,(
Rn, kA−1
(
en+1 − en)) ≤ 1
6
‖en+1 − en‖2−1 + Ck2‖Rn‖2−1.
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For the nonlinear term, we can get the following estimate using the similar analysis as given above,(
NLT , kA−1
(
en+1 − en)) ≤ Ck‖e˜n+ 12 ‖‖en+1 − en‖−1 + Ck|e˜n+ 12 |21‖en+1 − en‖−1
≤ Ck2
(
‖e˜n+ 12 ‖2 + |e˜n+ 12 |41
)
+ 1
6
‖en+1 − en‖2−1.
Therefore, combining the above inequalities, we obtain
1
2
M−1∑
n=0
‖en+1 − en‖2−1 ≤ Ck2
N∑
n=0
{
‖e˜n+ 12 ‖2 + ‖Rn‖2−1 + |en+
1
2 |21 + |e˜n+
1
2 |41
}
. 
Now, we can get the approximation for the pressure.
Lemma 3.4.
k
M−1∑
n=0
‖qn+ 12 ‖2 ≤ Ck
M−1∑
n=0
{
‖e˜n+ 12 ‖2 + ‖Rn‖2−1 + |e˜n+
1
2 |41
}
.
Proof. We rearrange (3.6) as
−∇qn+ 12 = 1
k
(
en+1 − en)− ν∆en+ 12 − NLT − Rn.
Using the inf–sup condition:
‖qn+ 12 ‖ ≤ C sup
v∈H10
(
∇qn+ 12 , v
)
|v|1 , (3.9)
we need to bound the products on the right-hand side of (3.9) with an arbitrary v ∈ H10 (Ω). We have(
1
k
(
en+1 − en)− ν∆en+ 12 − Rn, v) ≤ C (1
k
‖en+1 − en‖−1 + ‖Rn‖−1 + ν|en+ 12 |1
)
|v|1,
(NLT , v) ≤ C‖e˜n+ 12 ‖|v|1 + C |e˜n+ 12 |21|v|1.
We derive from above inequalities that
‖qn+ 12 ‖ ≤ C
(
1
k
‖en+1 − en‖−1 + ‖Rn‖−1 + ν|en+ 12 |1 + ‖e˜n+ 12 ‖ + |e˜n+ 12 |21
)
.
Then the lemma is a direct consequence of Lemmas 3.2 and 3.3. 
The next lemma is important, and in particular, it shows that the method provides uniformly stable velocities in
H10 (Ω).
Lemma 3.5. Under the assumptions of Theorem 3.1, then ∀ ε > 0, ∃ Cε > 0 such that the following inequality holds:
‖eN+1‖2 + ‖e˜N+1‖2 +
N∑
n=0
{
‖en+1 − e˜n+1‖2 + kν|e˜n+ 12 |21 + kν|en+1 − e˜n+1|21
}
≤ Cεk3−ε, ∀ 0 ≤ N ≤ M − 1.
Proof. Before getting this lemma, we need some weaker error estimates for velocity,
‖eN+1‖2 + ‖e˜N+1‖2 +
N∑
n=0
{
‖en+1 − e˜n+1‖ + kν|e˜n+ 12 |21 + kν|en+1 − e˜n+1|21
}
≤ Ck2. (3.10)
In order to do this, subtracting (3.1) from (3.4), we obtain
e˜n+1 − en
k
− ν∆e˜n+ 12 = NLT + Rn +∇
(
pn−
1
2 − p˜
(
tn+ 12
))
. (3.11)
We now take the inner product of (3.11) with 2ke˜n+
1
2 ,
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e˜n+1 − en
k
− ν∆e˜n+ 12 , 2ke˜n+ 12
)
= ‖e˜n+1‖2 − ‖en‖2 + 2k|e˜n+ 12 |21,(
NLT , 2ke˜n+
1
2
)
= −2kb˜
(
e˜n+
1
2 , u˜(tn+ 12 ), e˜
n+ 12
)
≤ Ck‖e˜n+ 12 ‖2 + kν
2
|e˜n+ 12 |21,(
Rn, 2ke˜n+
1
2
)
≤ Ck‖Rn‖2−1 +
kν
2
|e˜n+ 12 |21.
Thus, we can get
‖e˜n+1‖2 − ‖en‖2 + k|e˜n+ 12 |21 ≤ Ck(‖Rn‖2−1 + ‖e˜n+
1
2 ‖2)+
(
∇
(
pn−
1
2 − p˜
(
tn+ 12
))
, ke˜n+1
)
. (3.12)
On the other hand, we rewrite (3.2) as
1
k
(
en+1 − e˜n+1)− ν
2
∆
(
en+1 − e˜n+1) = 1
2
∇(pn+1 − pn−1). (3.13)
Taking the inner product of (3.13) with k(en+1 − e˜n+1), we obtain
‖en+1 − e˜n+1‖2 + kν
2
|en+1 − e˜n+1|21 =
(
1
2
∇ (pn−1 − pn+1) , ke˜n+1) . (3.14)
Adding (3.12) and (3.14), we arrive to
‖e˜n+1‖2 − ‖en‖2 + ‖en+1 − e˜n+1‖2 + k|e˜n+ 12 |21 +
kν
2
|en+1 − e˜n+1|21
≤ Ck
(
‖Rn‖2−1 + ‖e˜n+
1
2 ‖2
)
+
(
1
2
∇(2pn−1 + pn − pn+1)−∇p˜(tn+ 12 ), ke˜
n+1
)
. (3.15)
For the first three terms, we have
1
2
(‖en+1‖2 − ‖en‖2 + ‖e˜n+1‖2 − ‖e˜n‖2 + ‖en+1 − e˜n+1‖2 − ‖en − e˜n‖2)
≤ ‖e˜n+1‖2 − ‖en‖2 + ‖en+1 − e˜n+1‖2. (3.16)
The pressure term on the right-hand side can be dealt as follows,(
1
2
∇(2pn−1 + pn − pn+1)−∇p˜(tn+ 12 ), ke˜
n+1
)
=
(
∇
(
qn+
1
2 − 2qn− 12
)
, 2ke˜n+
1
2
)
+ (∇(p(tn−1)− p(tn+1)), k (e˜n+1 − en+1)) = I1 + I2, (3.17)
so that:
I1 ≤ Ck
(
‖qn+ 12 ‖ + ‖qn− 12 ‖
)
|e˜n+ 12 |1 ≤ Ck‖qn+ 12 ‖2 + Ck‖qn− 12 ‖2 + k2 |e˜
n+ 12 |21,
I2 ≤ Ck‖e˜n+1 − en+1‖
∫ tn+1
tn−1
‖∇pt(s)‖ds ≤ k‖e˜n+1 − en+1‖2 + Ck2
∫ tn+1
tn−1
‖∇pt(s)‖2ds.
Adding up (3.15) for n = 0, . . . ,N and taking into account (3.16) and the previous inequalities, since ‖e˜n+1 + en‖2 ≤
2(‖e˜n+1‖2 + ‖en‖2), we get
‖eN+1‖2 + ‖e˜N+1‖2 + ‖eN+1 − e˜N+1‖2 + kν
N∑
n=0
(
|e˜n+ 12 |21 + |en+1 − e˜n+1|21
)
≤ Ck
N∑
n=0
(‖en‖2 + ‖e˜n+1‖2 + ‖en+1 − e˜n+1‖2)+ Ck N∑
n=0
‖Rn‖2−1 + Ck2
∫ T
0
‖∇pt‖2ds+ 2‖e˜0‖2 + 2k‖q0‖2,
where we have used Lemma 3.4 and omitted the high-order term. By applying the discrete Gronwall lemma to the last
inequality and taking into account assumptions of the lemma and
∫ T
0 ‖∇pt‖2ds ≤ C , we derive
‖eN+1‖2 + ‖e˜N+1‖2 + ‖eN+1 − e˜N+1‖2 + kν
N∑
n=0
(
|e˜n+ 12 |21 + |en+1 − e˜n+1|21
)
≤ Ck2. (3.18)
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Next we consider (3.14) again, its right-hand side can be dealt with as follows(
1
2
∇ (pn−1 − pn+1) , ke˜n+1) = (1
2
∇ (p(tn−1)− p(tn+1)) , k
(
e˜n+1 − en+1))
+
(
∇
(
qn+
1
2 − qn− 12
)
, k
(
e˜n+1 − en+1)) = I3 + I4, (3.19)
where
I3 ≤ Ck‖e˜n+1 − en+1‖
∫ tn+1
tn−1
‖∇pt(s)‖ds ≤ Ck3
∫ tn+1
tn−1
‖∇pt(s)‖2ds+ 12‖e˜
n+1 − en+1‖2,
I4 ≤ Ck‖qn+ 12 ‖|e˜n+1 − en+1|1 ≤ Ck
(
‖e˜n+ 12 ‖2 + ‖Rn‖2−1 + |e˜n+
1
2 |41
)
+ kν
4
|e˜n+1 − en+1|21.
Hence, adding (3.14) to (3.19), taking the sum for n from 0 to N , we arrive to
N∑
n=0
‖en+1 − e˜n+1‖2 + kν
N∑
n=0
|en+1 − e˜n+1|21 ≤ Ck3 + Ck
N∑
n=0
(
‖e˜n+ 12 ‖2 + ‖Rn‖2−1 + |e˜n+
1
2 |41
)
≤ Ck2. (3.20)
The last inequality is a direct consequence of (3.18), thus we get (3.10). Next, we prove that if ∀ 0 ≤ β ≤ 1
N∑
n=0
‖en+1 − e˜n+1‖2 ≤ Ck2+β . (3.21)
Then the following inequality holds:
‖eN+1‖2 + ‖e˜N+1‖2 +
N∑
n=0
{
‖en+1 − e˜n+1‖ + kν|e˜n+ 12 |21 + kν|en+1 − e˜n+1|21
}
≤ Ck2+ 1+β2 . (3.22)
In particular, (3.20) is the case with β = 0 for (3.21). We can deal with I2 differently as we did above. Using the Schwartz
inequality, we can get
I2 ≤ Ck‖e˜n+1 − en+1‖
∫ tn+1
tn−1
|∇pt(s)|ds
≤ k 1−β2 ‖e˜n+1 − en+1‖2 + Ck2+ 1+β2
∫ tn+1
tn−1
|∇pt(s)|2ds.
Therefore, as in the proof of (3.10), we derive the inequality (3.22).
We can apply successively (3.21) and (3.22) with β = 0 and β = βm =∑mi=1 1/2i, form = 1, 2, . . . . Form large enough
such that βm ≥ 1− ε, ∀ε > 0. Thus the proof of Lemma 3.5 is complete. 
From the proof of Lemma 3.5, we can know the reasons why we use a combination of the pressure gradient at n and
n − 1. Because of the viscous term in the incompressibility step, we take the inner product of (3.13) with k(en+1 − e˜n+1),
otherwise wemay take the inner product with k(en+1+ e˜n+1). Thus we add the pressure gradient at n−1, which is different
from the classical schemes. In this case the pressure terms, (3.17) and (3.19), can be separated into two parts. One can use
Lemma 3.4, which is the approximation for pressure, and the other can get the order that we want.
Proof of Theorem 3.1. We take the inner product of (3.6) with 2kA−1en+
1
2 , we have(
1
k
(
en+1 − en)− ν∆en+ 12 , 2kA−1en+ 12) = ‖en+1‖2−1 − ‖en‖2−1 + 2kν‖en+ 12 ‖2,(
NLT , 2kA−1en+
1
2
)
≤ Ck‖e˜n+ 12 ‖‖en+ 12 ‖−1 + Ck|e˜n+ 12 |21‖en+
1
2 ‖−1
≤ Ck
(
‖en+ 12 ‖2−1 + |e˜n+
1
2 |41
)
+ kν‖en+1 − e˜n+1‖2 + kν‖en+ 12 ‖2,(
Rn, 2kA−1en+
1
2
)
≤ Ck‖Rn‖2−1 + k‖en+
1
2 ‖2−1.
Combining these inequalities, and taking the sum for n from 0 to N , we derive
‖eN+1‖2−1 + kν
N∑
n=0
‖en+ 12 ‖2 ≤ Ck
N∑
n=0
{
‖Rn‖2−1 + ‖en+1 − e˜n+1‖2 + ‖en+
1
2 ‖2−1 + |e˜n+
1
2 |41
}
≤ Ck4−ε
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Table 1
Error behavior of the scheme with h = 1/60.
k erru(1, k) ru(1, k) errp(1, k) rp(1, k)
0.2 8.04× 10−3 4.00 2.11× 10−3 3.93
0.1 2.01× 10−3 4.01 5.37× 10−4 3.23
0.05 5.01× 10−4 4.01 1.66× 10−4 2.41
0.025 1.25× 10−4 6.89× 10−5
where we have used the discrete Gronwall lemma and Lemma 3.5. Since
‖2e˜n+ 12 ‖2 ≤ ‖2en+ 12 ‖2 + ‖en+1 − e˜n+1‖2,
which implies the second term of (3.3) and the third and fourth terms of (3.3) is a direct consequence of Lemmas 3.2 and
3.4. 
4. Numerical result
In this section we present some numerical results by using the schemes (3.1)–(3.2). Since the dominating error in these
schemes is introduced by the approximation of the linear operator, we shall only perform numerical tests on the time-
dependent Stokes equations.
LetΩ = [0, 1] × [0, 1], ν = 1 and exact solution (u, p) of time-dependent Stokes equations to be
u(x, y, t) = pi sin t(sin 2piy sin2 pix,− sin 2pix sin2 piy),
p(x, y, t) = sin t cospix sinpiy
Then the function f is given by f = ut − ∆u + ∇p. We start the computations always from the initial time t0 = 0. For the
space discretization, we use the Taylor–Hood (P2P1) finite element pair on quasi-uniform meshes of size h = 160 . For this
specific example, the error introduced by the space discretization is negligible compared to the error introduced by time
discretization, at least for velocity. Denote
erru(t, k) = ‖u(x, y, t)− u tk (x, y)‖, errp(t, k) = ‖p(x, y, t)− p tk (x, y)‖.
In order to determine the numerical convergence rate, we set
ru(t, k) = erru(t, k)erru(t, k/2) , rp(t, k) =
errp(t, k)
errp(t, k/2)
.
In Table 1 we list the errors of the velocity approximation and of the pressure approximation at t = 1 by using the
schemes (3.1)–(3.2). The results clearly indicate that the schemes are second-order accurate for the velocity and at least
first-order accurate for the pressure.
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