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SIMPLE LIE ALGEBRAS OF SMALL CHARACTERISTIC V.
THE NON-MELIKIAN CASE
ALEXANDER PREMET AND HELMUT STRADE
Abstract. Let L be a finite-dimensional simple Lie algebra over an alge-
braically closed field F of characteristic p > 3. We prove in this paper that
if for every torus T of maximal dimension in the p-envelope of ad L in Der L
the centralizer of T in ad L acts triangulably on L, then L is either classical
or of Cartan type. As a consequence we obtain that any finite-dimensional
simple Lie algebra over an algebraically closed field of characteristic p > 5 is
either classical or of Cartan type. This settles the last remaining case of the
generalized Kostrikin-Shafarevich conjecture (the case where p = 7).
1. Introduction and preliminaries
Let F be an algebraically closed field of characteristic p > 3. In this note
we go through the relevant parts of the second author’s classification of finite-
dimensional simple Lie algebras of characteristic p > 7 to check whether the
results there need additions, modifications or supplementary proofs in order to
apply in the present case where p > 3. It turned out that only few changes are
necessary.
In what follows L will always denote a finite-dimensional simple Lie algebra
over F . We identify L with the subalgebra ad L of the derivation algebra Der L
and let Lp be the p-envelope of L in the restricted Lie algebra Der L. We denote
by T a torus of maximal dimension in Lp and set
H˜ := cLp(T ) = {x ∈ Lp | [t, x] = 0 for all t ∈ T}, H := cL(T ) = H˜ ∩ L.
A torus T is called standard if H(1) consists of nilpotent derivations of L. We
denote by Γ(L, T ) the set of roots of L relative to T (roots are nonzero linear
functions γ ∈ T ∗ such that Lγ := {x ∈ L | [t, x] = γ(t)x for all t ∈ T} is nonzero).
We have root space decompositions
L = H ⊕
⊕
γ∈Γ(L,T )
Lγ , Lp = H˜ ⊕
⊕
γ∈Γ(L,T )
Lγ.
By [P-St 04, Corollary 3.7], only four types of roots can occur in simple Lie
algebras of characteristic p > 3: solvable, classical, Witt, and Hamiltonian roots.
In other words, for any γ ∈ Γ(L, T ) the semisimple quotient L[γ] = L(γ)/radL(γ)
of the 1-section L(γ) := H⊕
⊕
i∈Fp
Liγ is either (0) or sl(2) or the Witt algebra or
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contains an isomorphic copy of the Hamiltonian algebra H(2; 1)(2) as an ideal of
codimension ≤ 1. The main result of [P-St 04] states that if Lp contains a torus
T ′ of maximal dimension such that all roots in Γ(L, T ′) are solvable or classical,
then L is either a classical Lie algebra or a filtered Lie algebra of type S or H ;
see [P-St 04, Theorems C and D].
In this note we impose the following two assumptions on L:
• all tori of maximal dimension in Lp are standard;
• the set of roots of any torus of maximal dimension in Lp contains either
a Witt root ar a Hamiltonian root.
Theorem 1.1. If a finite dimensional simple Lie algebra L over F satisfies the
above assumptions, then L is isomorphic to a Lie algebra of Cartan type.
Combining Theorem 1.1 with [P-St 04, Theorems C and D] we derive:
Theorem 1.2. Let L be a finite dimensional simple Lie algebra over an alge-
braically closed field of characteristic p > 3 such that all tori of maximal dimen-
sion in Lp are standard. Then L is either classical or of Cartan type.
Due to [Wil 77, St 89a, P 94] the assumption on tori in Theorem 1.2 is fulfilled
automatically when p > 5. In this case Theorem 1.2 can be rephrased as follows:
Theorem 1.3. Any finite dimensional simple Lie algebra over an algebraically
closed field of characteristic p > 5 is either classical or of Cartan type.
Theorem 1.3 settles the last remaining case p = 7 of the Kostrikin–Shafarevich
conjecture on the structure of finite-dimensional restricted simple Lie algebras
over algebraically closed fields of characteristic p > 5; see [Ko-S 66]. In the
early 80s, G.M. Melikian discovered a restricted simple Lie algebra of charac-
teristic 5 which was neither classical nor of Cartan type, thereby showing that
the restriction on p in the Kostrikin–Shafarevich conjecture was necessary. In
1984, R.E. Block and R.L. Wilson succeeded to prove the Kostrikin–Shafarevich
conjecture for algebraically closed fields of characteristic p > 7; see [B-W 88].
As far as the general classification problem for p > 3 is concerned, Theorem 1.2
leaves open the case where p = 5 and Lp contains nonstandard tori of maximal
dimension. This isolated case will be treated in [P-St 06], the last paper of the
series.
2. Two-sections of L
In the next two sections our standing hypothesis is that L is a finite dimensional
simple Lie algebra such that all tori of maximal dimension in Lp are standard.
The second assumption of Sect. 1 will come into force in Sect. 4. We retain the
notation introduced in [P-St 97], [P-St 99], [P-St 01], [P-St 04] with the following
two exceptions: to match the notation of [St 04] we will denote the divided power
algebra A(m;n) by O(m;n) and the Melikian algebra g(m,n) by M(m,n).
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Our first result extends [St 89b, Theorems 3.1, 1.7, 1.8] and [B-O-St, Corollary
1.9] which hold for p > 7.
Theorem 2.1. Let T be any torus of maximal dimension in Lp.
(i) The subalgebra H˜ = cLp(T ) acts triangulably on L.
(ii) For every γ ∈ Γ(L, T ) the radical radL(γ) is T -invariant and the factor
algebra L[γ] = L(γ)/radL(γ) is either zero or isomorphic to one of sl(2),
W (1; 1), H(2; 1)(2), H(2; 1)(1).
Proof. Since all tori of maximal dimension in Lp are assumed to be standard, the
first statement is nothing but [P-St 04, Theorem 3.12], while the second statement
is immediate from [P-St 04, Corollary 3.7]. 
Given a filtered Cartan type Lie algebra g (not necessarily simple) we de-
note by g(0) the standard maximal subalgebra of g. When g = W (1; 1), we have
dim(g/g(0)) = 1, while when g ∼= H(2; 1)
(ǫ) with ǫ = 1, 2, we have dim(g/g(0)) = 2.
Theorem 2.1 shows that every 1-section L(γ) with γ ∈ Γ(L, T ) contains a distin-
guished subalgebra Q(γ) such that Q(γ)/radQ(γ) is either zero or isomorphic to
sl(2). More precisely, the following holds:
(a) Q(γ) = L(γ) if L(γ) is solvable or L[γ] ∼= sl(2);
(b) (Q(γ) + radL(γ))/radL(γ) = L[γ](0) if L[γ] is of Cartan type.
This is analogous to [St 89b, Proposition 1.9] and [B-O-St, Proposition 1.11].
Recall that a root γ ∈ Γ(L, T ) is called proper, if Q(γ) is T -invariant, and
improper otherwise; see [P-St 04]. This definition differs from that introduced
by Block–Wilson. However, it agrees with the Block–Wilson definition when
p > 7 and reflects better the desired properties of γ when p ∈ {5, 7} (the formal
extension of the Block–Wilson definition to the case where p = 5 would imply
that all Hamiltonian roots are improper, which is not what we want).
The following result is very important for the classification:
Theorem 2.2. Let L(α, β) be any 2-section of L relative to a torus T of maximal
dimension in Lp, and I(α, β) the maximal solvable ideal of T + L(α, β). Let ψ
denote the canonical homomorphism T + L(α, β) →
(
T + L(α, β)/I(αβ)
)
, and
put K := ψ(L(α, β)) and T := ψ(T ). Then one of the following holds:
(1) L(α, β) is solvable and K = (0);
(2) S = T + K where S is one of sl(2), W (1; 1), H(2; 1)(2) or else S =
H(2; 1)(2) and S ⊂ T + K ⊂ H(2; 1)(1). Moreover, there exists a root
µ ∈ Fpα+ Fpβ such that K = ψ(L(µ));
(3) S1 ⊕ S2 ⊂ T + K ⊂ (Der S1)
(1) ⊕ (Der S2)
(1) where Si is one of sl(2),
W (1; 1), H(2; 1)(2) for i = 1, 2;
(4) K = FD ⊕H(2; 1)(2) where either D ∈ {0, DH(x
p−1
1 x
p−1
2 )} or p = 5 and
D = xp−11 ∂2, and there is an automorphism σ of DerH(2; 1)
(2) such that
σ(T ) = Fz1∂1 ⊕ Fz2∂2 where zi ∈ {xi, 1 + xi}, i = 1, 2;
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(5) S ⊗ O(m; 1) ⊂ T + K ⊂ Der (S ⊗ O(m; 1)) where S is one of sl(2),
W (1; 1), H(2; 1)(2) and m = 1, 2. Let π2 be the canonical projection from
Der (S ⊗O(m; 1)) ∼=
(
(Der S)⊗O(m; 1)
)
⋊ IdS ⊗W (m; 1) onto W (m; 1).
Then π2(K) ∼= W (1; 1) if m = 1 and π2(K) ∼= H(2; 1)
(ǫ) if m = 2, where
ǫ = 1, 2;
(6) S⊗O(1; 1) ⊂ K ⊂ Ŝ⊗O(1; 1), where S is one of sl(2), W (1; 1), H(2; 1)(2)
and either S = Ŝ or S = H(2; 1)(2) and Ŝ = H(2; 1)(1). Moreover,
T = F (h0 ⊗ 1)⊕ F (IdŜ ⊗ (1 + x1)∂1) for some toral element h0 ∈ S;
(7) S ⊂ T + K ⊂ Sp where S is one of the nonrestricted Cartan type Lie
algebras W (1; 2), H(2; 1,Φ(τ))(1), H(2; 1;∆) or else
H(2; (2, 1))(2) ⊂ T +K ⊂ H(2; (2, 1))p;
(8) K is either a classical Lie algebra of type A2, B2 or G2 or one of the
restricted Cartan type Lie algebras W (2; 1), S(3; 1)(1), H(4; 1)(1), K(3; 1).
Proof. 1) If L(α, β) is solvable, then we are in case (1). So assume from now that
L(α, β) is nonsolvable.
Recall from [P-St 04] that radTL(α, β) denotes the maximal T -invariant solv-
able ideal of L(α, β), and L[α, β] = L(α, β)/radTL(α, β). Since radTL(α, β) =
I(α, β) ∩ L(α, β), we have that
L[α, β] ∼= ψ(L(α, β)) = K →֒ T +K.
As in [P-St 04] we denote by S˜ = ⊕ri=1 S˜i the sum of all minimal T -invariant
ideals of K = L[α, β] 6= (0). Since the Lie algebra T +K is semisimple, it acts
faithfully on S˜. We will identify T +K with a Lie subalgebra of Der S˜. As shown
in [P-St 04, Sect. 4], we have that r ∈ {1, 2}. Moreover, if r = 2, then we are in
case (3); see [P-St 04, Theorem 4.1].
2) From now on assume that S˜ = S˜1 is the unique minimal T -invariant ideal of
K = L[α, β]. Recall from [P-St 04] that TR(S˜) ≤ TR(L[α, β]) ≤ 2.
Suppose TR(S˜) = 2. If the Lie algebra S˜ is restrictable, then [P-St 04,
Theorem 4.2] shows that S˜ = L[α, β]. Therefore, if S˜ ia a classical Lie alge-
bra or a restricted Lie algebra of Cartan type, then we are in case (8). As
explained in [P-St 04, Sect. 4] there is a natural restricted homomorphism
Ψα,β : T +L(α, β)p → Der S˜ which maps T +L(α, β) ⊂ T +L(α, β)p onto T +K.
Suppose S˜ ∼= M(1, 1). Then S˜ = Der S˜. Choose a two-dimensional non-
standard torus T
′
in S˜. There exists a torus T ′ in the restricted Lie algebra
T +L(α, β)p such that kerα∩ ker β ⊂ T
′ and Ψα,β(T
′) = T
′
. By construction, T ′
is then a nonstandard torus of maximal dimension in Lp. Since no such tori can
exist by our general assumption, we derive that S˜ 6∼=M(1, 1).
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If S˜ is a nonrestricted Cartan type Lie algebra, then [P-St 01, Theorem 1.1]
yields that S˜ is one of W (1, 2), H(2; 1; Φ(τ))(1), H(2; 1;∆), H(2; (2, 1))(2). Ap-
plying [P-St 04, Theorem 4.2] shows that we are in case (7).
3) It remains to consider the situation where r = 1 and TR(S˜) = 1, which is
ruled by [P-St 04, Theorem 4.4]. Due of Theorem 2.1, case (1) of that theorem
is our case (2). Assuming case (2) of Theorem 4.4 in [P-St 04], part (b) of the
proof in loc. cit. shows that there exists an automorphism σ of the Lie algebra
DerH(2; 1)(2) such that σ(K) = H(2; 1)(2) ⊕ FD and σ(T ) = Fz1∂1 ⊕ Fz2∂2,
where D is as in case (4) of the present theorem and zi ∈ {xi, 1 + xi}, i = 1, 2.
Now assume we are in case (3) of [P-St 04, Theorem 4.4]. Then S˜ = S⊗O(1; 1)
where S is one of sl(2), W (1; 1), H(2; 1)(2), and Ψα,β(T ) is spanned by h0⊗1 and
Id⊗ (1+x1)∂1 for some nonzero toral element h0 ∈ S. Moreover, K ⊂ (Der S)⊗
O(1; 1). To show that this is our case (6) we can assume that S = H(2; 1)(2) (in
the other two cases Der S = ad S and there is nothing to prove).
If K 6⊂ H(2; 1)(2)⊗O(1; 1), then there is a root µ ∈ Γ(L, T )∩ (Fpα+Fpβ) such
that K(µ) 6⊂ H(2; 1)(2) ⊗ O(1; 1). Restricting the composite
ψ¯ : L(α, β)
ψ
−→ K →֒ (Der S)⊗ O(1; 1)։ Der S
to the 1-section L(µ) and using the above description of Ψα,β(T ) it is easy to
observe that K(µ) ∼= ψ¯(L(µ)) is sandwiched between S and Der S. Consequently,
µ is a Hamiltonian root and K(µ) ∼= L[µ]. Theorem 2.1 now yields K(µ) ∼=
H(2; 1)(ǫ) where ǫ ∈ {1, 2}. If ǫ = 2, then K(µ) = K(µ)(∞) ⊂ S˜ contrary to our
choice of µ. Hence ǫ = 1. Since K(µ) 6⊂ H(2; 1)(2) ⊗ O(1; 1), it must be that
ψ¯(L(µ)) = H(2; 1)(1) by Theorem 2.1. This proves that K ⊂ H(2; 1)(1)⊗O(1; 1),
as claimed.
In case (4) of [P-St 04, Theorem 4.4] there exist µ, ν ∈ Γ(L, T ) such that
L[µ, ν] ∼=M(1, 1). But then, as before, Lp contains a nonstandard torus of max-
imal dimension, violating our general assumption. Case (5) of [P-St 04, Theorem
4.4] is included into case (5) of the present theorem.
Finally, consider case (6) of [P-St 04, Theorem 4.4]. Let h0 be a nonzero toral
element of S = H(2; 1)(2) and choose a torus T ′ in T + L(α, β)p with dimT
′ =
dimT and h0 ⊗ 1 ∈ Ψα,β(T
′), Note that kerα ∩ ker β ⊂ T ′ and T ′ is standard
by our general assumption. Choose µ ∈ Γ(K,Ψα,β(T
′)) with µ(h0 ⊗ 1) = 0 and
regard it as a linear function on T ′ vanishing on kerα ∩ ker β. Then
cS(h0)⊗ O(2; 1) ⊂ K(µ) ⊂
(
cDer S(h0)⊗ O(2; 1)
)
⋊ Id⊗ π2(K).
Let ̺ be the canonical projection
(
cDer S(h0) ⊗ O(2; 1)
)
⋊ Id ⊗ π2(K) ։ π2(K).
Note that ̺ is T ′-equivariant and maps the 1-section K(µ) onto π2(K). By
[P-St 04, Theorem 4.4(6)], π2(K) is sandwiched between H(2; 1)
(2) and H(2; 1).
This implies that ̺(K(µ)) is semisimple. As ̺(K(µ)) is a homomorphic image
of the 1-section L(µ), it must be that ̺(K(µ)) ∼= L[µ]. Theorem 2.1 now yields
π2(K) = ̺(K(µ)) ∼= H(2; 1)
(ǫ) where ǫ ∈ {1, 2}, completing the proof. 
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We have now established (for p > 3) a refined version of [St 92, Theorem
II.2] which is the corrected version of [St 89b, Theorem 6.3] (or, equivalently, of
[B-O-St, Theorem 1.15]). In what follows we will need a description of T in the
respective cases.
Proposition 2.3. With the assumptions and notations of Theorem 2.2, T has
the following properties in the respective cases:
(1) T = (0);
(2) T ⊂ S and dimT = 1;
(3) T = Fh1 ⊕ Fh2 where hi ∈ Si, i = 1, 2;
(4) T is conjugate to Fz1∂1 ⊕ Fz2∂2 where zi ∈ {x1, 1 + xi}, i = 1, 2;
(5) T = F (h⊗ 1)⊕F (d⊗ 1+ Id⊗ t) where h ∈ S and t ∈ π2(K) are nonzero
toral elements, d ∈ Der S is toral, and [d, h] = 0;
(6) T = F (h⊗ 1)⊕ F Id⊗ (1 + x1)∂1 where h ∈ S \ (0); and h
[p] = h;
(7) T ⊂ Sp and, moreover, T ∩ S = (0) when S ∼= H(2; 1; Φ(τ))
(1) and
dimT ∩ S = 1 otherwise;
(8) T ⊂ K.
Proof. (a) If K = (0), then T + L(α, β) is solvable, hence coincides with I(α, β).
Therefore, T = (0).
(b) From now on suppose K 6= (0). Then (0) 6= T +K = (T + L(α, β))/I(α, β)
is semisimple, hence acts faithfully on its socle S˜. Note that
S˜ ⊂ (T +K)(1) ⊂ K ⊂ Der S˜.
We regard T˜ + K as a Lie subalgebra of Der S˜. The restricted homomorphism
Ψα,β : T + L(α, β)p → Der S˜ introduced in [P-St 04, Sect. 4] then maps T onto
T . It also maps L(α, β)p ⊂ Lp onto the p-envelope of K in Der S˜. The latter
p-envelope will be denoted by Kp. It contains the p-envelope S˜p of S˜ in Der S˜.
Since S˜ ⊂ T + S˜p ⊂ Der S˜, the restricted Lie algebra T + S˜p, is centerless.
In conjunction with [St 04, Theorem 1.2.6(3)] this shows that if T is a torus of
maximal dimension in T +Kp, then T ∩ S˜p is a torus of maximal dimension in S˜p.
In view of [St 04, Theorem 1.2.8(3) and Theorem 1.3.11(3)] we also have that
1 ≤ TR(T +Kp) ≤ TR(T + L(α, β)p) ≤ TR(Lp(α, β)) ≤ 2.
(c) Let T + K be as in case (2) of Theorem 2.2. Then T + K = S where
S = S˜ = S˜p is one of sl(2),W (1; 1), H(2; 1)
(1) or else T+K is sandwiched between
S = H(2; 1)(2) and H(2; 1)(1). In any event, T +K is semisimple, restricted, and
has absolute toral rank 1. It follows that dimT = 1 and T is a torus of maximal
dimension in T +K = T +Kp. But then S ∩ T is a torus of maximal dimension
in S = S˜p, by our concluding remark in part (b). Hence T ⊂ S, by dimension
reasons.
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(d) In case (4) of Theorem 2.2 we have dimT = 2. In cases (3) and (5)–(8),
we have that either TR(S˜) = 2 or the Lie algebra S˜ is not simple. From this it
follows that in the remaining cases of Theorem 2.2 the torus T = Ψα,β(T ) acts
on S˜ as a two-dimensional torus of derivations. Indeed, otherwise there would
exist a root γ ∈ Γ(L, T ) such that T +K = T +K(γ) and this would imply that
S˜ = K(γ)(∞) is simple; see Theorem 2.1. By our concluding remark in part (b),
T ∩ S˜ is a torus of maximal dimension in S˜p.
(e) Suppose we are in case (3) of Theorem 2.2. Then S˜ = S1⊕S2, TR(S) = 2, and
S˜ = S˜p. Since dim(T ∩ S˜p) = TR(S˜) due to our concluding remark in part (b),
it must be that T ⊂ S1 ⊕ S2.
(f) If T + K is as in case (4), then T already has the required form in view of
Theorem 2.2.
(g) Suppose we are in case (5) of Theorem 2.2. Because S ⊗ O(m; 1)(1) is a
[p]-nilpotent ideal of S˜ = S ⊗ O(m; 1), it follows that
S˜p = S ⊗ O(m; 1) + Sp ⊗ F = S˜
and TR(S˜) = TR(S) = 1. The discussion in part (b) now yields T ∩ S˜p = F h˜ for
some nonzero toral element h˜ ∈ S˜. According to [P-St 99, Theorem 2.6], there
is an automorphism ϕ of Der S˜ such that ϕ(T ) ⊂ (Der S)⊗ F ⋊ Id ⊗W (m; 1).
Since ϕ preserves the socle of Der S˜, it must be that
ϕ(h˜) ∈
(
S ⊗ O(m; 1)
)
∩
(
(Der S)⊗ F
)
= S ⊗ F.
In other words, ϕ(h˜) = h⊗ 1 for some nonzero toral element h ∈ S.
Now let t˜ be any (nonzero) toral element such that T = F h˜ ⊕ F t˜. Write
ϕ(t˜) = d ⊗ 1 + Id ⊗ t with d ∈ Der S and t ∈ W (m; 1). It is straightforward to
see that d and t are both toral, and [d, h] = 0.
It remains to show that t is a nonzero element of π2(K). If t = 0, then T
lies in (Der S) ⊗ O(m; 1), that is π2(T ) = (0). Since T is a torus of maximal
dimension in T +Kp, we apply [St 04, Theorem 1.2.8(4)] to get TR(π2(K)) = 0.
But Theorem 2.2 says that in the present case π2(K) is a semisimple restricted
Lie algebra of absolute toral rank one. Hence Ft is a torus of maximal dimension
in π2(T +Kp) = Ft + π2(K). As π2(K) is a restricted ideal of π2(T +Kp), we
conclude that t ∈ π2(K); see [St 04, Theorem 1.2.6(3)].
(h) If T + K is as in case (6), then T already has the required form in view of
Theorem 2.2.
(i) Suppose T + K is as in case (7). If S is one of W (1; 2), H(2; 1; Φ(τ))(1),
H(2; 1,∆), then Theorem 2.2 says that T ⊂ Sp. Suppose S = W (1; 2). As
W (1; 2) has codimension 1 in W (1; 2)p, it must be that T ∩W (1; 2) 6= (0). Since
all weight spaces of the T -module W (1; 2) are one-dimensional, by [St 92, Theo-
rem V.2(2)], we have that dim(T ∩ S) = 1 in this case. If S = H(2; 1; Φ(τ))(1),
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then [St 92, Theorem VII.3(3)] yields T ∩S = (0). Suppose S = H(2; 1;∆). Then
H(2; 1;∆)p = F (x1∂1 + x2∂2) ⊕ H(2; 1;∆). Hence S has codimension 1 in Sp,
implying T ∩S 6= (0). Suppose T ⊂ S. As explained in [P-St 01, Lemma 4.14(1)],
for example, T has at least p2 − 2 weights on S. Since dimS = p2, we then have
S = T ⊕
⊕
γ∈Γ(S,T )
Sγ, |Γ(S, T )| = p
2 − 2, dimSγ = 1 (∀ γ ∈ Γ(S, T )).
But then the subset T ∪
(⋃
γ∈Γ(S,T ) S
[p]
γ
)
spans a diagonalizable Lie subalgebra
of Sp containing T . Since T is a torus of maximal dimension in Sp, we get⋃
γ∈Γ(S,T ) S
[p]
γ ⊂ T . However, this would imply that S is a restrictable Lie algebra,
which is false. We conclude that dim(T ∩ S) = 1 in the present case.
Now consider the case where S = H(2; (2, 1))(2). It is well-known (and eas-
ily seen) that Sp = F∂
p
1 ⊕ S and H(2; (2, 1))p = F∂
p
1 ⊕ H(2; (2, 1)). But then
it is clear that the restricted Lie algebra H(2; (2, 1))p/Sp is [p]-nilpotent. As
T ⊂ H(2; (2, 1))p by Theorem 2.2, we now derive that T ⊂ Sp. Since S has
codimension 1 in Sp, we have T ∩ S 6= (0), while part (f) of [B-W 88, (10.1.1)]
yields T 6⊂ S. Therefore, dim(T ∩ S) = 1.
(j) Finally, suppose T +K is as in case (8) of Theorem 2.2. Then K = S˜ = S˜p
is a restricted simple Lie algebra of absolute toral rank 2. Hence dim(T ∩ S˜) = 2
by our discussion at the end of part (b). In other words, T ⊂ K. 
3. Optimal tori
Given a torus T of maximal dimension in Lp we denote by Γp(L, T ) the subset
of all proper roots in Γ(L, T ). Note that if γ ∈ Γ(L, T ) is proper, then Γ(L, T ) ∩
F∗pγ ⊂ Γp(L, T ). We say that T is an optimal torus if the number
r(T ) := |Γ(L, T ) \ Γp(L, T )|
is minimal possible; see [P-St 01, p. 242].
From now on we fix an Fp-linear map ξ : F → F such that ξ
p − ξ = IdF (such
a map is unique up to an Fp-valued additive function on F ). The process of toral
switching (based on the ideas of [Win 69], [Wil 83], [P 86]) has been described in
detail in [P-St 99, Sect. 2]. Given x ∈ Lα, where α ∈ Γ(L, T ), we denote by Tx
the linear span of all tx := t−α(t)(x+x
p+· · ·+xp
m−1
) with t ∈ T (here m = m(x)
is the smallest nonnegative integer with the property that xp
m
∈ T ). By [P 86],
Tx is a torus of maximal dimension in Lp and Γ(L, Tx) = {γx | γ ∈ Γ(L, T )},
where
γx(tx) = γ(t)− (ξ ◦ γ)(x
pm)α(t) (∀ t ∈ T ).
We say that Tx is obtained from T by the elementary switching corresponding
to x. By [P 86], there exists an invertible linear operator Ex = Ex,ξ ∈ GL(Lp)
such that cL(Tx) = Ex(cL(T )) and Lγx = Ex(Lγ) for all γ ∈ Γ(L, T ). Moreover,
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Ex is a lopynomial in ad x. The operator Ex is often referred to as a generalized
Winter exponential.
It is immediate from the explicit form of generalized Winter exponentials that
L(αx) = L(α) and L(αx, βx) = L(α, β) for all roots β ∈ Γ(L, T ); see [P-St 99,
pp. 218–222] for more detail. Recall that the torus Tx is standard by our general
assumption. Solvable and classical roots are proper by definition. If α is Witt
or Hamiltonian, then one can always find an element x ∈
⋃
i 6=0 Liα such that the
root αx ∈ Γ(L, Tx) is proper.
Our main goal in this section is to show that if T is an optimal torus, then all
roots in Γ(L, T ) are proper, and describe the action of optimal tori on 2-sections.
Lemma 3.1. Let K = L[α, β] and T be as in Theorem 2.2, and suppose that we
are not in case (5) of that theorem. Let u ∈ Lα, and assume that α 6∈ Γp(L, T )
and αu ∈ Γp(L, Tu). Then |Γp(L(α, β), Tu)| > |Γp(L(α, β), T )|.
Proof. We denote by u¯ the image of u in K.
(1) Since L(γ)∩ I(α, β) ⊂ Q(γ) for all γ ∈ Γ(L, T ), it suffices to show that under
the above assumptions we have |Γp(K, T u)| > |Γp(K, T )|. If K = (0), then the
root α is solvable, hence proper. So this case is impossible.
(2) Let K be as in case (2) of Theorem 2.2. Then K = ψ(L(µ)) for some
µ ∈ Fpα + Fpβ. Since all roots in (Fpα + Fpβ) \ Fpµ are solvable, hence proper,
it must be that K = ψ(L(α)) = ψ(L(αu)), implying |Γ(K, Tu)| = |Γp(K, T u)|.
Since α is improper, the result follows.
(3) Let K be as in case (3) of Theorem 2.2. Then T = (T ∩ S1) ⊕ (T ∩ S2) by
Proposition 2.3. Hence there exist µ, µ′ ∈ Γ(L, T ) such that K = K(µ) +K(µ′)
and [Kiµ, Kjµ′] = 0 for all i, j ∈ F
∗
p. All roots in (Fpα + Fpβ) \ (Fpµ ∪ Fpµ
′) are
solvable. Hence α ∈ Fpµ ∪ Fpµ
′. No generality will be lost by assuming that
α = µ′. Since Kiµu = Eu¯(Kiµ) for all i ∈ F
∗
p, the preceding remark yields
K(µu) = Eu¯(K(µ)) = cK(µ)(T u)⊕
⊕
i∈F∗p
Kiµ
(as Eu¯ is a polynomial in ad u¯, we have that Eu¯(y) = y for all y ∈
⋃
i 6=0 Kiµ). It
follows that µ is proper if and only if µu is. Since α = µ
′ is improper and µ′u is
proper, the result follows.
(4) Let K be as in case (4) of Theorem 2.2. Then K = FD⊕H(2; 1)(2) and there
is an automorphism σ of the Lie algebra DerH(2; 1)(2) such that σ(T ) is one of
T0 = Fx1∂1 ⊕ Fx2∂2,
T1 = F (1 + x1)∂1 ⊕ Fx2∂2,
T2 = F (1 + x1)∂1 ⊕ F (1 + x2)∂2.
Replacing K by its isomorphic copy σ(K) ⊂ H(2; 1) we may assume that σ = Id.
Theorem III.4 in [St 92] describes the 1-sections of DerH(2; 1)(2) relative to σ(T ),
hence the 1-sections of K relative to T (the deliberations in [St 92, Sect. III] only
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require that p > 2). It is immediate from the description in [St 92, Sect. III] that
all improper roots in Γ(K, T ) are Witt (no root in Γ(K, T ) is Hamiltonian by
dimension reasons).
If σ(T ) = T0, then [St 92, Theorem III.5] shows that all roots in Γ(K, T ) are
proper. As α 6∈ Γp(L, T ), this case is impossible.
Suppose T = T1. Let µ be any T -root of K such that µ(x2∂2) 6∈ {0, 1}. Then
in the notation of [St 92, Proposition III.3] we have b 6∈ {0, 1}. Hence b ≥ 2, in
which case that proposition yields H(2; 1)µ ⊂ H(2; 1)(0). Thus if µ(x2∂2) 6= 0,
then there is a unique i0 ∈ F
∗
p with H(2; 1)i0µ 6⊂ H(2; 1)(0). Moreover, loc. cit.
shows that H(2; 1)i0µ ∩H(2; 1)(0) has codimension 1 in H(2; 1)i0µ. ¿From this it
is easy to deduce that T normalizes a solvable subalgebra of codimension ≤ 1 in
K(µ). As a consequence, µ is a proper root in Γ(K, T ).
Applying these deliberations to our improper root α we obtain α(x2∂2) =
0. Then H(2; 1)(α) is spanned by {k(1 + x1)
k−1x2∂2 − (1 + x1)
k∂1 | k ∈ Fp}.
Therefore, K(α) is isomorphic to the Witt algebra W (1; 1). Since αu is a proper
root in Γ(L, Tu), the torus T u = T u¯ must normalize H(2; 1)(0). But then T u is
conjugate to T0 under the automorphism group of DerH(2; 1)
(2). Our remarks
earlier in the proof now show that all roots in Γ(K, T u) are proper.
Suppose T = T2. Let µ be any root in Γ(K, T ) and assume by symmetry that
µ((1 + x1)∂1) 6= 0. Set
a :=
µ((1 + x2)∂2)
µ((1 + x1)∂1)
, b :=
µ((1 + x1)∂1)− µ((1 + x2)∂2)
µ((1 + x1)∂1)
.
Clearly, a, b ∈ Fp. If b = 0, then it is easy to see that H(2; 1)(µ) is solvable. If
b 6= 0, then the 1-section H(2; 1)(µ) is spanned by all k(1+x1)
k−1(1+x2)
ka+b∂2−
(ka + b)(1 + x1)
k(1 + x2)
ka+b−1∂1 with k ∈ Fp. It follows from this description
that H(2; 1)(µ) ∼= W (1; 1) and T does not normalize the unique subalgebra of
codimension 1 in H(2; 1)(µ). Since H(2; 1)(µ) ⊂ H(2; 1)(2), this implies that in
the present case any root in Γ(K, T ) is either solvable or improper. Moreover,
the inequality |Γp(K, T )| ≤ p− 1 holds.
Since αu is a proper Witt root in Γ(K, T u), the above discussion shows that
the torus T u is not conjugate to T2. Hence T u is conjugate to either T0 or T1. But
then |Γp(K, T u)| > p− 1 by our remarks earlier in the proof. The result follows.
(5) Case (5) of Theorem 2.2 cannot occur by our general assumption.
(6) Let K be as in case (6) of Theorem 2.2. Since S˜ is a restricted ideal of Der S˜,
we have that tu¯− t ∈ S˜ for all t ∈ T . Since L(α, β) is a 2-section for Tu, the pair
(K, T u) appears in Proposition 2.3(6). Hence we may assume that
T u = F (h⊗ 1)⊕F Id⊗ (1 + x1)∂1.
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For k ∈ Fp put Ŝk := {x ∈ Ŝ | [h, x] = kx} and Sk := Ŝk∩S. Given µ ∈ Γ(K, T u)
set a = a(µ) := µ(h ⊗ 1) and b = b(µ) := µ
(
Id ⊗ (1 + x1)∂1
)
. Then Kµ =
K ∩
(
Ŝa ⊗ (1 + x1)
b
)
.
If a = a(µ) = 0, then K(µ) ⊂ cŜ(h)⊗ O(1; 1). As Fh is a maximal torus of S
and Ŝ/S is solvable, K(µ) is solvable too. Then µ is proper. If a = a(µ) 6= 0, then
K(µ) =
⊕p−1
i=0 K ∩
(
Ŝia ⊗ (1 + x1)
ib
)
. The evaluation map ev : Ŝ ⊗O(1; 1)։ Ŝ
taking x⊗ f ∈ Ŝ ⊗ O(1; 1) to f(0) · x ∈ Ŝ is a Lie algebra homomorphism. It is
injective on K(µ) and the image ev(K(µ)) is sandwiched between S and Ŝ. From
this it is immediate that when a = a(µ) 6= 0, the root µ is proper in Γ(K, T u) if
and only if either S = sl(2) or S is one of W (1; 1), H(2; 1)(2) and h normalizes
the standard maximal subalgebra of S.
Since α is improper and u ∈ Lα, the 1-section K(α) = K(αu) is neither solvable
nor classical. Hence a(αu) 6= 0 and S 6= sl(2). The above discussion now shows
that h normalizes the standard maximal subalgebra of S. This, in turn, yields
that all roots in Γ(K, T u) are proper. Consequently, |Γ(K, T u)| > |Γ(K, T )|.
(7) Let K be as in case (7) of Theorem 2.2. If S = W (1; 2), then [St 92, Sect. V]
shows that all roots in Γ(K, T u) are proper (it is proved in loc. cit. that for any
two-dimensional torus t in Sp either Γ(Sp, t) = Γp(Sp, t) or Γp(Sp, t) = ∅). Thus
the result holds in this case.
If S = H(2; 1; Φ(τ))(1), then for any two-dimensional torus t in Sp all roots
in Γ(Sp, t) are solvable, hence proper; see [St 92, Theorem VII.3]. Since α is
improper, this case cannot occur. If S = H(2; 1;∆), then Fx1∂1 + Fx2∂2 is a
toral Cartan subalgebra of Sp. Applying [P-St 99, Corollary 2.10] shows that T
is a toral Cartan subalgebra of Sp as well. Now [Wil 83, Proposition 4.9] gives
the result. If S = H(2; (2, 1))(2), then [B-W 88, Lemma 10.1.1] applies and gives
the result.
(8) Finally, suppose K is as in case (8) of Theorem 2.2. If K is classical, then
all roots in Γ(K, T ) are classical, hence proper. Thus this case cannot occur.
If K = W (2; 1), then Fx1∂1 + Fx2∂2 is a toral Cartan subalgebra of K. But
then T is a toral Cartan subalgebra of K too; see [P-St 99, Corollary 2.10].
As before, [Wil 83, Proposition 4.9] gives the result. If K is one of S(3; 1)(1),
H(4; 1)(1), K(3; 1)(1), then the deliberations of [B-W 88, (5.8)] apply and yield
the result. 
Lemma 3.2. Let K = L[α, β] and T = F (h ⊗ 1) ⊕ F (d ⊗ 1 + Id ⊗ t) be as in
case (5) of Theorem 2.2 and Proposition 2.3. If S is of Cartan type, let S(0)
denote the standard maximal subalgebra of S. If S = sl(2), put S(0) = S. Let
u ∈ Lα and µ ∈ Γ(K, T ). Then the following hold:
(1) If µ(h⊗ 1) = 0, then µ is proper if and only if t ∈ W (m; 1)(0).
(2) Suppose µ(h ⊗ 1) 6= 0. If t 6∈ W (m; 1)(0), then µ is proper if and only
if h ∈ S(0). If t ∈ W (m; 1)(0), then µ is proper if and only if the torus
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T normalizes the maximal compositionally classical subalgebra of S(µ) ∼=
S˜(µ)/
(
S ⊗ O(m; 1)(1)
)
(µ).
(3) If h ∈ S(0) and t ∈ W (m; 1)(0), then all roots in Γ(K, T ) are proper.
(4) Assume that α 6∈ Γp(L, T ) and αu ∈ Γp(L, Tu). Then |Γp(L(α, β), Tu)| >
|Γp(L(α, β), T )|.
Proof. In proving this lemma, it will be convenient to work with a slightly more
general two-dimensional torus
R := F (h⊗ 1)⊕ F (D + Id⊗ t),
where D ∈ (Der S) ⊗ O(m; 1), h and t are toral elements of S and W (m; 1),
respectively, and [D, h⊗ 1] = 0. Recall that S˜ = S ⊗ O(m; 1) and m ∈ {1, 2}.
(1) Let µ ∈ Γ(K,R) be such that µ(h ⊗ 1) = 0. Then S˜(µ) ⊂ cS(h) ⊗ O(m; 1).
Since Fh is a maximal torus of S, the subalgebra cS(h) is nilpotent. Consequently,
S˜(µ) is a nilpotent ideal of K(µ). But then the preimage of S˜(µ) under the
canonical homomorphism L(α, β) ։ K lies in the radical of L(µ). Since the
subalgebra π2(K)
(1) of W (m; 1) is isomorphic to one of W (1; 1), H(2; 1)(2), it
follows that µ ∈ Γ(L, T ) is proper if and only if Ft normalizes the standard
maximal subalgebra of π2(K)
(1).
If m = 1, then π2(K) = W (1; 1). In this case µ is proper if and only if
t ∈ W (m; 1)(0). Suppose m = 2. Then the subalgebra π2(K)
(1) ∩W (2; 1)(0) has
codimension ≤ 2 in π2(K)
(1) and is either solvable or isomorphic to sl(2) modulo
its radical (because sl(2) is the semisimple quotient of W (2; 1)(0)). This shows
that π2(K)
(1) ∩ W (2; 1)(0) is the standard maximal subalgebra of π2(K)
(1) ∼=
H(2; 1)(2). Then again µ ∈ Γ(L, T ) is proper if and only if t ∈ W (m; 1)(0).
(2) Now let µ ∈ Γ(K,R) be such that µ(h⊗ 1) 6= 0. Then Kiµ ⊂ S˜ for all i ∈ F
∗
p,
whence K(µ) = cK(R) + S˜(µ). As cK(R) is nilpotent, K(µ)
(∞) = S˜(µ)(∞).
Combining this with Theorem 2.1(ii) we now derive that
L[γ](∞) ∼= K(γ)(∞)/
(
K(γ)(∞) ∩ radK(γ)
)
∼= S˜[µ](∞).
This shows that µ ∈ Γp(K,R) if and only if µ ∈ Γp(S˜,R). Recall that the
evaluation map ev : S˜ = S ⊗ O(m; 1) ։ S, x ⊗ f 7→ f(0) · x, is a Lie algebra
homomorphism whose kernel S ⊗ O(m; 1)(1) is a nilpotent ideal of S˜.
(a) Suppose t 6∈ W (m; 1)(0). Then [P-St 99, Theorem 2.6] shows that there exists
σ ∈ Aut S˜ such that σ(R) = F (h′ ⊗ 1) ⊕ F Id ⊗ (1 + x1)∂1 for some nonzero
toral h′ ∈ S. Since R ∩ S˜ = F (h ⊗ 1), we can assume (after rescaling h′ if
necessary) that σ(h) = h′. Set µ′ := µ ◦ σ−1, an element in Γ(S˜, σ(R)). Since
S˜(µ′) = σ(S˜(µ)), we have that µ ∈ Γp(S˜,R) if and only if µ
′ ∈ Γp(S˜, σ(R)).
Put a := µ′(h′ ⊗ 1) and b := µ′(Id ⊗ (1 + x1)∂1). Note that a ∈ F
∗
p by our
present assumption on µ. Let u ∈ S be such that [h′, u] = ru. Then r ∈ Fp
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(for h′ is toral) and u ⊗ (1 + x1)
rb/a ∈ S˜(r/a)µ′ . From this it is immediate that
the evaluation map takes S˜(µ′) onto S. Since S˜(µ′) ∩ ker ev ⊂ rad S˜(µ′), the
maximal compositionally classical subalgebra of S˜(µ′) is mapped onto that of S.
It follows that µ′ ∈ Γp(S˜, σ(R)) if and only if h
′ ∈ S(0). Since the subalgebra
S(0) is invariant under all automorphisms of S, we obtain that in the present case
µ ∈ Γp(L, T ) if and only if h ∈ S(0).
(b) Now suppose t ∈ W (m; 1)(0). Then R preserves the ideal ker ev. As a
consequence, the evaluation map induces a natural Lie algebra homomorphism
Φ: R + S˜ → Der S. Since S˜(µ) ∩ ker Φ ⊂ rad S˜(µ), it is straightforward that
µ ∈ Γp(S˜,R) if and only if Φ(R) normalizes the maximal compositionally classical
subalgebra of Φ(S˜(µ)) ⊂ S. Since Φ(S˜(µ)) ∼= S˜(µ)/
(
S ⊗O(m; 1)(1)
)
(µ), part (2)
follows.
(3) Next assume that h ∈ S(0) and t ∈ W (m; 1)(0), and suppose that µ is an
improper root in Γ(K,R). Part (1) shows that µ(h⊗1) 6= 0, while part (2b) says
that Φ(R) does not normalize the maximal compositionally classical subalgebra
of S(µ) ∼= S˜(µ)/
(
S⊗O(m; 1)(1)
)
(µ). In particular, S˜jµ 6⊂ S⊗O(m; 1)(1) for some
j ∈ F∗p. Note that h ∈ Φ(R). If Φ(R) = Fh, we have that S = S(µ). But then
h ∈ S(0) normalizes the maximal compositionally classical subalgebra of S(µ),
contrary to our choice of µ.
Therefore, dimΦ(R) = 2. This implies that S = H(2; 1)(2). Since Φ(R) ∩ S =
Fh ⊂ S(0), it follows from [St 92, Proposition III.1(5)] that Φ(R) is conjugate
under AutS to the torus Fx1∂1 ⊕ Fx2∂2. But then all roots in Γ(S,Φ(R)) are
proper by [St 92, Theorem III.5], contrary to part (2b) and our choice of µ. This
contradiction proves that all roots in Γ(K,R) are proper.
(4) We now apply the above results to T . Assume that α 6∈ Γp(L(α, β), T ) and
αu ∈ Γp(L(α, β), Tu), where u ∈ Lα. Let u¯ denote the image of u in K = L[α, β].
Regard α as a T -root of K. Our assumption on α and u implies that u¯ 6= 0 and
F∗pα ⊂ Γ(K, T ).
(a) Suppose α vanishes on T ∩S˜. As α is improper, part (1) yields t 6∈ W (m; 1)(0).
According to [P-St 99, Theorem 2.6], we can assume without loss of generality
that T = F (h′ ⊗ 1)⊕ F Id⊗ (1 + x1)∂1. If h
′ 6∈ S(0), then parts (1) and (2) yield
Γp(K, T ) = ∅. Then |Γp(K, T u)| ≥ p−1 > |Γp(K, T )|, forcing |Γp(L(α, β), Tu)| >
|Γp(L(α, β), T )|.
So from now we assume that h′ ∈ S(0). Since α vanishes on T ∩ S˜, we have
α(h′ ⊗ 1) = 0. Note that the torus T u is spanned by the elements (h
′ ⊗ 1)u¯
and
(
Id ⊗ (1 + x1)∂1
)
u¯
. As α(h′ ⊗ 1) = 0, our discussion at the beginning
of this section shows that (h′ ⊗ 1)u¯ = h
′ ⊗ 1 and αu(h
′ ⊗ 1) = 0. Besides,(
Id⊗(1+x1)∂1
)
u¯
= D+Id⊗t′ for some D ∈ (Der S)⊗O(m; 1) and t′ ∈ W (m; 1).
Since αu is proper and vanishes on T u ∩ S˜ = F (h
′ ⊗ 1), part (1) shows that
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t′ ∈ W (m; 1)(0). But then part (3) implies that all roots in Γ(K, T u) are proper,
yielding |Γp(L(α, β), Tu)| > |Γp(L(α, β), T )|.
(b) Suppose α(h ⊗ 1) 6= 0. Then u¯ ∈ [h ⊗ 1, Kα] ⊂ S˜α. If t 6∈ W (m; 1)(0),
then, as before, it can be assumed that T = F (h′ ⊗ 1) ⊕ F Id ⊗ (1 + x1)∂1 and
α(h′⊗1) 6= 0; see [P-St 99, Theorem 2.6]. Since α is improper, part (2) shows that
h 6∈ S(0). But then all roots in Γ(K, T ) are improper, by (1) and (2), implying
|Γp(L(α, β), Tu)| > |Γp(L(α, β), T )|.
So assume t ∈ W (m; 1)(0). Then all roots in Γ(K, T ) vanishing on h
′ ⊗ 1 are
proper by (1). Let Φ: T + S˜ → Der S be the Lie algebra homomorphism from
part (2b), so that Φ(S˜) =
(
S⊗O(m; 1)
)
/
(
S⊗O(m; 1)(1)
)
∼= S, Φ(h′⊗1) = h′, and
Φ(d⊗ 1+ Id⊗ t) = d. As ker Φ is solvable, a root ν ∈ Γ(K, T ) with ν(h′⊗ 1) 6= 0
is proper if and only if Φ(T ) normalizes the maximal compositionally classical
subalgebra of the 1-section S(ν) ∼= S˜(ν)/
(
S⊗O(m; 1)(1)
)
(ν). Since α is improper,
the above discussion shows that S˜(α) 6⊂ S ⊗ O(m; 1)(1).
Since u¯ ∈ S˜α and S is restrictable, we have that (h
′ ⊗ 1)u¯ ∈ S˜ and
(
Id⊗ t
)
u¯
=
D′ + Id ⊗ t for some D′ ∈ (Der S) ⊗ O(m; 1). Set h′′ := Φ((h′ ⊗ 1)u¯), the
image of (h′ ⊗ 1)u¯ in
(
S ⊗ O(m; 1)
)
/
(
S ⊗ O(m; 1)(1)
)
. It is immediate from the
proof of [P-St 99, Lemma 2.5] that T u is conjugate under Aut S˜ to the torus
F (h′′ ⊗ 1)⊕ F (D′′ + Id⊗ t) for some D′′ ∈ (Der S)⊗ O(m; 1).
Suppose Φ(T ) = Fh′. Then S = S(α) = S(αu¯). Since αu¯ is a proper root, it
must be that h′′ ∈ S(0). Combining the preceding remark with (3) we now obtain
that all roots in Γ(K, T u) are proper. Then |Γp(L(α, β), Tu)| > |Γp(L(α, β), T )|.
Now suppose dimΦ(T ) = 2. Then S = H(2; 1)(2) and Φ(T ) is conjugate under
AutS to one of the tori Ti, i = 0, 1, 2, from part (4) of the proof of Lemma 3.1.
By our earlier remarks, α is an improper root in Γ(S,Φ(T )). Therefore, Φ(T ) is
not conjugate to T0 and α ∈ Γ(S,Φ(T )) is Witt; see [St 92, Sect. III] for more
detail.
If Φ(T ) is conjugate to T1, then part (4) of the proof of Lemma 3.1 shows that
T u normalizes S(0). Since the latter is invariant under all automorphisms of S, it
follows that h′′ ∈ S(0). But then all roots in Γ(K, T u) are proper by (3). If Φ(T )
is conjugate to T2, then part (4) of the proof of Lemma 3.1 implies that there
is a κ ∈ Γ(K, T ) such that Γp(K, T ) ⊂ F
∗
pκ. Since αu is a proper Witt root in
Γ(S,Φ(T u)), part (4) of the proof of Lemma 3.1 also shows that |Γp(S,Φ(T u))| >
p− 1. But then |Γp(K, T )| ≤ p− 1 < |Γp(S,Φ(T u))| ≤ |Γp(K, T u)|, proving that
|Γp(L(α, β), Tu)| > |Γp(L(α, β), T )| in all cases. 
Theorem 3.3. If T is an optimal torus in Lp, then all roots in Γ(L, T ) are
proper.
Proof. The proof of [B-W 88, Proposition 10.4.1] applies without changes, since
for that proof one only needs the conclusions of Lemmas 3.1 and 3.2. 
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Corollary 3.4. Let T be an optimal torus in Lp. With the notations of Theorem
2.2 we have the following description of T in the respective cases of that theorem:
(1) T = (0).
(2) T ⊂ S is conjugate under an automorphism of S to Fx1∂1 if S =W (1; 1)
and to F (x1∂1 − x2∂2) if S = H(2; 1)
(2).
(3) T = Fh1 ⊕ Fh2 where hi ∈ Si. Moreover, for i = 1, 2, the torus Fhi is
conjugate under AutSi to Fx1∂1 if Si = W (1; 1) and to F (x1∂1 − x2∂2)
if Si = H(2; 1)
(2).
(4) T is conjugate under an automorphism of S to the torus Fx1∂1 ⊕ Fx2∂2.
(5) Let {e0, h0, f0} be a standard basis of sl(2). For s = 1, 2, let y1, . . . , ys be
the generating set of O(s; 1) contained in O(s; 1)(1), and let D1, . . . , Ds ∈
W (s; 1) be such that Di(yj) = δij for all 1 ≤ i, j ≤ s. Then T is conjugate
under Aut S˜ to one of the following tori:
span
{
h0 ⊗ 1, Id⊗ x1∂1
}
if m = 1 and S = sl(2),
span
{
y1D1 ⊗ 1, Id⊗ x1∂1
}
if m = 1 and S = W (1; 1),
span
{
(y1D1 − y2D2)⊗ 1, r(y1D1 + y2D2)⊗ 1 + Id⊗ x1∂1
}
with r ∈ Fp,
if m = 1 and S = H(2; 1)(2),
span
{
h0 ⊗ 1, Id⊗ (x1∂1 − x2∂2)
}
if m = 2 and S = sl(2),
span
{
y1D1 ⊗ 1, Id⊗ (x1∂1 − x2∂2)
}
if m = 2 and S =W (1; 1),
span
{
(y1D1 − y2D2)⊗ 1, r(y1D1 + y2D2)⊗ 1 + Id⊗ (x1∂1 − x2∂2)},
r ∈ Fp, if m = 2 and S = H(2; 1)
(2).
(6) T = F (h⊗ 1)⊕ F Id⊗ (1 + x1)∂1 where h ∈ S \ (0) and h
[p] = h. If S is
of Cartan type, then h ∈ S(0).
(7) T ⊂ Sp and dimT ∩ S = q where q = 0 if S = H(2; 1; Φ(τ))
(1) and q = 1
otherwise;
(8) T ⊂ S(0), where S(0) = S if S is classical and S(0) is the standard maximal
subalgebra of S if S is of Cartan type.
Proof. (1) is clear.
(2) According to Proposition 2.3, one has T ⊂ S and dim T = 1. Therefore,
S ∼= L[γ](∞) for some γ ∈ Γ(L, T ). Suppose S is of Cartan type. By Theorem 3.3,
γ is a proper T -root. It follows that T ⊂ S(0). The statement now follows from
Demushkin’s theorem; see [St 04, (7.5)]. Part (3) is analogous to (2). Part (4)
follows from [St 92, Theorem III.5(1)].
(5) By Proposition 2.3, T is conjugate under Aut S˜ to F (h⊗1)⊕F (d⊗1+Id⊗t),
where h ∈ S, t ∈ π2(K) ⊂ W (m; 1) are nonzero toral elements, d is a toral
element of Der S, and [h, d] = 0. Since all roots in Γ(K, T ) are proper, by
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Theorem 3.3, Lemma 3.2 implies that t ∈ W (m; 1)(0) and h ∈ S(0). Put R :=
Fh+ Fd, a torus in Der S.
If dimR = 1, then d is a scalar multiple of h; so we can assume that d = 0. In
this case there exist φ ∈ AutO(m; 1) satisfying φ ◦ H(2; 1)(2) ◦ φ−1 = H(2; 1)(2)
if m = 2 and σ ∈ AutS such that σ(h) and φ ◦ t ◦ φ−1 are nonzero multiples of
h0 and x1∂1, y1D1 and x1∂1, y1D1 − y2D2 and x1∂1, h0 and x1∂1 − x2∂2, y1D1
and x1∂1 − x2∂2, y1D1 − y2D2 and x1∂1 − x2∂2 in the six respective cases (when
S = H(2; 1)(2) and m = 2, one should also keep in mind Demushkin’s theorem
mentioned above). Clearly, the desired normalization can be achieved with the
help of σ ⊗ φ ∈ Aut S˜. Note that r = 0 when dimR = 1.
Now consider the case where dimR = 2. Since all T -roots of L are proper,
so are all R-roots of S = H(2; 1); see Lemma 3.2(2). If m = 1 (resp., m = 2),
then t is a nonzero toral element in W (1; 1)(0) (resp., in H(2; 1)
(2)
(0)). As before,
there exists φ ∈ AutO(m; 1) satisfying φ ◦H(2; 1)(2) ◦ φ−1 = H(2; 1)(2) if m = 2
such that φ ◦ t ◦ φ−1 = x1∂1 (resp., φ ◦ t ◦ φ
−1 = x1∂1 − x2∂2) when m = 1 (resp.,
m = 2). According to [St 92, Theorem III.5(1)], there exists σ ∈ AutS such that
σ(R) = F (y1D1)⊕ F (y2D2), σ(h) ∈ F
∗
p(y1D1 − y2D2).
Subtracting a multiple of h from d if necessary we may assume that σ(d) =
r(y1D1 + y2D2) for some r ∈ F
∗. Since T is two-dimensional and contains (d ⊗
1+Id⊗ t)p = d[p]⊗1+Id⊗ t, it can only be that rp = r, that is r ∈ Fp. As before,
the desired normalization can now be achieved with the help of σ ⊗ φ ∈ Aut S˜.
Part (6) is analogous to (2). Part (7) has already been proved; see Proposition 2.3.
(8) Assume that S is a restricted Lie algebra of Cartan type. As all T -roots of S
are proper by Theorem 3.3, the statement follows from the discussion in [St 92,
Sect. IX]. 
We now have generalized the main results of [St 89b] to the case where p > 3.
In particular, we have classified all T -semisimple quotients of 2-sections that
occur in L; see Theorem 2.2. In fact, our list is more precise that the list in
[St 92, Theorem II.2] which is the revised version of [St 89b, Theorem 6.3]. For
p > 3, all roots with respect to optimal tori in Lp are proper (Theorem 3.3). We
recall that our definition of “properness” differs from that introduced by Block
and Wilson.
4. The subalgebra Q(L, T )
Our next goal is to show that all deliberations of [B-O-St] are valid for p > 3.
Theorem 1.15 of [B-O-St] can now replaced by the stronger Theorem 2.2 of the
present work, and Theorem 1.16 of [B-O-St] can be substituted by the stronger
Corollary 3.4.
16
Lemmas 2.1–2.4 of [B-O-St] generalize easily to the case where p > 3: the
proofs of Lemmas 2.1 and 2.2 require no changes, while Lemmas 2.3 and 2.4 are
even easier to prove now, as we acquired more information on T .
Let us look at the proof of [B-O-St, Lemma 2.5]. Suppose S ∼= W (1; 2). Since
all roots are proper, T cannot be as in [St 92, Theorems V.2 and V.3]. So T is as
in [St 92, Theorem V.4], hence the result follows. Suppose S ∼= H(2; 1; Φ(τ))(1).
Then [St 92, Theorem VII.3] yields that all 1-sections of S are solvable. This is
the claim. Suppose S ∼= H(2; (2, 1))(2). Then Corollary VI.3 and Theorem VI.4 of
[St 92] imply the statement of [B-O-St, Lemma 2.5] in this case. Note that, apart
from straightforward computations, only [B-W 88, (10.1.1)] is used in [St 92,
Sect. VI], and that holds for p > 3. When S ∼= H(2; 1;∆), the proof of Lemma 2.5
in [B-O-St] relies only on elementary observations and [B-W 88, (11.1.3)], which
holds for p > 3.
The proof of Lemma 2.6 in [B-O-St] requires no changes (for a more elaborate
computation see [St 92, Sect. IX]). Corollary 2.7 of [B-O-St] holds for p > 3 too.
Thus all results of [B-O-St, Sect. 2] hold for p > 3. It is now a matter of routine
to check that all results of [B-O-St, Sect. 3] remain valid for p > 3 as well. As a
consequence, we obtain the following:
Theorem 4.1. Suppose all tori of maximal dimension in Lp are standard and
let T be an optimal torus in Lp. If α ∈ Γ(L, T ) is classical or solvable, define
Qα := Lα. If α ∈ Γ(L, T ) is Witt or Hamilton, denote by L[α](0) the standard
maximal subalgebra of L[α] and define
Qα := ψ
−1
α
(
L[α](0)
)
∩ Lα,
where ψα : L(α)։ L[α] stands for the canonical homomorphism. Then
Q = Q(L, T ) := H ⊕
⊕
γ∈Γ(L,T )
Qγ
is a T -invariant subalgebra of L.
Note that L = Q if and only if all roots in Γ(L, T ) are solvable or classical. As
another consequence, we obtain:
Theorem 4.2. Let T be an optimal torus in Lp. Given α, β ∈ Γ(L, T ) set
Q(α, β) := Q ∩ L(α, β) and let J(α, β) denote the maximal solvable ideal of
T + Q(α, β). Let ̺α,β : T + Q(α, β) ։
(
T + Q(α, β)
)
/J(α, β) be the canonical
homomorphism, and set M := ̺α,β(Q(α, β)). Then one of the following hold:
(A) M = (0);
(B) M ∼= sl(2);
(C) M ∼= sl(2)⊕ sl(2);
(D) M ∼= sl(2)⊗ O(1; 1);
(E) M ∼= H(2; 1; Φ(τ))(1);
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(F) M is classical of type A2, B2 or G2.
The main result of [P-St 04] tells us that if L = Q, then L is either classical
or of Cartan type. So from now on we will assume that Q(L, T ) 6= L for any
optimal torus T ⊂ Lp.
Our next goal is to show that T +Q is a maximal subalgebra of T +L ⊂ Lp. To
do this we will need a result on roots in Γ(L, T ) sticking out of the subalgebra Q.
The union of all such roots is denoted by Φ− in [St 93]. The set Φ−∩ Γ(L(α, β), T )
is described in [St 93, Theorem 1.9] for all types of 2-sections K = L[α, β] that
occur in Theorem 2.2. It should be stressed here that the proof of Theorem 1.9
in [St 93] only relies on [B-W 88, (10.1.1)], [B-O-St, Lemma 2.5] and [St 92, III,
IV.4, IV.5, V.4, VII, IX]. Therefore, it holds for p > 3.
Theorem 4.3. T +Q is a maximal subalgebra of T + L.
Proof. If T +Q = T +L, then all roots in Γ(L, T ) are solvable or classical. Since
this case has been excluded, T +Q is a proper subalgebra of T + L. Let G be a
subalgebra of T + L such that T + Q ( G. Note that G is T -invariant. There
exists a nonsolvable, nonclassical root α ∈ Γ(L, T ) such that G ∩ L(α) 6= Q(α).
As Q(α) is a maximal subalgebra of L(α), it must be that L(α) ⊂ G.
(a) Pick β ∈ Γ(L, T )\Fpα and consider the 2-section L(α, β) and its T -semisimple
quotient K = L[α, β]. We let ψ : L(α, β) ։ K denote the canonical homomor-
phism, and put G := ψ(G ∩ L(α, β)).
We will now go through the eight cases of Theorem 2.2. If K is as in case (6)
or as in case (7) with S being one of W (1; 2) or H(2; (2, 1))(2), then Γ(K, T ) con-
tains a root δ which vanishes on ψ(H). Indeed, in case (6) this is easily deduced
from Corollary 3.4(6), so assume that we are in case (7). Combining [St 93, The-
orem 1.9] with Theorem 2.2(7) one observes that ψ(H) normalizes the standard
maximal subalgebra S(0) = ψ(Q(α, β)) ∩ K
(1). Since the subalgebras W (1; 2)(0)
and H(2; (2, 1))(0) are restricted, Theorem 2.2(7) yields that TR(ψ(H), K) = 1.
Hence T ∩ ψ(H)p is spanned by a single toral element. On the other hand, it
follows from [St 92] that |Γ(K, T )| = p2 − 1 in the present case. This shows that
there is a root δ ∈ Γ(K, T ) which vanishes on ψ(H).
The 1-section L(δ) is nilpotent, hence K(δ) ⊂ ψ(Q(α, β)) ⊂ G. By [B-W 88,
(10.1.1), (11.1.1)] and [St 92, Theorem IV.5(3)], the root space Kδ contains an
element x with α(x[p]) 6= 0. The adjoint endomorphism ad x acts invertibly on
each subspace
⊕
i∈Fp
Ksα+iδ with s ∈ F
∗
p. As L(α)∪L(δ) ⊂ G, this yields K ⊂ G.
(b) Now suppose that K has type different from the ones considered in part (a).
As α is Witt or Hamiltonian, it must be that Γ(K/G, T ) ⊂ Φ−\Fpα. The descrip-
tion of Φ− ∩ Γ(L(α, β), T ) in [St 93, Theorem 1.9] now entails that Γ(K/G, T )
has one of the following types:
∅, {µ}, {±µ}, {µ, ν}, {µ,±ν},
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where µ and ν are Fp-independent roots in Γ(L(α β), T ) \ Fpα. Consequently,
the α-string through each of the displayed roots contains no more than two roots
from Γ(K/G, T ). As p ≥ 5, there exists j0 ∈ F
∗
p such that [Kj0α, K] ⊂ G.
On the other hand, the derived subalgebra of K(α)/radK(α) is isomorphic to
either W (1; 1) or H(2; 1)(2); see Theorem 2.1(ii). From this it is immediate that
K(α) = ker τ + radK(α), where τ denotes the representation of K(α) in K/G
induced by the adjoint action of L.
We now interpret this information globally. Set N := L(α)(∞), a subalgebra
of G. Let β be any T -root of L with β 6∈ Fpα. If K = L[α, β] is as in part (a)
of this proof, then K = G, forcing L(β) ⊂ G. Otherwise, [N,L(β)] ⊂ G by the
discussion above. As a result, [N, T + L] ⊂ G. Applying [B-O-St, Lemma 4.1]
(which holds in all characteristics), we now deduce that N acts nilpotently on L.
But then N acts nilpotently on itself contrary to the fact that N = N (1) 6= (0).
This contradiction shows that G = T + L and hence that T + Q is a maximal
subalgebra of T + L. 
Corollary 4.4. If Q = Q(L, T ) is solvable, then L ∼= W (1;n) for some n and
Q ⊂ L(0) ∼= W (1;n)(0).
Proof. By Theorem 4.3, Q is a maximal T -invariant subalgebra of L. As Q is
solvable, [St 04, Corollary 9.2.13] says that L is one of sl(2),W (1;n), H(2;n; Φ)(2)
(up to isomorphism). Moreover, the proof of Corollary 9.2.13 in [St 04] shows
that either L = sl(2) or Q is a Cartan subalgebra of L or L = W (1;n) and
Q ⊂W (1;n)(0). Since Q 6= L, the first possibility cannot occur. If Q is a Cartan
subalgebra of L, then every 1-section of Q relative to T is nilpotent. But then it
immediate from the definition of Q and Theorem 2.1(ii) that every 1-section of
L relative to T is solvable. However, in this case Q = L which is impossible as L
is simple. Thus, L = W (1;n) and Q ⊂W (1;n)(0) as stated. 
5. The associated graded algebra
In this section we will go through [St 93] in order to extend the results there
to our present situation. All references to [St 93] will underlined; for example,
Lemma 2.3 will indicate that we refer to Lemma 2.3 of [St 93]. We will adopt the
notation of [St 93]; in particular, Φ = Φ(L, T ) will denote the set Γ(L, T ) ∪ {0}.
Lemma 1.1 and Corollary 1.2 are valid in all characteristics; see [St 04, §1.2].
Theorem 1.3 holds for p > 3; see Theorem 2.1(ii). Theorem 1.4 is our Theo-
rem 2.2, and Theorem 1.5 is covered by the stronger Corollary 3.4 of the present
paper. Theorem 1.6 is easily deduced from our Theorem 4.3 and Corollary 4.4,
while Theorem 1.7 is our Theorem 4.2. Lemma 1.8 is often referred to as Schue’s
lemma; it holds all characteristics. Theorem 1.9 holds for p > 3; see our discus-
sion before the proof of Theorem 4.3. Corollary 1.10 follows from Theorem 1.9,
hence remains valid in our present setting. The proofs of Theorem 1.11 and
Theorem 1.12 only need Theorems 1.4 and 1.7. Therefore, these results remain
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true for p > 3. Lemma 1.13 does not require any restrictions on p; see [St 04,
Proposition 1.3.7 and Corollary 1.3.8]. Lemma 1.14 (which is a reformulation of
[B-W 88, (3.1.2)]) does not need any restrictions on p either. Summarizing, all
results of [St 93, Sect. 1] are valid for p > 3.
The proofs of Lemmas 2.1 and 2.2 work for p > 3. Note that Lemma 2.2(4)
holds if µ ∈ ∆. Indeed, if µ vanishes on H , then [P-St 04, Theorem 3.1] implies
that L(µ) acts triangulably on L. However, one has to make some changes on
pp. 15, 16 of [St 93].
Lemma 2.3 (new parts).
(3) If TR
(
H,L(α, β, κ)
)
≥ 2, then dimL(α, β, κ)/Q(α, β, κ) ≤ 4p.
(4) Assume that κ ∈ Φ[−1]. If
∑
i,j∈Fp
dimLκ+iα+jβ/Qκ+iα+jβ ≥ 5p, then
(a) α, β ∈ ∆;
(b) κ(Qiα+jβ) 6= 0 for all i, j ∈ Fp;
(c) Lκ+iα+jβ 6⊂ Q for all i, j ∈ Fp;
(d)
∑
i,j∈Fp
dimLκ+iα+jβ/Qκ+iα+jβ = p
2.
Proof. (3) If Liκ+jα+kβ ⊂ Q for all nonzero (i, j, k) ∈ F
3
p, then we are done.
Thus, replacing κ by a suitable root in Fpκ + Fpα + Fpβ, we may assume that
Lκ 6⊂ Q. Since TR
(
H,L(α, β, κ)
)
≥ 2, we may assume, renaming α if nec-
essary, that α and κ are are linearly independent on H . We take β ∈ ∆ if
TR
(
H,L(α, β, κ)
)
= 2, and we take β to be independent of α and κ as functions
on H if TR
(
H,L(α, β, κ)
)
≥ 3.
Given ℓ ∈ Fp put ρℓ := α+ℓβ. Then in both cases κ and ρℓ are Fp-independent
as functions on H . Since L(α, β, κ) =
∑
ℓ∈Fp
L(κ, ρℓ) + L(κ, β), we have that
dimL(α, β, κ)/Q(α, β, κ) ≤
∑
ℓ∈Fp
(
dimL(κ, ρℓ)/Q(κ, ρℓ)− dimL(κ)/Q(κ)
)
+ dimL(κ, β)/Q(κ, β).
As Lκ 6⊂ Q, the root κ is either Witt or Hamiltonian. It follows that κ vanishes
on H ∩ radT L(κ, ρℓ) ⊂ H ∩ radL(κ) for all ℓ ∈ Fp. If ρℓ does not vanish on
H ∩ radT L(κ, ρℓ), then Liκ+jρℓ ⊂ radT L(κ, ρℓ) for all i ∈ Fp and j ∈ F
∗
p. Then
L[κ, ρℓ] = L[κ, ρℓ](κ) is of type (2); see Theorem 2.2. If both κ and ρk vanish on
H∩ radT L(κ, ρℓ), then they are linearly independent as elements in Γ(L[κ, ρℓ], T ),
forcing TR
(
ψ(H), L[κ, γℓ]
)
= 2. In this situation Theorem 2.2 shows that L[κ, ρℓ]
cannot be be of type (1), (2) or (6). If L[κ, ρℓ] is of type (7) and S is one ofW (1; 2),
H(2; (2, 1))(2), H(2; 1; Φ(τ))(1), then one of the roots in Γ(L[κ, ρℓ], T ) vanishes on
ψ(H); see [St 92, (V.4), (V5), (VI.4), (VII.4)]. Since in the present situation κ
and ρℓ are linearly independent on ψ(H), this is not the case.
Thus, each 2-section L[κ, ρℓ] must be of type (2), (3), (4), (5), (8) or of type
(7) with S = H(2; 1;∆). Theorem 1.9 now implies the following: If κ is Witt,
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then only κ and at most three more roots stick out of Q(κ, ρℓ). Also, at most p
roots stick out of Q(κ, β). Then dimL(α, β, κ)/Q(α, β, κ) ≤ 3p + p = 4p. If κ
is Hamiltonian, then only ±κ and at most two more roots stick out of Q(κ, ρℓ),
whereas the number of roots sticking out Q(κ, β) is at most 2p. In this case we
have dimL(α, β, κ)/Q(α, β, κ) ≤ 2p+ 2p = 4p. The claim follows.
(4) Let n be the number of 2-sections L(κ, µ) with µ ∈ Fpα+Fpβ such that L[κ, µ]
is either of type (6) or of type (7) with S being W (1; 2) or H(2; (2, 1))(2). Our
present assumption on κ is slightly weaker than that in the original Lemma 2.3(4).
Arguing as in the original proof, we obtain that 5p ≤ (3 + n)p+ 3(1− n). Then
(n − 2)p ≥ 3(n − 1), forcing n 6∈ {0, 1, 2}. Hence n ≥ 3, and we can proceed as
in the original proof; see [St 93, p. 16]. 
Lemma 2.4 is an immediate consequence [St 91b, Proposition 2.2] which, in
turn, relies on [St 92, Theorem IV.3(1)], some standard considerations, and a
version of our Corollary 3.4 (proved in [St 92]). Since [St 92, Theorem IV.3] is
true in all characteristics, Lemma 2.4 holds for p > 3.
Lemma 2.5 (new proof). Suppose β ∈ Φ and α ∈ Φ \∆, and put J := J(Q, T ).
Then [Jα, Qβ] acts triangulably on L.
Proof. First suppose that α = iµ and β = jµ for some µ ∈ Φ and i, j ∈ Fp. Then
F∗pµ ∩∆ = ∅. If i = −j, then Lemma 2.2(4) yields the assertion. If i 6= −j, the
assertion follows from Lemma 2.2(3). So from now on we may assume that α and
β are Fp-independent.
Suppose the assertion is not true. Then there is κ ∈ Φ− with Lκ 6⊂ Q and
κ([Jα, Qβ]) 6= 0. We have that Lκ+α+β = [[Jα, Qβ], Lκ] 6⊂ Q. Lemma 2.3(1) now
shows that TR
(
H,L(α, β, κ)
)
≥ 2. The new version of Lemma 2.3(3) then yields
∑
i,j∈F∗p
dimLκ+iα+jβ/Qκ+iα+jβ ≤ 4p,
implying that the adjoint (T + Q(α, β))-module
⊕
i,j∈F∗p
Lκ+iα+jβ has a compo-
sition factor of dimension < p2. We call it V and denote by ρ the corresponding
representation of T +Q(α, β) in gl(V ).
In view of Lemma 2.4, J ∩ Q(α, β) is a solvable ideal of T + Q(α, β). If (J ∩
Q(α, β))(1) ⊂ ker ρ, we set I := J ∩ Q(α, β)(1) + ker ρ. Otherwise, choose k ≥ 1
maximal subject to the condition (J ∩ Q(α, β))(k) 6⊂ ker ρ, and set I := (J ∩
Q(α, β))(k) + ker ρ. Since [Jα, Qβ] 6⊂ ker ρ, it follows that in either case I is an
ideal of Q(α, β) satisfying I(1) ⊂ ker ρ and I 6⊂ ker ρ.
It is easy to see that I acts nilpotently on Q(α, β)/ ker ρ. As Qβ 6⊂ ker ρ
and Qα+β 6⊂ ker ρ, we have that α(Iγ) = β(Iγ) = 0 for all γ ∈ Φ. By general
representation theory, there is a linear function χ on I such that ρ(u)− χ(u)IdV
is a nilpotent operator for all u ∈ I. It is immediate from the preceding remark
that χ(u) = κ(u) for all u ∈
⋃
γ∈Φ Iγ.
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Parts (a) and (b) of the original proof of Lemma 2.5 do not use any restriction
on p. So let us take a look at part (c): If there exists a nonzero λ ∈ Φ with
Iλ 6⊂ ker ρ, then part (b) of the original proof shows that Iλ + ker ρ is an ideal of
T + Q(α, β) acting nonnilpotenty on V . The above discussion then yields that
κ(Iλ) 6= 0. Since [I, Q(α, β)] ⊂ ker ρ by part (b), it follows that
Q(α, β) ⊂ {u ∈ T +Q(α, β) | χ([I, u]) = 0} ( T +Q(α, β).
By general representation theory, the (T + Q(α, β))-module V is then induced
from its Q(α, β)-submodule V0 of dimension ≤ p
−1 dimV ≤ 4.
Let xβ ∈ Qβ be such that κ([Jα, xβ]) 6= 0. Note that J ∩ Q(α, β) + Fxβ is a
solvable subalgebra of Q(α, β). Since dimV0 < p, it must act triangulably on V0.
Combining this with the Engel–Jacobson theorem one now observes easily that
(J ∩ Q(α, β) + Fxβ)
(1) ⊂ J acts nilpotently on V . As a consequence, [Jα, xβ]
acts nilpotently on V , implying κ([Jα, xβ]) = 0. This contradiction shows that
I ⊂ H + ker ρ. The rest of the original proof works for p > 3. 
The original proofs of Theorem 2.6, Corollary 2.7 and Corollary 2.8 go through
for p > 3 (in fact, the proof of Corollary 2.8 can be streamlined by making use
of Corollary 2.7(3)). The original proof of Theorem 2.9 only requires one very
minor adjustment in the middle of p. 21 in [St 93]:
“If dimW ≥ 5p, then assertion (4a) of the new Lemma 2.3 yields α ∈ ∆, a
contradiction. Thus dimW < 5p ≤ p2.”
Thus, all results in [St 93, Sect. 2] essentially remain true for p = 5, 7. Next,
inspection shows that apart from standard results valid in all characteristics, the
arguments in [St 93, Sect. 3] rely only on results of [St 92] and [B-O-St] valid for
p > 3, on Theorems 1.9 and 2.6, and on Lemma 2.3(5) which we did not change.
Hence all arguments and results in [St 93, Sect. 3] remain valid for p > 3
In order to show that the proofs in [St 93, Sect. 4] generalize to the case
where p > 3 we first recall that all results of [St 91a] are valid for p > 3; see
[P-St 04, Sect. 5]. It should also be noted that [B-O-St, (4.7)] holds for p > 3;
see Corollary 4.4. Since [St 90, (2.4)] and [St 91b, (4.5)] can now be substituted
by [P-St 04, Theorem D], inspection shows that all results used in [St 93, Sect. 4]
are valid for p > 3. Thus, what remains to be revised in [St 93, Sect. 4] is the
proof of Claim 4 in Theorem 4.6 (this proof uses the inequality p− 1 > 5 which
is no longer available in our situation).
New proof. Let H denote the image of H in G{0}. As the T -root spaces of
G{−1} are 1-dimensional, by part (3) of the proof, the subalgebra H is spanned
by h¯i, i = 1, 2, and dimH = 2. By parts (2) and (3) of the proof, we have that
h¯2 ∈ G
(1)
{0} and tr (adG{−1} h¯1) 6= 0. It follows that H ∩ G
(1)
{0} ⊂ F h¯2. Let b denote
the invariant symmetric bilinear form on G{0} given by
b(x, y) := tr
(
adG{−1} x ◦ adG{−1} y
) (
∀ x, y ∈ G{0}
)
.
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The radical G⊥{0} := {x ∈ G{0} | b(x,G{0}) = 0} of b is an ideal of G{0}. Suppose
G⊥{0} ∩G
(1)
{0} ∩H 6= (0). Then h¯2 ∈ G
⊥
{0}, hence b(h¯2, h¯2) = 0. Recall from part (3)
of the proof that
G{−1} = G{−1},β˜ +G{−1},−β˜ +
∑
−1≤i≤1
G{−1},−α˜+iβ˜
and α˜(h2) = 0, β˜(h2) = −1. Since p ≥ 5 and dimG{−1},γ = 1 for all weights
γ of G{−1}, this can only happen if G{−1} = G{−1},α˜. But then in the notation
of [St 93, Sect. 4] we have G = G(−1) = Fz0 ⊕ G
′
(0). Recall that G
′
(0) is the
normalizer of Fup−2 ⊕ J , where J =
∑
i≥p−1 G[i], and we are assuming that J is
a maximal ideal of G. From this it is immediate that the subalgebra G′(0)/J of
the simple Lie algebra G/J acts triangulably on G/J . However, G′(0)/J contains
a copy of sl(2) spanned by the images of D(x2), D(xy) and D(y2) in G′(0)/J .
Therefore, G⊥{0}∩G
(1)
{0}∩H = (0), implying G
⊥
{0}∩G
(1)
{0} =
⊕
γ 6=0
(
G⊥{0}∩G
(1)
{0}
)
γ
.
Since all elements in
⋃
γ 6=0G{0},γ act nilpotently on G{−1}, the Engel–Jacobson
theorem yields that G⊥{0} ∩ G
(1)
{0} acts nilpotently on G{−1}. Since G{−1} is an
irreducible G{0}-module, G
⊥
{0} ∩ G
(1)
{0} = (0) necessarily holds. But then b is
nondegenerate on G
(1)
{0}, forcing G{0} = G
(1)
{0} ⊕ C where C is the orthogonal
complement to G
(1)
{0} in G{0}. As [G
(1)
{0}, C] ⊂ C and C
(1) ⊂ G
(1)
{0}, it must be that
C is a central ideal of G{0}. On the other hand, the center of G{0} has dimension
≤ 1 by Schur’s lemma, and h¯1 6∈ G
(1)
{0} by our remarks earlier in the proof. Hence
C coincides with the center of G{0}, and Claim 4 follows. 
We have already mentioned that Proposition 2.2 of [St 91b] remains true for
p > 3. As a consequence, Lemma 2.4(1) of [St 91b] is valid for p > 3. Then one
can see by inspection that Lemma 5.1 remains true for p > 3 as well.
Part (a) of the original proof of Lemma 5.2 has to be modified, however: in
the course of the proof one has to show that a certain torus R is optimal, but
the argument used in [St 93] does not extend to the case where p = 5, 7. The
argument below will justify that R is optimal for p > 3.
We begin as in [St 93, p. 46] and establish the existence of a root κ with
κ 6∈ ∆, κ(Lα) 6= 0, α([Lκ, Lβ−κ] 6= 0.
Put K :=
⋂
n≥0 L(α, β, κ)
(n) and let I be a maximal ideal of K. Put G := K/I
and let Gp be the p-envelope of the simple Lie algebraK in DerK. Let ϕ : K → G
denote the canonical homomorphism.
New part of the proof. (a) Suppose TR(G) = 2 and put N := ϕ(K(β)). Then
one shows as in the original proof that N is a triangulable Cartan subalgebra of
G with TR(N,G) = TR(G) = 2. Let Np be the p-envelope of N in Gp, and let R
denote the unique maximal torus of Gp contained in Np. Note that dimR = 2.
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Suppose L(α, β) is not solvable. Then one shows as in the original proof that
L[α, β](1) ∼= H(2; 1; Φ(τ))(1) ∼=
(
L(α, β)/radL(α, β)
)(1)
.
Our choice of κ then implies that TR(K) = 3. Hence I is a T -invariant ideal of
K. If β(Iα) 6= 0 or α(Iβ) 6= 0, then Kiα+jβ ⊂ I for all nonzero (i, j) ∈ F
2
p (one
should keep in mind here that β(Kα) 6= 0 and α(Kβ) 6= 0). This yields TR(I) ≥ 2
forcing TR(G) ≤ 1, a contradiction. Thus, it must be that β(Iα) = α(Iβ) = 0.
Therefore,
β(Gα) 6= 0, α(Gβ) 6= 0, I ∩K(α, β) ⊂ H + radK(α, β).
Since α, β ∈ ∆ and TR(G) = 2, this entails G = G(α, β). Since κ 6∈ ∆, we now
deduce that Kκ ⊂ I. But then α([Iκ, Lβ−κ]) = α([Kκ, Lβ−κ]) = α([Lκ, Lβ−κ]) 6=
0, showing that Giα+jβ ⊂ I for all i ∈ F
∗
p and j ∈ Fp. As this contradicts our
assumption that TR(G) = 2, we deduce that L(α, β) is solvable.
We now intend to show that all R-roots of G are proper. The 1-sections of G
relative to R are related to the 2-sections of K relative to T as follows: Let µ be
any T -root of K. Since I is K(β)-stable and dim R = 2, the map ϕ takes the
subspace Kµ˜ :=
⊕
i∈Fp
Kµ+iβ onto a root space relative to R. Conversely, every
R-root space of G is of the form ϕ(Kµ˜) for some µ ∈ 〈α, β, κ〉. The nonzero roots
µ˜ ∈ Φ(G,R) correspond to those µ ∈ Φ(K, T ) which are Fp-independent of β.
Let µ˜ be a nonzero root in Φ(G,R). As G is a simple Lie algebra and R
is a torus of maximal dimension in Gp, Theorem 2.1 shows that the derived
subalgebra U := G[µ˜](1) of G[µ˜] = G(µ˜)/radG(µ˜) is either (0) of one of sl(2),
W (1; 1), H(2; 1)(2). Furthermore, U has codimension ≤ 1 in G[µ˜]. If U is either
(0) or sl(2), then µ˜ is solvable or classical, hence proper. So from now on we may
assume that U is either W (1; 1) or H(2; 1)(2).
By analyzing the list of semisimple quotients in Theorem 2.2 one finds out
that L[µ, β] can only be of type (2), (3), (4), (6) or (7). Indeed, in case (1)
the Lie algebra L(µ, β) is solvable, hence U = (0). In case (5) no 1-section in
L[µ, β] is nilpotent, for otherwise one of the roots in Γ(L[µ, β], T ) would vanish
on h⊗1 ∈ ψ(H) (the notation of Proposition 2.3(6)). But then the centralizer of
h⊗1 in L[µ, β] would be nilpotent, contrary to the description in Theorem 2.2(6).
In case (8) the inclusion T ⊂ ψ(H) holds as L[µ, β] is simple and restricted. Since
U is of Cartan type, the Lie algebra L[µ, β] cannot be classical. As a consequence,
in both cases (5) and (8) the set Φ(L[µ, β], T ) contains a nonzero multiple of β.
This, however, contradicts our assumption that β vanishes on H .
It is immediate from the definition of K that K(µ, β) is an ideal of L(µ, β)
containing
⋂
n≥0 L(µ, β)
(n). Let π : K(µ, β) → L[µ, β] denote the restriction to
K(µ, β) ⊂ L(µ, β) of the canonical homomorphism ψ : L(µ, β) ։ L[µ, β], and
ϕµ,β : K(µ, β) → G the restriction to K(µ, β) ⊂ K of the epimorphism ϕ. As
explained above, ϕµ,β takes K(µ, β) onto the 1-section G(µ˜) with respect to R.
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Composing ϕµ,β with the canonical homomorphism G(µ˜) → G[µ˜] we obtain a
surjective Lie algebra map ν : K(µ, β)։ G[µ˜].
Let S˜ denote the socle of L[µ, β] and Q[µ, β] the maximal compositionally
classical subalgebra of L[µ, β]. Put
e := dimL[µ, β]/Q[µ, β].
Consider cases (2), (4) and (7). In each of these cases S˜ is a simple Lie algebra
and the quotient L[µ, β]/S˜ is nilpotent. Then π−1(S˜) is simple modulo its radical
and π(K(µ, β)) ⊃ S˜, by our earlier remarks. Since G[µ˜] is semisimple with simple
socle U = G[µ˜](1), it must be that (ν ◦ π−1)(S˜) is either (0) or U . As L[µ, β]/S˜ is
nilpotent, the first possibility cannot occur. Therefore,
(ν ◦ π−1)(S˜) = U ∼= S˜, ker ν ⊂ ker π.
Consequently, ker ν = radK(µ, β). By our earlier remarks, S˜ is either W (1; 1) or
H(2; 1)(2). We denote by S˜(0) the standard maximal subalgebra of S˜.
As TR(U) = 1, case (7) is impossible. It is easily seen that in case (2) we have
e = 1 if S˜ is Witt and e = 2 if S˜ is Hamiltonian. Lemma 2.2 of [B-O-St] holds for
p > 3 and shows that in case (4) we have e = 2 and S˜ = H(2; 1)(2). Furthermore,
Q[µ, β] ∩ S˜ = S˜(0) in both cases. Let M := (ν ◦ π
−1)
(
Q[µ, β])
)
, a subalgebra of
G[µ˜]. Since ker ν is solvable, M has the following properties:
1. M/radM is either (0) or sl(2);
2. dim G[µ˜]/M ≤ e;
3. M ∩ U ⊂ U(0).
Then M coincides the maximal compositionally classical subalgebra of G[µ˜].
Moreover, since β is solvable, it must be that K(β) ⊂ π−1
(
Q[µ, β]
)
. This implies
that R normalizes M . Consequently, µ˜ is a proper R-root.
Now suppose we are in case (6). Then S˜ = S⊗O(1; 1), where S is one of sl(2),
W (1; 1), H(2; 1)(2), and L[µ, β]/S˜ is nilpotent. As S˜ is perfect and S˜/rad S˜ is
simple, this gives (ν ◦ π−1)(S˜) = S and ker ν ⊂ ker π. Hence ker ν = radK(µ, β).
We now proceed as before. Let n denote the centralizer of S ⊗ O(1; 1)(p−1)
in L[µ, β]. Since S ⊗ O(1; 1) ⊂ L[µ, β] ⊂ Ŝ ⊗ O(1; 1) by Theorem 2.2(6), it
is straightforward that n = radL[µ, β]. Then π−1(n) ⊂ ker ν by the preceding
remark. Using [B-O-St, Lemma 2.4] (which holds for p > 3) one observes that
when S is Witt (resp., Hamiltonian), the subalgebra Q[µ, β]+n has codimension
1 (resp., 2) in L[µ, β]. As π−1(n) ⊂ ker ν, it follows that (ν ◦ π−1)
(
Q[µ, β]
)
is a maximal compositionally classical subalgebra of G[µ˜]. It contains ν(K(β))
because β is solvable. Therefore, µ˜ is a proper R-root.
Finally, suppose we are in case (3). Then L[µ, β]/S˜ is nilpotent and S˜ = S1⊕S2,
where Si ∈ {sl(2), W (1; 1), H(2; 1)
(2)} for i = 1, 2. Since L[µ, β] ⊂ Der S˜, the
Lie algebra π(K(µ, β)) ⊃ S˜ is semisimple. Hence ker π = radK(µ, β). By
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Proposition 2.3(3), we have T ⊂ ψ(H), which implies that no nonzero root in
Φ(L[µ, β], T ) vanishes on ψ(H). It follows that Kiβ ⊂ ker π for all i ∈ F
∗
p. As
ν(K(µ, β)) is semisimple, we have ker π = radK(µ, β) ⊂ ker ν. As TR(G[µ˜]) = 1,
either (ν ◦ π−1)(S1) = (0) or (ν ◦ π
−1)(S2) = (0). No generality will be lost by
assuming that the latter case occurs. Then (ν ◦ π−1)(S1) = U ∼= S1.
Denote by m the centralizer of S1 in L[µ, β]. This is an ideal of L[µ, β] contain-
ing S2. Since m/S2 is solvable, the preceding remark implies that π
−1(m) ⊂ ker ν.
When S2 is Witt (resp., Hamiltonian), the subalgebra Q[µ, β] + m has codi-
mension 1 (resp., 2) in L[µ, β]. As in the previous case we now obtain that
(ν ◦ π−1)
(
Q[µ, β]
)
is a maximal compositionally classical subalgebra of G[µ˜]. It
contains ν(K(β)) because β is solvable. Thus, all R-roots of G are proper. Now
proceed as in the original proof of Lemma 5.2. 
The rest of Section 5 and most of Section 6 are essentially self-contained: they
rely only on earlier results in [St 93] and all arguments hold for p > 3. However,
in what follows we will need a slightly different version of Theorem 6.7.
According to Theorem 3.5, the maximal subalgebra T +Q of T + L gives rise
to a long standard filtration in T + L, and the corresponding graded Lie algebra
G := gr(T +L) has a unique minimal ideal A(L, T ). Furthermore, the Lie algebra
A(L, T ) =
⊕
i∈Z A[i] is graded and there exist a nonnegative integer m and a
simple graded Lie algebra S(L, T ) =
⊕
i∈Z S[i] such that
A(L, T ) = S(L, T )⊗ O(m; 1), A[i] = S[i] ⊗ O(m; 1) (∀ i ∈ Z)
as graded Lie algebras. Our next result describes the graded component S[0] of
S(L, T ).
Theorem 5.1. The Lie algebra S[0] is one of the following:
(a) 1-dimensional;
(b) classical simple;
(c) sl(kp), gl(kp) or pgl(kp) for some k ≥ 1;
(d) S ′[0] ⊕ C where C = C(S[0]) is 1-dimensional and S
′
[0] is either classical
simple or pgl(kp) for some k ≥ 1.
Proof. (1) We know from Proposition 3.10 and Proposition 6.5(4) that H[0] =
cS[0](T ) is an abelian Cartan subalgebra of S[0]. By Proposition 6.1(3), the semisim-
ple quotients of the 2-sections of S[0] relative to H[0] are of types (0), A1, A1×A1,
A2, C2 or G2. In view of Lemma 6.2(2) and Proposition 6.5(1) we have that
radS[0](α¯) ⊂ H[0] for every root α¯ ∈ Φ(S[0], H[0]). Consequently, S[0](α¯) is non-
solvable if α¯ 6= 0. By Proposition 3.10 and Proposition 6.5(2), the torus T acts
on S[−1] and H[0] distinguishes the weight spaces of S[−1] relative to T . Since those
are 1-dimensional, by properties of Q(L, T ), we derive that every S[0]-submodule
of S[−1] is T -stable. The construction of S(L, T ) now yields that S[−1] is an ir-
reducible S[0]-module. But then radS[0] ⊂ H[0] acts on S[−1] by scalar operators.
As a result, radS[0] = C(S[0]).
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Suppose α¯, β¯ ∈ Φ(S[0], H[0]) are linearly independent. As
radS[0](γ¯) = {h ∈ H[0] | γ¯(h) = 0}
(
∀ γ¯ ∈ Φ(S[0], H[0]) \ {0}
)
and ker α¯ ∩ ker β¯ has codimension 2 in H[0], it must be that S[0][α¯, β¯] 6∼= sl(2).
But then S[0][α¯, β¯] has type A1 × A1, C2 or G2. This implies that α¯ and β¯ are
linearly independent as functions on H[0]∩S
(1)
[0] . As dim S[0],γ¯ = 1 for any nonzero
γ¯ ∈ Φ(S[0], H[0]), it follows that every ideal of S
(1)
[0] is H[0]-stable.
Since S[0] = S
(1)
[0] + H[0] and H[0] is abelian, the derived subalgebra S
(1)
[0] is
perfect. The preceding remark implies that radS
(1)
[0] = C(S[0]) ∩ S
(1)
[0] . Put g :=
S
(1)
[0] /radS
(1)
[0] and let h denote the image of H[0] ∩ S
(1)
[0] in g. Obviously, g is
perfect and semisimple. The above discussion shows that h is an abelian Cartan
subalgebra of g and the pair (g, h) satisfies the Mills–Seligman axioms. Since
p > 3, the main result of [M-Se 57] enables us to conclude that g is a direct sum
of classical simple Lie algebras.
(2) Theorem 3.3(4) yields Q(p−2) 6= (0). Furthermore, the proof of Theorem 3.3
shows that Q(p−1) 6= (0) provided that L 6= Q(−1). It also shows that if L = Q(−1),
then there exist root vectors x ∈ L \ Q and u ∈ Q(1) with
[
[x, y], Q(p−2)
]
6= (0).
Since G[−1] ⊂ A(L, T ), it follows that A[p−2] 6= (0). As a consequence, S[3] 6= (0).
Now Lemmas 12.4.2–12.4.4 of [B-W 88] apply and yield that g is simple or zero.
At this point we can refer to [B-W 88, Corollary 12.4.7] to complete the proof.
(All our references to [B-W 88, Sect. 12] work for p > 3; we are not interested in
the p-structure of S[0] which is also discussed in [B-W 88].) 
Now we are ready to determine the Lie algebra S(L, T ).
Theorem 6.7 (new). Let L be a finite-dimensional simple Lie algebra over F
and suppose that all tori of maximal dimension in Lp are standard. Let T be an
optimal torus in Lp and assume that Q(L, T ) 6= L. Let A(L, T ) be the minimal
ideal of the graded Lie algebra G = gr(T + L), and S(L, T ) the simple graded
Lie algebra such that A(L, T ) ∼= S(L, T )⊗ O(m; 1). Then S(L, T ) is a restricted
simple Lie algebra of Cartan type.
Proof. We will show that the conditions (a)-(d) of the Recognition Theorem ap-
ply to the graded Lie algebra S(L, T ); see [B-G-P, Theorem 0.1] and [St 04,
Theorem 5.6.1].
(a) Theorem 5.1 shows that the graded component S[0] of S(L, T ) satisfies con-
dition (a) of the Recognition Theorem.
(b) In part (1) of the proof of Theorem 5.1 it was explained that S[−1] is an irre-
ducible S[0]-module. This means that condition (b) of the Recognition Theorem
holds for S(L, T ).
(c) It follows from the definition of a standard filtration that the Lie algebra⊕
i<0 G[i] is generated by its subspace G[−1]. Consequently, the Lie algebra
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⊕
i<0 S[i] is generated by S[−1]. If
[
x, S[−1]
]
= (0) for some nonzero x ∈
⊕
i≥0 S[i],
then the subspace
⊕
i≥0 S[i] contains a nonzero ideal of S(L, T ). Since this con-
tradicts the simplicity of S(L, T ) we derive that condition (c) of the Recognition
Theorem holds for S(L, T ).
(d) Now suppose that
[
x, S[1]
]
= (0) for some nonzero x ∈ S[−j] with j ≥ 0. Since
the subspace
Y[−j] :=
{
y ∈ S[−j] |
[
y, S[1]
]
= (0)
}
is S[0]-stable, we may assume that x ∈ S[−j],α is a root vector for T .
Suppose j = 0. Take any h ∈ Y[0] ∩ H[0] and any γ ∈ Φ[−1](S, T ). It follows
from the definition of Q(L, T ) and Theorem 3.10 that there exist u ∈ S[−1],γ and
v ∈ S[1],−γ with [u, v] 6= 0. As mentioned in the proof of Theorem 5.1, the abelian
Lie algebra H[0] acts on the weight spaces of S[−1] relative to T . Since all these
weight spaces are 1-dimensional and [h, v] = 0, we then have
γ(h)[u, v] = [[h, u], v] = −[[u, [h, v]] = 0.
It follows that h annihilates S[−1]. But then h = 0, forcing Y[0] ∩ H[0] = (0).
Combining this with Proposition 6.1 and the Engel–Jacobson theorem, we now
deduce that the ideal Y[0] of S[0] acts nilpotently on S[−1]. The irreducibility of
S[−1] yields Y[0] = (0).
Suppose j = 1. Since Y[−1] is an S[0]-submodule of S[−1] and
[
S[−1], S[1]
]
6= (0) by
part (c) of this proof, the irreducibility of S[−1] now yields Y[−1] = (0).
Suppose j = 2. Then the 1-section L(α) fits into a 2-section L(α, β) whose
semisimple quotient is isomorphic to K(3; 1); see Proposition 3.4. Since S[−2],α =
Fx, it follows from Lemma 3.1(1) that that
[
x,G[1]
]
6= (0). Because G[1] =
S[1] ⊗ O(m; 1) and x identifies with an element in S[−2] ⊗ F ⊂ S[−2] ⊗ O(m; 1),
we now obtain that
[
x, S[1]
]
6= (0), a contradiction. Hence Y[−2] = (0). As
S[−j] = (0) for j > 2, by Proposition 3.4, we have proved that all conditions of
the Recognition Theorem are satisfied for S(L, T ).
(e) Applying the Recognition Theorem we obtain that S(L, T ) is either classical
or of Cartan type or a Melikian Lie algebra. As explained in part (2) of the proof
of Theorem 5.1, we have that S[3] 6= (0). So S(L, T ) has an unbalanced grading,
hence cannot be classical. The natural grading of any Melikian algebra has depth
3 and height > 3. As S[−3] = (0), it follows that S(L, T ) is not of Melikian type.
We conclude that the graded Lie algebra S(L, T ) is isomorphic to a Cartan type
Lie algebra X(r; s)(2) regarded with its natural grading (here X ∈ {W,S,H,K}
and s = (s1, . . . , sr) ∈ N
r).
To show that S(L, T ) is restricted we take any root vector x ∈ S[i],α with
i ∈ {−1,−2} and let β be any T -root of S = S(L, T ). The semisimple quotients
of the 2-sections of S relative to T are described in Theorem 3.11. Further-
more, the proof of Theorem 3.11 in conjunction with Theorem 5.1 shows that
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2-sections of type (7) do not occur. Since α ∈ Φ−, it also follows from the proof
of Theorem 3.11 that
(ad x)p(S(α, β)) ⊂ radT S(α, β) ⊂
⊕
i≥0 S[i](α, β).
But then (ad x)p maps S(L, T ) into
⊕
i≥0 S[i]. Since S(L, T )
∼= X(r; s)(2) as
graded Lie algebras, this forces s = 1. As a consequence, S(L, T ) is restricted;
see [St 04, Corollary 7.2.3] for example. 
6. Classification results
Similar to [St 93, Sect. 7] the determination of the Lie algebra S(L, T ) allows
one to classify a large family of finite-dimensional simple Lie algebras. Note that
all results and arguments used in [St 93, Sect. 7] are valid for p > 3.
Theorem 6.1. (cf. [St 93, Theorem 7.3]). Let L be a finite-dimensional sim-
ple Lie algebra over F such that all tori of maximal dimension in Lp are stan-
dard. Let T be an optimal torus in Lp and suppose that Q(L, T ) 6= L and
L[α, β](1) 6∼= H(2; 1; Φ(τ))(1) for any two roots α, β ∈ Γ(L, T ). Then L is iso-
morphic to a Cartan type Lie algebra and Q(L, T ) is contained in the standard
maximal subalgebra of L.
Proof. One argues as in the original proof of Theorem 7.3 in [St 93] to construct
a maximal subalgebra L(0) containing Q(L, T ) and to show that the pair (L, L(0))
satisfies all conditions of the Recognition Theorem for filtered Lie algebras; see
[St 04, Theorem 5.6.2]. The argument in [St 93, pp. 57, 58] shows that L = L(−2).
This implies that L is not isomorphic to a Melikian algebra. Since S(L, T ) is of
Cartan type, it follows from the construction of L(0) that L(p−2) 6= (0). But then
L cannot be classical. By the Recognition Theorem, L must be isomorphic as
a filtered Lie algebra to a Cartan type Lie algebra regarded with its standard
filtration. This completes the proof. 
We continue assuming that all tori of maximal dimension in L are standard and
Q(L, T ) 6= L. In view of Theorem 6.1 we can also assume now that for any optimal
torus T in Lp there are α, β ∈ Γ(L, T ) such that L[α, β]
(1) ∼= H(2; 1; Φ(τ))(1). For
p > 7, the simple Lie algebras with these properties are classified in [St 94]. We
will go through the arguments in [St 94] to verify whether they are still valid for
p = 5, 7. All our references to [St 94] will be underlined.
We have already shown in [P-St 04] that the results of [St 91a] hold for p = 5, 7.
Note that [St 91a] is the main prerequisite to [St 94]. Inspection shows that all
results and arguments used in [St 94] are valid for p > 5. In fact, only one minor
issue in [St 94, Sect. 2] requires our attention; it arises when p = 5.
Proposition 2.4 (new parts).
(3a) If α ∈ Φ[−1], β ∈ Φ[0] and α + β ∈ Φ[0], then α is Hamiltonian, p = 5,
and β = 2α.
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(3d) [Qµ, Lλ] ∩Q ⊂ Q(1) for all λ ∈ Φ[−1] and µ ∈ ∆.
Proof. (3a) The assertion follows from [St 04, Lemma 5.5.1].
(3d) Recall that Φ[−1](gr(T + L), T ) = Φ[−1](S, T ) + ∆; see Proposition 2.4(2).
Since µ+ λ ∈ Φ[−1] +∆ = Φ[−1] and Φ[−1] ∩ Φ[0] = ∅ by Proposition 2.4(3b), the
statement follows. 
As a result of the above changes we have to modify slightly the statement and
the original proof of Proposition 2.5: the subspace V0 from Proposition 2.5 has
to be selected in a more sophisticated fashion.
Proposition 2.5 (new proof).
1) There exists a T -invariant subspace V−1 ⊂ L such that
L = V−1 +Q, V−1 ∩Q = (0).
2) There exists a T -invariant subspace V0 ⊂ Q such that
Q(1) ∩ V0 = (0) and (V0 +Q(1))/Q(1) = A(L, T )[0].
3) For i = −1, 0, let Ri ⊂ Vi denote the preimage of S[i] ⊗ O(m; 1)(1) under
the linear isomorphism Vi
∼
→ (Vi +Q(i+1))/Q(i+1) = A(L, T )[i]. Then the
following statements hold:
a) V−1 ⊂
∑
µ∈Φ[−1]
Lµ;
b)
∑
µ6∈∆Qµ ⊂ V0 +Q(1);
c) Q = V0 +Q(∆) +Q(1) and V0 ⊂
∑
µ∈Φ[0]
Qµ +Q(1);
d) [V−1, V−1] ⊂ Q;
e) [T + V0 +Q(∆), V−1] ⊂ V−1 +Q(1);
f) [Q(1), V−1] ⊂ V0 +Q(1);
g) [T +Q, V0] ⊂ V0 +Q(1);
h) [V0, R−1] ⊂ R−1 +Q(1) ⊂ [V0, R−1] +Q(1);
i) [V0, R0] ⊂ R0 +Q(1) ⊂ [V0, R0] +Q(1);
j) V0 +Q(1) is an ideal of Q;
k) [R0, V−1] ⊂ R−1 +Q(1) ⊂ [R0, V−1] +Q(1).
Proof. The original proof goes through for p > 5. So we assume from now that
p = 5. We choose V−1 as in the original proof. Then assertions 1), 3a) and
3d) hold. Let Φ′[0] denote the set of all nonzero T -roots of A(L, T )[0]. For every
µ ∈ Φ′[0] choose a nonzero uµ ∈ Qµ such that A(L, T )[0],µ = F u¯µ, where u¯µ stands
for the coset of uµ. If µ is not Hamiltonian, set vµ := uµ. If µ is Hamiltonian,
then ±3µ are T -weights of L/Q, so that V−1,±3µ 6= (0). Pick u±3µ ∈ V−1,±3µ \{0}.
As p = 5, we have [u3µ, uµ] ∈ L−µ. Then [u3µ, uµ] = ru−µ + q−µ for some
r ∈ F and q−µ ∈ Q(1),−µ. Since radL(µ) ⊂ Q(1) and the image of L(µ) ∩Q(1) in
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L[µ] ⊂ H(2; 1)(1) contains H(2; 1)(2)(1), it is easy to see that there is wµ ∈ Q(1),µ
such that
[u3µ, wµ] ≡ ru−µ (mod Q(1)).
Put vµ := uµ − wµ. Then [u3µ, vµ] ∈ Q(1). Now set
V0 := (H[0] ⊗ F )⊕
⊕
µ∈Φ′
[0]
Fvµ.
By construction, we have Q(1) ∩ V0 = (0) and (V0 + Q(1))/Q(1) = A(L, T )[0]. As
Q(1) ∩ V0 = (0), this yields assertion 2). In view of the new Proposition 2.4(3a)
our choice of V0 ensures that
[V0, V−1] ⊂ V−1 +Q(1).
To prove assertions 3b), 3c), 3f), 3g) and 3j) one can argue as in the original
proof. Assertion 3e) follows from the new Propostion 2.4(3d) and the displayed
inclusion. Assertions 3h), 3i) and 3k) follows from the displayed inclusion and
3e) by the same argument as in the original proof. 
Lemma 2.6 (new). Let u ∈ Lα, f ∈ (V0 + Q(∆))β and v ∈ Lα+β be such that
u 6∈ Q and [f, u]− v ∈ Q. Then [f, u]− v ∈ Q(1).
Proof. Write u = uα + u
′ with uα ∈ V−1 and u
′ ∈ Qα. Then [f, uα] ∈ V−1 +Q(1)
thanks to Proposition 2.5(3e), while Proposition 2.4(3b) yields u′ ∈ Q(1). As Q(1)
is an ideal of Q and V0+Q(∆) ⊂ Q, we have [f, u
′] ∈ Q(1). So it remains to show
that [f, uα]− v ∈ Q(1).
If v 6∈ Q, then the coset of v spans Lα+β/Lα+β∩Q(1), again by Proposition 2.4(3b).
Hence the assertion holds in this case. Now suppose v ∈ Q. If v ∈ Q(1),
we are done; so suppose for a contradiction that v 6∈ Q(1). Then the new
Proposition 2.4(3d) yields that α is Hamiltonian, p = 5, and β = 2α. On the
other hand, it is immediate from Corollary 2.3(3) that 2Φ[−1]∩∆ = ∅. This forces
f ∈ V0. But then
[f, uα] ∈ [V−1, V0] ∩Q ⊂ Q(1),
by our choice of V0. This completes the proof. 
With these substitutions, all arguments in [St 94] work. As a result, we obtain
Theorem 6.4 (new). Let L be a finite-dimensional simple Lie algebra over F
such that all tori of maximal dimension in Lp are standard. Let T be an optimal
torus in Lp and suppose that Q(L, T ) 6= L and L[α, β]
(1) ∼= H(2; 1; Φ(τ))(1) for
some α, β ∈ Γ(L, T ). Then L is isomorphic to a Lie algebra of Cartan type.
We summarize the results of this paper and of [P-St 04] as follows:
Theorem 6.2. Let L be a finite-dimensional simple Lie algebra over an alge-
braically closed field of characteristic p > 3. If all tori of maximal dimension in
the the semisimple p-envelope Lp of L are standard, then L is isomorphic to a
Lie algebra of classical or Cartan type.
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Proof. If Q(L, T ) = L, then all roots in Γ(L, T ) are either solvable or classical. So
the assertion follows from [P-St 04, Theorems C and D] in this case. If Q(L, T ) 6=
L, the assertion follows from Theorem 6.1 and the new Theorem 6.4. 
Remark 6.1. The argument in the last two paragraphs of [P-St 04, p. 792] can
be streamlined as follows: When α is solvable with α(H) 6= 0, Proposition 3.8 of
[P-St 04] yields that [Lα, L−α] consists of p-nilpotent elements of Lp. But then
[Lα, L−α] ⊂ nilH ⊂ nil H˜, contrary to our choice of α. Therefore, [Lγ , L−γ] ⊂
nil H˜ whenever γ(H˜(1)) 6= 0.
References
[B-G-P] G.M. Benkart, T. Gregory and A. Premet, “Recognition Theorem for Graded Lie
Algebras in Prime Characteristic”, arXiv:math./RA0508373v2, 154 pp.
[B-O-St] G.M. Benkart, J.M. Osborn and H. Strade, Contributions to the classification of
simple modular Lie algebras, Trans. Amer. Math. Soc. 341 (1994), 227 - 252.
[B-W 82] R.E. Block and R.L. Wilson, The simple Lie p-algebras of rank two, Ann. of Math.
115 (1982), 93 - 186.
[B-W 88] R.E. Block and R.L. Wilson, Classification of the restricted simple Lie algebras, J.
Algebra 114 (1988), 115 - 259.
[Ko-S 66] A.I. Kostrikin and I.R. Shafarevich, Cartan pseudogroups and Lie p-algebras, Dokl.
Akad. Nauk SSSR 168 (1966), 740 - 742 [Russian]; Soviet Math. Dokl. 7 (1966), 715 - 718.
[English transl.]
[M-Se 57] W.H. Mills and G.B. Seligman, Lie algebras of classical type, J. Math. Mech. 6
(1957), 519 - 548
[P 86] A.A. Premet, On Cartan subalgebras of Lie p-algebras, Izv. Acad. Nauk SSSR Ser. Mat.
(1986) 50, 788 - 800 [Russian]; Math. USSR-Izv. 29 (1987), 145 - 157. [English transl.]
[P 89] A.A. Premet, Regular Cartan subalgebras and nilpotent elements in restricted Lie al-
gebras, Mat. Sb. 180 (1989) , 542 - 557 [Russian]; Math. USSR-Sb. 66 (1990), 555 - 570.
[English transl.]
[P 94] A. Premet, A generalization of Wilson’s theorem on Cartan subalgebras of simple Lie
algebras, J. Algebra 167 (1994), 641 - 703.
[P-St 97] A. Premet and H. Strade, Simple Lie algebras of small characteristic: I. Sandwich
elements, J. Algebra 189 (1997), 419 - 480.
[P-St 99] A. Premet and H. Strade, Simple Lie algebras of small characteristic II. Exceptional
roots, J. Algebra 216 (1999), 190 - 301.
[P-St 01] A. Premet and H. Strade, Simple Lie algebras of small characteristic III. The toral
rank 2 case, J. Algebra 242 (2001), 236 - 337.
[P-St 04] A. Premet and H. Strade, Simple Lie algebras of small characteristic IV. Solvable and
classical roots, J. Algebra 278 (2004), 766 - 833.
[P-St 06] A. Premet and H. Strade, Simple Lie algebras of small characteristic VI. Completion
of the classification, in preparation.
[St 89a] H. Strade, The absolute toral rank of a Lie algebra, in “Lie algebras, Madison 1987”,
ed. by G.M. Benkart and J.M. Osborn, Springer Lecture Notes in Math. 1373 (1989), 1 -
28.
[St 89b] H. Strade, The classification of the simple modular Lie algebras: I. Determination of
the two-sections, Ann. of Math. 130 (1989), 643 - 677.
[St 90] H. Strade, New methods for the classification of the simple modular Lie algebras, Mat.
Sb. 181 (1990), 1391 - 1402 [Russian]; Math. USSR-Sb. 71 (1992), 235 - 245. [English transl.]
32
[St 91a] H. Strade, Representations of the (p2 − 1)-dimensional Lie algebras of R.E. Block,
Canad. J. Math. 43 (1991), 580 - 616.
[St 91b] H. Strade, The classification of the simple modular Lie algebras: III. Solution to the
classical case, Ann. of Math. 133 (1991), 577 - 604.
[St 92] H. Strade, The classification of the simple modular Lie algebras: II. The toral structure,
J. Algebra 151 (1992), 425 - 475.
[St 93] H. Strade, The classification of the simple modular Lie algebras: IV. Determining the
associated graded algebra, Ann. of Math. 138 (1993), 1 - 59.
[St 94] H. Strade, The classification of the simple modular Lie algebras: V. Algebras with
Hamiltonian two-sections, Abh. Math. Sem. Univ. Hamburg 64 (1994), 167 - 202.
[St 04] H. Strade, “Simple Lie Algebras over Fields of Positive Characteristic, Volume I: Struc-
ture Theory”, DeGruyter Expositions in Math., Vol. 38, Berlin 2004.
[Wil 77] R.L. Wilson, Cartan subalgebras of simple Lie algebras, Trans. Amer. Math. Soc. 234
(1977), 435 - 446; Correction in Trans. Amer. Math. Soc. 305 (1988), 851 - 855.
[Wil 83] R.L. Wilson, Classification of the restricted simple Lie algebras with toral Cartan
subalgebras, J. Algebra 83 (1983), 531 - 570.
[Win 69] D. J. Winter, On the toral structure of Lie p-algebras, Acta Math. 123 (1969), 69 -
81.
School of Mathematics, The University of Manchester, Oxford Road, M13
9PL, United Kingdom
E-mail address : sashap@maths.man.ac.uk
Fachbereich Mathematik, Universita¨t Hamburg, Bundesstrasse 55, 20146 Ham-
burg, Germany
E-mail address : strade@math.uni-hamburg.de
