Motivated by their broad applications in reinforcement learning, we study the linear two-timescale stochastic approximation, an iterative method using two different step sizes for finding the solutions of a system of two equations. Our main focus is to characterize the finite-time complexity of this method under time-varying step sizes and Markovian noise. In particular, we show that the mean square errors of the variables generated by the method converge to zero at a sublinear rate O(k 2/3 ), where k is the number of iterations. We then improve the performance of this method by considering the restarting scheme, where we restart the algorithm after every predetermined number of iterations. We show that using this restarting method the complexity of the algorithm under time-varying step sizes is as good as the one using constant step sizes, but still achieving an exact converge to the desired solution. Moreover, the restarting scheme also helps to prevent the step sizes from getting too small, which is useful for the practical implementation of the linear two-time-scale stochastic approximation.
Introduction
In this paper, we consider two-time-scale stochastic approximation (SA), a recursive algorithm for finding the solution of a system of two equations based on simulation. In this algorithm, the first iterate is updated using step sizes that are very small compared to the ones used to update the second iterate. One can view that the update associated with the small step sizes is implemented at a "slow" time-scale, while the other is executed at a "fast" time-scale. In addition, the update of the "fast" iterate depends on the "slow" iterate and vice versa. Therefore, one needs to choose proper step sizes to guarantee the convergence of these two iterates. Indeed, an important problem in this area is to select the two step sizes so that the two iterates converge as fast as possible.
Two-time-scale SA has received a surge of interests due to their broad applications in many areas, especially in reinforcement learning [1] [2] [3] [4] [5] [6] [7] [8] . In particular, many existing algorithms for solving the important policy evaluation problem in this area are the variants of the so-called temporal difference (TD) learning algorithms [9] , and can be formulated as the two-time-scale methods. Some examples of these algorithms include TD(λ), gradient TD, and target-based TD [4, 5, 10] . It has been shown that the two-time-scale TD algorithms are an important class of reinforcement learning algorithms since they are more stable under the so-called off-policy learning and perform much better than the original TD learning in some cases [4, 5, 10] . In addition, the popular actor-critic method for solving the optimal policy problem in reinforcement learning is another application of the two-time-scale method, where the critic estimates the value function at a fast time-scale while the actor updates the policy parameter at a slow time-scale based on the value returned by the critic [3] .
Other notable applications of the two-time-scale SA include stochastic optimization [11] [12] [13] and distributed optimization on multi-agent systems [14, 15] . In these applications, it has been observed that using two-time-scale iterations one can achieve a better performance than the one-time-scale counterpart.
For example, one can improve the convergence of the popular stochastic gradient descent method in optimization by considering its performance on the time-weighted average of the iterates [11] . In this case, another variable is used to estimate for the time average of the main variable. Moreover, two-time-scale methods have been used in distributed optimization to address the issues of communication constraints, where an additional variable is used to eliminate the errors due to imperfect communication between agents [14, 15] . This paper focuses on the theoretical aspect of the finite-time performance of the linear two-time-scale SA, which includes the class of TD learning algorithms mentioned above as a special case. In particular, our goal is to characterize the convergence rate of this method under time-varying step sizes and provide some insights on the step size selection to yield the best possible rate of the algorithm. We do it when the problem data are dependent, that is, they are sampled from Markov processes as often considered in the context of reinforcement learning. More details of the linear two-time-scale SA under Markov samples are discussed in Section 2 below.
Related works
Most of the work in the literature have focused on the celebrated SA (a single-time-scale), introduced by Robbins and Monro [16] , for solving the root-finding problems under corrupted measurements of the underlying function. In particular, the most powerful and popular technique to analyze the asymptotic convergence of SA is the Ordinary Differential Equation (ODE) method [7] . Such ODE method shows that under the right conditions the noise effects eventually average out and the SA iterate asymptotically follows a stable ODE. On the other hand, the rates of convergence of SA has been mostly considered in the context of stochastic gradient descent with i.i.d samples (the samples of the gradients of the underlying function are unbiased and i.i.d); see for example [17] and the references therein. Motivated by a surge of recent interests in reinforcement learning, the finite-time analysis of SA under Markov samples has been studied in [18] [19] [20] [21] [22] Unlike the single-time-scale SA, the convergence properties of the two-time-scale SA are less understood, especially its convergence rates. The asymptotic convergence of this two-time-scale SA can be achieved by using the ODE methods [23] , while its rates of convergence has been studied in [24] [25] [26] [27] under i.i.d sampling and the updates are linear. The work in [25] provides a concentration bound for the finitetime analysis of this method, while the convergence rate has been studied in [24, 26] . On the other hand, the authors in [27] study the convergence rate of nonlinear two-time-scale methods under i.i.d samples. Recently, its finite-time analysis has been studied in [28] under constant step sizes and Markovian noise, where the authors provide the convergence rate of the iterates to a neighborhood of the solution. The goal of this paper is to study the finite-time performance of this method under Markovian noise and time-varying step sizes, which has not been addressed in [28] . In particular, due to the time-varying step sizes we use different techniques to analyze the algorithm as compared to the ones in [28] . More details are provided in Section 3 below.
Main Contribution
In this paper we study the finite-time performance of the linear two-time-scale SA under Markov samples and time-varying step sizes. In particular, we show that the mean square errors of the iterates generated by the method converge to zero at a rate O(1/k 2/3 ), where k is the number of the iterations. Based on our analysis we provide some insights about the choice of the two step sizes for different scenarios. Next, to improve the convergence of the method we consider a restarting scheme where the algorithm is started after a predetermined number of iterations. We show that the complexity of the two-time-scale method with restarting is the same as the one under constant step sizes, but still being able to decrease the mean square errors to zero. In addition, the restarting method also helps to prevent the time-varying step sizes from getting too small, which might be useful for the practical implementation of the two-time-scale SA.
The remainder of this paper is organized as follows. We give a formal statement of the linear twotime-scale SA and its motivation in Section 2. The finite-time performance of this method is stated in Section 3, while the restarting scheme is presented in Section 4. Finally, for an ease of exposition we provide the proofs of all technical lemmas required by our main results in Section 5 and in Appendix.
Linear two-time-scale stochastic approximation
To motivate the two-time-scale SA method, we consider the problem of finding the solution (X * , Y * ) of the following linear system of equations
where we assume that the sets of matrices A ij and vectors b i , for all i, j = 1, 2 are unknown. Instead, we can only have access to their samples. Therefore, computing the solutions (X * , Y * ) through solving (1) directly is impossible, motivating us to consider an alternative approach. Specifically, since we have access to the samples of A ij and b i we consider the linear two-time-scale SA, which iteratively updates an estimate (X k , Y k ) of (X * , Y * ) as
where the sequence {ξ k } are the samples from a Markov process. We are interested in the case where β k ≪ α k , therefore, X k is updated at a faster time scale than Y k . Here, we consider the noise is modeled by Markov processes, which is motivated by broad applications in reinforcement learning and machine learning. Indeed, below we provide one application of (2) in reinforcement learning and then proceed to present our main results about its finite-time performance in the next section.
Motivating applications
One of the main applications of the updates (2) is to study temporal difference learning algorithms in reinforcement learning with linear function approximation [4, 5, 10] . Specifically, one fundamental and important problem is to estimate the accumulative return rewards of a stationary policy, which is referred to as policy evaluation problems. In this context, linear two-time-scale algorithms have been used to formulate the so-called gradient temporal difference learning (GTD) for solving policy evaluation problems in off-policy settings with linear function approximation [4, 10] . Indeed, let ζ be the environmental sate, γ be the discount factor, φ(ζ) be the feature vector of state ζ, and r be the reward return by the environment. Given a sequence of samples {ζ k }, one version of GTD are given as
is the temporal difference error and φ(ζ k ) T Y k is the estimate of the value function at time k. It has been observed that the GTD method is more stable and performs better compared to the single-time-scale counterpart (e.g., temporal difference learning) in some cases of off-policy learning for policy evaluation problems. Obviously, we can reformulate the GTD updates above into a form of (2) with new state ξ k = (ζ k , ζ k+1 ) and
Here the goal of the GTD algorithm is to find the optimal parameter Y * , a solution of the so-called projected Bellman equation (see [10] for more details) and satisfying
. Finally, we note that the variants of TD learning recently studied in [5] , namely target-based TD, can also be viewed as a version of the two-time-scale SA in (2) under a proper formulation.
Main assumptions
We introduce in this section various assumptions, which will be useful for our convergence analysis given in the next section. Our assumptions are similar to the ones considered in [28] . Assumption 1. The sequence {ξ k } is a Markov chain with state space S. In addition, the following limits exit
Assumption 2. We assume that the matrices and vectors in (2) are uniformly bounded, i.e., for all i, j = 1, 2 and ξ ∈ S there exists a positive constant B such that
This also implies that the limits of these matrices and vectors are also bounded with the same constants.
Assumption 3. We assume that the matrices A 11 and ∆ = A 22 − A 21 A −1 11 A 12 are positive but not necessarily symmetric, i.e., max { X T A 11 X , X T ∆X } > 0 for any vector X.
Finally, we consider an assumption about the mixing time of the Markov chain {ξ k }.
Assumption 4. Given a positive constant α, we denote by τ (α) the mixing time of the Markov chain {ξ k }. We assume that for all i, j = 1, 2 and ξ ∈ S
In addition, the Markov chain {ξ k } has a geometric mixing time, i.e., there exist a constant C such that
We note that Assumption 1 is to guarantee the stability of the underlying Markov chain, while Assumption 2 can be guaranteed through a proper scaling step. Indeed, in the case of policy evaluation problems with linear function approximations the matrices A ij are defined based on the chosen feature vectors and b i depends on the immediate reward. In this case, one can properly rescale A ij through feature normalization, while the reward is always assumed to be bounded [18] . Assumption 3 is used to basically guarantee the existence and uniqueness of the solution (X * , Y * ) in (1) . This condition is satisfied in the context of policy evaluation problems with linear function approximation [10] . One can relax this assumption to require that the matrices A 11 and ∆ have complex eigenvalues with the positive real parts. Such an extension is straightforward, which we will discuss later. Finally, Assumption 4 is needed in our finite-time analysis, where it states that the Markov chain {ξ k } converges to the stationary distribution exponentially fast. Note that this condition is satisfied when the underlying Markov chain is finite and ergodic [29] .
Main observations
To study the finite-time convergence of (2) we provide the main observation behind our approach. Indeed, we first reformulate the updates in (2) as
where ǫ k and ψ k are Markovian noise defined as
Here A ij and b i , for all i, j = 1, 2, are given in Assumption 1. By letting α k and β k decrease to zero at proper rates, one can hope to asymptotically eliminate the impact of the noise while finding the solution (X * , Y * ). In addition, under Assumption 3 and by Eq. (1) that (X * , Y * ) satisfies
which explains Assumption 3 to guarantee the existence and uniqueness of (X * , Y * ). Based on Eqs. (6) and (8), our main observation is given as follows. Suppose that X k converges after some time k and α k decreases to zero, then by (6) ideally we should have
Moreover, if Y k converges to Y * then X k converges to Y * , which can be seen from (8) . Thus, to study the convergence of the linear two-time-scale SA (6), it is equivalent to consider the convergence of the follow residual variablesX k ,Ŷ k to zeroX
Indeed, the rest of this paper aims to study the rate of convergence of X k 2 and Ŷ k 2 to zero in expectation. Moreover, as will be seen in the next section, introducing such residual variables helps us to facilitate our analysis. Such an observation was considered in [24] . However, while an asymptotic convergence rate was provided under i.i.d noise, we provide here a finite-time analysis for the convergence of the linear two-time-scale methods under Markovian noise.
Finite-time error bounds
In this section, we present the main results of this paper, where we provide a finite-time error bound for the convergence of the mean squared errors of the residual variables in (9) . Our result basically states that the mean square errors converge to zero at a rate O(1/k 2/3 ) where k is the number of iterations. Our analysis also gives some insights about the choice of the two step sizes for different scenarios, which might also be useful for practical implementation. More details of step size selection are given later.
We start our analysis by introducing a bit more notation. Recall that A 11 and ∆ satisfy Assumption 3, that is, they are positive. We denote by 0 < γ and 0 < ρ the smallest eigenvalues of A 11 and ∆, respectively. In addition, let λ 1 ≤ . . . ≤ λ n be the singular values of A 11 and σ 1 ≤ . . . ≤ σ n be the singular values of ∆. Moreover, let K * be a positive integer such that
where recall that τ (α k ) is the mixing time defined in Assumption 4 associated with the step size α k . Note that such a positive integer K * exists since α k is chosen to be nonincreasing and decreasing to zero, and τ (α k ) = C log(1/α k ) given in (5) implying
Finally, we consider the following Lyapunov function V , which takes into account the coupling between the two variables and step sizes,
We now ready to state the main result of our paper, which is the rate of convergence of X k 2 and Ŷ k 2 in expectation, in the following theorem. The analysis of this result is presented in Section 3.2 Theorem 1. Suppose that Assumptions 1-4 hold. Let {X k , Y k } be generated by (2) with X 0 and Y 0 initialized arbitratily. Let {α k , β k } be two sequences of nonnegative and nonincreasing step sizes satisfying
where C 0 is some positive constant. Moreover, we denote by C 1 , C 2 positive constants
In addition, let
where the constant C is defined in (5) .
Remark 1. We first make some comments about the upper bound in Eq. (15)
The first term shows the dependence on the initial conditions while the last term shows the dependence on the mixing time through the factor C log 2 (k + 1). Both of these impacts decay to zero at a ratẽ O(1/(k + 1)) as we would expect. On the other hand, the second term shows the coupling between the slow and fast iterates through the ratio O(β k /α k ). This partially explains the rate O(1/k 2/3 ) for some specific choice of α k and β k . We discuss more details about the step size selection in the next subsection. Second, our convergence rate in (15) is the same as the one studied in [24, 26] . However, our result is fundamentally different from the one studied in [24] since they provide an asymptotic rate under i.i.d noise. On the other hand, we study finite-time error bounds of the iterates at every iteration k ≥ 0 under Markovian noise. Our result is an extension of the ones in [26] , where the authors consider i.i.d samples.
Finally, in the context of policy evaluation problems in reinforcement learning presented in Section 2.1, our result shows that the GTD algorithm converges in expectation at a rate O(1/k 2/3 ). In [25] the authors show that this method converges at a rate O(k −1/3+κ/3 ) with high probability for κ ∈ (0, 1).
Step size selection
In Eq. (14) we show the impacts of the two step sizes on the performance of the two-time-scale SA. One can use this upper bound to choose the two step sizes for different applications as long as they satisfy our conditions (12) . One choice of these step sizes {α(k), β(k)} can be given as
In addition, we refer to the first term V * K on the right-hand side of Eq. (15) as the "bias" since it depends on the initial conditions. Similarly, we call the other terms as the "variance" in the updates. One can choose the step size β k as large as possible, e.g., β k = 1/k 3/4 , to quickly eliminate the bias in (14) . However, the larger β k the slower the variance decays to 0, as can be seen from the ratio β 3 k /α 2 k . In general, one needs to balance these two step sizes. Since the mixing time τ (α k ) = O(log(1/α k ) much smaller than the two step sizes it can be ignored here. Thus, using the variance term one can choose the step sizes α k , β k such that
which together with the bias term yields our choice in deriving Eq. (15) .
Finally, under constant step sizes, i.e., β k = β and α k = α with some proper choice of α, β, we recover the results studied in [28] . In this case, we have V k decays exponentially fast to a ball surrounding the origin, where the size of the ball depends on the step sizes α, β.
Proof of Theorem 1
We now provide the analysis of our main results in Theorem 1. We first present the following three key lemmas, where their proofs are presented in Section 5 for convenience. Recall that γ and ρ are the smallest eigenvalues of ∆ 11 and ∆, respectively. Also, λ 1 ≤ . . . ≤ λ n and σ 1 ≤ . . . ≤ σ n are the singular values of A 11 and ∆, respectively. Finally, we denote byẐ = [X T ,Ŷ T ] T .
Lemma 1. Consider the assumptions in Theorem 1. Then for all
Lemma 2. Consider the assumptions in Theorem 1. Then for all
Lemma 3. Consider the assumptions in Theorem 1. Given C 1 in (13) we have
With these preliminary results, we now proceed to show Theorem 1.
Proof of Theorem 1.
Let ω k be defined as
First, since β k /α k is nonincreasing, multiplying both sides of Eq. (16) by ω k gives
By (12) 
Thus, using the preceding relation and adding Eq. (19) to Eq. (17) yields
By using Eq. (18), the preceding relation gives Eq. (14), i.e.,
where C 2 is defined in (13) and we use Assumption 2 to have σ n ≤ 1/4. Next, we consider the choice of
which when substituting into Eq. (14) yields for all k ≥ K *
Using the integral test and τ (α k ) = C log(1/α k ) we consider
Applying these relations into Eq. (20) immediately gives us Eq. (15).
Remark 2. One can relax Assumption 3 to only require that the matrices A 11 and ∆ have complex eigenvalues with positive real parts. Indeed, there exist two real positive definite matrices P X and P Y satisfying the Lyapunov equation
Thus, we only need to replace the norms X k 2 and Ŷ k 2 by the weighted norms X k 2 PX and Ŷ k 2 PY , respectively, where X 2 P = X T PX.
4 Restarting Two-Time-Scale SA
In this section, we improve the convergence of the linear two-time-scale SA studied in Theorem 1 by adopting the restarting method from optimization literature; see for example [30] . The main motivation of this method can be explained as follows. By Eq. (15) and since log 2 (k + 1) ≤ (k + 1) 1/3 for all k ≥ 0, we obtain
As we mention in Remark 1, the first term of (21) represents for the bias and the second term is the variance of the Markovian noise. While there is a little hope to improve the convergence of the variance, we can improve the convergence of the bias, which depends on the initial condition of our method. In addition, the convergence of the bias depends on the mixing time (transient time) of the Markov chain, which has geometric convergence due to Assumption 4. Thus, we should expect that this bias should decay to zero exponentially. However, due to our choice of the time-varying step sizes we only have a sublinear rate as shown in Eq. (21), that is, when the step sizes become small the convergence rate of the bias and the variance are the same. To address this issue we present below a restarting scheme, where we restart the two-time-scale SA whenever the rates of the bias and the variance are equal. This will help us to keep the step sizes from becoming small, therefore, improving the convergence of the bias. To do that, we first consider the following result to quantify the Lyapunov function V k for k ≤ K * , the transient time of the two-time-scale updates. The proof of this lemma is presented in Appendix A.3.
Lemma 4. Suppose that Assumption 2 holds. Let {X k , Y k } be generated by (2) with X 0 and Y 0 initialized arbitratily. Let α k = α 0 /(k + 1) 2/3 and β k = β 0 /(k + 1) satisfying (12) . Given K * in (10) we have
Next, using Eq. (22) into Eq. (21) we have
where Ψ 1 and Ψ 2 are defined as
Thus, to find a solution such that V k ≤ ǫ the total number of iteration required by the two-time-scale method is at most
We now present the restarting scheme to improve the convergence of the bias (the first term) in (25) . Suppose that given a point Z 0 = [X T 0 , Y T 0 ] T we can guess a bound ∆ 0 such that V 0 ≤ ∆ 0 . Then given an infinite sequence of samples {A ij (ξ k )} and {b i (ξ k )} for i, j = 1, 2, the restarting method is formally stated in Algorithm 1. The complexity of this algorithm is presented in the following lemma, where we show that the bias (the term associated with the initial condition) converges to zero exponentially. The analysis of this lemma is adopted from the work in [30] . (a) Run N k iterations of (2) with Z 0 =Z k−1 and the step sizes in (12) , where
Lemma 5. 
In addition, this restarting method will find a solution such thatṼ K ≤ ǫ for any ǫ ∈ (0, ∆ 0 ) in at most K = ⌈log(∆ 0 /ǫ)⌉ epochs. That means, the total number of iterations performed by this restarting linear two-time-scale SA to find such an ǫ-solution is bounded by
Proof. We show Eq. (27) by induction. For k = 0, clearly we haveṼ 0 ≤ ∆ 0 . Assume that for some s ≥ 1 we haveṼ k−1 ≤ ∆ k−1 = ∆ 0 2 −(k−1) . We first have
Second,
which concludes our induction proof. Thus, to find an ǫ ∈ (0, ∆ 0 ) solution we need K = ⌈log(∆ 0 /ǫ)⌉ and the total number of iterations is given by
Remark 3. As can be seen from Eqs. (25) and (28) that the restarting method requires much smaller number of iterations to eliminate the impact of the bias than the one without restarting. Restarting scheme also keeps the step sizes from getting too small, which is benefit for the practical implementation of the algorithm. In addition, using restarting method with time-varying step sizes we get the same complexity as compared to the one using constant step sizes studied in [28] .
We note that the main practical challenge in implementing the restarting method is to determine the integer N k given in (26) . This number in general depends on the unknown mixing time τ (α k ) of the underlying Markov chain. One way to circumvent this issue is to utilize the technique recently studied in [28] for the linear two-time-scale methods under constant step sizes. In particular, to decide the restarting time N k one can consider the time where the bias and variance in Eq. (23) are equal, i.e., Ψ 1 V 0 = Ψ 2 k 1/3 . The technique in [28] helps to compute this quantity by deciding the time when the curve of the bias term is horizontal (when the Markov chain becomes close to its steady-state). We refer interested readers to [28] for more details of this interesting technique. Then instead of reducing the constant step sizes as suggested in [28] , we restart our time-varying step sizes as shown in Algorithm 1. Decreasing the step sizes might make the progress of the algorithm become slow since the step sizes are small as the number of iteration getting bigger.
Proofs of Technical Lemmas 1-3 5.1 Preliminaries
We first provide the recursive updates ofX k andŶ k based on Eq. (6). This lemma was studied in [26] , so its proof is omitted here for brevity.
where ∆ = A 22 − A 21 A −1 11 A 12 satisfies Assumption 3. Next, we provide upper bounds for the size of the noise ǫ k and ψ k where recall that
Lemma 7. Suppose that Assumption 2 holds. Let {α k , β k } be two sequences of nonnegative and nonincreasing step sizes and K * 1 satisfy (10) . Then for all k ≥ K *
T and by using Eq. (7) we have
which implies Eq. (31), i.e.,
where in the third inequality we use Eq. (59) in Appendix and recall that λ 1 is the smallest singular value of A 11 .
Finally, to show the results in Lemmas 1-3, we consider the following important results about the bias due to the Markovian noise ǫ k and ψ k . Indeed, since we have E[ǫ k |F k ] = 0 and E[ψ k |F k ] = 0 for F k containing all the history up to time k, we have to carefully quantify the sizes of the noise in our update. The following lemma is to achieve this goal. The analysis of these results is quite complicated, so we delay it to Appendix A.2 for an ease of exposition. 
Using Lemmas 7 and 8, we now proceed with our main analysis in this section.
Proof of Lemma 1
Proof. For convenience, let h k be defined as
where ∆ = A 22 − A 21 A −1 11 A 12 satisfying Assumption 3. Thus, by Eq. (29) we havê
which gives
Recall that γ > 0 is the smallest eigenvalue of A 11 , λ 1 is the smallest singular value of A 11 , and σ n is the largest singular value of ∆. Using Assumption 2, i.e., A ij ≤ 1/4 for all i, j = 1, 2, we first consider
Second, we have
Third, using the Cauchy-Schwarz inequality we obtain
Using the previous three relations, we consider
Next, using Eq. (31) and Assumption 2 we consider
Finally, we consider the last term on the right-hand side of Eq. (35)
Using Eqs. (32) and (33), consider the first term on the right-hand side of (38)
Next, consider the second term on the right-hand side of Eq. (38) by using Eq. (31) and Assumption 2
which by applying the inequality 2xy ≤ x 2 + y 2 for x, y ∈ R to the last term on the right-hand side yields
Similarly, consider the last term on the right-hand side of Eq. (38)
which similar to Eq. (40) (by using Eq. (31) again) yields
Using Eqs. (39) -(41) into Eq. (38) yields 
where in the last inequality we use β k ≤ α k .
Proof of Lemma 2
Proof. Recall that σ 1 ≤ . . . ≤ σ n are the singular values of ∆ and ρ is the smallest eigenvalue of ∆. By Eq. (30) we first consider
Next, using Assumption 2 we consider the following three relations
3
Using the preceding three relations, we consider
Second, using Eq. (31) we obtain
Finally, the last term on the right-hand side of Eq. (43) can be bounded by using Eqs. (34) and (31) as
Thus, using Eqs. (44)-(46) into Eq. (43) yields Eq. (17), i.e.,
Proof of Lemma 3
Proof. Since α k and β k satisfy (12) we first have
Adding Eq. (16) to Eq. (17) and using the preceding relation and
where we use Assumption 2 to have σ n ≤ 1/4, and Γ 1 and Γ 2 are defined as
Let w k satisfy w 0 = 1 and
On the one hand, using (1 + x) ≤ e x for all x ≥ 0 and (12) we have
On the other hand, using 1 + x ≥ e −x for all x ≥ 0 and (12) we obtain
Thus, dividing both sides of Eq. (47) by w k+1 and using Eq (50) give
which by using Eq. (49) immediately gives Eq. (18).
Conclusion
In this paper, we studied a finite-time performance of the linear two-time-scale SA under time-varying step sizes and Markovian noise. We show that the mean square errors of the variables generated by the method converge to zero at a sublinear rate O(k 2/3 ). In addition, we consider a restarting scheme to improve the performance of this method, in particular, in speeding up the transient time of the linear two-time-scale SA. Few more interesting questions left from this work are the finite-time performance of the nonlinear counterparts and their applications in studying reinforcement learning algorithms with nonlinear function approximation.
[31] T. T. Doan, S. T. Maguluri, and J. Romberg, "Finite-time performance of distributed temporal difference learning with linear function approximation," available at: https://arxiv.org/abs/1907.12530, 2019.
A Proof of Lemmas 8
We provide here the proof of Lemmas 8 stated in Section 3.2. Recall that we denote by γ > o and ρ > 0 the smallest eigenvalues of A 11 and ∆, respectively. In addition, λ 1 ≤ . . . ≤ λ n are the singular values of A 11 and σ 1 ≤ . . . ≤ σ n are the singular values of ∆. By Assumption 2, we have λ i ≤ 1/4. Finally, for convenience we introduce the following notation
.
(51)
A.1 Preliminaries
We start by considering the following sequence of lemmas, which will be used later. We first provide some useful bounds for Z k − Z k−τ (α k ) .
Lemma 9. Suppose that Assumption 2 holds. Let {α k , β k } be two sequence of nonnegative and nonincreasing step sizes and K * satisfy (10) . Then for all k ≥ K *
Proof. UsingÃ k andb k in Eq. (51) , and by Eq.
(2) we have
Taking the 2−norm on both sides of Eq. (54) yields
where the last inequality is due to Assumption 2 and the fact that β k /α k ≤ 1. Using the preceding relation and by Eq. (10) we have for all k ≥ K *
where the third inequality we use the relation (1 + x) ≤ e x for all x ≥ 0. Next, by the triangle inequality and using Eq. (54) we obtain Eq. (52), i.e., for all k ≥ K *
where the last inequality we use Eq. (10) and log(2) ≤ 1/2. Finally, using the triangle inequality the preceding relation yields
which by using Eq. (10) and log(2) ≤ 1/3 we obtain Eq. (53), i.e.,
Similarly, we obtain a sequence of upper bounds for Ẑ k −Ẑ k−τ (α k ) .
Lemma 10. Let all the conditions in Lemma 9 hold. Then for all k ≥ K *
Proof. Recall thatẐ k = [X T k ,Ŷ T k ] T , and by Eq. (9) we havê
which implies that
Note that λ i ≤ . . . ≤ λ n are the singular values of A 11 implying that 1/λ 1 ≥ . . . ≥ 1/λ n are the ones of A −1 11 . Thus, using Assumption 2 the preceding relation gives
On the other hand, using Eq. (9) one more time yieldŝ
Thus, we have
which by using Eqs. (52) and (59) yields Eq. (56), i.e.,
Similarly, using Eq. (53) into Eq. (61) gives Eq. (57), i.e.,
Finally, using the relation (x + y) 2 ≤ 2x 2 + 2y 2 we obtain Eq. (58), i.e.,
Lemma 11. Let all the conditions in Lemma 9 hold. Then for all k ≥ K *
Proof. Using Eq. (59) we first consider
Next, by (10) we have α k;τ (α k ) ≤ log(2) ≤ 1/3 for all k ≥ K * 1 . Thus, using Eq. (58) we have for all k ≥ K *
Substituting the preceding relation into the first term on the right-hand side of Eq. (64) yields Eq. (62)
Similarly, we obtain Eq. (63), i.e., 
Proof. Using Eq. (60) yields
which by using λ 1 the smallest singular value of A 11 and Assumption 2 gives
Using the preceding relation we next consider
which by using Eqs. (57), (58), and (10) (to have α k;τ (α k ) ≤ 1/3) yields
Applying the inequality 2xy ≤ x 2 + y 2 ∀x, y ∈ R to the second term yields Eq. (65)
Second, using Eq. (59) we consider
We now analyze each term on the right-hand side of Eq. (69). First, using Eqs. (58) and (10) (to have α k;τ (α k ) ≤ 1/3) the first term can be upper bounded by
Next, we consider the second term by using Eq. (57)
In addition, using Eq. (57) again the third term is upper bounded by
Thus, substituting the preceding three relations into Eq. (69) yields Eq. (66), i.e.,
Finally, using Eqs. (68) and (58) we obtain Eq. (67), i.e.,
where the last inequality is due to Eq. (10), i.e., α k;τ (αk) ≤ 1/3.
A.2 Proofs of Lemma 8
We now utilize Lemmas 11 and 12 to show the results stated in Lemma 8. Due to the Markov samples, the noise is not a Martingale difference and it is dependent. To circumvent this, we properly use the geometric mixing time τ of the underlying Markov chain, which allows a systematic treatment of the Markovian "noise". In particular, by considering the conditional expectation w.r.t F k−τ (α k ) instead of F k , the noise dependence becomes quantifiably weak for observations τ (α k ) steps apart. This observation has been used in [19, 20, 28, 31] to address Markov samples for other settings. We now proceed to present our analysis.
Proof. As will be seen shortly, Eqs. (32)-(34) can be derived by using the same steps. Indeed, one can show these results through studying E[ǫ T k ΓX k ] for some given constant matrix Γ. Then, by choosing Γ properly we can obtain the desired results. We start by using the definition of ǫ k in Eq. (7) to have
where recall that Z k = [X T k , Y k ] T and D 1 (ξ k ) is defined as
The equation above givesX
We first consider the first term on the right-hand side of Eq. (72) aŝ
Next, to give an upper bound for the right-hand side of the preceding relation, we consider the following four relations. Recall that F k contains all the history generated by the method up to time k.
1. Taking the conditional expectation of the first term on the right-hand side of (73) w.r.t F k−τ (α k ) and using (71) and Assumption 4 yield
where the last inequality is due to (62).
2. Using the triangle inequality, Eq. (71), and Assumption 2 we havê
where the last inequality is due to Eq. (65). Here recall that λ 1 is the smallest singular value of A 11 .
3. Using Eq. (66) yields 
We next take the expectation on both sides of Eq. (73) and use the four relations above to have 
Similarly, we consider the last term on the right-hand side in (72)
Taking the conditional expectation of the first term on the right-hand side of Eq. (75) yields
Taking the expectation on both sides of Eq. (75) and using Eqs. (57), (63), and the preceding relation give 
where in the last inequality we use α k ≤ α k−τ (α k ) and α k;τα k ≤ τ (α k )α k−τ (α k ) . By letting Γ = I gives us Eq. (32). Moreover, using a similar approach as above immediately gives us Eqs. (33) and (34). First, similar to Eq. (70) one can write ψ k by using Eq. (7) as
Second, note that max{ X k , Ŷ k } ≤ Ẑ k . Thus, by repeating the same line of analysis and using Assumption 2 we obtain Eqs. (33) and (34).
A.3 Proof of Lemma 4
Proof. LetẐ k = [X T k ,Ŷ T k ] T . Recall from (9) that
Thus, using Assumption 2, i.e., λ 1 ≤ 1/4, we have
Using the first inequality in Eq. (55) we have
(1 + α ℓ )
On the other hand using the equation of Z k above we have
Thus, we obtain
In addition, using Eq. (12) we also have 1 2γρ
Thus, using the preceding two relations and Eq. (77) we consider
By letting k = K * we obtain Eq. (22) 
