This paper examines the relationship between innovation carried out by the business sector and economic growth in the 28 member states of the European Union, divided into two groups (1 and 2) according to their innovation performance. We use fixed effects panel data methods to test the hypothesis that business sector innovation plays a relevant role in explaining the behaviour of real GDP per capita, estimating two growth regressions according to data availability (1990-2015 and 2008-2015; unrestricted/restricted sample). The results indicate that the role of business sector innovation in economic growth not only varies according to the sample of countries and the period under analysis but also the proxy for innovation used. In group 1 (above average innovation performance) the innovation indicators statistically significant in explaining growth also present a positive sign (with a few exceptions). In group 2 (below average innovation performance) on the other hand, the statistically significant business sector innovation indicators present a negative sign. One possible justification for these signs are differences in absorptive capacity so that the growth benefits of innovation activities depend on aspects such as human capital availability, accumulated knowledge, technological and financial support. Since group 1 includes countries with higher absorptive capacity, business sector innovation is effectively translated into faster economic growth. In group 2, innovation activities do not translate into productivity increases due to a lack of absorptive capacity. Additionally, resources used in innovation activities might compete with other activities more relevant in terms of the stage of the growth process these countries are in so that innovation saps growth
INTRODUCTION
There seems to be a consensus in the literature that innovation drives economic growth, supported both by the neoclassical theory of exogenous growth, but especially by endogenous growth models, pointing to technological progress and thus innovation as drivers of economic growth, albeit from different perspectives ( (Solow, 1956) ; (Lucas, 1988) ; (Romer, 1990) ; (Jones, 1995) ; (Jones, 2005)) . At the firm level, several studies examine the relationship between innovation carried out by firms with the respective productivity levels and growth ((OECD, 2009) ; (Mohnen and Hall, 2013) ). Eurostat data show that the intensity of R&D expenditures in the 28 EU Member States (EU) increased between 2005 and 2014, with expenditure carried out by the business sector increasing from 1.10 % of GDP in 2005 to 1.30% in 2014. Innovation through R&D and investments in technology are considered essential to ensure competitiveness and increase productivity and in this way, sustain economic growth (Pece, 2015) .
Innovation is however difficult to measure since it encompasses technological aspects, such as new or significantly improved products/ services, but also includes non-technological aspects, such as new organisational models, new marketing strategies, or new processes (Mohnen and Hall, 2013) . The aim of this paper is to relate the different aspects of innovation by firms (technological and non-technological) to a country's long-term macroeconomic performance (economic growth), grouping the different countries under analysis according to different characteristics/indicators of their business sector innovation activity. In particular, we aim at better understanding the relationship between inputs and outputs of business innovation and the behaviour of output in different groups of countries. Following the identification of country groups based on the performance of indicators of inputs and outputs of innovation activities relative to the EU28 average, we estimate two empirical models that correspond to growth regressions where the different innovation indicators are the main explanatory variables taken alongside other relevant growth determinants. Depending on data availability, the period under analysis is 1990-2015 or 2008-2015 , for unrestricted and restricted country samples.
The remainder of the paper is organized as follows: after the introduction, the second section contains a brief review of the literature on the relationship between innovation and growth. In the third section, we analyse the average performance of firms' innovation activity in terms of inputs and outputs, grouping the countries under analysis according to their position relative to the EU28 average. The next section contains the methodology and results. In the final section, we present the main conclusions.
INNOVATION AND GROWTH: THEORY AND EVIDENCE
In the 1930s, Joseph Schumpeter highlighted that economic growth is caused by innovation, in particular, creative destruction, with business innovation fundamental for this change. (Solow, 1956 ) Also stresses that technological progress is the driver of growth, but does not provide an explanation how the decisions by economic agents in terms of input allocation between final goods production and innovation activities can influence the pace of economic growth. In the mid-1980s, endogenous growth theories assign knowledge a fundamental role in the explanation of technological progress. First-generation endogenous growth models consider innovation as an unintentional by-product of inputs accumulation, for instance through from learning by doing or learning by studying ( (Romer, 1986) ; (Lucas, 1988) ). Second-generation endogenous growth models, pose that decisions by firms concerning R&D activities increase the respective productivity levels and also generate positive externalities in terms of productivity improvements in other firms, and, consequently, faster growth ( (Romer, 1990) ; (Jones, 1995) ).
There thus seems to be a consensus in the literature that technological progress and innovation are at the basis of economic growth, with many empirical studies presenting evidence on this link. For instance, (Ulku, 2004) , using panel data to study the relationship between economic growth, R&D expenditures and innovation in 20 OECD member states and 10 non-member countries, concludes that innovations (measured by patents) have a positive growth impact, although only developed OECD countries seem to be able to increase the level of innovation through R&D expenditures. (Pradhan et al., 2016 ) studied 18 Eurozone countries over the period 1961-2013, using time series data. The dependent variable considered was the growth rate of real GDP per capita and the independent variables correspond to five indicators of innovation (number of patents per resident per thousand inhabitants, number of patents per non-residents per thousand inhabitants, number of patents per resident and non-resident per thousand inhabitants, real R&D expenditures as a percentage of real GDP and researchers involved in R&D activities per million inhabitants) and eight indicators of financial development. The authors conclude that financial development and innovation are important in determining economic growth and that long-term growth depends on countries' ability to innovate in order to remain competitive, which requires adequate (financial) resources devoted to R&D activities. In a recent study, (Maradana et al., 2017) examined 19 EU member states and concluded that there is a long-run equilibrium relationship between the innovation indicators used (resident patents, non-resident patents, R&D expenditures, R&D researchers, high-tech exports, and scientific and technical journal articles) and growth.
However, despite the consensus on the importance of innovation for economic growth, many authors recognise that it is difficult to measure this concept, which hampers the results from empirical studies. Measuring innovation in a precise and rigorous way is critical to correctly assess its effect on growth (Hasan and Tucci, 2010) . Often business innovation is not included in the analysis due to data availability and accessibility (microdata) issues (OECD, 2009 ). In addition, there is no unique and perfect measure of innovation.
According to (Hong et al., 2012) , in practice, companies innovate in different ways: investing in R&D, actively patenting, cooperating with external partners, acquiring technology externally via licensing, through design, marketing and staff training. It is, therefore, crucial to choose the adequate innovation proxies, although previous studies do not all point in the same direction concerning this choice. Several authors consider R&D expenditures as a proxy for innovation, e.g. (Goel and Ram, 1994) and, more recently, (Freimane and Bāliņa, 2016) . But, according to (Wang, 2013) , since (Schmookler, 1966) demonstrated the adequateness of patent data as an indicator of innovation, these have often been the preferred proxy for innovation. Similar to other authors, (Wang, 2013) considers that R&D expenditures are only inputs to innovation activities and do not measure innovation results/outputs. The literature also distinguishes between two types of measurement of innovation: indirect and direct (Hong, Oxley and McCann, 2012) . According to the authors, R&D expenditures are indirect measures since they only measure inputs to innovation activities, while patents focus on the successful commercial application of innovations. However, (Hong, Oxley and McCann, 2012) consider that for econometric analysis the best option is to use direct measures, which may be objective (when it comes to the number of innovations or "count of innovations") or subjective.
The OECD Oslo Manual (OECD, 2005) identifies the existence of four different types of innovation: product, process, marketing and organisational. Product innovation refers to the "introduction of new or significantly improved goods or services concerning its intended characteristics or uses" ((OECD, 2005) , p.57). Process innovation refers to the "implementation of a new or significantly improved production or distribution method" ((OECD, 2005) , p.58). Marketing innovation refers to "implementing a new marketing method with significant changes in product design or packaging, product positioning, promotion or pricing" ((OECD, 2005) , p.59). Finally, organisational innovation concerns the "implementation of a new organisational method in the company's business practices, in the organisation of its workplace or in its external relations" ((OECD, 2005) , p.61).
At the firm level, several studies show a positive relationship between productivity and different types of innovation (Moreno and Surinach, 2014) . Based on the former OECD classification, (Hall, 2011) concluded that there are significant impacts of product innovation on productivity, but, on the other hand, the impact of process innovations is more ambiguous and may even be negative. (Tavassoli and Karlsson, 2015) analysed the persistence of the innovation behaviour by firms and, similar to (Hall, 2011) , concluded that the degree of persistence is not the same for all types of innovations, being greater for product innovations: product, process, and organizational innovations have a "true" dependency, that is, the decision to innovate in the next period is influenced by the success of the innovation of the previous period, while marketing innovations have a "false" dependency because the persistence effect does not remain in marketing innovations. (Mohnen and Hall, 2013) updated the previous research analysing the existing evidence on the effects of technological and non-technological innovations on the productivity of firms and the existence of potential complementarities between the different types of innovation. The authors concluded that all types of innovations contribute to improved productivity performance. (Moreno and Surinach, 2014 ) also sought to empirically analyse the relationship between the business sector innovation and productivity growth in 25 EU Member States, as well as in Iceland, Norway and Turkey for the period 1998-2000 and 2002-2004, concluding that innovation has a positive impact on productivity growth, but this impact is more important in the case of process innovations than output innovations, which can be justified on the basis that by introducing a new production process firms become more efficient, reducing costs and, thus, increasing productivity.
To sum up, it is consensual in the literature that innovation boosts economic growth and, from a business sector perspective, the introduction of innovations by firms, whether a product, process, organisational or marketing innovations, leads to an increase in the respective productivity, which should also lead to faster economic growth. The present studies contribute to the existing literature by carrying out a comprehensive analysis of the relationship between firms' innovation activity and economic growth taking into account a wide array of indicators (technological and non-technological) to measure business sector innovation (inputs and outputs).
BUSINESS SECTOR INNOVATION IN THE EU28: A COMPARATIVE ANALYSIS
In this section we differentiate the 28 EU Member States in terms of the innovation activity carried out by the respective business sector (firms), grouping countries into different sets according to their average performance in terms of inputs and outputs, i.e. differences between innovation efforts/investments and the results of innovation activity for the countries under analysis, relative to the EU28 average.
The business sector innovation indicators related to inputs considered in this study are R&D expenditures, innovation expenditures in the business sector, percentage of firms that promote the training of their employees, total staff in R&D activities and researchers in R&D activities. Outputs are represented by the following indicators: number of patent applications by the business sector to the European Patent Office (EPO), number of patents granted by the USPTO to the business sector, number of registrations of trademark applications, percentage of Small and Medium Enterprises (SMEs) that introduce product or process innovations, percentage of SMEs that introduce marketing or organizational innovations, percentage of SMEs that innovate internally, and percentage of innovative SMEs that cooperate with others. Table A .1 in the appendix summarises the indicators used, as well containing a detailed description and classification of each indicator according to the European Innovation Scoreboard (EIS) 2017.
The countries under analysis were grouped based on their average performance in terms of inputs and outputs of business sector innovation relative to the EU28 average for the period 2008-2015. We started by computing, for each country, the average indicator for the period 2008-2015. Next, we computed the ratios of each of these indicators relative to the EU28 average (EU28=100). Finally, in order to analyse the overall performance in terms of either inputs or outputs, we computed the average of the ratios for each of these two categories, based on the relative performance of each indicator. Four different groups were identified.
The first group of countries (group 1) is made up of countries with average performances above that of the EU28 in terms of both inputs and outputs of business sector innovation. This group comprises ten countries: Austria, Belgium, Denmark, Finland, France, Germany, Ireland, Luxembourg, the Netherlands and Sweden. In the EIS classification for 2015, these countries are classified as innovation leaders (Sweden, Netherlands, Luxembourg, Finland, Denmark, and Germany) and strong innovators (Ireland, France, Belgium, and Austria) . Figure 1 contains information on the relative performance of these member states in terms of inputs and outputs for the period 2008 to 2015 relative to the EU28 average. According to Figure 1 , all these member states have higher performances in inputs and outputs compared to the EU28 average, with Finland, Sweden, Denmark, Austria, Germany and Luxembourg recording the highest ratios. However, this aggregate information masks different performances in terms of the various indicators used to measure inputs and outputs. Only Germany and Sweden perform above the EU28 in all indicators. The remaining member states have lower performances than the EU in some indicators. For instance, Austria, Belgium, Denmark, Finland, France, Ireland, Luxembourg and the Netherlands show levels of expenditure on innovation by the business sector (excluding R&D) below the EU28 average. On the output side, Austria, Denmark and Luxembourg have performances above the EU28 average in all indicators, especially for registration of trademark applications in Luxembourg, an outlier. Belgium, Finland and France record lower than average trademark registrations applications, while in Ireland EPO performance is lower than average, as well as the trademark registrations applications 1 . The second group of countries (group 2) includes member states which, on average, perform worse than the EU28 in terms of both inputs and outputs of business sector innovation. This group includes fifteen countries: Bulgaria, Croatia, Czech Republic, Estonia, Greece, Hungary, Italy, Latvia, Lithuania, Malta, Poland, Portugal, Romania, Slovakia and Spain. In the EIS typology for 2015, these member states are classified as modest innovators (Romania and Bulgaria), moderate innovators (Croatia, Czech Republic, Greece, Hungary, Italy, Lithuania, Latvia, Malta, Portugal, Poland, Slovakia and Spain) and, in the case of Estonia, a strong innovator. Figure 2 contains information on the inputs and outputs of this group 2 for the period 2008-2015 relative to the EU28 average. According to Figure 2 , overall these countries have a performance in terms of inputs and outputs of business sector innovation below the EU28 average, although Romania, Bulgaria and Latvia stand out with levels of inputs and outputs which are more distant from the EU28 average than the other member states in this group.
On the other hand, the Czech Republic, Estonia and Malta record levels close to the EU28 average. Within this group, there are also substantial differences in the performance of certain indicators. For instance, the Czech Republic performs above the EU28 average in terms of R&D activities personnel; Croatia, Slovakia, Estonia, Greece, Latvia, Lithuania, Malta, Poland and the Czech Republic record higher than average expenditure on innovation in the business sector; and in Croatia, Slovakia, Malta, Portugal and the Czech Republic the percentage of companies promoting employee training is also above average. For output indicators: trademark applications are above the EU28 average in Malta; the same applies to product and/or process innovations and the percentage of SMEs innovating internally in Estonia, Greece, Italy, Portugal and the Czech Republic and in marketing and/or organizational innovations in Greece, Italy, Portugal and the Czech Republic 2 . The third group (group 3) is characterised by higher than average inputs and at the same time lower than average outputs. This group consists only of Slovenia, classified by the EIS in 2015 as a strong innovator and its innovative activity is very close to the EU average. According to Figure  3 , the performance is higher than average for inputs (in three out of the five indicators and very close for the others), but below average for outputs. Slovenia performs well in most input indicators but records patent levels and registrations of brand applications well below the EU28 average.
Finally, the fourth group (group 4) includes countries with inputs below the EU28 average and outputs higher than the EU28 average. Two countries, Cyprus and the United Kingdom, are included in this group. According to the EIS in 2015, Cyprus is classified as a moderate innovator and the UK as a strong innovator. In figure 4 , it is possible to see that in Cyprus the performance for inputs is lower than average, while outputs are slightly above the EU28 average. Cyprus records high innovation expenditures and percentage of firms that promote the training of officials and above the EU28 average, but low levels of patents (applications and concessions). In the United Kingdom inputs are close to the EU28 average, although slightly below, but the UK records a higher than average performance in three out of the five indicators. Outputs are below-average due essentially to trademark applications, the introduction of the product and/or process innovations, and the percentage of SMEs innovating internally (three out of seven indicators).
In the econometric analysis, since Slovenia has a large number of output indicators (four in seven) which are close to the EU28 average, this country will be included in group 1. The United Kingdom will also be considered in group 1 as inputs are close to the EU28 average, while Cyprus will be included in group 2 since it performs poorly in inputs. These changes also make the groups more in line with the EIS classification.
EMPIRICAL MODELS, METHODOLOGY AND RESULTS
In this section, we present the two empirical models estimated, the methodology used and the main results obtained for the total sample as well as for the two groups defined in the previous section.
Empirical Models
In order to study the relationship between business sector innovation and economic growth, we consider the global sample of 28 EU Member States as well as the two country groups, 1 and 2, defined in the previous section. Two periods were considered in the analysis due to data availability for some indicators of innovation activities: 1990-2015 (model 1) and 2008-2015 (model 2) .
The first empirical model (model 1) is similar to that of (Moreno and Surinach, 2014) , corresponding to an ad hoc growth regression, with variables measured at 5-year intervals, and is given by equation (1):
where: δ0 -Constant; ui,t -error term.; i -countries (i = 1, 2, …, N). t -5-years sub periods (t = 5); t-1 -initial year of each sub period.
The dependent variable in the first model, equation (1), is the annual growth rate of real GDP per capita in PPPs (Purchasing Power Parity) (ΔlnGDPrpc) for 5-years sub-periods. The data for this variable are from the Penn World Table 9 .0 (Feenstra et al., 2015) and the World Bank 3 . The main explanatory variable of the model is INOV1 (proxy for the business sector innovation activity), and the proxies used, alternatively, are six indicators of business innovation (see table A.1 in the Appendix) that constitute measures of both inputs and outputs, selected based on their importance in explaining the relationship between business sector innovation and growth, as reported in previous literature (( Hasan and Tucci, 2010) ; (Hong, Oxley and McCann, 2012) ; (Wang, 2013) ). We expect a positive sign for all the estimated coefficients, in line with the endogenous growth predictions of (Romer, 1990) and (Jones, 1995) and the results of studies such as (Freimane and Bāliņa, 2016) , (Hasan and Tucci, 2010) and (Wang, 2013) .
The control variables included were selected from the theoretical and empirical growth literature (e.g. (Romer, 1986) ; (Barro and Sala-i-Martin, 2004) ; (Hasan and Tucci, 2010) ). Initial real GDP per capita (lnGDPrpc) is expected to deliver a negative estimated coefficient based on the convergence predictions of (Solow, 1956 ) and technology diffusion growth models (Weil, 2013) with poorer countries recording higher real GDP per capita growth rates. A positive relationship is expected between investment in physical capital (GCF) and economic growth based on (Solow, 1956) and also between investment in human capital (HC) and growth as this allows for higher production of new ideas/projects and the accumulation of knowledge, leading to higher productivity and (Romer, 1990) ). Government consumption (Gov_cons) is expected to present a negative sign, assuming that these are non-productive expenditures: (Mitchel, 2005) argues that each monetary unit that the government spends means less money in the productive sector of the economy, which reduces the rate of output growth. The expected relationship between globalisation (Glob) and growth is ambiguous. According to (Samimi and Jenatabadi, 2014) , globalisation allows countries to allocate resources more efficiently, as well as benefit from economies of scale and cost reductions, which leads to higher growth. On the other hand, globalisation has negative effects on growth in countries with weaker institutions and with political instability and also in countries specializing in activities that are not effective in the process of globalization.
The second empirical model (model 2) is given by equation (2):
where: δ0 -Constant; ui,t -error term.; i -countries (i = 1, 2, …, N). t -years (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) .
In model 2 the dependent and control variables are the same as those in model 1, although the proxy for human capital now corresponds to the percentage of the population aged 15 to 64 years old with upper secondary, non-tertiary post-secondary and higher education (tertiary) due data availability. The frequency of the data used is yearly since the innovation proxies related to SMEs (INOV2) are only available for a limited number of years, from 2008 until 2015. According to the studies reviewed, a positive relationship is expected between the various business sector innovation indicators and output growth ((OECD, 2009); (Hall, 2011) ; (Mohnen and Hall, 2013) , (Moreno and Surinach, 2014) ). However, different types of innovations are expected to have different quantitative impacts. The indicators of the different types of innovation used aggregate product and process innovations into a single indicator and marketing and organisational innovations in another. We thus expect that the former will have a more significant impact than the latter, but may not contribute to the explanation of economic growth due to the inclusion of process innovations, in light of the conclusions of (Hall, 2011) and (Moreno and Surinach, 2014) . Marketing and organisational innovations might even have a negative impact on growth, according to (Tavassoli and Karlsson, 2015) .
In both models 1 and 2 the variables D1 and D2 correspond to time dummies, included to consider the potential impact of the financial crisis on real GDP per capita growth. In model 1, D1 assumes the value 1 for the five-year period 2005-2010 and 0 otherwise; and variable D2 assumes the value 1 for the last five years (2010) (2011) (2012) (2013) (2014) (2015) 
Methodology and results
The empirical models were estimated using the econometric package Gretl version 2017d. As a preliminary analysis to determine the appropriate estimation method in a static panel context, we applied the usual diagnostic tests to choose between pooled OLS, fixed effects or random effects: the F-test, the Breusch-Pagan test (Breusch and Pagan, 1980) and the Hausman test (Hausman, 1978) . The F-test allows one to choose between the pooled OLS and the fixed-effects methods: the null hypothesis (H0) considers homogeneity in the constant, so the pooled OLS method is the most adequate, against the alternative hypothesis (H1) that there is heterogeneity in the constant, so the most appropriate method, in this case, will be fixed effects. The BreuschPagan test, in turn, allows to decide between the pooled OLS method and the random effects method: H0 considers the homogeneity in the constant, so the most appropriate method is pooled OLS; H1 admits heterogeneity between countries (not constant over time), so the random effects method is the most appropriate. Finally, the Hausman test allows to decide between fixed effects and random effects: H0 considers heterogeneity across countries (not constant over time), so the random effects method is the most appropriate; H1 also considers heterogeneity across countries, but constant over time, so that the fixed effects method is the most appropriate. We performed these tests for the baseline specifications given by equations (1) and (2) and the alternative innovation indicators considering the whole sample of 28 EU member states. According to the results for F-test, the fixed-effects method is preferable to the pooled OLS method. According to the Breusch-Pagan test, the random effects is the most appropriate. Finally, from the results of the Hausman test, we concluded that the fixed-effects method is preferable to the random-effects method. Overall these diagnostic tests thus indicate that the most appropriate estimation method for models 1 and 2 considering the whole sample is the fixed effects method. We also carried out the diagnostic tests for the sub-samples, groups 1 and 2, and both empirical models. For model 1, group 1, the most appropriate method is pooled OLS for all innovation indicators, except for Trademark_APP (fixed effects); when group 2 is considered, in model 1 the most appropriate methods are: random effects for RDEpc; pooled OLS for RD_Staff, RES_RD and Patent_APP; and fixed effects for Patent_G and Trademark_APP. For model 2, the fixed effects method is the most appropriate estimation method for groups 1 and 2 4 . Table 1 presents the results of the estimation of model 1 for the whole sample using fixed effects. In each column, a different indicator of business sector innovation is considered. Regarding the control variables, the results obtained for the whole sample for lnGDPrpci,t-1 confirm the predictions, negative and statistically significant coefficients in all columns, and thus the convergence predictions of (Solow, 1956) and technology diffusion models. These results also apply to groups 1 and 2. The estimated coefficients for the investment rate also confirm predictions when the EU28 or group 2 are considered, with a positive and statistically significant sign (except column V for EU28 and VI for group 1). The estimated coefficients for human capital for the EU28 are only statistically significant in columns II and V. In group 1 the estimated coefficients confirm the predictions, positive and statistically significant, except when trademark applications are used. For group 2, we obtain a negative (although not statistically significant) relationship between human capital and economic growth in columns I and VI. In the remaining cases, we get positive coefficients but not statistically significant. As for public consumption, some of the results are not in line with the predictions: for the EU28 the estimated coefficient is negative, but not statistically significant in columns I, II, III and V, it is positive but not statistically significant in column IV and negative and significant in column VI. When the sample is restricted to group 1, the results show that an increase in public consumption has a negative and statistically significant impact on the growth rate of real GDP per capita. When the sample is restricted to group 2, the results indicate that the relationship between public expenditure and growth is negative for columns I, II, III, IV and VI but not statistically significant. The results found for the EU28 show that the globalisation index has a positive and statistically significant impact on growth, supporting the predictions of (Samimi and Jenatabadi, 2014) . These results continue to apply for groups 1 and 2, with a few exceptions. Overall, these results indicate that our growth regression is correctly specified since the majority of the results are in line with evidence from previous empirical growth studies.
Main results of the estimation of model 1
Regarding the time dummy D1 (2005-2010) , for the EU28 and the subsamples the majority of results show a negative (and generally statistically significant impact) on growth. As for the results with the time dummy D2 (2010-1015), for the EU28 and group 1, in general, the estimated coefficient is not statistically significant, while for group 2 the coefficient is positive and usually statistically significant. These results indicate that the sovereign debt crisis period did not affect all the EU countries in the same way.
Turning now to the results for our main explanatory variables, when inputs of business sector innovation are used (R&D expenditure, total R&D staff and R&D researchers), the results obtained with the EU28 (Table 1 , columns I, II and III) indicate that these inputs do not contribute to growth over the period 1990-2015, since the respective estimated coefficients are not statistically significant. These results remain for group 1, as can be seen from Table A .2, columns I, II and III. The results obtained for group 2 (Table A. 3) are different: an increase in total R&D personnel and R&D researchers has a negative and statistically significant effect, contrary to predictions. The lack of statistical significance for group 1 could be because these inputs, in reality, do not result in successful innovations, with economic value, and thus do not lead to productivity increases and faster growth. It could also be the case that there is a time lag between R&D activities and innovations becoming effective (Wang, 2013) . As for group 2 5 , these countries might be devoting R&D expenditures to the imitation of innovations from developed countries that are not adequate to their reality and thus do not permit faster growth. According to (Galor, 2005) , the growth process is characterized by different stages in terms of the relative importance of physical, human capital and knowledge accumulation, so countries in group 2 might be deviating scarce resources from more important activities as far as their stage in the growth process is concerned, which results in less growth.
When outputs of business sector innovation are introduced as the main explanatory variable (patent applications, patents granted and trademark applications registrations), the results for the EU28 (Table 1 , columns IV, V and VI) show that there is a positive impact on growth, however, only trademark applications produce statistically significant effects 6 . For instance, patents do not contribute to the explanation of growth, contrary to the conclusions of authors like (Hasan and Tucci, 2010) . This result can be due to a number of reasons, including that many innovations do not result in patens, in order to effectively remain secret and not be copied, so that technical details are not revealed; and also because some firms use patents to prevent other firms from placing an invention in the market (Hasan and Tucci, 2010) ; and finally, because the costs of patenting are high, becoming unfeasible for small firms (Wang, 2013) . These results remain for group 1, according to table A.2, columns IV, V and VI. When the sample is restricted to group 2, the results obtained, as shown in Table A .3, columns IV, V and VI, are in general statistically significant (except patents granted). In the case of patent applications, the coefficient obtained is in line with the findings of (Hasan and Tucci, 2010) : an increase in the number of patent applications produces positive and significant effects on the real GDP per capita growth rate.
On the other hand, contrary to predictions, registrations of trademark applications lead to a decrease in growth. Trademark application records are not associated with technology and are relevant to the services sector, according to the EIS (2017). In countries such as Bulgaria, Croatia, Hungary, Poland and Romania (transition countries) this indicator does not become relevant and may indicate that trademark registrations do not lead to productivity increases, as evidenced by the results of the estimation of the model leaving out the outliers Cyprus and Malta.
Looking at the AIC, BIC and HQ information criteria for the EU28 models in Table 1 , we can conclude that the model that best explains growth is the model that considers patent applications since the criteria present the lowest value. The same applies for groups 1 and 2 (tables A.2 and A.3, respectively) 7 . Taking the results as a whole, we can conclude these differ according to the group of countries and time period under analysis. Between 1990 and 2015, in the EU28 and group 1, inputs do not contribute to the explanation of aggregate output behaviour, while only R&D personnel and R&D researchers play a relevant role in explaining growth (but with a negative sign) in group 2. On the other hand, restricting the period to 2008-2015, R&D expenditures present a positive and statistically significant role. As for outputs, between 1990 and 2015 trademark applications contribute to the explanation of growth due to the outliers Cyprus, Luxembourg and Malta (and also patent applications in group 2). Between 2008 and 2015, the results relative to the longer period change: for the EU28, patents granted have positive and relevant impacts on growth and brands lose their significance; for group 1, patent applications have negative and significant growth impacts; and for group 2 patent applications lose statistical significance. Table 2 presents the results of the estimation of model 2 for the EU28 with fixed effects considering each indicator of business sector innovation alternatively. Tables A.4 and A.5 in the Appendix contain the results for groups 1 and 2, respectively.
Main results of the estimation of model 2
Concerning the control variables, according to Table 2 for the EU28 initial real GDP per capita presents a negative and statistically significant coefficient in all models (at the 1% level of significance), as expected, and the same applies for groups 1 and 2 (Tables A.4 and A.5, respectively). The results obtained for the investment rate are also as expected: we obtain a positive relationship and statistically significant for the EU28 and group 2. The relationship between human capital and the real per capita GDP growth rate for the EU28 and both groups 1 and 2 is positive and statistically significant. The results obtained for public consumption are negative and statistically significant for the EU28 and group 2. However, when the sample is restricted to group 1, the results are not statistically significant (some exceptions apply). Finally, as far as globalisation is concerned, the results are positive and statistically significant in the EU28 and group 2 as expected, but negative and not statistically significant in group 1.
The time dummy D1 (2009-2012) does not influence economic growth in the EU28 sample, so that the 2007-08 financial crisis shows no negative growth effects. However, the latter occurs in group 1, while in group 2 (Table A.5) the estimated coefficient is positive and statistically significant. The results for the time dummy D2 (2013-15) for the EU28 (Table 2) indicate that this was a post-crisis recovery period, with a positive and in most cases, statistically significant coefficient for D2. The coefficients obtained for group 1 (Table A.4) contrast with the previous ones since negative coefficients were obtained although without statistical significance.
Turning now to the results of the estimation of model 2 with inputs indicators (innovation expenditure and training of employees), the results obtained for the EU28 (Table 2 , columns III and IV) show that only an increase in the percentage of firms that promote employee training contributes positively to growth. The results obtained for group 1 (table A.4, columns III and IV) remain the same. When the sample is restricted to group 2, the results indicate that no input indicator contributes to the explanation of the growth rate of real GDP per capita, as can be seen in table A.5, columns III and IV. The lack of statistical significance of innovation expenditure in group 1 can be justified by the relatively small investment in innovation in the form of dedicated machinery and equipment (within this group only Germany and Sweden have a ratio in this indicator that is higher than the EU average), which is not enough to spark innovation that promotes productivity improvements. For group 2, the lack of significance of innovation expenditure can be justified by the lack of absorptive capacity. This group includes transition countries with a low level of technological and scientific development, and thus, investments in innovation (equipment and machinery) do not translate into successful innovations. Additionally, the lack of statistical significance for the percentage of firms that promote training to develop/upgrade the ICT skills of employees for group 2 can be justified by the fact that this type of innovation input is more relevant in more advanced economies, according to the EIS Methodology Report 2017, so it does not translate into productivity gains in this second group.
As for the results with indicators of outputs of business sector innovation (product/ process innovations, marketing/ organizational innovations, SMEs that innovate internally and SMEs that cooperate with others), the results reveal that for the EU28 all these indicators present negative coefficients, but only statistically significant for marketing and/or organizational innovations. The results for group 1 are not statistically significant. For group 2 (Table A. 5, columns V, VI, VII and VIII), the results show that outputs have statistically significant negative effects on growth (except the percentage of SMEs that cooperate with others, without statistical significance). The lack of statistical significance of the outputs indicators for group 1, according to the EIS Methodology Report of 2017 lies on the fact that adoption of product and process innovations is especially relevant to the manufacturing industry and since the present study studies business sector innovation (which encompasses all business sectors, not only manufacturing), it is not enough to explain growth in this group of countries, especially because this is not the most important sector of activity in advanced countries. Another possible explanation, this time for the lack of significance of marketing/organisational innovations is that the adoption of new organisational methods requires a period of adaptation that often does not translate into success, because in many firms there is "resistance to change". Third, the lack of significance of cooperation activities related to innovation among group 1 firms could be explained by the fact that this type of activity has not enough relevance in the overall activities of the firms. On the other hand, a possible justification for the lack of relevance of cooperation activities between group 2 firms may be due to the fact that many cooperation agreements require complex innovation levels, which in the case of countries such as Bulgaria, Croatia, Hungary, Poland and Romania may not be successful as these countries lack human capital/more skilled workers. The negative impact of output indicators (product/ process innovations, marketing/ organizational innovations and SMEs that innovate internally) for group 2 may indicate that the resources devoted to innovation activities, such as skilled workers, may be necessary for other more fundamental activities in terms of the growth process of these countries, resulting in slower growth.
We also considered as explanatory variables exports of medium and high-tech products, exports of knowledge-intensive services and sales of new-to-firm and new-to-market innovations. The results for the EU28 countries and both country groups are not statistically significant (Tables 2, A.4 and A.5, columns I, II and IX, respectively). One possible justification for this lack of significance is that exports of these types of products and services are just a small share of total exports, and the same applies to sales of innovations as a share of total sales.
From the AIC, BIC and HQ information criteria for the different models using the EU28 (table 4), we conclude that the best model corresponds to the one considering the percentage of firms that promote employees training as the innovation variable. The same is true for group 1 (Table A.4). For group 2, the best model is the one using the percentage of SMEs that innovate internally (Table A.5).
Taking the results as a whole, again, the role of business sector innovation for growth differs according to the group of countries and the innovation indicator considered. In most cases for the EU28 and group 1, the results with inputs show that only employee training has a relevant (and positive) role; while for group 2 inputs do not have a growth effect. In terms of outputs, for the EU28 only marketing/organisational innovations have a significant (although negative) effect; for group 1 outputs do not play a relevant role and for group 2 product/ process innovations, marketing/organisational innovations and internally innovating companies have negative and significant impacts on economic growth. 
CONCLUSION
This study investigates the relationship between business sector innovation and real GDP per capita growth in the 28 European Union member states using static panel data methods for the estimation of two growth regressions, assessing how inputs and outputs of firms' innovation activities play a role in economic growth and distinguishing between two groups of countries identified according to their innovation performance (above or below) relative to the EU28 average in terms of selected business sector innovation indicators.
The results obtained indicate that the role of business sector innovation in economic growth varies according to the sample of countries and the period under analysis, as well as according to the proxy used to measure business sector innovation activities. Overall, the innovation indicators that play a relevant role in explaining economic growth for group 1, the group with the highest innovation performance in the EU, have a positive impact on the growth rate of real GDP per capita, except patent applications (2008 -2015) . On the other hand, group 2, characterized by below-average performances in business sector innovation, mainly presents indicators that have negative growth impacts (R&D personnel, R&D researchers and trademark registrations, product/ process innovations, marketing/ organizational innovations, and SMEs that innovate internally between), with the exception of patent applications for the 1990-2015 period and R & D expenditure between 2008 and 2015. One possible justification for this divergence lies in absorptive capacity, which is associated with the level of development of countries, as the success of the innovations in terms of increasing productivity and generating faster growth depends on different aspects, namely human capital availability, accumulated knowledge, adequate infrastructure, technological and financial support/development. Group 1 includes the more developed member states (higher real GDP per capita) thus has in principle higher absorptive capacity, and so innovation in this group has more positive impacts, and higher business sector innovation indeed translates into faster growth.
On the other hand, group 2 includes less developed/transition member, so that innovations do not translate into productivity increases because they lack the necessary absorptive capacity. The negative growth impacts obtained could also be the result of competition for scarce resources between different types of activities, with different weights in the process of growth of these countries, with business sector innovation activities using resources that would have higher growth returns in other sectors of activity. The findings also allowed us to conclude that not all inputs and outputs of business innovation are relevant to the explanation of the behaviour of output in the 28 EU member states, which again could be explained by the lack of certain types of absorptive capacity so that not all R&D activities carried out translate into successful innovations.
In terms of policy implications, public policies can promote innovation through different instruments, e.g. either directly by providing funds, through human capital formation, enforcing patent protection laws, through tax benefits or indirectly through regulatory policies ( (Griffith, 2000) ; (OECD, 2007) ). Also, government policies can also provide incentives for firms to innovate. In light of the results obtained, the policy design should be different depending on the target group of countries. First, the results for the most recent period support policies that allow for an increase in R&D expenditures in the business sector. For group 1, the results suggest that policies that promote the acquisition of machinery and equipment for R&D activities are key to growth. For group 2, the results suggest that similar to (Pradhan, Arvin, Hall and Mahendhiran, 2016) , policies must ensure an efficient allocation of resources, avoiding that innovation competes with other key sectors for resources. Besides, investment in innovation infrastructure is still necessary for business sector innovation to translate into productivity gains and higher growth.
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INTRODUCTION
In the last two decades, countries of Central and East Europe have experienced tremendous changes in the political, cultural, social and economic environment. Central and East European financial system has been rapidly developing during the last couple of years, contemporary regulations have been introduced and new financial institutions have been established contributing to the maintenance of macroeconomic stability in the region. Nonetheless, the macroeconomic sector in the region, underdeveloped even before the recession took place, has been a highly risky place for investments and unstable in comparison with Western Europe (Kaličanin & Hanić 2016a) . The insurance market in the Western Balkans is characterized by significant changes caused by different economic growth pace. Countries preparing to become members of the European Union are carrying out faster reforms, and there is also a significant inflow of foreign capital due to a reduction of financial and political risks (Novović-Burić et al. 2017) .
In this paper, the insurance sectors were analyzed in the Republic of Serbia and Bosnia and Herzegovina. In addition to the transition process in both countries, these countries have undergone similar political and economic changes in the past decade. Both insurance markets have passed through the process of integration and internationalisation. In addition to many similarities characteristic for these two markets, there are substantial differences that are reflected in the number of residents, the number of insurance companies, the market structure, the participation of the market leader, and the number of companies with foreign capital.
The market of a country is as developed as its competition is able to function on it. Competition has to be constantly stimulated and protected by mechanisms in line with the European integration processes and policy focused on market economy development. Competition as such has been a particularly sensitive issue in transitional countries such as Serbia and countries in the region. Changing the number of insurance companies on the market influenced significantly the formation of a group of leaders in the insurance market as well as strengthening the position and increasing the individual market share of the leader (Kaličanin & Lazić, 2018) .
Initial structural changes raised an issue and brought about the need for a higher competitiveness in Serbia. Every country aspiring to join the EU and integration processes ought to develop legal norms and apply the EU regulations (Kaličanin & Hanić 2016a) . In recent years, the insurance sector has become a significant factor in the development of the overall financial and economic system. In the first part of the paper, insurance markets and level of competitiveness were analyzed. Competitiveness in the market has led to changes in the balance sheet structure of the entire financial sector as well as the position of individual insurance companies in previous years. The insurance sector is extremely important for the economy of a country, not only from the point of view of security and protection from different types of risks but also from the point of view of the overall economic development and improvements in the functioning of the financial market. In the second part of the paper, the focus is on the analysis of insurance premiums and the impact of selected macroeconomic indicators on premiums using the multi-linear regression model.
LITERATURE REVIEW
There are many analyses which deal with insurance premiums and economic growth. Outreville (1990) , Zhi (1998) , Beck and Webb (2003) , Webb et al. (2002) have shown a very strong interaction between insurance premiums and GDP despite different periods and country patterns. Analyses mainly suggest that higher GDP growth rates have an impact on economic activity growth, which leads to assumptions about a positive correlation between GDP growth rate and demand for insurance.
Haiss and Sumegi presented very extensive research in 2008, which led to the conclusion that there is a correlation between insurance and GDP growth in EU-15 countries with developed financial markets as well as short-term linkages between GDP and non-life premiums on a sample of CEE countries. Serbia and Bosnia and Herzegovina are selected for this research because very few authors have analyzed this region from the insurance aspect.
Novovic-Buric et al. (2017) explored the influence of certain factors on the purchase of insurance products through a panel analysis. Western Balkan countries were analyzed in the period from 2005 to 2015, and the results show that most of the economic factors affect total life premiums. The demand for life insurance has a significant and positive impact on GDP and wages, while the influence of unemployment and interest rates is negative. Dragos (2014) used the fixed and random effects model in the analysis, which entailed 17 countries in Asia and Central Eastern Europe. The aim was to compare emerging markets in Europe characterised by market economies and emerging markets in Asia, which are predominantly planned economies in terms of the impact of economic performance on life and non-life insurance. It has been noted that the differences certainly exist. The results concerning the CEE, taking into consideration the countries which are analyzed in this research have shown that income and education have a positive impact on the insurance demand, while urbanisation has shown a significant impact on non-life insurance. On the other hand, income distribution negatively influences the demand for insurance. Kjosevski (2012) analysed the determinants of life insurance demand in Central and Southeastern Europe by using fixed-effect panel models in the period 1998-2010. The results show that in terms of life insurance, the most significant predictors are the following: high GDP per capita, inflation, health expenditure, level of education and the rule of law. Mitra (2017) analysed the impact of economic, demographic and cultural factors on life insurance consumption in 28 EU countries. The focus was on the emerging East European economies, given that in the analysed period 2009-2014, there were significant reforms of the insurance sector in these countries. The results show that the higher GDP is an indicator of higher wages and higher levels of economic activity, the more positive impact on insurance demand. Ward and Zurbruegg (2002) analysed 37 countries in the period 1987 -1998 with the intention to point to the links between insurance premiums and various legal and political factors, as well as economic and social factors. The analysis has shown that the consumption of life insurance products is under stronger influence of GDP in Asia than in OECD countries, which is an expected result given that in the OECD countries there is a considerably higher average income level and that 'S curves' suggest that at higher levels of income the demand for insurance is less susceptible to the revenue growth. Bianchi et al. (2011) analysed the insurance market in Central, Eastern and Southeastern Europe and both countries which were analyzed in this research are contained in the sample. They used panel regression (a cross section with fixed effects) to examine the impact of GDP growth on insurance premium growth. The results suggest that economic development and catching-up processes mainly condition premium growth, and that in unstable periods, it shows increased volatility. Figure 1 shows the total number of insurance companies operating in the insurance market in Serbia as well as in Bosnia and Herzegovina in the last ten years. The largest number of insurance companies in Serbia was present in the period 2011-2013 when there were 28 companies, followed by the decline in the number of insurance companies, ranging from 25 in 2014 to 21 at the end of 2017. 24  26  26  28  28  28  25  24  23  21   25  26  26  26  25  25  25  24  24  27  27 Number of insurance companies -Serbia Number of insurance companies -BiH insurance companies at the B&H market operated in the last two years of the observed period, i.e. 2016-2017 with a total of 27 companies. In addition to the banking sector with the largest share of the balance sheet total in the total financial sector -about 90%, the balance sheets of the leasing companies, pension funds and insurance companies are included. Figure 2 shows a fall in the share of the insurance sector's balance sheet total in the total financial sector, which is notable in both markets in the period [2005] [2006] [2007] [2008] . After 2008, the share of the insurance sector balance sheet total in Serbia rose from 4.2% in 2008 to 6.3% in 2017. The same trend is present in the insurance market of Bosnia and Herzegovina, where the growth of the balance sheet total in the total financial sector increased in the same period for the same percentage -2.1%, from 3.45% to 5.57% in 2017. 20  24  26  26  28  28  28  25  24  23  21   13  17  19  19  21  21  21  19  18  17 Given that the subject matter of the analysis is the amount of income earned by insurance companies, the companies' market shares are calculated on the basis of the amount of total premiums at the end of the year taken from the balance sheet of insurance companies. Figure 5 shows a comparative analysis of the concentration of the largest companies in B&H and Serbia according to the criterion of the total balance sheet. Dunav insurance company was the market leader in Serbia according to the mentioned criterion and has absorbed about one-quarter of the entire market in the observed period. By the end of 2015, Sarajevo Insurance was the market leader in B&H according to the criterion of the total premium. For the next two years of the observed period, Uniqa insurance achieved the largest amount of total premiums. The concentration of leader ratio in B&H is much lower than in Serbia, so the leader in this market has a share of about one-tenth of the entire market. The number of companies involved in the calculation of this indicator is determined by government agencies that are monitoring the degree of bid concentration in that particular country, provided that this coefficient is used as an official indicator (Martin, 2002) . CR 1, CR3 and CR5 are most frequently accrued in the reports of the responsible insurance institutions, according to the criterion of total premiums, total non-life insurance premiums and total life 013  012  012  012  013  013  012  011  010  009  008   031   025  028  026  027  029  027  025  027  026  027 assurance premiums. Figure 6 shows the concentration ratio of the top five insurance companies with the highest total premium. Although there is a mild tendency of market penetration at both markets, at the Serbian insurance market, the first five insurance companies have a much larger share than it is the case in Bosnia and Herzegovina. (as can be seen in Lorenz curves 8 and 9 ranges from 1000 to 1800). It can be concluded that from 2008 until today, the insurance market in Serbia is medium concentrated. Herfindahl-Hirschman index according to the criterion of the total premium differs significantly in the market of Bosnia and Herzegovina, where the permanent low-concentration bid is present in the observed period. Although the HHI index fell from 655 to 534, from 2007 to 2017, it can be concluded that the insurance market in B&H is inconsistent, i.e. that there is greater equality of market share compared with the high inequality among market participants in the insurance sector of the Republic of Serbia. Figure 8 shows Lorenz curves based on the amount of total premiums for the initial and the last year of the observed period, i.e. 2007 and 2017. First, insurance market leaders have reduced their market share, i.e. the top 20% of insurance companies in 2007 had a cumulative 80% of the total market share measured by the total premium, while the same percentage of leaders in 2017 had less than 60%. With the exception of market leaders (the first four companies) of 18 companies in 2007, 14 companies shared 18.85% of the total market, while in the year 2017 some 15 companies shared 18.69%, which suggests that the number of companies increased in the market with smaller market share, primarily due to the appearance of new companies in the market. This finding contributes to the value of the Herfindahl-Hirschman index as well as the value of CR5. Constructing Lorenz's curve in terms of the degree of concentration of supply in the relevant market, the distribution of the entire market between business entities can be clearly seen. (Kaličanin & Hanić 2016b) . Lorenz curves for the insurance market of Bosnia and Herzegovina constructed based on the premiums shown in Figure 9 differ considerably from those presented in Figure 8 . The distribution of the market share of insurance companies in the stipulated market is characterised by greater equality, which can be inferred from the Lorenz curve distance from the equal's curves (in case of equal distribution of market share among all participants in the market). Fewer companies have been able to increase their market share over the observed period, while market leaders reduced their cumulative market share. In 2017 in Bosnia and Herzegovina, there were 27 companies, i.e. 6 companies more than in the Republic of Serbia. In addition to the difference in the number of companies, there is greater inequality in the distribution of market shares in the Serbian insurance market as well as greater concentration on the supply side compared to the low concentration of the insurance market of Bosnia and Herzegovina.
COMPARATIVE ANALYSIS OF THE INSURANCE MARKET

METHODOLOGY
As emphasised before, the aim of this paper is to analyse the insurance market in Serbia and Bosnia and Herzegovina with reference to certain macroeconomic indicators that play a key role in the development of insurance. In this respect, we investigated the mutual influence of individual variables on the movement of total premium income earned in these countries. In this analysis, a time series is used for the period 2000-2017, i.e. for a period of 18 years. For the mentioned period, the following independent variables were analysed:  -Average net salary (current, RSD/KM)  -Unemployment, total (% of tthe otal labor force)  -Gross domestic income (constant LCU)  -GDP per capita (current US$)  -Wage and salaried workers, total (% of total employment)  -Households and NPISHs Final consumption expenditure (current US$) while the dependent variable was -Total premium (current RSD/KM).
For this research, multiple regression analysis was carried out using the SPSS statistical software.
The choice of independent variables is based on empirical fundaments that relate to the studied variable, as well as on the information contained in the relevant literature. Six independent variables were included in the analysis to identify those that could explain the major part of the variability of the studied (dependent) variables. A model involving variables whose calculated regression coefficient is significant at 5% level is selected.
EMPIRICAL RESEARCH AND DISCUSSION
Usually, the first part of the study contains basic indicators of descriptive statistics. Since all variables included in the analysis were measured on the ratio scale, the values of arithmetic mean and standard deviations are presented as indicators of a descriptive statistic (Table 1 and  Table 2 ). Below is an output that refers to the multiple regression model which was implemented on the data obtained for both countries involved in the analysis. In the case of variables describing the insurance market in the Republic of Serbia, four models were generated, where the last model was selected having the highest value of the coefficient . The value in this case shows that 99.3% variations in total premium can be explained by selected four variables and this model can be considered appropriate to develop the regression equation. The independent variables selected by the above mentioned model are as follows: Average net salary, Households and NPISHs Final consumption expenditure, Gross domestic income and Unemployment, total (Table 3 ).
The following table shows the unstandardized and standardised regression coefficients for all models. In the last model, t-values for all the two regression coefficients are significant as their significance values (p-values) are less than 0.05. Therefore, it can be concluded that the previously selected 4 independent variables significantly explain the variations in the total premium. Concerning the same analysis carried out for the data from Bosnia and Herzegovina, two models were generated, where the second one was selected for which the value of 0.983 was assigned for the determination coefficient (Table 5) . In this way, a multiple hierarchy model was formulated which combines two independent variables as follows: Gross domestic income and Wage and salaried workers, total. Since the F-value for this model is highly significant, the model is reliable. Also, the regression coefficients in the stipulated model are statistically significant, and it is considered that the selected variables have a great predictive significance in estimating the value of the Total premium. 
CONCLUSION
After 2008, the share of the insurance sector balance sheet total in Serbia and Bosnia and Herzegovina increased in the same period for the same percentage -2.1%. The number of insurance companies with foreign equity in Serbia has changed proportionally with the total number of companies present in the market whereas the number of the foreign insurance companies in Bosnia and Herzegovina remained almost the same although the total number of the insurance companies increased. The concentration of leader ratio (CR1) in Bosnia and Herzegovina is much lower than in Serbia, so the leader in this market has a share of about 10% of the entire market while in Serbia it is about 27%. Although there is a moderate tendency of market penetration at both markets, at the Serbian insurance market, the first five insurance companies have a much larger share than it is the case in Bosnia and Herzegovina. It can be concluded that in the last decade the insurance market in Serbia is medium concentrated according to Herfindahl-Hirschman index calculated by total premium and it differs significantly in the market of Bosnia and Herzegovina, where permanent low-concentration bid is present in the observed period -there is greater equality of market share compared with the high inequality among market participants in the insurance sector of the Republic of Serbia.
In this paper, the multi-linear regression model was applied in order to analyse the impact of selected macroeconomic indicators on the amount of insurance premiums in the period 2000-2017. We can conclude that the greatest impact on the amount of the premium in Bosnia and Herzegovina had Gross Domestic Income and Wage and Salaries Workers. In the Republic of Serbia, the greatest influence on the amount of premium in the observed period had Average Net Salary, Households and Final Consumption Expenditure and Gross Domestic Income. Therefore, there is a positive correlation between household income (including salary and other income) and premiums. Also, in the periods when household expenditure was higher, the amount of total insurance premium was also higher.
Both of the selected economies have undergone changes in the financial sector, particularly in terms of recent regulatory reforms. This paper provides information on the determinants of insurance demand in the Republic of Serbia and Bosnia and Herzegovina. This research is limited to a macro level analysis of the insurance demand. Further, detailed analysis can be performed on individual life insurance products, which may result in more reliable findings. The period 2000-2017 was analysed, so future studies can further segregate the CEE region into developed and developing economies and make a detailed time series analysis incorporating both pre-crisis and post-crisis period.
