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 Despite the superiority of symbolic approaches over the purely numerical 
approaches in many aspects, it does not receive the proper attention due to its 
significant complexity, high resources requirement and long drawn time 
which even grows significantly with the increase of model dimensions. 
However, its merits deserve every attempt to overcome the difficulties being 
faced. In this paper, a fully generic symbolic-based technique is proposed to 
deal with complex state space control problems. In this technique, depending 
on the model dimension if exceeds a predefined limit, the state space is 
solved using the partitioned matrices theory and block wise inversion 
formula. Experimental results demonstrate that the proposed technique 
overcomes all the previously mentioned barriers and gives the same results 
when compared to numerical methods (Simulink). Moreover, it can be used 
to gain useful information about the system itself, provides an indication of 
which parameters are more important and reveals the sensitivity of system 
model to single parameter variations. 
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1. INTRODUCTION  
Symbolic algebra is a generic technique exploited to produce symbolic expressions for any system 
regarding its parameters and variables. In a field like control systems where complex mathematical formulas 
are commonly used, generic solution can be extremely valuable. Using symbolic manipulation and 
simplifications, the control engineer can obtain simple formulas for a complex looking problem. In general,  
it is conceivable to express that using symbolic techniques brings two fundamental advantages among 
numerous others: using exact calculations and direct manipulation of symbols [1]. 
Numerical technique is based on analyzing the system for several sample points and it is assumed 
that the results also hold for all the values among them [2]. It is considered to be more approximate solutions 
compared to symbolic solutions. Although it is usually much faster, it shows some weaknesses especially 
with parameters varying systems. It may lead to imprecise conclusions, the variables that actually matter may 
be difficult to agree upon, be measured, or control [3]. Therefore, this causes loads of researches where each 
proposes different set of values assumptions to be the perfect choice for the problem under investigation.  
Although theoretically symbolic analysis can be considered as a good complement to numerical 
analysis, it is still facing some difficulties such as the cost of hardware implementation measured by 
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computational and communication requirements. Also, there is a problem of increasing complexity of 
modern control problems to be dealt with while the symbolic-based assistant programming is still under 
development. It is believed that the advantages are much more important than the difficulties which make it 
worth all our efforts to defeat the difficulties being confronted. 
Historically, the use of symbolic based techniques witness periods of rise and decay. Although  
the early ideas of symbolic computations arise in the 1960s, but attention was turned by the time toward 
numerical techniques as systems were getting more complex. Then, it can be considered that the real leap for 
exploiting symbolic algebra in control engineering applications was in the late nineties by Professor Neil 
Munro. He gathered many valuable applications of symbolic algebra to control theory [4], which drew 
intense attention to the use of symbolic techniques as a new powerful tool for solving many problems in 
control systems engineering. This led to the development of many symbolic toolboxes in control system 
design [5, 6].  
In recent years, as the cyber-physical systems increase, researchers return again to focus on 
symbolic algebra in control applications including fields like system modelling, analysis and controller 
design [7]. Regarding the system modelling, Pola et al. [8] derived a symbolic model as an approximation for 
the plant and then exploited to obtain the control problem solution. The results were utilized in the symbolic 
control of a car-like robot. Fakhroleslam et al. [9] constructed approximately bisimilar symbolic models for 
nonlinear control systems. It shows how the chemical process control can be managed via the usage 
of methods that is based on symbolic models. Girard et al. [10] proposed multiscale symbolic models 
construction for switched systems. It was demonstrated that these models are approximately bisimilar to  
the genuine systems. Then, it was used for controller computation and applied to the safety automata. 
Radaydeh and Mothafar [11] developed a symbolic state-space-based model for current-mode controlled 
modular DC-DC converters. Then the control-to-output voltage transfer functions are derived in a symbolic 
form. 
Regarding controller design, Mizoguchi and Ushio [12] designed a deadlock-free symbolic output 
feedback controller. Borri et al. [13] proposed a symbolic method to the control design of NCS, taking into 
account the most significant non-idealities in the communication channel with application to robot motion 
planning. Shamgah et al. [14] developed a novel symbolic technique for controlling autonomous attacking 
vehicles in feuding environments. Dorrah et al. [15] proposed a new generic methodology for derivation and 
realization of feedback gains for automatic control systems based on symbolic representation of feedback 
stabilization functions.  
Regarding the system analysis, Mladenović et al. [16] analyzed the expectation-maximization 
algorithm via symbolic processing and computer algebra tools. Then, the obtained results are employed for 
further optimization. Setiawan et al. [17] proposed a steady state symbolic analysis for buck converter which 
gives the exact calculation of steady state output with no need for transient response evaluation.  
Abd-Alrahem et al. [2] examined the problem of fully symbolic representation and analysis for parameter 
varying systems (PVS). The simulation results were carried out on the drug concentration pharmacokinetics 
and proportional-derivative action in the retina. The generated output was reported to be neater than and as 
close as algebraic, and the effect of parameter variation on state variables was analyzed. Nevertheless,  
it is inconvenient for high order state space models, as it suffers from high computational complexity. 
Therefore, in this paper, a fully symbolic-based technique is proposed for solving nth order state-
space models and thus utilized in the analysis of parameter variations. The proposed technique has the ability 
to deal with large complex systems through partitioning the original matrices, then each sub-matrix is treated 
separately with the appropriate methods and assembled eventually altogether. Hence, speeding up the process 
and reduce the computational complexity problem found in [2]. 
The rest of this paper is organized as follows: The conventional criterion for solving state space 
model is formulated in Section 2. The proposed symbolic-based technique via partition matrix theory for 
solving state models is described in Section 3. The simulation results are presented in Section 4. Finally,  
the paper is concluded in Section 5. 
 
 
2. PROBLEM STATEMENT 
As modern systems become inherently complex, the state space representation of a dynamic system 
replaces an nth order differential equation with a single first order matrix differential equation as follows [18]: 
 
?̇? = A x + B u  (1) 
 
y = C x + D u   (2) 
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where (1) is called the state equation and (2) is called the output equation. u is the input function and y is  
the output function. A(n×n), B(n×p), C(q× 𝑛), D(q× 𝑝) represents the state matrix, the input matrix,  
the output matrix and the feed through matrix respectively.  
The complete system state response x(t) consists of  two parts: a zero-input response 𝑋𝑍𝐼 that 
represents the response due to arbitrary initial conditions x(0) with no inputs at all, and a zero state response 
𝑋𝑍𝑆 that represents the response due to arbitrary input with zero initial conditions. The two parts are then 
joined to produce the complete response as follows, 
 
𝑋𝑍𝐼 = Φ(t). x(0)  (3) 
 
𝑋𝑍𝑆 = ∫ 𝛷(𝑡 − 𝜏)𝐵 𝑈(𝜏) 𝑑𝜏
𝑡
0
   (4) 
 
X(t) = Φ(t). x(0) + ∫ 𝛷(𝑡 − 𝜏)𝐵 𝑈(𝜏) 𝑑𝜏
𝑡
0
   (5) 
 
where Φ(t) is identified to be the state transition matrix, which is computed by: 
 
Φ(t) = 𝐿−1[SI − A]-1      (6) 
 
According to [2], a straightforward systematic method for symbolic derivation of state space 
solution is presented. An attempt to exploit the method for solving large state space models unfortunately 
shows severe shortcomings in speed and resources usage due to high dimension matrix manipulations with its 
related prospects of running out of available memory [19]. Symbolic solutions of higher dimension matrices 
are inevitably large. For instance, computing the inverse matrix in symbolic form is a cumbersome process. 
5×5 inverse matrix exceeds 200000 characters long, 6 x 6 inverse matrix exceeds 2000000, the inverse 
becomes 10 times larger in length for each additional increase of matrix dimension. In general, for  
a symbolic inverse of n×n matrix, the output size is about 2.2x10𝑁. So, multiple gigabytes are needed to 
calculate the inverse other than the other processes. Also, the current software often generates highly 
complex raw expressions which are too difficult to be directly used [20]. 
In response to these problems, a fully symbolic based technique for solving complex state space 
models is proposed. The proposed technique tries to overcome the barriers of high resources, time 
consumption and computational complexity using the partitioned matrix theory. All the state, input and 
output matrices of the original system are broken up into blocks and all the subsequent processing is made on 
these blocks, then to be assembled at the end. Although the state space model may be of any dimension either 
odd or even, the partition process may lead to rectangular blocks which will be considered a problem as  
the processing includes inverse matrix operations. This barrier is overcome by blockwise inversion formula 
which insures that only either the top-left or bottom-right matrices should only be square blocks. 
 
 
3. THE PROPOSED TECHNIQUE 
In order to overcome the aforementioned drawbacks, a procedure that is based on partition matrix 
theory along with blockwise inverses is proposed. Partition matrix theory is considered to be the best method 
to deal with high dimension matrices. It relies on partitioning a large matrix into compatible smaller sections 
referred to as sub-matrices or blocks. Hence, manipulations can be performed on the smaller blocks which in 
turn leads to significant computational benefits [21]. The complete flow chart of the proposed symbolic-
based technique for solving complex state space models is depicted in Figure 1. For low dimension systems, 
it is convenient to use the straightforward systematic procedure for solving state space model directly on  
the original matrices without any additional processing. Meanwhile for high dimension systems, it is desirable 
to partition the original system into lower dimensional blocks. So that any further processing is made on these 
blocks instead, which makes the processing much powerful and easier to be applied. 
The proposed technique begins with deciding whether technique to be used according to the original 
model dimension. If the matrix dimensions exceed a predefined limit, all subsequent operations will be 
performed on sub-matrix level, otherwise on full matrix level. The value of the dimension limit is set to 7 as 
it was found empirically by our experiments. As the dimensions get larger, the difference between the two 
methods gets further entirely in favours of the partitioned matrix technique. 
Partitioning occurs according to a certain criterion as shown in Figure 2. If n (the state matrix 
dimension) is an even number, the state matrix is divided into four equal quarters of size n/2. In case that n is 
an odd number, the partition process ensures that only 𝐴11 and 𝐴22 are square blocks so that they can be 
inverted blockwise while 𝐴12 and 𝐴21 are maintained as rectangular block matrices. In case of very high 
dimension matrix, the so-called nested partitions can be exploited if needed. 
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Figure 1. The proposed symbolic based technique flow chart 
 
 
   
(a) (b) (c) 
 




The main part of the algorithm is responsible for the actual processes that form the zero state and 
zero input responses of the complete final solution. If the matrix was detected to be a low dimension model, 
(3) through (6) are employed directly on the full matrix of the original system model. However, if a high 
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dimension model is detected and partition was made to all model matrices, all processes should be applied on 
a sub-matrix basis. Beginning from the state transition matrix calculation according to (6), block matrix 
inversion should be carried out. The blockwise inversion formula for calculating the nonsingular partitioned 
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The inverse matrix 𝐴−1 can be expressed as follows, 
 





Now there are two sets of formulas to calculate 𝐴11̃, 𝐴12̃, 𝐴21̃ and 𝐴22̃ [22]: 
 If both 𝐴11 and its schur complement (𝐴22 - 𝐴21𝐴11



















𝐴22̃ = (𝐴22  −  𝐴21𝐴11
−1 𝐴12)
−1  (12) 
 
 If both 𝐴22 and its schur complement (𝐴11 - 𝐴12𝐴22
−1 𝐴21) are nonsingular; the matrix is invertible using, 
 





















Also the pseudo inverse [23] was tested in the state transition matrix calculation, but it yields poor 
results in terms of time and memory compared to the blockwise inversion formula. Then, all the subsequent 
operations can be easily employed using the corresponding blocks as equations (3) to (6) states.  
As the inversion of high order matrices has always been a challenge due to the limited processing and 
memory capacity of traditional computers [24]. Therefore, combining the partition-matrix theory and 
blockwise inverse yields an interesting methodology with attractive solution of no matrix operations 
overhead for the problem of high dimensionality. Finally, the corresponding sub-matrices of zero input and 




4. IMPLEMENTATION AND CASE STUDIES  
Several experiments have been performed to prove the applicability of the proposed technique using 
MATLAB MuPAD Symbolic Math Toolbox [25] with different state space system model of various 
dimensions. In the next subsections, each case study is briefly described, symbolically solved, then  
the parameter varying behavior is analyzed and finally the results are compared with numerical solutions. 
 
4.1.  Case study #1 (ship motion model) 
To fully represent the motion of a rigid body in space, six degrees of freedom (DOF) are required. 
The Standard Notation for ship motion is depicted in Figure 3 [26] and its parameters are given in  
Table 1 [26]. 
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Figure 3. Standard notation for ship motion description 
 
 
Table 1. Ship Motion simulation parameters definitions 
Parameters Definition Parameters Definition 
x, y, z Distance along body-fixed system axes [m] 𝛹 Yaw angle [rad] 
𝑢0, v, w Translational velocity in body-fixed frame [m/s] θ Pitch angle [rad] 
𝑋𝑓, 𝑌𝑓, 𝑍𝑓 Force components along body axes [kg]  𝜙  Roll angle [rad] 
𝑝, 𝑞, 𝑟 Rotational velocity in body-fixed frame [rad/s] δ Rudder Angle [rad] 
K, M, N Moment components along body axes [kg.m]   
 
 
However, for ship manoeuvring, a 4 DOF description that involves surge, sway, yaw and roll modes 
is typically regarded adequate [27]. Consequently, a fourth order state space model for the ship motion under 
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Applying the proposed symbolic based technique on the nonhomogeneous ship motion model, a low 
dimension system is indicated. Thus, the straightforward symbolic procedure that follows (3) to (6) is 
exploited on the original full matrices. Computing the state transition matrix, the zero input, zero state 
responses and finally the complete symbolic solution of the ship motion state space model is obtained. 
Simulation results using real ship model parameters have been undertaken for testing [26]. Numerical values 
for the linearized ship motion model parameters are summarized in Table 2. For illustration, Figure 4 shows 
the impact of varying the value of parameter 𝑎12 only with a step of 0.2 over the range from -2.3 to -1.5.  
The parameter change is chosen to be nearly within ±10%. 
 
 
Table 2. Numerical values for ship motion parameters 
Parameter Value Parameter Value 
𝑎11 -0.04 𝑎45 -0.059 
𝑎12 -1.933 𝑏1 0.1559 
𝑎21 0.00011 𝑏3 -0.0033 
𝑎22 -0.0813 𝑏4 0.00821 
𝑎44 -0.07   
 
 
It is noted that changing 𝑎12 has an apparent effect on the translational velocity 𝑣, a slight effect on 
𝑟 and 𝛹 and almost no effect on both 𝑝 and Φ. Also it is noted from the plot that the yaw angle response is 
unstable. The open-loop response does not satisfy the design criteria at all. Hence, these equations can be 
used to analyse the effect of any of the internal parameter changes within any range of variation.  
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Figure 4. The effect of changing 𝑎12 on state variables (a) 𝑣 versus time, (b) 𝑟 versus time, (c) 𝛹 versus time  
 
 
4.2.  Case study #2 (liquid container motion) 
This case study is concerned with a liquid container transfer system along slanted paths that reduce 
sloshing, avoid overflow and facilitate high-speed transmission in the steel industries [28]. The melted metal 
is moved to casting area from furnace after it has been poured to a ladle. A schematic diagram of a 2 DOF 





Figure 5. Liquid container transfer system model 
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The state space model representing the system in the form of (1, 2) is given by [29], 
 
x = [𝜃 ?̇? 𝜂 ?̇? ?̈? 𝑥 ?̇?]𝑇 (18a) 
 







cos𝛷 0 0 0 0
𝐾𝑚
 𝑇𝑚



























0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 −𝜔𝑛
2 −2𝜉𝜔𝑛 0 0
0 0 0 0 0 0 1












where 𝑢1 and 𝑢2 are the linear transfer control input and rotational motion input respectively. 𝜃 is  
the pendulum angle from horizontal, 𝜂 is the container angle, ?̈? is the container rotation angular  
acceleration, and ?̈? is the acceleration applied to the container. The other model parameters are summarized 
in Table 3. 
 
 
Table 3. Liquid container transfer system model parameters 
Parameter Definition Value Parameter Definition Value 
𝐾𝑚 Motor gain 0.0912 𝛷 Angle of slanted transfer path 5.0 
𝑇𝑚 Time constant 0.0227 l Length of pendulum 0.0442 
𝐾𝑟 Motor gain -0.5807 c Coefficient of viscosity 1.88 
𝜉 Damping factor 0.3778 m Mass of liquid 2.744 
𝜔𝑛 Natural angular frequency 41.446 g Gravitational acceleration 9.8 
h Liquid level 0.140    
 
 
As the model dimensions gets larger, a common criterion to facilitate the processing is to put  
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Applying the proposed technique on the nonhomogeneous liquid container transfer state model,  
the matrix level decision indicates a high dimension system n=7 i.e. odd number. Thus, the system model is 
partitioned into lower dimensional subsystems. Then all the succeeding processes in turn are made on  
the submatrix level. First computing the term[SI − A]−1, here both 𝐴11 and its schur complement are 
nonsingular; so, it is invertible using equations (9) to (12). Symbolic calculations are proceeded consistently, 
the state transition matrix is calculated as four separate blocks denoted 𝜙𝑖𝑗. Then the zero-input response  
is generated in two separate partitions of size (4×1) and (3×1) respectively. The zero-state response is  
also computed on a block-basis according to (5) that yields two separate blocks of size (4×1) and (3×1).  
Finally, the zero state and zero input response blocks are added and simplified to form the complete  
symbolic solution. 
Simulation results using real model parameters have been undertaken for testing [29]. Numerical 
values for the liquid container transfer model parameters can be found in Table 3. Figure 6 shows  
the impact of varying the value of the liquid mass m over the range from 2 to 4 kilograms which represents 
an approximate change around ±20%, whereas all other parameters values are kept unvarying. The change 
will affect the value of both parameters 𝑎22 and 𝑎24. 
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It is noted that increasing liquid mass m increase the oscillations in the pendulum angle and velocity, 
while in the meantime has no effect on the other state parameters at all. Also, it is noted from the plot that 
some responses are unstable and in need for controlling criteria. Hence, these equations can be used to 









Figure 6. The effect of changing m on state variables (a) θ versus time, (b) θ̇ versus time 
 
 
4.3.  Case study #3 (Wind turbine model) 
In this case study, the wind turbine state space model to be investigated is a three-blade variable 
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where the state and input vectors are, 
 
x(t) = [𝜔𝑟 𝜔𝑔 𝜃∆ 𝜏𝑔 𝛽1 𝛽1̇ 𝛽2 𝛽2̇ 𝛽3 𝛽3̇]
𝑇
 
u(t) = [𝜏𝑔,𝑟𝑒𝑓 𝛽1,𝑟𝑒𝑓 𝛽2, 𝑟𝑒𝑓 𝛽3,𝑟𝑒𝑓]𝑇 
 
where 𝜔𝑟 is rotor speed, 𝜔𝑔 is generator speed, 𝛽𝑖 is pitch position for blade i, 𝜃∆ is the drive train torsion 
angle, and 𝜏𝑔 is the generator torque controlled by the reference 𝜏𝑔,𝑟𝑒𝑓. Other parameters are given in Table 4. 
 
 
Table 4. Wind turbine model parameters 
Parameter Definition Value Parameter Definition Value 
𝐵𝑑𝑡 Drive train torsion damping coefficient 775.49  𝑁𝑔  The gear ratio 390 
𝐽𝑟 Moment of inertia for low-speed shaft 55× 10
6   𝑡𝑔 Time constant 0.02 
𝐽𝑔 Moment of inertia for high-speed shaft 95 𝜉 The damping factor 0.6 
𝐾𝑑𝑡 The torsion stiffness of the drive train 27 × 10
8  𝜔𝑛 The natural frequency 11.11 
𝜂𝑑𝑡   The efficiency of the drive train 0.97 g Gravitational acceleration 9.8 
𝐵𝑔 Viscous friction of high-speed shaft 45.6       
 
 
To facilitate the processing, the complex matrices (20) are represented in the parametric compact. 
By applying the proposed symbolic based technique on the nonhomogeneous wind turbine state space model, 
the matrix level decision indicates a high dimension system n=10 i.e. even number. Thus, the system model 
is partitioned into lower dimensional subsystems. Then all the succeeding processes in turn are made on  
the submatrix basis. First computing the term [SI − A]−1, where both 𝐴11 and its schur complement are 
nonsingular; so it is invertible using equations from (9) to (12). Symbolic calculations are proceeded 
consistently, the state transition matrix is calculated as four separate blocks denoted 𝜙𝑖𝑗 of size (5×5) for 
each block. Then the zero-input response is generated in two separate partitions of size (5×1). The zero-state 
response is also computed on a block-basis according to (4) that yields two separate zero state blocks of size 
(5×1). Finally, the zero state and zero input response blocks are added and simplified to form the complete 
symbolic solution of the wind turbine state space model. 
Simulation results using real model parameters have been undertaken for testing [30]. Numerical 
values for wind turbine model parameters are summarized in Table 4. For illustration, Figure 7 shows  
the impact of varying the value of parameter 𝑧1 only over the range from 0.001 to 0.02, whereas all other 
parameters values are kept unvarying. It is noted that changing 𝑧1 has a noticeable impact on rotor and 
generator speed and torsion angle of drive train (𝜔𝑟 , 𝜔𝑔, 𝜃∆), while in the meantime has no effect on the other 
state parameters at all. Hence, these equations can be used to analyze the effect of any of the internal 
parameter changes within any range of variation. Moreover, it is noted from the plot that some responses are 
unstable and in need for a controlling criterion. 
For all the previous case studies, the performance of the proposed symbolic-based technique has been 
compared to the corresponding Simulink model. Up to now, Simulink is totally numerical. To verify  
the correctness of the resulted symbolic solution, a Simulink model for each case study has been developed 
and the numerical values for the parameters have been fed into the state space block. The resulted outputs 
from the scope blocks show the same behaviour identically to that generated from the symbolic equations in 
all case studies. At last it can be concluded from all case studies implementations that the symbolic solution 
gives identical results as the numerical corresponding solution. So, the symbolic based model can be a better 
alternative to the numerical methods which has the advantage of generality and flexibility. Moreover,  
the partitioned matrix technique improves the memory use and time consumption than the direct method 
where the time is decreased by 20% and memory use by about 5% as calculated from the previous case 
studies experimentations.  
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In this paper, a fully generic symbolic-based technique is proposed for solving complex state space 
models. The proposed technique presents a methodology that facilitates the applicability of fully symbolic 
processes for large-scale systems using the partitioned matrices theory and blockwise inversion  
method. The aim is to attain final neat equations that are easy to be implemented and, in the meantime,  
not computationally intensive in terms of time and memory requirements. Simulation results reveal a no-error 
prone methodology that achieves identical results when compared to the corresponding numerical Simulink 
model. So, the symbolic based model can be a good alternative to the numerical methods with the advantage 
of flexibility and generality that leads to better understanding of the system being investigated. In the future 
work, the fully symbolic method will cover different types of controllers, multi-input multi-output (MIMO) 
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