This is a follow-up of our recently proposed work on pseudopotential calculation (Ref.
I. INTRODUCTION
Development of accurate efficient methods for the electronic structure of molecules, solids, clusters has been a topic of increasingly intense interest in chemistry, physics, materials science, etc. In the past two decades, density functional theory (DFT) has been applied with remarkable success to investigate the structural (such as geometries, vibrational frequencies, energetics of chemical reactions, etc.) as well as dynamical (such as photoabsorption, photoemission, multi-photon ionization, high-order harmonic generation, etc.) characteristics of such systems. In essence, the ground-state electronic energy is partitioned as:
, where the three terms in the right-hand side denote kinetic energy of a system of non-interacting particles of same density ρ(r), classical electrostatic energy (including electron-nuclear attraction, electron-electron and nuclear-nuclear repulsion), and exchange-correlation (XC) energy respectively. The single-particle wave functions are obtained from the Kohn-Sham (KS) equation as:
where v ef f (r) contains the relevant one-and two-body potentials, while the electron density is given by the squared sum of the occupied orbitals, ρ(r) = i f i |ψ i (r)| 2 .
Broadly speaking, two approaches have gained popularity for the practical solution of above KS equation. In the real-space method [1] [2] [3] [4] [5] the discretized KS equation is solved iteratively on a mesh using either finite-difference, finite-element or wavelets. The grid-based matrix presentation produces structured, highly banded matrices. Moreover, the near locality (the potential operator is diagonal in coordinate space whereas the Laplacian operator is nearly local) can potentially remove the omnipresent nagging problem arising due to the basis-set incompleteness in the contrasting basis-set approaches. Furthermore, they are easily amenable to the so-called linear-scaling methods. While such schemes usually require a larger number of grids to achieve physically meaningful results, through introduction of higher-order and multigrid techniques, the effective grid can be reduced significantly. In basis-set approaches, on the other hand, the single-particle wave functions are represented by a variety of functions such as Slater-type orbitals, gaussian type functions (GTF), numerical functions, plane waves (PW), augmented plane waves, linear muffin-tin orbitals etc. While currently, there is a preponderance of the atom-centered localized GTFs in the field of molecular quantum chemistry [6] (chiefly due their ability to deal with some of the important multi-center integrals analytically), ab initio calculation in the condensed matter regime is almost exclusively dominated by the PWs [7] (mainly because the Fast-Fourier transform (FFT) technique can be employed to take advantage of the periodicity of such systems). This work is concerned with the basis-set approach to tackle the electron-structure calculation of atoms and molecules. Recently there has been effort to combine the basis sets; e.g., in [8] , a gaussian basis set was used to expand the KS molecular orbital (MO), whereas an auxiliary augmented PW basis was utilized to express the electronic charge density.
Excepting a very few attempts such as the grid-free approach [9] , that uses a resolution of identity to evaluate multi-center integrals over functionals at the expense of an auxiliary basis set, a large majority of basis-set-based molecular DFT calculations employ some carefully selected suitable 3D quadrature for a sensible choice of grid points in space. A very successful common scheme [10] involves partitioning the 3D molecular integrand into single-center discrete atomic "cells". These can be treated using standard numerical techniques individually and then summing these up using some appropriate weight functions leads to the desired final result. In this so-called atom-centered grid (ACG) method, the mono-centric atomic integrals are computed by separating the radial and angular components. The former has typically been performed by introducing several quadratures and various mapping schemes. Some of these are Gauss-Chebyshev quadrature of second kind, Chebyshev quadratures of first and second kind, Gaussian quadrature, Euler-MacLaurin formula, numerical quadratures, etc. [11] [12] [13] [14] [15] . Angular integrations are handled usually by the Lebedev spherical method [16] [17] [18] . In another development, [19] 3D integration of molecular integrands were performed numerically based on a division of space and subsequent integration over the resulting regions by product Gauss rule. A variational integration mesh [20] , which depends on the position of individual atoms has also been reported by breaking the space into three different regions, viz., atomic spheres, excluded cubic region and interstitial parallelepiped. Other numerical grids [21] have been proposed as well for gaussian basis set calculations. Recently there has been an attempt to connect the cartesian coordinate grid (CCG) and ACG by a divided-difference polynomial interpolation which can translate the electron density and gradients from the former to the latter [22] .
In a previous article [23] , henceforth referred to as I, efforts were made to employ the CCGs in the context of atoms and molecules within the linear combination of GTF ansatz of DFT. In this work, respective quantities such as the localized atom-centered basis set, the two-body classical Coulomb repulsion and the non-classical XC potentials were directly set up on the 3D CCG. Local-density approximated (LDA) XC functionals of the homogeneous electron gas in conjunction with the Hay-Wadt type pseudopotential was used. A multitude of quantities like viz., individual energy contributions to total energy, eigenvalues, potential energy curves, ionization energies, as well as atomization energies were investigated. The relevance and performance of the CCGs were judged on 12 molecules (from small to medium size) and 3 atoms. In each of these cases practically identical results as those from the ACG and grid-free results were obtained. Now, it is well-known that the local density functionals suffer from a number of problems and hence it is essential to use more accurate functionals, namely those incorporating the gradient and Laplacian corrections. We have a number of objectives in this article. Firstly, we want to assess the validity and efficacy of the aforementioned scheme of I for a larger set of species to justify and validate its future usage.
Secondly its scope of applicability is broadened by incorporating the gradient corrected XC Besides, we also report the highest-occupied molecular orbital (HOMO) energies obtained with the Leeuwen-Baerends (LB) [26, 27] exchange potential for the latter 41 molecules (see Section III for motivational details). In all cases, this significantly improves both LDA and BLYP HOMO energies. Section II gives a summary of the method of calculation and computational aspects. Section III presents a discussion on the results obtained. We end with a few concluding remarks about the future prospects in Section IV.
II. METHODOLOGY AND IMPLEMENTATION
This section sketches the essential steps involved in the ground-state calculation of a many-electron system within the KS DFT framework used in the present work; further details can be found in [23] .
The KS MOs {ψ σ i (r)}, σ = α, β are linearly expanded in terms of a set of K known basis functions as,
where the set {χ µ (r)} denotes the contracted gaussian functions centered on the constituent atoms while {C σ µi } contains the contraction coefficients for the orbital ψ σ i (r). The individual spin-densities are given by,
where P σ stands for the respective density matrices.
Substitution of these terms into the energy expression, followed by minimization with respect to unknown coefficients C σ µi , subject to the orthogonality constraint leads to the following matrix KS equation which is akin to the unrestricted Pople-Nesbet equation in Hartree-Fock (HF) theory,
Here S and F denote the K × K real, square symmetric overlap and total KS matrices respectively. C stands for the eigenvector matrix containing the expansion coefficients C σ µi while the orbital energies ǫ i are embedded in the diagonal matrix ǫ. The KS matrix is conveniently written as,
where the first two terms in the right-hand side signify the matrices of one-electron barenucleus Hamiltonian and the classical Coulomb repulsion. The one-electron overlap, kineticenergy and nuclear-attraction integrals involved are the same as encountered in the GTFbased HF schemes and are computed using standard recursion algorithm [28, 29] . The pseudopotential matrix elements in the gaussian basis are taken taken from the GAMESS quantum chemistry program output [30] . The Coulomb potential is evaluated using a Fourier convolution technique [31, 32] , which effectively uses a Ewald summation type decomposition in terms of short-and long-range contributions,
Here erf(x) and erfc(x) identify the error function and complimentary error function respectively. Note that the latter goes to zero exponentially fast at large r. The parameter α controls the range on which v short c is nonzero. After a thorough check on the convergence with respect to α, a value within the range of 6-8 seemed satisfactory and we employed 7 for all the results reported in this work. This has produced highly satisfying results for a modest number of atomic (3) and molecular (12) systems in our previous work [23] . The short-range
Fourier integral is calculated analytically, whereas the long-range part is obtained from FFT of the real-space values.
As already mentioned, a major thrust of the current communication is to demonstrate the feasibility and viability of our current scheme in the context of so-called "non-local"
(gradient and Laplacian-dependent) XC functionals which would be necessary for future chemical applications. For this, we first test this with two of the widely used functionals, namely the Becke exchange [24] and LYP correlation [25] (for convenience, an alternative equivalent form [33] containing only the first derivative has been mostly used in practice).
The homogeneous electron-gas correlation of Vosko-Wilk-Nusair (VWN) [34] is used in all the LDA calculations. Following [35] , the gradient-dependent functionals can be treated without evaluating the density Hessians by using a finite-orbital basis expansion. To this end, XC contributions of the KS matrix is written in the following working form,
where
and f is a function only of the local quantities ρ α , ρ β and their gradients. The BLYP functionals are implemented using the Density Functional Repository program [36] . The two-electron matrix elements cannot be evaluated analytically; here we use direct numerical integrations on the CCG grid. Note that some of the existing DFT codes [37] use an alternative route of fitting these by an auxiliary basis set, the so-called discrete variational method [38] [39] [40] . The generalized matrixeigenvalue problem is solved using the standard LAPACK routine [41] accurately efficiently.
Self-consistent set of MOs, density and energy are obtained in the usual manner subject to the convergence of (a) potential (b) total energy and (c) eigenvalues. Tolerance of 10
a.u. was used for (b) and (c), while a value of 10 −5 for (a). Atomic units employed, unless otherwise mentioned.
III. RESULTS AND DISCUSSION
At first, Table I shows a comparison of our calculated ground-state energy components with respect to the number of mesh points N r (r ∈ {x, y, z}) as well as the grid spacing h r , for Cl 2 and HCl at internuclear distances 4.2 and 2.4 a.u respectively employing the BLYP density functional. In this occasion, we adopt a similar presentation strategy as in I.
A series of calculations were performed in the same fashion to test the convergence of our results with respect to the grid parameters. These numerical experiments produced very remain same upto 5th decimal place for 8 species for all 3 grids. In the remaining cases, they differed slightly among each other as the grid parameters changed; the largest deviation in total energy being 0.00064 a.u. for Na 2 Cl 2 and for all others it is well below 0.00007 a.u.
However, passing from the default grid to (ii) gradually improves N. In this and all other tables in the article, we have quoted (ii) results for the reference grid -DFT values. The grid-free implementation uses the resolution of identity to simplify the molecular integrals enabling their analytical evaluation and obviating the necessity of using grid quadratures.
Quantities considered are the same as those in I, viz., various energies such as kinetic (T ), total nucleus-electron attraction (V ne t ), classical Coulomb repulsion (E h ), exchange (E x ), correlation (E c ), total two-electron potential (V ee t ), nuclear repulsion (E nu ), total potential (V ), electronic (E el ) and total energy (E) respectively, as well as the integrated electron density N. Evidently, as in the LDA case, both sets offer excellent agreement in total energies and component energies with literature values for both molecules. The individual two-body energy terms were not available in the reference output and thus could not be directly compared. As expected, for obvious reasons Set B results are closer to reference values than Set A, but only marginally. For Cl 2 this is slightly more pronounced than that for HCl. Absolute deviations in total energy for Set B for Cl 2 and HCl are only 0.00002 and 0.00000 a.u. respectively. In both cases, there is slight improvement in N, as we move from Set A to B. For all practical purposes, Set A is adequate enough for both of them. Note that reference grid-free DFT energies differ substantially from the corresponding grid -DFT values.
To further demonstrate the accuracy and reliability of present results, in Table II , calculated negative eigenvalues for Cl 2 and HCl (using BLYP XC combination) are presented at the same geometries of previous table, along with those obtained from reference [30] .
Once again, excellent agreement is observed for both molecules. Sets A and B results match Table I , where we noticed results from these two sets confirmed to each other more for HCl than for Cl 2 . This discussion clearly illustrates the faithfulness of current calculation.
For additional test, Table IV reports kinetic, potential and total energies as well as N for 15 species (5 atoms and 10 molecules) calculated using the BLYP XC functional. With the exception of Mg and S, these are the same species studied in Table V increasing N as descending the table. First 10 of these use the same grid parameters as in Table V of I, i.e., N r = 64, h r = 0.4, whereas for last 5 we use N r = 128, h r = 0.3. Overall, the agreement of our results with the reference is excellent. In several occasions (such as Na 2 , P, As, Na 2 Cl 2 ), the total energies completely match with them. The largest absolute deviation in total energy is only 0.0013% (for NaH). but that is a separate issue (not directly related to the main theme of this work). These could possibly be improved further by employing more appropriate basis functions and/or better XC functionals, and may be considered in future works.
The previous work of [23] as well as the ongoing discussion amply demonstrates that the approach can produce good-quality results for both LDA and gradient-corrected non-local XC functionals for atoms and small-to-medium molecules, within the specifics of basis set. Table VI where both LDA and BLYP results are reported for 41 extra molecules to illustrate the broad scope its applicability. The experimental geometries are again taken from the NIST database [42] . The kinetic, potential, total energy and N are presented. Since it has been clearly established that our obtained results are sufficiently accurate, here we omit the reference theoretical values. Only some random checks were made to ensure that this is indeed the case. First 29 molecules from top were treated using N r = 64, h r = 0.4, while for the remaining 12, we used N r = 128, h r = 0.3 grid. On the light of all the results and discussion so far, we believe that these represent the correct values.
This is further validated in
Finally Table VII from improper asymptotic long-range behavior. Consequently, whereas the ground-state total energies of atoms, molecules, solids can be predicted quite satisfactorily by using these functionals, the ionization energies obtained via the HOMO energies (usually off by 30-50%
of the experimental values) as well as the excited states are described rather poorly. As mentioned in [23] , our primary objective is to extend this scheme towards the dynamical studies of atoms and molecules under the influence of strong field such as a laser (through multi-photon ionization, high-order harmonic generation and other related phenomena) via
TDDFT, that can potentially exploit the remarkable developments made in basis-set DFT through many pioneering works over the years. It is a necessary prerequisite that both the ionization potential and higher levels be described more accurately. Recently, the modified Leeuwen-Baerends (LB) potential [26, 27] , v LBα xcσ (α, β : r), containing two empirical parameters have been shown to be quite successful in dealing with the above dynamical situations of atoms, molecules (see, for example, [44] , and the references therein) as well as for the static property calculations including TDDFT-based excited states of molecules. This is conveniently written as, Evidently in our future work on TDDFT as mentioned above, this feature of LB potential will be highly exploited. Now columns 6, 7, 8 give the computed LDA, BLYP atomization energies and their experimental analogs. Here also both LDA and BLYP results show considerable deviation from the experimental values, which include zero-point vibrational corrections as well as relativistic effects. In many cases, LDA results are apparently better than their BLYP counterparts. However this observations should not be misconstrued to lead to the conclusion that former is a better candidate than the latter. We note that the current work employs the Hay-Wadt-type ab-initio effective core potentials which are more suitable for the HF-type approaches. Among other factors, use of pseudopotentials and basis sets which are more appropriate for the DFT approaches, may alleviate some of the discrepancies encountered here and an undertaking along this direction may be initiated in future. Furthermore, large deviations in atomization energies have also been found in other recent DFT works involving all-electron calculations and more extended basis sets as well (see for example [45] ). In any case, this is an evolving process and does not interfere with the main objective of the present work. Also note that there may be some cancellation of errors in the LDA case. Finally note that the extension of this approach to the "all-electron" atomic, molecular calculations as well as for very large systems would be relatively difficult compared to the present pseudopotential case in terms of the grid requirement, because of the presence of extra core electrons. Nevertheless reasonable full calculation of small to medium molecules are possible. This is suggested from some of our preliminary studies in this direction which I am currently engaged into and may be considered in some future communication.
IV. CONCLUDING REMARKS
Pseudopotential density functional calculations were performed for atoms and molecules within the LCGTF framework using CCG in conjunction with an accurate, efficient Fourier convolution technique to represent the classical Hartree potential in real grid. In essence, our previous work (I) on the LDA XC functionals has been extended to test its performance and validity in the case of gradient-corrected XC functionals which would be necessary for its further applications to realistic physical situations. For this purpose, the widely used BLYP XC functional was chosen. The calculated results of a variety of quantities such as energy components, eigenvalues, potential energy curves, ionization energies, atomization energies clearly reveal that, they are practically of the same quality as obtained from the available theoretical methods. Furthermore, companion LDA and BLYP calculations were performed for a large number of molecules (41) to illustrate its scope of applicability for a broad range of systems. Comparison with experiments has been made wherever possible. Additionally, for all the molecules studied, the LBVWN results show significant improvements in the HOMO energies. This has important relevance to our prospective future works on studying real-time dynamics of atoms and/or molecules in a strong laser field. Incorporation of other pseudopotentials more suited to DFT as well as more extended and elaborate basis sets would be among some of the important issues which may be considered in recent future.
More accurate XC functionals could also be employed depending upon the physical system concerned and the nature of the problem dealt with. Applications to weakly bonded systems, clusters and of course, to larger systems would further consolidate its success. Finally although one could think of some inherent errors associated with the incompleteness of the grid, this study confirms that with a judicious choice of the grid coupled with a correct treatment of the Coulomb potential, these can be reduced to tolerable minima. Thus very satisfactory results could be obtained.
