Sparse Bayesian factor models are routinely implemented for parsimonious dependence modeling and dimensionality reduction in highdimensional applications. We provide theoretical understanding of such Bayesian procedures in terms of posterior convergence rates in inferring high-dimensional covariance matrices where the dimension can be larger than the sample size. Under relevant sparsity assumptions on the true covariance matrix, we show that commonly-used point mass mixture priors on the factor loadings lead to consistent estimation in the operator norm even when p ≫ n. One of our major contributions is to develop a new class of continuous shrinkage priors and provide insights into their concentration around sparse vectors. Using such priors for the factor loadings, we obtain similar rate of convergence as obtained with point mass mixture priors. To obtain the convergence rates, we construct test functions to separate points in the space of high-dimensional covariance matrices using insights from random matrix theory; the tools developed may be of independent interest. We also derive minimax rates and show that the Bayesian posterior rates of convergence coincide with the minimax rates upto a √ log n term.
Sparse Bayesian factor models are routinely implemented for parsimonious dependence modeling and dimensionality reduction in highdimensional applications. We provide theoretical understanding of such Bayesian procedures in terms of posterior convergence rates in inferring high-dimensional covariance matrices where the dimension can be larger than the sample size. Under relevant sparsity assumptions on the true covariance matrix, we show that commonly-used point mass mixture priors on the factor loadings lead to consistent estimation in the operator norm even when p ≫ n. One of our major contributions is to develop a new class of continuous shrinkage priors and provide insights into their concentration around sparse vectors. Using such priors for the factor loadings, we obtain similar rate of convergence as obtained with point mass mixture priors. To obtain the convergence rates, we construct test functions to separate points in the space of high-dimensional covariance matrices using insights from random matrix theory; the tools developed may be of independent interest. We also derive minimax rates and show that the Bayesian posterior rates of convergence coincide with the minimax rates upto a √ log n term.
Introduction.
It is now routine to collect data where the dimension p is much larger than the sample size n, and interest focuses on the covariance structure. In this context, even a simple parametric model like the
where Λ is a p × k factor loadings matrix with k ≪ p, η i ∼ N k (0, I) are standard normal latent factors, and ε i is a residual having diagonal covariance Ω = diag(σ 2 1 , . . . , σ 2 p ). Marginalizing out the latent factors, y i ∼ N p (0, Σ) with Σ = ΛΛ T + Ω, (1.2) so that the right-hand side has at most p(k + 1) parameters compared to O(p 2 ) parameters in an unstructured covariance matrix.
A prior distribution on (Λ, Ω) induces a prior distribution on Σ and we are interested in studying concentration of the corresponding posterior measure around a "true" covariance matrix in operator norm when the dimensionality p = p n can be much larger than the sample size n. This setting has motivated abundant frequentist work, with rates of convergence of various regularized covariance estimators derived in [7, 8, 11, 12, 18, 30] among others. Minimax optimal rates for specific sparsity classes have also been derived in [13, 14] . There is a relatively smaller but increasing literature on asymptotic properties of Bayesian procedures in models with growing dimension, primarily focused on linear or generalized linear models; refer to [2, 6, 10, 17, 22, 23] among others. To the best of our knowledge, the present paper is the first to study the asymptotic properties of Bayesian covariance estimation via factor models in the p n ≫ n regime.
We now summarize the main results obtained in this paper. Although the original specification of the factor model reduces the number of parameters from quadratic to linear in p n , the estimation problem is still challenging when p n ≫ n. To address this challenge, [41] introduced sparse factor modeling to allow many of the loadings to be exactly equal to zero through a point mass mixture prior having a probability mass at zero; see also [15, 33] for modifications and applications in genomics. Recently, [17] studied posterior concentration in estimating a sparse high-dimensional mean using such point mass mixture priors. However, it is not clear whether the induced prior on the covariance from such sparsity favoring priors on the factor loadings would lead to consistent covariance estimation in the p n ≫ n setting. We
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answer the question in the affirmative and derive the rate of convergence of the posterior in Section 5, explicitly characterizing the dependence on the dimensionality p n , the true number of factor k 0n , the column sparsity s n in the true loadings and the growth rate of the largest eigenvalue c n of the true covariance. In particular, the dimensionality enters the rate through a logarithmic factor, providing justification of usage of such methods in ultra high-dimensional settings. It may be remarked here that the usual practice of assuming the eigenvalues of the true covariance to be bounded is restrictive in our context and we relax that assumption.
Although point mass mixture priors are amenable to incorporate sparsity, exploring the model space via MCMC can be daunting and may lead to slow mixing and convergence of the algorithm [36] . To address such problems through block updating, while allowing a weaker notion of sparsity in which elements are close to zero instead of exactly zero, continuous shrinkage priors can be used. Such priors have become common in regression [2, 16, 28, 35] , with [36] providing a unifying local-global scale mixture representation. Although computationally attractive, the lack of tight concentration bounds for such priors has limited the study of their asymptotic properties. One of our main contributions is to develop a novel class of continuous shrinkage priors and derive nonasymptotic bounds on the concentration and dimensionality of such priors. Based on these results, we show that the proposed continuous shrinkage prior leads to the same rate of posterior convergence as the point mass mixture priors in estimating large covariance matrices.
The Birgé-Le Cam testing theory [9, 32] for the Hellinger metric is commonly used in Bayesian asymptotics [24] to separate points in the parameter space. However, generalization of the testing argument to other norms has been relatively unexplored. A notable exception is [26] who advocated the use of concentration inequalities based on empirical process techniques to derive tests in the L r metric in a nonparametric function estimation context. See also [37] for an usage of concentration bounds for centered linear estimators in the context of test construction in Bayesian inverse problems. In the setting of large covariance estimation in operator norm, we construct tests inspired by results from the nonasymptotic theory of random matrices, which might be of independent interest in related settings.
Finally, we use Fano's lemma to derive the minimax rate of convergence for the class of covariance matrices considered in this paper and show that the posterior indeed convergences at the minimax rate up to a √ log n term.
There is a sizeable literature studying asymptotic properties of various aspects of factor analysis, including consistent estimation of factor loadings and latent factors [3] and the number of factors [4, 31] . Fan, Fan and Lv [19] studied rates of convergence of high-dimensional covariance estimates based on factor models, with [20] extending their results to approximate factor models that allow nondiagonal Ω in (1.2) . This work assumes that the factor scores η i are known, while we consider the fundamentally different setting in which the factor scores are unknown while also studying concentration of a Bayesian posterior instead of convergence of a point estimate.
The rest of the paper is organized as follows. After setting up the basic notation and definitions in Section 2, we state our assumptions and their implications in Section 3. In Section 4, we discuss our prior distributions. The main results of this paper are stated in Section 5. Section 6 contains some numerical simulations. In Section 7, we prove a number of concentration bounds for the shrinkage prior introduced in Section 4, while in Section 8, we elucidate our test construction. These results are used to prove the main results in Section 9. Proof of some technical lemmas are given in a supporting document.
Preliminaries.
Given sequences a n , b n , we shall denote a n = O(b n ) or a n b n if there exists a global constant C such that a n ≤ Cb n . Similarly, we define a n b n and a n ≍ b n .
Given a metric space (X, d), let N (ε; X, d) denote its ε-covering number, that is, the minimum number of balls of radius ε needed to cover X.
For a vector x ∈ R r , x 2 denotes its Euclidean norm. We will use S r−1 to denote the unit Euclidean sphere {x ∈ R r : x 2 = 1} and ∆ r−1 to denote the (r − 1)-dimensional simplex {x = (x 1 , . . . , x r ) T :
For a square matrix A, tr(A) and |A|, respectively, denote the trace and the determinant of A. For a p × r matrix A = (a jj ′ ) with p ≥ r, let s (1) ≥ s (2) ≥ · · · ≥ s (r) ≥ 0 denote the singular values of A (or equivalently the eigenvalues of √ A T A) arranged in decreasing order. We shall use s min (A) and s max (A) to denote the smallest and largest singular values, respectively. The Frobenius norm ( · F ) and the operator norm ( · 2 ) are defined in the usual way, with A F := tr(A T A) and A 2 := sup x∈S r−1 Ax 2 = s max (A). Also A 1 = p j=1 r h=1 |A jh | is the l 1 norm of vec(A). We will derive posterior convergence rates in the operator norm.
For a subset S ⊂ {1, . . . , p}, let |S| denote the cardinality of S and define θ S = (θ j : j ∈ S) for a vector θ ∈ R p . Denote supp(θ) to be the support of θ, that is, the subset S 0 ⊂ {1, . . . , p} corresponding to the nonzero entries of θ. We shall continue to use the same notation for a subset of entries and support for matrices Λ, where it has to be interpreted that Λ is vectorized column-wise. Let l 0 [s; p] be the space of s-sparse vectors θ ∈ R p with | supp(θ)| ≤ s.
Throughout C, C ′ are generically used to denote positive constants whose values might change from one line to the next but are independent from everything else.
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Finally, let C n denote the cone of covariance matrices of size p n × p n and let Σ 0n ∈ C n denote a true sequence of covariance matrices. 3 We observe
and set y (n) = (y 1 , . . . , y n ). We model the data as
We will denote our prior distribution on C n (constructed in Section 4) by Π n (·) and the corresponding posterior distribution by Π n (·|y (n) ).
Assumptions.
In this section, we state our assumptions on the true data generating model and briefly discuss their implications. Let R p×k denote the class of real-valued p × k matrices. We start with the following assumptions on the true covariance matrix of the observed data y (n) .
Assumption 3.1. The true sequence of covariance matrices Σ 0n are of the form
Assumption (3.1) says that the true sequence of covariances Σ 0n admit a factor decomposition as in (1.2) with Ω 0n = σ 2 0n I pn . We make the following assumptions on Λ 0n and σ 2 0n .
Assumption 3.2. There exist sequences of positive real numbers c n , s n with c n s n , such that:
sn log pn n
We now discuss implications of each of the above assumptions.
• If k 0n = O(1), c n , s n ≍ log p n , the first part of (A1) allows p n to grow faster than n under the mild assumption of (log p n ) 5 log n/n → 0. In this case, p n can be of the order of exp(n α ) for any α ∈ (0, 1/5). The second part is a very mild requirement given the first part; indeed if p n = exp(n α ), s n = n β and k 0n = n γ for appropriate α, β, γ > 0 such that the first part of (A1) holds, then the second part follows from the first. • In gene-expression studies, we expect each factor is related to only a relatively small number of variables, representing a sparse, parsimonious structure underlying the associations among genes. Following the motivation in [41] , usually a small number of latent factors associate with the response so that only those genes with nonzero loadings on those factors are relevant. This is reflected through (A2), requiring the loadings columns to be sparse with s n ≪ p n many signals per column.
• Conditions similar to (A3) appear in the econometric factor model setting [19, 20] referred to as "pervasive." We provide an intuition based on random matrix theory which suggests that (A3) is indeed mild and expected to be satisfied by a large class of loadings. As our emphasis is on sparse factor models, a realistic generative model for the true loadings would be
where λ 0jh = [Λ 0n ] jh , δ 0 denotes a point mass at zero and we set π n = s n /p n to reflect the sparsity assumption in (A2). Using a modification of Theorem 5.39 of [40] ,
√ pn , with probability at least 1 − e −C ′ k 0n .
We can thus choose c n = s n and k 0n /p n is smaller than k 0n log k 0n /n if p n = exp(n α ).
• (A4) simply posits an upper and lower bound on the residual variance.
The lower bound is used to avoid Σ 0n being ill-conditioned, 4 while the upper bound ensures that the larger contribution to Σ 0n 2 comes from the loadings Λ 0n . In particular, (A3) and (A4) imply Σ 0n 2 ≍ c n , allowing the largest eigenvalue to grow with increasing dimension.
We denote by C 0n the class of covariance matrices satisfying (A0)-(A4) in Assumptions 3.1 and 3.2. Clearly, any Σ 0n ∈ C 0n can be parameterized by (k 0n , Λ 0n , σ 2 0n ), where Λ 0n ∈ R pn×k 0n .
4. Prior distribution. We consider model (2.1) with Λ n ∈ R pn×k . We specify priors on the residual variance σ 2 , the number of factors k and the factor loadings (conditional on the number of factors) Λ n | k below.
For the residual variance σ 2 , we assign a gamma prior f σ on (0, ∞),
For the number of factors k, we assume a prior distribution π k which decays exponentially,
for all j ≥ j 0 for some j 0 ∈ N. Additionally, assume
where s n is the sequence appearing in (A2). For instance, a Poisson distribution on k with rate parameter 1 will satisfy (4.1) and (4.2) if log k 0n ≤ s n log n, which is automatically satisfied given (A1).
Conditional on k, we consider two classes of prior distributions on the factor loadings Λ n . We first consider a class of point mass mixture priors on the loadings similar to that advocated by [41] ,
where δ 0 denotes a point mass at zero and g is an absolutely continuous density on R with exponential tails or heavier.
For linear models, [38] showed that such point mass mixture priors with a beta hyper-prior on the mixture probability lead to an automatic multiplicity correction. [29] proved optimality results in estimating the predictive distribution under such priors in generalized linear models accommodating diverging numbers of predictors. Castillo and van der Vaart [17] studied concentration properties of a class of prior distributions similar to (PL1) on a high-dimensional normal mean and showed that they lead to the minimax optimal rate of convergence.
As mentioned in the Introduction, although point mass mixture priors are conceptually appealing in allowing exact sparsity and often leading to appealing theoretical properties, posterior computation under such priors can be daunting in high-dimensional cases. As an alternative, a rich variety of continuous shrinkage priors have been developed that admit a scale mixture representation [36] . A fundamental hurdle in studying theoretical properties of such priors is the difficulty of obtaining tight bounds on their concentration and implied dimensionality. With the motivation of developing a continuous shrinkage prior that can be shown to concentrate near sparse vectors and approximate point mass mixture priors, we propose a novel class of priors. We use such priors for the factor loadings, but they should be broadly applicable in other high-dimensional settings.
Let DE(ψ) denote the Laplace or double-exponential density with scale parameter ψ with a density given by
Draw the elements of a high-dimensional vector θ ∈ R p through the following hierarchical mechanism:
PATI, BHATTACHARYA, PILLAI AND DUNSON
In (PS), τ > 0 is a global scale parameter and γ ∈ ∆ p−1 is a vector of local scale parameters. We set f τ to be an exp(1/2) density. We drawγ = (γ 1 , . . . , γ p−1 ) T ∈ ∆ p−1 0 from a Dir(α/p, . . . , α/p) density and set γ p = 1 − p−1 j=1 γ j . For a detailed discussion on the properties of the prior (PS), refer to Section 7.
Given k, we consider the prior (PS) on the vectorized loadings vec(Λ n ) ∈ R pnk as an alternative to (PL1); note that the Dirichlet concentration parameter becomes α/(p n k) in this case.
Main results.
With the prior specification complete, we now state the main results of this paper. The proofs are available in Section 9. Theorems 5.1 and 5.2 assume the true number of factors to be bounded, which is generalized in Theorem 5.3. Recall the class of "true" covariance matrices C 0n from Section 3. We first establish the rate of posterior convergence in operator norm using the point mass priors (PL1) on the loadings in Theorem 5.1.
Theorem 5.1. Suppose Σ 0n ∈ C 0n with s n log p n and k 0n = O(1), and model (2.1) is fitted with a prior distribution on the number of factors satisfying (4.1) and (4.2). Assume independent priors Π(Λ | k) and Π(σ 2 ) on the loadings and the residual variances as in (PL1) and (PR), respectively. Then, with ε n = c n sn log pn n √ log n and for some constant M > 0,
where E Σ 0n denotes an expectation with respect to the joint distribution of y (n) .
We next show in Theorem 5.2 that our proposed shrinkage prior on the loadings achieves the same posterior rate of convergence as for the point mass mixture priors. We show in Section 5.1 that c n s n log p n /n is the minimax rate of estimating Σ 0n ∈ C 0n in operator norm with k 0n = O(1). Thus, the posterior rate of convergence obtained in both Theorems 5.1 and 5.2 is equal to the minimax rate up to a √ log n term. For a general k 0n , we establish analogous versions of Theorems 5.1 and 5.2 below.
Theorem 5.3. If Σ 0n ∈ C 0n with s n k 0n log p n , the convergence rates in both Theorems 5.1 and 5.2 are modified to c n k
sn log pn n √ log n.
Clearly, Theorem 5.3 permits consistent estimation in operator norm even if p n = exp(n α ), s n = n β and k 0n = n γ for appropriate α, β, γ > 0. At this point, we do not know whether the rate obtained in Theorem 5.3 is minimaxoptimal and substantial further work seems necessary to prove such a result.
5.1.
A lower bound to the minimax rate. Minimax optimal rates in operator norm for high-dimensional covariance matrix estimation have been established for a class of bandable matrices by [13] and a class of covariance matrices with sparse columns by [14] . Although C 0n has a nonempty intersection with the class G 0 (c n,p ) in [14] , there exists a large subclass of matrices which lie in one and not in the other. Moreover, the existing minimax results on large covariance estimation assume the eigenvalues of the true sequence of covariance matrices to be bounded. For example, [13] and [14] assume that y i is sub-Gaussian, that is, for all t > 0 and v ∈ R p with v 2 = 1,
The parameter τ is assumed to be a constant and its role in the rate is not characterized. For y 1 ∼ N p (0, Σ), a standard tail bound for the normal distribution implies
For Σ = ΛΛ T + σ 2 I p ∈ C 0n , Σ 2 = Λ 2 2 + σ 2 ≍ c n by Assumption 3.2, so that τ ≍ √ c n in our case. Hence, the growth rate of Σ 2 needs to be accounted for in our calculations. With this motivation, we study minimax lower bounds for C 0n in Theorem 5.4 below.
Proof. We will use Fano's lemma to derive a lower bound for the minimax risk. Let F be a parameter space of covariance matrices and we observe y 1 , . . . , y n ∼ N(0, Σ) with Σ ∈ F . Let Θ = {Σ (1) , . . . , Σ (mn) }, m n ≥ 2 be a finite subset of F and let P (j) denote the joint distribution of y 1 , . . . , y n independently distributed as N(0, Σ (j) ), 1 ≤ j ≤ m n . LetΣ be an estimator for Σ. Suppose for all j = j ′ , we have that
Letting E j denote the expectation under P (j) , Fano's lemma (as in [42] ) implies
We first introduce notation and then proceed to construct our finite parameter set Θ. Let q n = p n − 1. Define M := {x ∈ R qn : x j ∈ {0, 1} ∀j, x 1 = s n } to be the collection of all binary vectors of length q n with exactly s n ones. Let · H denote the Hamming distance between two binary strings, so that x − y H = qn j=1 1(x j = y j ). Let b j = (θ j , 0) denote the p n -dimensional vector obtained by appending zero at the end of θ j . With this notation, set
where e p ∈ R p is the vector with 1 in the pth coordinate and zero elsewhere, and γ < β < κ are sequences to be chosen below. We now state Lemmas 5.5 and 5.6; for clarity in notation, we drop the subscript n in both lemmata. Refer to the Appendix for a proof.
where t = γ/β.
Lemma 5.6. Given s ≥ 6, there exists a subset M 0 = {θ 1 , . . . , θ m } of M with m ≍ exp(Cs log p) and θ j − θ j ′ H ≥ s/3 for all 1 ≤ j = j ′ ≤ m, where C is a positive constant independent of p.
We set Θ = {Σ (j) : θ j ∈ M 0 }. Since θ j − θ j ′ H ≥ s n /3 by Lemma 5.6, the quantity r n = r n (j, j ′ ) appearing in Lemma 5.5 is bounded above by 5s n /6 for all pairs j = j ′ ∈ M 0 . Hence, we can choose d mn = C 1 γs n and K mn = n(ts n ) 2 = n(γs n /β) 2 in (5.3). To obtain d mn as a lower bound to the minimax risk up to a constant, we need to set K mn / log m n = C ′ for some constant C ′ ∈ (0, 1). Since log m n ≍ Cs n log p n , we obtain, by choosing
for some absolute constant C.
6. Simulation studies. In this section, we consider a number of simulation cases to compare our proposed continuous shrinkage prior (PS) with existing methods including the point mass priors (PL1) on the loadings matrix and the sample covariance matrix S = (n − 1) −1 n i=1 (y i −ȳ)(y i −ȳ) T . For prior (PL1), we use a standard Laplace distribution on the signal coefficients.
We also compare our methods with Principal Orthogonal complement Thresholding (POET) of [21] which is based on an additive decomposition of the covariance matrix in terms of a low rank matrix and a sparse residual covariance matrix. POET estimates the factors and the loadings by thresholding the principal components of the sample covariance matrix. Finally, we provide results for the adaptive thresholding method (AT) of [12] which thresholds the entries of the sample covariance matrix, with the resulting thresholded estimatorΣ being of the formΣ
, where δ is a tuning parameter and κ jj ′ is a threshold specific to the corresponding entry of S. We chose the tuning parameter δ by 5-fold cross-validation as suggested by [12] . We also implemented the same procedure with the default choice of δ = 2; the results were worse in all cases, and hence are not reported. We describe the two simulation settings below:
1. y i , i = 1, . . . , n are generated from N pn (0, Σ 0n ), where Σ 0n = Λ 0n Λ T 0n + σ 2 0 I pn and Λ 0n is a p n × k 0n matrix with s n = log p n nonzero entries per column and k 0n = 1 or log p n . The nonzero entries were drawn uniformly between 1 and 2. These simulations were designed to mimic assumptions (A0)-(A4) in Section 3.
2. This setting is designed to illustrate the performance of our method under model misspecification. We let Σ 0n = Λ 0n Λ T 0n + Ω 0n , where Λ 0n is as in simulation setting (1), but Ω 0n is nondiagonal, corresponding to the covariance matrix of an autoregressive sequence with pure error variance 0.4 and autoregressive coefficient 0.1.
For each simulation setting, we choose two sample sizes, namely n = 50, 100 and for each value of n, we let p n = 100, 200. For each (n, p n ) pair, we consider 50 simulation replicates. For the Bayesian methods, the posterior mean is used as a point estimate. Tables 1 and 2 summarize the results across the simulation replicates for the two simulation settings, respectively, to compare the operator norm difference between the estimator resulting from the different methods and the truth. In particular, the average error across 50 replicates is provided, with standard error in parenthesis.
The results for (PS) and (PL1) were reported based on 10,000 runs of the Gibbs sampler with 5000 burn-in. From Tables 1 and 2 , it becomes evident that when the number of model parameters increase, the performance of (PL1) deteriorates due to possibly slower convergence of the MCMC, while (PS) has more robust performance. Even in Table 2 , where the truth is misspecified for both (PS) and AT, and in fact designed to favor POET, (PS) performs at least equally or better than the competitors. For each MCMC iteration, the runtime for (PS) scaled approximately linearly with n and p, though we are not aware of sharp theoretical bounds on MCMC convergence in high dimensions guaranteeing polynomial time convergence unlike many frequentist estimators.
7. Some properties of shrinkage priors in high-dimensional settings. We develop a number of properties of the proposed shrinkage prior (PS) in high-dimensional settings; the results are used to prove the main results on posterior concentration, but are also of independent interest. Proofs of all the results are deferred to the Appendix.
Let θ be a p-dimensional vector and θ 0 ∈ l 0 [s; p] be an s-sparse vector with s ≪ p. Depending on the problem, θ might correspond to a high-dimensional mean vector, a vector of regression coefficients or a column of the factor loadings, with θ 0 corresponding to a sparse truth. 5 A quantity of fundamental importance in studying the behavior of the posterior distribution in highdimensional problems is the prior concentration around an arbitrary sparse vector θ 0 , which is defined as the noncentered small ball probability 
which decays exponentially with p for fixed s limiting the ability of the posterior to concentrate on sparse θ 0 . However, with appropriate point mass mixture priors having a probability mass at zero and θ 0 bounded, the small ball probability (7.1) can be improved to e −Cs log(1/ε) [17] . For reasons mentioned in Section 4, there has been a recent thrust on developing one-group alternatives to the two-group mixture priors using continuous shrinkage priors, which can be often represented as a global-local scale mixture [36] of Gaussians. Despite computational advantages with this family of shrinkage priors, their concentration properties are understudied. Our proposed prior (PS), which can be expressed as a Gaussian scale mixture, favors a large subset of the θ j to be simultaneously close to zero while inflicting minimal shrinkage on the rest, and thus achieve a concentration similar to point mass mixture priors. In the following Lemma 7.1, we present a nonasymptotic bound to the prior concentration for (PS).
Then, for any ε ∈ (0, 1) small enough,
2 , s log(s/ε), log p}] for some constant C > 0.
We also state an auxiliary Lemma 7.2 which is used to prove Lemma 7.1; refer to the supplemental document for a proof. Lemma 7.2. Let η ∈ R s denote a random vector with independent components η j ∼ DE(ψ j ). If there exist numbers a, b > 0, such that ψ j ∈ [a, b] for all j = 1, . . . , s, then for any δ > 0 and η 0 ∈ R s ,
We next show that the shrinkage prior (PS) does not spread its mass across too many dimensions. A point mass mixture prior allows a highdimensional vector to collapse onto fewer dimensions and the implied dimensionality can be naturally studied through appropriate tail bounds for the induced prior on | supp(θ)|, which is a random variable supported on {0, 1, . . . , p}. Such bounds on the prior dimensionality are useful to control the posterior model size [17] . However, continuous shrinkage priors do not allow exact zeroes in θ and clearly P(| supp(θ)| = p) = 1. We instead use a generalized definition of the support of a vector as the subset of entries which are larger than a small number δ in magnitude. For any δ > 0, we denote the corresponding subset to be supp δ (θ), so that supp δ (θ) = {j : |θ j | > δ}.
In the following Lemma 7.3, we provide a nonasymptotic tail bound for | supp δ (θ)|, the number of entries in θ larger than δ in magnitude.
Lemma 7.3. Let ε ∈ (0, 1) and δ = ε/p with ε > 1/p B for some B > 0. If θ is drawn according to the prior (PS) and s log p, then there exists a constant A > 0 such that
for some constant C > 0. Moreover, the constant C appearing in the exponent can be made arbitrarily large by choosing A large enough.
A final important property of (PS) is established through the following deviation result on the l 1 norm of θ.
8. Construction of test functions. An important step [24] in Bayesian asymptotic theory for establishing posterior contraction rates is to develop a test function for the true parameter versus the complement of a ball of radius ε > 0 (in an appropriate norm) around the truth with type-I and II error rates of the order exp(−Cnε 2 ). Under the Hellinger or L 1 distance between densities, existence of such tests is guaranteed by the seminal work of [9] and [32] ; the same is true for norms compatible to the above norms [25] . However, when the object of interest is not the density itself, but rather some high-dimensional parameter indexing the density with a norm of discrepancy relevant to the space the parameter lives in, the test arising from Birgé-Le Cam theory might fail to produce the desired error rates in the norm of interest.
In the context of nonparametric function estimation in general L r norms, [26] advocated using concentration inequalities based on empirical process techniques as an alternative to the traditional testing framework. Castillo and Van Der Vaart [17] used deviation bounds for the likelihood ratio test in estimating a high dimensional mean in Euclidean norm. An important contribution of the present paper is to utilize recently developed concentration results for random (self-adjoint) matrices [39, 40] to devise a test function.
Using a version of the matrix Bernstein inequality (Theorem 6.2 in [39] ), it can be shown that the sample estimatorΣ = n −1 n i=1 y i y T i has appropriate concentration around EΣ = Σ 0 when the "effective rank" r e (Σ 0 ) := tr(Σ 0 )/ Σ 0 2 is modest compared to p [11, 40] . However, for Σ 0 = Λ 0 Λ T 0 + σ 2 0 I p ∈ C 0n , r e (Σ 0 ) can scale in the order of p, prohibiting us from usingΣ as an estimator to construct the test. A crucial observation is that even if Σ 0 ∈ C 0n does not necessarily have a small effective rank, the larger contribution to the operator norm of Σ 0 ( Σ 0 2 = Λ 0 2 2 + σ 2 0 ) comes from the low rank part by (A3). We exploit this to design a novel projection based test in Theorem 8.1 below, where the types I and II error rates can be expressed in terms of deviation bounds of a k 0n × k 0n sample covariance matrix from its mean. Dependence of all quantities on n has been made explicit from this point onwards.
Theorem 8.1. Recall the sequences k 0n and c n from Assumptions 3.1 and 3.2, respectively. Let Σ 0n ∈ C 0n with the corresponding Λ 0n ∈ R pn×k 0n . Let B j,n = {Σ n ∈ C n : jε n ≤ Σ n − Σ 0n 2 < (j + 1)ε n } denote an annulus of inner radius jε n and outer radius (j + 1)ε n in operator norm around Σ 0n for some integer j > 1 and sequence ε n > 0. Assume ε n ≥ c n k 0n log k 0n n and ε n log j ≤ c n . Fix Σ 1n ∈ B j,n and let E j,n = {Σ n ∈ B j,n : Σ n − Σ 1n 2 < jε n /2} denote an operator norm ball in B j,n around Σ 1n of radius jε n /2. Based on n i.i.d. samples y 1 , . . . , y n from N pn (0, Σ n ), consider testing the point null vs. composite alternative hypothesis
Then, the type-I and type-II error rates of φ j,n satisfy:
for some constant C > 0, where E Σn denotes an expectation under the distribution of y (n) under N(0, Σ n ) and E 0 is a shorthand for E Σ 0n .
Remark. If the condition ε n log j ≤ c n is replaced by j δ ε n ≤ c n for some 0 < δ ≤ 1, the type-II error bound in (8.4) becomes exp{−Cnj 2δ ε 2 n /(c 2 n k 2 0n )}.
Proof of Theorem 8.1. We shall make use of a matrix concentration result from [11] . Let u 1 , . . . , u n i.i.d.
∼ N q (0, Σ) andΣ := n −1 n i=1 u i u T i denote the sample covariance matrix. Proposition A.4 in [11] implies that for any s > 0 such that s + log q < n,
We adapt a fact from Lemma 5.36 of [40] . For a p × k matrix B with p > k, suppose B T B − I k 2 ≤ max{δ, δ 2 } for some δ > 0. Then
Finally, we index matrices that appear frequently in the sequel. Define
Note that G n is the matrix appearing in (A3). The nonzero eigenvalues of G n and Ψ n are the same; hence, G n 2 = Ψ n 2 . Type-I error : RecallΣ z andΣ x from the theorem statement. We proceed to bound E 0 φ j,n = P 0 [ Σ z − Σ 0n 2 ≥ jε n /4]. By the triangle inequality and Lemma 1.1 in the supplemental document,
A simple calculation yields
Substituting this in (8.8) and using triangle inequality, the sum of the second and third term in (8.8) can be bounded above by
Recall G n 2 = o(k 0n log k 0n /n) by (A3). In addition, Λ 0n 2 ≤ 2 √ c n by (A3) and σ 2 0n ≤ c n from (A4). Note that A − I k 0n 2 < δ for A symmetric and some δ ∈ (0, 1) implies that A 2 − I k 0n 2 ≤ 3δ. Using these facts, the expression in the above display can be bounded above by (13c n + 1) G n 2 .
Since we have assumed ε n ≥ c n k 0n log k 0n n in the condition of the theorem, (13c n + 1) G n 2 can be bounded above by jε n /8 for n large enough. Substituting this bound in (8.8),
Using Λ 0n 2 2 c n one more time, we have
is a k 0n × k 0n sample covariance matrix. We now invoke (8.5) to bound the deviation ofΣ x from its expectation under P 0 in (8.10). From (8.9) and using tr(
Choose s = Cnj 2 ε 2 n /(k 2 0n c 2 n ). Since ε n ≥ c n k 0n log k 0n /n, we have s log k 0n and hence C tr(E 0Σx ) (s + log k 0n )/n C tr(E 0Σx ) s/n ≤ Cjε n /c n . By (8.5) , the expression in the right-hand side of (8.10) is then bounded above by e −s = exp{−Cnj 2 ε 2 n /(k 2 0n c 2 n )}, proving (8.3). Type-II error : Fix Σ n ∈ E j,n . We proceed to bound E Σn (1−φ j,n ) = P Σn [ Σ z − Σ 0n 2 < jε n /4]. By repeatedly using the triangle inequality, we obtain
Recalling the definition ofΣ x and invoking Lemma 1.1 in the supplemental document,
The last inequality in (8.12) used the triangle inequality to obtain Σ n − Σ 0n 2 ≥ Σ 1n − Σ 0n 2 − Σ n − Σ 1n 2 ≥ jε n − jε n /2 = jε n /2. By (A3) and 18 PATI, BHATTACHARYA, PILLAI AND DUNSON (8.6), both Λ 0n / √ c n 2 and s min (Λ T 0n Λ 0n /c n ) can be bounded below by 4/5. Hence, Λ 0n 2 2 Σ x − E ΣnΣx 2 is bounded below by 64jε n /250. Further, based on the calculations following (8.8),
can be bounded above 63jε n /250 for n large enough. Substituting in (8.11),
As in case of the type-I error, using Λ 0n 2 2 c n , we conclude that
We are now in a position to invoke (8.5) to bound the right-hand side of (8.13). Using triangle inequality and von Neumann's trace inequality [34] 
Since Σ n ∈ B j,n , Σ n − Σ 0n 2 ≤ (j + 1)ε n < 2jε n , and hence
Substituting in the previous display and using tr(E 0Σx ) ≤ Ck 0n , one has tr(E ΣnΣx ) k 0n max{1, jε n /c n } ≤ Ck 0n (j/ log j), with the last inequality using ε n log j ≤ c n .
Choosing s = Cn(log j) 2 ε 2 n /(k 2 0n c 2 n ), one has s log k 0n and C tr(E ΣnΣx )× (s + log k 0n )/n ≤ Cjε n /c n . By (8.5), the expression in the right-hand side of (8.13) is bounded above by e −s = exp{−Cn(log j) 2 ε 2 n /(k 2 0n c 2 n )}. Since the bound is independent of Σ n ∈ E j,n , (8.4) follows.
9. Proof of the main results. We now proceed to prove the results stated in Section 5. We prove Theorem 5.3 with the shrinkage prior (PS); the special case of k 0n = O(1) in Theorem 5.2 follows immediately. For the point mass prior, we only sketch an argument. We introduce a number of auxiliary Lemmata 9.1, 9.2, 9.3 whose proofs can be found in the supplemental document.
9.1. Proof of Theorem 5.3. Set ε n = c n k 3/2 0n sn log pn n √ log n and define
The posterior probability assigned to the complement of U n is given by
where f Σn denotes a p n -dimensional N(0, Σ n ) distribution and N n and D n denote the numerator and denominator of the fraction in (9.1).
Let σ(y 1 , . . . , y n ) denote the σ-field generated by y 1 , . . . , y n . We first claim that we can lower-bound D n on an event A n ∈ σ(y 1 , . . . , y n ) with large probability under f Σ 0n in Lemma 9.1. Lemma 9.1. Let Σ 0n ∈ C 0n . Let η n be a sequence satisfying η n /s min (Σ 0n ) → 0 and nη 2 n /s min (Σ 0n ) 2 → ∞, and define ̺ n = 2s max (Σ 0n )/s min (Σ 0n ). Then there exists A n ∈ σ(y 1 , y 2 , . . . , y n ) with
We shall set η n = s n k 0n /n in all future usage of Lemma 9.1. Based on our prior specification, Σ n can be parameterized by (k, Λ n , σ 2 n ) with k ∈ {1, . . . , ∞}, Λ n ∈ R pn×k , σ 2 n ∈ (0, ∞), and Σ n = Λ n Λ T n + σ 2 n I pn . We use this to bound Π n ( Σ n − Σ 0n F ≤ η n ) from below in the following Lemma 9.2. Lemma 9.2. If Σ 0n ∈ C 0n , the prior Π n on Σ n is as in Theorem 5.2, and η n = s n k 0n /n, then
We now introduce some notation. Let
Recalling that the true loadings has s n k 0n many nonzero entries, e n can be thought of as an effective sparsity parameter. Also, recall the supp δ notation from Section 7. Given k, let supp δ ′ n (Λ n ) denote the set S ⊂ {1, . . . , p n k} corresponding to the entries in vec(Λ n ) larger than δ ′ n in absolute magnitude. Since P Σ 0n (A n ) → 1 by Lemma 9.1, it is enough to show
to prove Theorem 5.2, where E 0 is a shorthand for E Σ 0n . For some H > 0 to be chosen later,
where
Thus, U * n consists of (strictly speaking, can be identified with the class of) covariance matrices Σ n = Λ n Λ T n + σ 2 n I pn satisfying Σ n − Σ 0n 2 > M ε n , where Λ n ∈ R pn×k with k ≤ Ce n , Λ n 1 ≤ t n , | supp δ ′ n (Λ n )| ≤ He n and σ 2 n ≤ t n . We now show in Lemma 9.3 that the expression in (9.3) goes to zero, so that we can focus on Π n (U * n | y (n) ). This will be crucial in reducing the entropy of the model space.
Lemma 9.3. Recall the sequences and sets in (9.2) and (9.4), respectively. There exist constants H, C > 0 such that
For k ≤ Ce n , a set S ⊂ {1, . . . , p n k} with |S| ≤ He n , and j ≥ M , let B k,S,j,n denote the following subset of U * n :
Then, using a standard testing argument (see, e.g., the proof of Proposition 5.1 in [17] ),
where Φ k,S,j,n is a (point vs. composite) test function for
whose construction is provided below and
To obtain the upper bound on β k,S,j,n in the above display, bound Π n (B k,S,j,n ) above by 1, use the fact that log ̺ n log c n ≤ log n by (A1) and (A4) and use Lemma 9.2 to conclude that β k,S,j,n ≤ e Cen .
To construct the test function Φ k,S,j,n in (9.6), we cover B k,S,j,n with a union of balls and obtain local tests for Σ 0n versus the centers of each of the balls using Theorem 8.1. Since we are inside W n ∩ V n , the number of such balls can be controlled and Φ k,S,j,n is obtained as the maximum of the local tests.
Let Σ n,l 7 for l ∈ I k,S,j,n be a jε n /2-net of B k,S,j,n in operator norm and for each l, define E k,S,j,n,l = {Σ n ∈ B k,S,j,n : Σ n −Σ n,l 2 ≤ jε n /2}. By definition,
Clearly, jε n ≤ Σ n,l − Σ 0n 2 < (j + 1)ε n and ε n ≥ c n k 0n log k 0n /n. For Σ n ∈ U * n , Λ n 2 ≤ √ e n t n and Σ n − Σ 0n 2 ≤ Σ n 2 + c n ≤ e n t 2 n + t n + c n e 5 n . Hence, B k,S,j,n ⊂ U * n implies j e 5 n /ε n , and hence log j log n, so that ε n log j ≤ c n by the second part of (A1). Therefore, the conditions of Theorem 8.1 for the point versus composite test H 0 : Σ n = Σ 0n versus H 1 : Σ n ∈ E k,S,j,n,l are satisfied. Let φ k,S,j,n,l denote the corresponding test function from Theorem 8.1 with type-I error e −Cnj 2 ε 2 n /(c 2 n k 2 0n ) = e −Cj 2 en log pn and type-II error e −Cn(log j) 2 ε 2 n /(c 2 n k 2 0n ) = e −C(log j) 2 en log pn . Letting Φ k,S,j,n = max l∈I k,S,j,n φ k,S,j,n,l , we therefore have
To estimate |I k,S,j,n |, that is, the covering number of B k,S,j,n in operator norm, we embed B k,S,j,n insideB k,S,j,n , whose covering number is easier to calculate:B k,S,j,n :
We now proceed to explicitly construct a jε n /2-net forB k,S,j,n . Let ξ n = jε n /(8e n t n ). For notational convenience, we use P S (θ) below to denote θ S defined in Section 2. Let {Λ l } L l=1 be a ξ n -net of B (Λ) k,S,j,n . Also, let {σ 2 r } R r=1 be a jε n /4-net of [0, t n ]. We show below that {Λ l Λ T l + σ 2 r } l,r form a jε n /2-net ofB k,S,j,n in operator norm.
LetΣ =ΛΛ T +σ 2 I be inB k,S,j,n . Find Λ l and σ 2 r from the respective nets so that Λ l −Λ F ≤ ξ n and
We have thus proved our claim, and hence |I k,S,j,n | ≤ L × R. Note the use of the control on Λ 2 over B k,S,j,n in the above display. Clearly, R can be chosen to smaller than t n /(2jε n ). With s = |S|, let {θ l } L l=1 be a ξ n /2-net of the Euclidean sphere in R s of radius e n t n . By Lemma 5.2 of [40] , the cardinality of such a net L can be chosen to be smaller than (1 + e n t n /ξ n ) s . We now exhibit a
in Frobenius norm as follows. Set P S (Λ l ) = θ l and
k,S,j,n and θ = P S (Λ). There exists θ l such that θ − θ l 2 ≤ ξ n /2. Also, since supp δ ′ n (Λ) = S, P S c (Λ) 2 ≤ δ n . By choosing j larger than some constant J , we can make ξ n ≥ 2δ n . Hence, Λ l − Λ F ≤ ξ n . Thus, L × R can be bounded above by e Cs log(entn) ≤ e Cs log pn , and hence
Cs log pn e −C 1 j 2 en log pn , (9.9) sup Σn∈B k,S,j,n
Substitute the bounds obtained in (9.8), (9.9) and (9.10) in (9.6). Observing that all the bounds are free of k, we can bound the expression in (9.6) by (Ce n ) Hen s=0 p n s j≥M e Cs log pn e −C 1 j 2 en log pn + e Cen e −C 2 (log j) 2 en log pn .
The first term in the inner sum over j can be bounded above by e Cen log pn × e −C 3 M 2 en log pn , while the second one by e Cen e −C 4 (log M ) 2 en log pn . Noting that (Ce n ) × (He n + 1) max {0≤l≤Hen} pn l ≤ exp{Ce n log p n }, (9.11) goes to 0 as n → ∞ for a large enough constant M > 0. This completes the proof of Theorem 5.3 with the shrinkage prior (PS).
The proof for the point mass priors (PL1) follows similarly. Since the point mass mixture priors allow exact zeros in the loadings, we can condition on supp(Λ n ) = S. By properties of point mass mixture priors shown in [17] , analogues of Lemmata 9.2 and 9.3 can be obtained to complete the theorem.
APPENDIX
Proof of Lemma 5.5. Since θ j ∈ M for all j, by symmetry, det(
, where A is a diagonal matrix with the first (p − 1) diagonal entries equaling one and the pth entry being (1 + κ/β). An application of the Woodbury matrix inversion formula produces
The proof is completed by observing that tr(
Proof of Lemma 5.6. Let τ ∈ M with supp(τ ) = S. We show that for any x ∈ M, x − τ H = 2 j / ∈S 1(x j = 1). To that end, we have x − τ H = j∈S 1(x j = 0) + j / ∈S 1(x j = 1) = s + a − b, where a = j / ∈S 1(x j = 1), b = j∈S 1(x j = 1). Since x ∈ M, we also have a + b = s, which implies x − τ H = 2a.
Let k denote the integer part of s/6. Let M 0 be a maximal set of points in M, with each pair at least 2(k + 1) apart in Hamming distance. Note here that 2(k + 1) > s/3. Since M 0 is maximal and d(x, y) is even for any x, y ∈ M by the above calculation, it follows that M ⊂ τ ∈M 0 B(τ ; 2k), where
By symmetry, B(τ ; 2k) is independent of τ , so that |M| ≤ |M 0 ||B(τ ; 2k)| for any τ ∈ M 0 . It is easy to see that
where A j = {x ∈ M : x − τ = 2j}, 0 ≤ j ≤ k. Since k ≤ s/2, the expression in the above display can be bounded above by k we obtain m ≥ exp(Cs log p) for some constant C > 0. Also, clearly m ≤ |M| ≤ exp(C 1 s log p).
Proof of Lemma 7.1. Let δ = ε/p. To lower-bound P( θ − θ 0 2 < ε), we first obtain a lower bound conditioned on the hyper parameters τ and γ:
.
We now have to integrate out τ andγ in (A.1). By a relabeling of indices, we can always make sure that the pth index lies in S 0 . Let
Clearly, B is a measurable subset of ∆ We now substitute the lower bound for P( θ − θ 0 2 < ε | τ, γ) from (A.1) in (A.5) and lower-bound the two terms on the right-hand side of (A.1) individually.
For the first term, observe that for (τ, γ) ∈ B, j∈S c
0
(1 − e −δ/ψ j ) ≥ (1 − s/p) p−s .
To tackle the second term, we make use of Lemma 7.2. By definition, ψ j ∈ [a, b] for all j ∈ S 1 whenever (τ, γ) ∈ B. Further, along the lines of (A.2), We conclude that for (τ, γ) ∈ B, the integrand in (A.5) can be bounded below as follows: By (1.12), θ j 's are independent and identically distributed, so that | supp δ (θ)| ∼ Binomial(p, ζ), with ζ := P(|θ 1 | > δ). We first show that ζ log p/p for δ = ε/p. Observe that P(|θ 1 | > δ) e −t t dt ≤ − log(1 − e −2δ ) ≤ − log(δ), (1.14) for δ small. Since Γ(1/p) ≥ p/2 for large p, and C + log(1/δ) ≤ 2 log(1/δ) for p large, we have P(|θ 1 | > δ) ≤ log(1/δ)/p log p/p; the last inequality follows since ε > 1/p B implies δ ≥ 1/p B+1 .
A version of Chernoff's inequality for the binomial distribution [27] states that for B ∼ Binomial(p, ζ) and ζ ≤ a < 1, In (1.15), set a = As/p. Since s log p, we can ensure ζ ≤ a by choosing A larger than some constant. Hence, by (1.15), P(| supp δ (θ)| > As) ≤ (eζ/a) As ≤ e −A log(A/eC)s .
Proof of Lemma 7.4. Recall θ j | γ, τ ∼ DE(γ j τ ) for 1 ≤ j ≤ p. Let X j = θ j /(γ j τ ), so that X j | γ, τ ∼ DE(1) independently. Let ψ j = γ j τ and fix t > 1. Using a Bernstein-type tail inequality for subexponential random variables (Proposition 5.16 of [40] ), 
