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All classical limiting theorems in multivariate statistical analysis assume that
the number of variables is xed and the sample size is much larger than the di-
mension of the data. In the light of the rapid development of computer science,
we are dealing with large dimensional data in most cases. Moving from low di-
mensional to large dimensional problems, random matrices theory (RMT) as an
ecient approach has received much attention and developed signicantly. The
original statistical issues in multivariate analysis have changed to the investigation
on limiting properties of eigenvalues and eigenvectors for large dimensional random
matrices in RMT.
Based on the observation that the limiting spectral properties of large dimen-
sional sample covariance matrix are asymptotically distribution free and the fact
Summary vii
that the matrix of eigenvectors (eigenmatrix) of the Wishart matrix is Haar dis-
tributed over the group of unitary matrices, it is conjectured that the behavior of
eigenmatrix of a large sample covariance matrix should asymptotically perform as
Haar distributed under some moment conditions. Thus, the thesis is concerned on
nding the limiting behavior of eigenvectors of large sample covariance matrices.
The main work in this thesis involves two parts. In the rst part (Chapter 3),
to investigate the limiting behavior of eigenvectors of a large sample covariance
matrix, we dene the eigenVector Empirical Spectral Distribution (VESD) with
weights dened by eigenvectors and establish three types of convergence rates of
the VESD when data dimension n and sample sizeN proportionally tend to innity.
In the second part (Chapter 4), the limiting behavior of eigenvectors of sample
covariance matrices is further discussed. Using Bernstein polynomial approxima-
tion and results obtained in Chapter 3, we prove the central limit theorem for the
linear spectral statistics associated with the VESD, indexed by a set of functions
with continuous second order derivatives. This result provides us a strong evidence
to conjecture that the eigenmatrix of large sample covariance matrices is asymptot-
ically Haar distributed. Thus, based on the result in Chapter 4, we have a better
view of the asymptotic property of eigenvectors for large general random matrices,
such as Wigner matrices.
viii
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1CHAPTER 1
Introduction
1.1 Large Dimensional Random Matrices
The development of Random Matrices Theory (RMT) comes from the fact that
the classical multivariate analysis is no longer suitable for dealing with large di-
mensional problems. All classical multivariate analysis assumes that the dimension
of the data is small and xed and the number of observations, or sample size, is
large and tends to innity. However, most of cases we are dealing with nowadays
are the data sets that the dimension increases together with the sample size, or in
other words we can say that the dimension and sample size share the same order.
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The following two examples illustrate the serious eect of large dimensional
problems solving by conventional statistical analysis. Bai and Saranadasa (1996)
showed that both Dempster's non-exact test (Dempster, 1958) and their asymp-
totically normally distributed test have higher power than classical Hotelling's test
when the data dimension is proportionally close to the sample degree of freedom.
Another example was presented in Bai and Silverstein (2004). When dimension n
increases proportionally to sample size N , an important statistics in multivariate
analysis Ln = ln(detSn) performs in a complete dierent manner than it does on
data of very low dimension with large sample size. Thus, a serious error is caused
when using classical limiting theory to show the asymptotic normality of Ln under
large dimensional case.
Therefore, the theory of random matrices as a possible and eective method in
dealing with large dimensional data analysis has received much attention among
statisticians in recent years. For the same reason, the wide application of RMT can
be observed in many research areas, such as nance, engineering, signal processing,
genetics, network security, image processing and wireless communication problems.
From its inception, random matrix theory has been heavily inuenced by its
applications in physics, statistics and engineering. The landmark contributions to
the theory of random matrices of Wishart (1928), Wigner (1958), and Marcenko
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and Pastur (1967) were motivated to a large extent by practical experimental prob-
lems. Nowadays, RMT nds applications in more elds as diverse as the Riemann
hypothesis, stochastic dierential equations, condensed matter physics, statistical
physics, chaotic systems, numerical linear algebra, neural networks, multivariate
statistics, information theory, signal processing, and small-world networks.
1.1.1 Spectral Analysis
Denition 1.1. (Empirical Spectral Distribution)
SupposeA is an nn matrix with eigenvalues j, j = 1; 2;    ; n. If all these eigen-








called the empirical spectral distribution (ESD) of the matrix A, where I
denotes indicator function. If the eigenvalues j's are not all real, we can dene a






I(j  n : <(j)  x;=(j)  y);
where < and = denote the real part and the imaginary part respectively.
We are especially interested in sequences of random matrices with dimension
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(number of rows) tending to innity. One of the main problems in RMT is to in-
vestigate the convergence of the sequence of empirical spectral distributions fFAng
for a given sequence of random matrices fAng. The limit distribution F , which is
usually nonrandom, is called the Limiting Spectral Distribution (LSD) of the
sequence fAng.
The initial investigation on the spectral analysis of random matrices comes
from nuclear physics during the 1950's. There are thousands of energy levels in
a quantum system. It is impossible to observe all the energy levels individually,
but they can be represented by eigenvalues of a certain matrix. Since then, lots
of theorems and applications are established by physicists and statisticians on the
spectral of large dimensional random matrices, referring to Mehta (1990). The
interest of spectral analysis of large dimensional random matrices in statistical
inference is due to the fact that many important statistics in classical multivariate
analysis can be expressed as functionals of the ESD of some random matrices.
Thus, we can revise the conventional results using random matrix theory and make
them eective in applications.
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1.1.2 Eigenvector
Besides the importance of spectral analysis, practical applications of RMT have
also raised the need for a better understanding to the limiting behavior of eigenvec-
tors of large dimensional random matrices. For example, in principal component
analysis (PCA), the eigenvectors corresponding to a few of the largest eigenvalues
of random matrices (that is, the directions of the principal components) are of spe-
cial interest. Therefore, the limiting behavior of eigenvectors of large dimensional
random matrices becomes an important issue in RMT. However, the investigation
on eigenvectors has been relatively weaker than that on eigenvalues in the litera-
ture due to the diculty of mathematical formulation since the dimension increases
with the sample size.
1.2 Methodologies
This section introduces two important methods in the spectral analysis of large
dimensional random matrices, namely the moment method and Stieltjes transform
method. These two methods are widely used in random matrix theory. In this
section, we give a detailed discussion on these two methods, especially on the
investigation of the convergence rate using Stieltjes transform.
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1.2.1 Moment Method
Moment method is widely used in nding the existence of limiting spectral dis-
tributions and limiting theorems on extreme eigenvalues ever since it was rstly
used by Wigner in 1958 to prove the famous semicircle law. Using moment method,
Bai, Silverstein and Yin (1988) proved an important theorem that the existence
of a nite fourth moment of the entries of both Wigner and sample covariance
matrices is a sucient and necessary condition to guarantee that the largest eigen-
values converge almost surely to the largest number in the support of their limiting
spectral distributions.
Moment method is based on the moment convergence theorem. Suppose fFng
denotes a sequence of distribution functions with nite moments of all orders. Let
the k-th moment of the distribution Fn be denoted by
n;k = k(Fn) =
Z
xkdFn(x):
The following Lemmas are summarized in Bai and Silverstein (2010, Appendix
B).
Lemma 1.1. (Moment Convergence Theorem).
A sequence of distribution functions fFng converges weakly to a limit if the follow-
ing conditions are satised:
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(1) Each Fn has nite moments of all orders.
(2) For each xed integer k  0, n;k converges to a nite limit k as n!1.
(3) If two right continuous nondecreasing functions F , G have the same moment
sequence fkg, then F = G+ constant.
The following two lemmas guarantee that a probability distribution function is
uniquely determined by its moments.
Lemma 1.2. (Carleman).
Let fk = k(F )g be the sequence of moments of the distribution function F . If






then, F is uniquely determined by the moment sequence fk; k = 0; 1;    ; g.
Lemma 1.3. (M. Riesz).








then, F is uniquely determined by the moment sequence fk; k = 0; 1;    g.
The moment convergence theorem shows that under what conditions the con-
vergence of moments of all orders implies the weak convergence of the sequence of
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the distributions fFng. In nding limiting spectral distributions, the foundamental
theory is the moment convergence theorem together with Carleman's condition or
Riesz's condition.
1.2.2 Stieltjes Transform
In this section, another important method in spectral analysis of random ma-
trix theory will be introduced - the Stieltjes transform method. Stieltjes transform
method is commonly used to investigate the limiting spectral properties of a class
of random matrices. Compared with the moment method, the Stieltjes transform
method is more attractive to researchers. This is mainly because the momen-
t method is always followed with sophisticated graph theory and combinatorics,
which makes the proof much tedious and complex.
First, we introduce basic concept and properties of the Stieltjes transform,
referring to Bai and Silverstein (2010, Appendix B). Further, the use of Stieltjes
transform will be demonstrated. That is how to nd limiting spectral distributions
and estimate convergence rate of empirical spectral distributions in terms of their
Stieltjes transforms.
Denition 1.2. (The Stieltjes Transform)
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If G(x) is a function of bounded variation on the real line, then its Stieltjes trans-




  z dG(); z 2 C
+;
where z 2 C+  fz 2 C : =z > 0g and = denotes the imaginary part.
Remark 1.1. The Stieltjes transform is dened on C+.
Remark 1.2. The imaginary part of z plays an important role in Stieltjes transfor-
m. For all bounded variation functions, their Stieltjes transform always exist and
well dened since the absolute value of mG(z) is bounded by 1=v, where v = =z.
Theorem 1.1. (Inversion formula)
For any continuity points a < b of G, we have







Considering G as a nite signed measure, the above theorem shows a one-to-one
correspondence between the nite signed measures and their Stieltjes transforms.
Another important advantage of Stieltjes transforms is that the density function
of a signed measure can be obtained easily via its Stieltjes transform. We have the
following theorem.
Theorem 1.2. (Dierentiability)
Let G be function of bounded variation and x0 2 R. Suppose that limz2C+!x0 =mG(z)
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Note that in advanced probability theory, the famous continuity theorem de-
scribes that weak convergence of distribution functions can be showed by conver-
gence of their characteristic functions. Next, we will introduce a parallel theorem
regarding bounded variation functions and their Stieltjes transforms. Using the
following theorem, the convergence of empirical spectral distributions of a class
of random matrices can be established by showing convergence of their Stieltjes
transforms and the limiting spectral distribution can be found by the limit of a
sequence of Stieltjes transforms.
Theorem 1.3. (Continuity)
Assume that fGng is a sequence of functions of bounded variation and Gn( 1) = 0
for all n. Then
lim
n!1
mGn(z) = m(z) 8z 2 C+;
if and only if there is a function of bounded variation G with G( 1) = 0 and
Stieltjes transform m(z) and such that Gn ! G vaguely.
Next, we will introduce how to use the Stieltjes transform in random matrix
theory to nd the limiting spectral distribution and establish the convergence rate
of empirical spectral distribution.
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Let FA be the empirical spectral distribution function for any nn Hermitian

















akk   z   k(Ak   zI) 1k
;
where akk is the (k; k)th entry of A,  denotes the conjugate transpose, Ak is the
(n  1) (n  1) submatrix of A with the k-th row and k-th column removed and
k is the k-th column of A with the k-th entry removed.
If the denominator akk z k(Ak zI) 1k can be expressed as g(z;mFA(z))+
o(1) for some function g, then the limiting spectral distribution exists and its





For estimating convergence rates of empirical spectral distribution function
to its limiting spectral distribution, the following three lemmas (also called Bai
inequality), which were rst established by Bai in 1993, demonstrate the distance
between two distribution functions in terms of their Stieltjes transforms.
Lemma 1.4. (Theorem 2.1, Bai (1993a)).
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Let F be a distribution function and let G be a function of bounded variation
satisfying
R jF (x)   G(x)jdx < 1. Denote their Stieltjes transforms by f(z) and
g(z), respectively. Then, we have




























Sometimes, we can establish a bound for kF  Gk on a nite interval in terms
of the integral of the absolute dierence of their Stieltjes transform, when the
functions F and G have light tails or have bounded support. We have the following
lemmas.
Lemma 1.5. (Theorem 2.2, Bai (1993a))
Under the assumptions of Lemma 1.4, we have
kF  Gk  1














where A and B are positive constants such that A > B and
 =
4B
(A B)(2   1) < 1: (1.1)
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Lemma 1.6. (Corollary 2.3, Bai (1993a))
In addition to the assumptions of Lemma 1.5, assume further that, for some
constant B > 0, F ([ B;B]) = 1 and jGj(( 1; B)) = jGj((B;1)) = 0, where
jGj((a; b)) denotes the total variation of the signed measure G on the interval (a; b).
Then, we have
kF  Gk  1











where A, B and  are dened in (1.1).
Remark 1.3. From these lemmas, we can see that the convergence rate of kF Gk
has nothing to do with these constants h; ; ; A;B, but only depend on the rate
of v tending to 0 which will be illustrated in details in Chapter 3.
1.2.3 Organization of the Thesis
The thesis consists of ve chapters and is organized as follows. In Chapter 1,
we have provided a general introduction to the RMT theory including spectral and
eigenvector analysis as well as two main methodologies in research.
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In Chapter 2, we illustrate a review on spectral analysis of random matrix
theory in details.
Chapter 3 and Chapter 4 are the main parts of this thesis. We prove our
main results, three types of convergence rate of VESD and central limit theorem
for linear spectral statistics of VESD for sample covariance matrices, respectively.
Here VESD denotes eigenvector empirical spectral distribution which is dened in
(3.2).
In the last chapter, we discuss future research.
15
CHAPTER 2
Literature Review for Sample
Covariance Matrices
2.1 Spectral Analysis
Sample covariance matrix is the most fundamental and important random ma-
trix in multivariate statistical analysis. It plays an important role in hypothesis
testing, principal component analysis and factor analysis. Many test statistic can
be expressed as a function of its eigenvalues. Thus the spectral analysis of sample
covariance matrix has been well developed in the past decades. We will introduce
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the detailed study of sample covariance matrix in the following subsections.
2.1.1 Limiting Spectral Distribution
The rst study concerns the limiting spectral distribution of sample covariance
matrices as the vector dimension and sample size proportionally tend to innity.
This aspect includes showing the convergence of empirical spectral distribution,
identifying the limiting spectral distribution and further studying the analytic be-
havior of the limiting spectral distribution.
The conventional denition of a sample covariance matrix is as follows. Let
Xn = (Xij)nN , 1  i  n, 1  j  N , is a double array of complex random
variables. Write Xj = (X1j;    ; Xnj)0 and Xn = (X1;    ;XN). The sample












where X = N 1
P
Xj andA
 denotes the complex conjugate transpose of a matrix
A.
In most cases, the sample covariance matrix in spectral analysis of large dimen-
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This is because, according to the following lemma, the removal of X does not aect
the limiting spectral distribution since the rank of matrix xx is 1.
Lemma 2.1. (Theorem A.44, Bai and Silverstein (2010, Appendix A)).
Let A and B be two nN complex matrices. Then,
kFAA   FBBk  1
n
rank(A B):
More generally, if F and D are Hermitian matrices of orders n  n and N  N ,
respectively, then we have
kFF+ADA   FF+BDBk  1
n
rank(A B):
The rst result in nding the limiting spectral distribution of sample covari-
ance matrix was due to Marcenko and Pastur (1967). They proved that empirical
spectral distributions of a class of random matrices having the form A + XTX
converge to some limiting distribution using Stieltjes transform method original-
ly. And the limiting distribution is known as Marcenko-Pastur law (M-P law).
Motivated by this paper, the generalization works were done by Grenander and
Silverstein (1977), Johsson (1982) and Wachter (1978). In 1995, Silverstein and
Bai proposed a wilder conditions imposed on the underlying random variables and
proved the convergence of sample covariance matrix with a general form in a easier
and well understanding way.
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Denition 2.1. (M-P law)





(b  x)(x  a) I(a  x  b); (2.1)
and has a point mass 1   c 1 at the origin if c > 1, where a = 2(1   pc)2 and
b = 2(1 +
p
c)2. The constant c is the dimension to sample size ratio index and
2 is the scale parameter. If 2 = 1, the M-P law is called as the standard M-P
law.
Lemma 2.2. (Theorem 3.10, Bai and Silverstein (2010)).
Suppose that, for each N , the entries of Xn are independent complex variables
with a common mean  and variance 2. Assume that n=N ! c 2 (0;1) and that,












Then, with probability one, the empirical spectral distribution F Sn tends to the M-P
law with ratio index c and scale index 2.
Considering a general form of sample covariance matrices, the following result
was obtained by Bai and Silverstein in 1995.
Lemma 2.3. (Theorem 1, Silverstein and Bai (1995)).
Suppose that the entries of Xn (nN) are complex random variables that are
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independent for each n and identically distributed for all n and satisfy E(jX11  
EX11j2) = 1. Also, assume that Tn = diag(1;    ; N), i is real, and the empir-
ical distribution function of f1;    ; Ng converges almost surely to a probability
distribution function H as n ! 1. The entries of both Xn and Tn may depend





n, where An is
Hermitian, n  n satisfying FAn ! FA almost surely, where FA is a distribution
function (possibly defective) on the real line. Assume also that Xn, Tn and An
are independent. When N = N(n) with N=n ! c > 0 as n ! 1, then, almost
surely, FBn, the empirical spectral distribution of the eigenvalues of Bn, converges
vaguely, as n ! 1, to a (nonrandom) distribution function F , where for any
z 2 C+  fz 2 C : =z > 0g, its Stieltjes transform m = m(z) is the unique









where mA is the Stieltjes transform of F
A.
Based on the above equation, the analytic properties of limiting spectral distri-
bution of sample covariance matrix was developed by Silverstein and Choi in 1995.
The result includes the continuous dependence of F on c and H, the continuous
density of F on R+ and a method of determining its support.
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2.1.2 Limits of Extreme Eigenvalues
The second study on the spectral analysis of sample covariance matrices is
the investigation on the limits of extreme eigenvalues. The rst work in this di-
rection was done by Geman (1980) . He proved that the largest eigenvalue of a
large dimensional sample covariance matrix goes to b, which is dened in (2.1),
under strong conditions on the underlying distribution. Later, Bai, Silverstein and
Yin (1988) weaken the conditions into the assumption of the existence of fourth
moment. And in the same year, they further illustrated that the fourth moment
condition is a necessary and sucient condition for the existence of the limit of
the largest eigenvalue of a large dimensional sample covariance matrix. Identifying
the limit of smallest eigenvalue of a large dimensional sample covariance matrix
proves dicult. Until 1993, Bai and Yin (1993) proved that the smallest eigenvalue
tends to a dened in (2.1), also under the existence of fourth moment assumption.
Another contributing result was made by Bai and Silverstein (1998). They showed
that there are no eigenvalues in any closed interval outside the support of the lim-
iting spectral distribution of large dimensional sample covariance matrices, with
probability one. We will show these results in the following lemmas.
Lemma 2.4. (Theorem 5.8, Bai and Silverstein (2010)).
Suppose that fXjk; j; k = 1; 2;    g is a double array of i.i.d. random variables
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with mean zero and variance 2 and nite fourth moment. Let Xn = (Xjk; j 
n; k  N) and Sn = N 1XnXn. Then the largest eigenvalue of Sn tends to 2(1+
p
c)2 almost surely. If the fourth moment of the underlying distribution is not nite,
then with probability one, the limsup of the largest eigenvalue of Sn is innity.
Lemma 2.5. (Theorem 2, Bai and Yin (1993)).
Assume that the entries of fXijg is a double array of i.i.d. complex random
variables with mean zero, variance 2 and nite 4-th moment. Let Xn = (Xij) be
the nN matrix of the upper-left corner of the double array. If n=N ! c 2 (0; 1),












Lemma 2.6. (Theorem 1.1, Bai and Silverstein (1998)).
Assume:
(a) Xij; i; j = 1; 2;    ; are i.i.d. complex random variables with EX11 = 0,
EjX11j2 = 1 and EjX11j4 <1.
(b) N = N(n) with cn = n=N ! c > 0 as n!1.
(c) For each n, T = Tn is n  n Hermitian nonnegative denite satisfying Hn 
F Tn
D! H, a p.d.f.
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(d) kTnk, the spectral norm of Tn, is bounded in n.








n any Hermitian square root of Tn, Bn =
(1=N)XnTnXn, where Xn = (Xij); i = 1; 2;    ; n; j = 1; 2;    ; N .
(f) The interval [a; b] with a > 0 lies outside the support of Fc;H and Fcn;Hn for
all large n. Here Fcn;Hn is the limiting nonrandom distribution function associated
with the limiting ratio cn and distribution function Hn.
Then P (no eigenvalue of Bn appears in [a; b] for all large n) = 1.
2.1.3 Convergence Rate
The third study on the spectral analysis of large dimensional random matri-
ces goes to the investigation on its convergence rate. Using moment method, we
can only establish the existence of the limiting spectral distribution of a class of
large dimensional random matrices. This method gives no contribution to the
convergence rate. As an open problem, the convergence rate of empirical spectral
distribution puzzled statisticians for decades until 1993. For the rst time, Bai es-
tablished a Berry-Essen type inequality of the dierence of two empirical spectral
distributions in terms of their Stieltjes transforms. Referring to lemmas 1.4, 1.5
and 1.6. Later, using this method, lots of papers were published to make the con-
vergence rate of empirical spectral distribution more accurate. In 2003, Bai, Miao
and Yao (2003) improved the rate for the expected spectral distribution to the
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order O(n 1=2). Gotze and Tikhomirov (2007) showed that the empirical spectral
distribution converges to M-P law with rate Op(n
 1=2). The recent result refers
to Pillai and Yin (2012) they proved that the dierence between eigenvalues of
sample covariance matrices and M-P law is of order Op((log n)
O(log logn)=n) under
sub-exponential decay assumption. As for Wigner matrix, a great breakthrough
was made by Tao and Vu (2012). They oered a new method, Lindeberg replace-
ment, to solve the convergence rate problem. They proved that the convergence
rate of empirical spectral distribution of Wigner matrix is Op(log
O(1) n=n) under
exponential decay condition. However, the optimal convergence rate for sample
covariance matrix and Wigner matrix are still open.
2.1.4 CLT of Linear Spectral Statistics
The third study on the spectral analysis of large dimensional random matrices
concerns the central limit theory for linear spectral statistics. The main reason
is because many important statistics in multivariate statistical analysis can be
expressed as functionals of the empirical spectral distribution of some random
matrices. Thus, a deeper investigation on the convergence of the empirical spectral
distribution is needed for more ecient statistical inferences, such as the test of
hypotheses, condence regions, etc.
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Generalization the above example, we have the denition of linear spectral statistic.
Denition 2.2. (Linear Spectral Statistic (LSS))
let Fn be the empirical spectral distribution of a randommatrix which has a limiting









a linear spectral statistic (LSS).
Associated with the given random matrix, a linear spectral statistic can be




To make a test hypotheses about , it is necessary to know the limiting distribution
of
Gn(f) = n(^   ) =
Z
f(x)dXn(x; )
where Xn(x) = n(Fn(x)  F (x)) and n !1 is a suitable normalizer such that
Gn(f) tends to a nondegenerate distribution.
A natural idea is to pursue the properties of linear functionals by proving results
on the process Xn(x) = n(Fn(x)   F (x)) when viewed as a random element in
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D(0;1), the metric space of functions with discontinuities of the rst kind, along
with the Skorohod metric. The limiting distribution of all LSS Gn(f) can be
derived if Xn(x) tends to a limiting process in space C or D equipped with the
Skorokhod metric. However, work done by Diaconis and Evans (2001) proved that
all nite dimensional distributions ofXn(x) converge in distribution to independent
Gaussian variables when n = n=
p
log n. This result shows that the process Xn(x)
cannot be tight inD(0;1) with n = n=
p
log n. Besides, Bai and silverstein (2004)
showed that Xn(x) cannot converge weakly to any nontrivial process for any choice
of n.
Therefore, instead of looking for the limiting process of Xn(x), we shall consider
the convergence of Gn(f) with suitable n. The earliest work was done by Jonsson
(1982) in which he showed the central limit theorem for the centralized sum of the r-
th power of eigenvalues of a normalized Wishart matrix. Later, Sinai and Soshnikov
(1998) did a similar work for Wigner matrix and Johansson (2000) proved the
central limit theorem of linear spectral statistics of Wigner matrix under density
assumptions.
An example showed by Diaconis and Evans (2001) tells us that the convergence
of Gn(f) cannot be true for all functions f , at least for indicator functions. In
2004, Bai and Silverstein (2004) weakened the conditions on f , assuming that f
are analytic functions on a open set including the support of the corresponding
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limit distributions. And they proved that with such conditions on f and constant
n = n, Gn(f) converges to Gaussian under certain assumptions. The result is
showed below.









n , whereXn = (Xij)nN .
FBn(x), Fc;H denote the ESD and LSD of Bn with cn = n=N ! c and Hn  F Tn !
H, respectively. Dene Bn =
1
N
XnTnXn, and denote its limiting spectral distri-




where Xn(x) = n(F
Bn(x)  Fcn:Hn(x)).
Lemma 2.7. (Theorem 1.1, Bai and Silverstein (2004)).
Assume:
(a) For each n, Xij = X
(n)
ij ; i  n; j  N are i.i.d. for all n; i; j. EX11 = 0,
EjX11j2 = 1, EjX11j4 <1, n=N ! c.
(b) Tn is n  n nonrandom Hermitian nonnegative denite with spectral norm
bounded in n, with F Tn
D! H a proper c.d.f.
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(1) the random vector
(Gn(f1);    ; Gn(fk)) (2.2)
forms a tight sequence in n.
(2) If X11 and Tn are real and EX
4
11 = 3, then (2.2) converges weakly to a Gaussian
vector (Gf1 ;    ; Gfk) with means



























(f; g 2 ff1;    ; fkg). The contours in (2.3) and (2.4) (two in (2.4), which may be
assumed to be nonoverlapping) are closed and are taken in the positive direction in
the complex plane, each enclosing the support of Fc;H .
(3) If X11 is complex with EX
2
11 = 0 and E(jX11j4) = 2, then (2) also holds, except
the means are zero and the covariance function is 1/2 times the function give in
(2.4).
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2.2 Eigenvector Properties
So far, all results mentioned above are concerned with the limiting behavior of
eigenvalues of large dimensional random matrices. As mentioned in the introduc-
tion, properties of eigenvectors of large dimensional random matrices also play an
important role in practical applications. In principle component analysis, the direc-
tions of principle components are of special interest. In wireless communications,
an expression of signal-to-interference ratio (SIR) for the decorrelator receiver is
derived in terms of eigenvalues and eigenvectors of random matrices, referring to
Eldar and Chan (2003). And in recent years, delocalization of eigenvectors has
been discussed by Erdos, Schlein and Yau (2009), and Erdos, Yau and Yin (2011).
However, the investigation on eigenvectors of a large dimensional random ma-
trix An are much more dicult than on eigenvalues due to the nondeterminacy
property of eigenvectors even if we assume that the spectrum of An is simple,
1(An) <    < n(An). To eliminate this ambiguity, some viewpoints are adopt-
ed, such as forcing the rst coecient of eigenvectors to be positive or considering
the equivalence class [ui(An)] := fe
p 1ui(An) :  2 Rg, where ui(An) is an
eigenvector of An.
Still, some excellent works in this direction have been done recently. Such as,
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Knowles, Yin (2011), Tao and Vu (2011), they investigated the probability distri-
bution of the components of eigenvectors for Wigner matrices. Due to the fact
that the eigenvector matrix of the Wishart matrix is Haar distributed over the
group of unitary matrices, Jiang (2006) showed that how many entries of Haar
distributed matrices can be replaced by standard normal random variables. Sil-
verstein (1981,1984,1989,1990) investigated the behavior of the eigenvector matrix
in a whole picture. He gave a conjecture that the Borel probability measure in-
duced by the eigenvector matrix of a large sample covariance matrix should be
close to Haar measure. He also proposed a terminology "asymptotical Haar" to
measure this closeness. Next, we will introduce the denition of Haar measure and
its properties in the real case.
For an n n sample covariance matrix Sn, we can write Sn in its spectral de-
composition OnnO
0
n with n diagonal, its diagonal entries being the eigenvalues
of Sn arranged in ascending order, and On orthogonal, columns containing the
eigenvectors of Sn, which we will call the eigenmatrix of Sn. We shall consider
the eigenmatrix On as a random element in On, the space of nn orthogonal ma-
trices. There is a natural way to dene a measure on On, despite of the multiple
choices of eigenmatrix On.
Note that On forms a compact topological group under matrix multiplication.
The mappings f1: On  On ! On and f2: On ! On dened by f1(O1;O2) =
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O1O2 and f2(O) = O
 1 are continuous. Typically, the space On is called the
n  n orthogonal group. According to these properties on On, there is a unique
probability measure hn on On, called the uniform or Haar measure, which is dened
as follows.
Denition 2.3. (Haar Measure)
The probability measure hn dened on the Borel -eld Bon of Borel subsets of
On is called Haar measure if ,for any Borel set A 2 Bon and orthogonal matrix
O 2 On, hn(OA) = hn(O), where OA denotes the set of all OA;A 2 A.
If a n-dimensional random orthogonal matrix Hn is Haar distributed, then it
is called a n-dimensional Haar matrix.
Remark 2.1. Haar measures dened on general topological groups can be found
in Halmos's book, Halmos (1950).
Remark 2.2. For the complex case, we will have unitary matrices and unitary
groups instead of orthogonal ones.
The following properties of Haar matrices are quoted in Bai and Silverstein
(2010, Chapter 10).
Property 2.1. If Hn is Haar distributed, then for any unit n-vector xn, yn =
Hnxn is uniformly distributed on the unit n-sphere.
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Property 2.2. If Hn is Haar distributed, then H
0
n is also Haar distributed.
Property 2.3. If Z is an n  n matrix with entries i.i.d. N(0; 1), then U =
Z(Z0Z) 1=2 and V = (Z0Z) 1=2Z are Haar distributed.
Property 2.4. Assume that on a common probability space, for each n, Hn is
Haar distributed and xn is a unit n-vector. Let yn = (y1;    ; yn)0 = H0nxn and f










where '(x) is the density of N(0; 1).
Property 2.5. Let D([0; 1]) denote the space of functions on [0; 1] with disconti-
nuities of the rst kind (right-continuous with left-hand limits, abbreviated to rcll),
endowed with the Skorohod metric. If yn is dened as in Property 2.4 for an













D! denotes weak convergence on D[0; 1], [a] is the integer part of a, and W0
is a Brownian bridge (also called tied down Brownian motion).
Property 2.6. Let NSn be an n  n standard Wishart matrix with degrees of
freedom N and On be the eigenmatrix of Sn. Assume also that the signs of the rst
row of On are i.i.d., each symmetrically distributed. Then On is Haar distributed.
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CHAPTER 3
Convergence Rate of VESD for
Sample Covariance Matrices
3.1 Introduction and Main Result
3.1.1 Introduction
Sample covariance matrix plays an important role in multivariate analysis since
it is an unbiased estimator of the population covariance matrix, and in random
matrix theory many statistics can be written as functionals of empirical spectral
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distribution of sample covariance matrices.
Let Xn = (Xij) be an nN matrix of i.i.d. complex random variables variables
with mean 0 and variance 1. We consider, a class of sample covariance matrices,







where Xn denotes the conjugate transpose of the data matrix Xn.
The empirical spectral distribution (ESD) of Sn, F






I(i  x); (3.1)
where 1      n are the eigenvalues of Sn in ascending order and I() is the
conventional indicator function.
It has been proved that almost surely FSn(x) converges weakly to the M-P law
Fc(x) in (2.1), with an index c = limn=N .
In applications of spectral analysis of large dimensional random matrices, one
of the most important problems is the convergence rate of the ESD of random
matrices. That is, we consider the Kolmogorov distance between the expected
ESD of Sn and M-P law Fc(x),
 , kEF Sn(x)  Fc(x)k = sup
x
jEF Sn(x)  Fc(x)j;
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as well as the distance between the distributions F Sn(x) and Fc(x),
p , kF Sn(x)  Fc(x)k = sup
x
jF Sn(x)  Fc(x)j:





jF Sn(x)  Fc(x)j  C

 C 1Ep:
Thus, p measures the rate of convergence in probability.
This problem confused statisticians for a long time until 1993. Bai (1993a,
1993b) rst established a Berry-Esseen type inequality of the dierence of two
distributions in terms of their Stieltjes transforms to obtain convergence rates for
the expected ESD of a large Wigner matrix Wn(n  n), O(n 1=4), and sample
covariance matrix Sn, O(N
 1=4). In particular, in Bai, Miao and Yao (2003), the
rate for the expected spectral distributions is improved to the order O(N 1=2).
Further, Gotze and Tikhomirov (2004) improved Bai inequality and showed the
Kolmogorov distance between the ESD of sample covariance matrix Sn and the
Marcenko-Pastur law is of order O(N 1=2) in probability under nite 8-th moment
condition. For the recent results, under sub-exponential decay assumption, Pil-
lai and Yin (2012) obtained that the dierence between eigenvalues of covariance





ability. And Tao and Vu (2012) established the convergence rate in probability for
Wigner matrices (O((logN)C=N), where C is a large constant), using Lindeberg
replacement under sub-exponential tail decay assumption.
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Research on limiting properties of eigenvectors of large dimensional sample
covariance matrices is less developed than that of eigenvalues, due to the fact
that the eigenvectors are not uniquely determined even if we assume that the
spectrum of Sn is simple, i.e. 1(Sn) <    < n(Sn). To eliminate the uncertainty
of eigenvectors, statisticians adopt some viewpoints, such as requiring the rst
coecient of eigenvectors to be positive.
It is well known that the eigenmatrix of the Wishart matrix has the Haar
distribution over the group of unitary matrices (or orthogonal matrices in the real
case). Based on this fact, it is conceivable that the Borel probability measure




n denote the spectral decomposition of the sample covariance ma-
trix Sn, where n = diag(1; 2;    ; n) and Un = (uij)nn is a unitary matrix
consisting of the corresponding orthonormal eigenvectors of Sn. For each n, let
xn 2 Cn, kxnk = 1, be nonrandom and let dn = Unxn = (d1;    ; dn), where
kxnk denotes the Euclidean norm.










; [a]  the greatest integer  a:
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If Un is Haar distributed over the orthogonal matrices, then dn would be u-
niformly distributed over the unit sphere in Rn, and the distribution of Yn(t) will
tend to the Brownian bridge B(t) when n converges to innity. In this chapter,
we use the behavior of Yn(t) for all xn to reect the uniformity of Un. Thus the
process Yn(t) is of great importance for the understanding of the behavior of the
eigenvectors of Sn.
Motivated by the idea of Silverstein (1981,1984,1989,1990), our aim is to exam-
ine the limiting properties of Un through stochastic process Yn(t). We say that if
Un is "asymptotically Haar distributed", then Yn(t) should tend to a Browni-






where F Sn(x) is the ESD of Sn. In Silverstein (1990), it has shown that the weak
convergence of Yn(t) tending to a Brownian bridge B(t) is equivalent to Xn(x)
having a limit B(Fc(x)).
Now, we dene the eigenVector Empirical Spectral Distribution (VES-




jdij2I(i  x): (3.2)
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Notice that there is a dierence in coecients associated with the indicator func-
tions between ESD and VESD.




Now, the investigation of Yn(t) is converted to the dierence between two empirical
distributions.
Bai, Miao and Pan (2007) established that the two distributions F Sn(x) and
HSn(x) have the same limiting distribution, M-P law. As the convergence rate
of F Sn(x) has been thoroughly discussed, in this chapter, we will develop the
convergence rates of HSn(x). We introduce the following notations,









if, for any  > 0, there exists a large positive constant C1, such that
P (n=an  C1)  :
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And we use notation
n = Oa:s:(bn)
if there exists a positive random variable c2, such that
n  bnc2 almost surely:
In the next subsection, we shall establish three types of convergence rates of
HSn(x) to Fcn(x).
3.1.2 Main theorems
The convergence rate of the expected VESD is established in the following
theorem.
Theorem 3.1. Suppose that Xij, i = 1;    ; n, j = 1;    ; N are i.i.d. complex
random variables with EX11 = 0, EjX11j2 = 1, and EjX11j10 < 1. For any xed
unit vector xn 2 Cn1 = fx 2 Cn : kxk = 1g, and cn = n=N  1, it then follows that
kEHSn   Fcnk =
8>>><>>>:
O(N 1=2a 3=4); if N 1=2  a < 1;
O(N 1=8); if a < N 1=2;
where a = (1   pcn)2 as it is dened in (2.1) and Fcn denotes the M-P law with
an index cn.
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Remark 3.1. From the next proof, we can see that the condition EjX11j10 < 1
is only required in the proof of truncation in the next section. So we believe that
the condition EjX11j10 < 1 can be replaced by having nite 8-th moment as in
theorem 3.2 and theorem 3.3.
Remark 3.2. Because the convergence rate of kEHSn   Fck depends on the con-
vergence rate of jcn   cj, we only consider the convergence rate of kEHSn   Fcnk
instead of using the limiting distribution Fc, where c = limn!1 cn.
Remark 3.3. Under the condition of EjX11j10 <1, we can choose a sequence of






 jX11j10I(jX11j > NN1=4) = 0: (3.4)
Remark 3.4. We use the bound of a to describe the closeness between cn and
1. When cn is away from 1 (or a  N 1=2), we have the convergence rate of
kEHSn  Fcnk is O(N 1=2), which we believe that this is the optimal rate for HSn .
Our reason is based on the observation, in Bai, Miao and Pan (2007), that for an








is asymptotically tending to a Gaussian distribution. Compared with the result
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is Gaussian, we can see that there is a substantial dierence between these two dis-
tributions, F Sn(x) and HSn(x). We investigate the limiting behavior of Yn(F
Sn(x))
for all unit vector xn in space Cn. That is why we conjecture that the optimal rate
of HSn(x) should be O(N 1=2) instead of O(N 1) for F Sn(x), although F Sn(x) and
HSn(x) have the same limiting distribution.
Remark 3.5. It has been shown that the convergence rate of F Sn(x) Fcn(x) are
the same for both cases when cn  1 and cn  1, for the two matrices XnXn and
XnXn share the same non-zero eigenvalues. However, the eigenvectors of XnX

n
and XnXn are not related in the same pattern as eigenvalues are. Especially when
cn  1, the eigenvectors of Sn corresponding to 0 eigenvalues can be arbitrary in
a large dimensional space. As a result, the limit of HSn may not exist or depends
on the choice of unit vector xn heavily. That is why we are only focusing on the
case of cn  1.
The rates of convergence in probability and almost sure convergence of the
VESD are provided in the next two theorems.
Theorem 3.2. Under the assumptions in Theorem 3.1 except that we now only
require EjX11j8 <1, we have
kHSn   Fcnk =
8>>><>>>:
Op(N
 1=4a 1=2); if N 1=4  a < 1;
Op(N
 1=8); if a < N 1=4:
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Theorem 3.3. Under the assumptions in Theorem 3.2, for any  > 0, we have
kHSn   Fcnk =
8>>><>>>:
Oa:s:(N
 1=4+a 1=2); if N 1=4  a < 1;
Oa:s:(N
 1=8+); if a < N 1=4:
Remark 3.6. In this chapter, we use three types of norm:
 kxnk denotes the Euclidean norm for any vector xn;





 kF (x)k = supx jF (x)j for any function F (x).
3.2 Methodology
3.2.1 Stieltjes transform
The Stieltjes transform is an essential tool in RMT and this thesis. Let us now
briey review the Stieltjes transform and some important and relevant results. For




  z dG(); z 2 C
+ = fz 2 C; v  =(z) > 0g:
Therefore, the ESD FSn(x) and the VESD HSn(x) have the Stieltjes transforms




mHn (z)  mHSn (z) = xn(Sn   zIn) 1xn;
here In denotes the conventional n n identity matrix.
Remark 3.7. Notice that although the eigenmatrix Un may not be unique, the
Stieltjes transform mHn (z) of H
Sn is independent of the choice of Un.
Let Sn = X

nXn=N denote the companion matrix of Sn. It should be noticed
that Sn and Sn share common non-zero eigenvalues. Easy to nd that Stieltjes





where cn = n=N and mn(z) denotes the Stieltjes transform of F
Sn(x). Moreover,
Siverstein and Bai (1995) stated that FSn converges, almost surely, to a nonrandom









where m0n(z) denotes the Stieltjes transform of the M-P law of index cn.
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3.2.2 Inequalities for the distance between distributions vi-
a Stieltjes transforms
Applying the Berry-Esseen type inequality in Chapter 1 (Lemma 1.5), we use
the following Lemma to obtain the result in Theorem 3.1.
Lemma 3.1. Let HSn(x); Fcn(x) be the VESD of Sn and M-P law. Denote their
corresponding Stieltjes transforms by mHn (z) and m
0
n(z), respectively. Then there
exist large positive constants A;B;K1; K2 and K3, such that for A > B > 5,














where z = u+ iv is a complex variable with v > 0.
Remark 3.8. Using the above Lemma, we obtain the results in Theorem 3.2 and
Theorem 3.3 by replacing EHSn(x), EmHn (z) with H
Sn(x) and mHn (z), repectively.
3.3 Preliminary Formulae
In what follows, we will present some existing results which are of substantial
importance in proving the main theorems.
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Lemma 3.2. (Lemma 3.1 in Bai, Miao and Yin (2003))
















Lemma 3.3. ((1.15) in Bai and Silverstein (2004))
Let A = (aij)nn and B = (bij)nn be two nonrandom matrices. Let X =
(X1;    ; Xn) be a random vector of independent complex entries. Assume that
EXi = 0 and EjXij2 = 1. Then we have,
E(XAX  trA)(XBX  trB) =
nX
i=1
(EjXij4   jEX2i j2   2)aiibii
+jEX2i j2trABT + trAB:
Lemma 3.4. Burkholder Inequalities. (Lemma 2.1 and Lemma 2.2 in Bai
and Silverstein (1998))
Let fXkg be a complex martingale dierence sequence with respect to the in-
creasing -eld fFkg, and let Ek denote the conditional expectation with respect to
Fk. Then we have
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where Kp is a constant which depends on p only.
Lemma 3.5. (Lemma 2.7 in Bai and Silverstein (1998))
Let A = (aij) be an n  n non-random matrix and X = (X1;    ; Xn) be
random vector of independent complex entries. Assume that EXi = 0, EjXij2 = 1
and EjXijl  Vl. Then for any p  2,









where Kp is a constant depending on p only.
Lemma 3.6. (Lemma 2.6 in Silverstein and Bai (1995))
Let z 2 C+ with v = =(z), A and B n  n with B Hermitian,  2 R, and
q 2 Cn. Then
tr((B  zIn) 1   (B+ qq   zIn) 1)A  kAk
v
;
where kAk denotes spectral norm on matrices.
Lemma 3.7. ((2.6) in Bai, Miao and Yin (2003))












v = 1 pcn +
p
v.
Lemma 3.8. (Proposition 4.1 in Bai, Miao and Yin (2003))
If jzj < A, v2vc  C0N 1 and l  1, then








where A is a positive constant, vc = 1 pcn +
p
v and  , kEF Sn   Fcnk.
Lemma 3.9. (Lemma 9.1 in Bai and Silverstein (2010))
Suppose that Xi, i = 1;    ; n, are independent, with EXi = 0, EjXij2 = 1,
supEjXij4 =  < 1 and jXij  
p
n with  > 0. Assume that A is a complex
matrix. Then for any given p such that 2  p  b log(n 14) and b > 1, we have
EjA  tr(A)jp  np(n4) 1(40b2kAk2)p;
where  = (X1;    ; Xn)T .
Lemma 3.10. (Theorem 8.10 in Bai and Silverstein (2010))
Let Sn = N
 1XnX

n, where Xn = (Xij(n))nN . Assume that the following con-
ditions hold:
(1) For each n, Xij(n) are independent,
(2) EXij(n) = 0, EjXij(n)j2 = 1, for all i; j,
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(3) supn supi;j EjXij(n)j6 <1.
Then we have
 , kEF Sn   Fcnk =
8>>><>>>:
O(N 1=2a 1) if a > N 1=3;
O(N 1=6) otherwise;
where cn = n=N  1 and a is dened in the M-P law.
Lemma 3.11. (Theorem 2 in Bai and Yin (1993))
Assume that the entries of fXijg is a double array of i.i.d. complex random
variables with mean zero, variance 2 and nite 4-th moment. Let Xn = (Xij)nN
be the nN matrix of the upper-left corner of the double array. If n=N ! c 2 (0; 1),












Lemma 3.12. (Theorem 5.9 in Bai and Silverstein (2010))
Suppose that the entries of the matrix Xn = (Xij)nN are independent (not
necessarily identically distributed) and satisfy
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(3) maxij jEjXijj2   2j ! 0 as N !1, and
(4) EjXijjl  b(
p
NN)
l 3 for all l  3,
where N ! 0 and b > 0. Let Sn = XnXn=N . Then, for any x >  > 0 and and
xed integer `  2, we have
P
 
max(Sn)  2(1 +
p
c)2 + x
  CN ` 2(1 +pc)2 + x   `
for some constant C > 0.
3.4 Proofs
Note that the data matrix Xn = (Xij)nN consists of i.i.d. complex random
variables with mean 0 and variance 1. In what follows, we will further assume
that every jXijj is bounded by NN1=4 for some carefully selected N . The proofs
presented in the following three steps jointly justify such a convenient assumption.
Throughout the remainder of this chapter, a local constant C may take dierent
value at dierent appearance.
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3.4.1 Truncation and Normalization
(1) Truncation for Theorem 3.1




 jX11j > NN1=4 = 0:
Let bXn denote the truncated data matrix whose entry on the i-th row and j-
th column is XijI
 jXijj  NN1=4, i = 1;    ; n, j = 1;    ; N . Dene bSn =
bXn bXn=N . Then
P





(2) Truncation for Theorems 3.2 and 3.3




 jX11j > NN1=4 = 0: (3.7)
Let bXn denote the truncated data matrix whose entry on the i-th row and j-
th column is XijI
 jXijj  NN1=4, i = 1;    ; n, j = 1;    ; N . Dene bSn =
bXn bXn=N . Then
P






















































































The last equality is due to (3.7).
(3) Centralization
The centralization procedures for three theorems are identical, only 8th moment is
required and thus we treat them uniformly. Let eXn denote the centralized version
of bXn. More explicitly, on the i-th row and j-th column of eXn, the entry is
XijI
 jXijj  NN1=4  E  XijI  jXijj  NN1=4 :
Notice that according to Theorem 3.1 of Yin, Bai and Krishnaiah (1988), k(Sn 
zIn)
 1k is bounded by 1=v, where k  k denotes the spectral norm for a matrix.
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xn bSn   zIn 1 xn   xn eSn   zIn 1 xn







bXnbXn   eXn+ bXn   eXneXn (by Lemma 3.12)
 Cp
Nv2









 jX11j8I  jX11j > NN1=4
= o(N 1=4):
To establish both the weak and the strong convergence rates of the VESD to
the M-P law, this o(N 1=4) suces. Moreover, for the convergence rate presented
in Theorem 3.1, we shall prove the following. Let m0n(z) denotes the Stieltjes








in Lemma 3.7. Then




Besides xn(bSn zIn) 1xn can be considered as a Stieltjes transform of some VESD
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function. So, we have












 jX11j8I  jX11j  NN1=4
E





 jX11j8I  jX11j  NN1=4
 o(N 1=2):
(4) Rescaling
The rescaling procedures for the three theorems are exactly the same, and only 8th
moment is required. Thus we treat them uniformly. Write Yn = eXn=1, where
21 = E
X11I  X11  NN1=4  E  X11I  jX11j  NN1=42 :
Notice that 1 tends to 1 as N goes to 1. Dene Gn = YnYn=N , which is the
sample covariance matrix of Yn. We shall show thatGn and Sn are asymptotically
equivalent, that is the VESD of Gn and Sn have the same limit if either one limit
exists. For v  C0N 1=2,mFGn1 (z) mF eSn1 (z) =











Hence, we shall without loss of generality assume that every jXijj is bounded
by NN
1=4, and every Xij has mean 0 and variance 1.
3.4.2 Proof of Theorem 3.1
We only need to prove the theorem after the truncation and normalization.
Throughout the chapter, the notations C;Ci, i = 0; 1; 2;    denote positive con-
stants and may take dierent value at dierent line.
First we list some notations which are used in the following proof. Let Xj
denotes the j-th column of the data matrix Xn and sj = Xj=
p








v = 1 pcn +
p
v, Bj = Sn   sjsj , A(z) =















































It is easy to nd that
j(z)  b1(z) =  b1(z)j(z)j(z): (3.8)
Since
(Bj   zIn) 1   (Bj + sjsj   zIn) 1 = (Bj   zIn) 1sjsj(Bj + sjsj   zIn) 1;





Let mn(z) denote the Stieltjes transform of F




n(z) denotes limit of mn(z) as n goes to innity. Using
the identity (6.1.4) in Bai and Silverstein (2010), we obtain the relationship between
















 := EmHn (z) m0n(z)
= xn





























































































































































(which will be proved in the next subsection), then we can obtain a bound for H











holds for some constants C0 and C1,, when v
2vc  C0N 1, under the conditions of
Theorem 3.1, there exists a constant C such that H  Cv=vc.

























































Lemma 3.14 and expressions (3.5), (3.28) imply that










By the expression of m0n(z) (see (2.3) in Bai (1993b)), we have
zm0n(z) =
1  cn   z +
p












where msemi() denotes the Stieltjes transform of semicircle law, referring to (3.2)
in Bai (1993a). Therefor jzm0n(z)j is bounded by a constant, for jmsemi()j  1 (see
(3.3) in Bai (1993a)).
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Given v2vc  C0N 1, for vc 
p
v, we have v3=2v2c  v2vc  C0N 1. By choosing

















and v2vc  C0N 1, by setting

























Next, we nish the proof of Theorem 3.1.




. Easy to see that this choice of v satises our





According to Lemma 3.13, we know that
H  Cv
vc
 CN 1=2  pa+N 1=4 3=2 :
If
p
a < N 1=4, H  CN 1=2  N 1=4 3=2 = O(N 1=8);
If
p
a  N 1=4, H  CN 1=2 (pa) 3=2 = O(N 1=2a 3=4).
Thus, the proof of Theorem 3.1 is complete.
3.4.2.1 The bound for j1j
In this section, we are going to show that the bound for j1j satises the as-











From the expression of 1, we can further write

























































According to (3.10) and Lemma 3.7,
 zm0n(z) + z 1 =  m0n(z)  Cvc ; (3.14)
for some constant C.
Using identity (3.8) three times, we have
1(z) = b1(z)  b21(z)1(z) + b31(z)21(z)  b31(z)1(z)31(z):







E1(z)1(z)+ E21(z)1(z)+ E1(z)31(z)1(z): (3.15)
Let us start with the rst term in the above upper bound of j11j as in (3.15).
Note that s1 and A
 1




trA 11 (z)  EtrA 11 (z)


















nn, and ei be the i-th canonical
basis vector, that is, a vector of length n whose coordinates are 0 but the i-th
coordinate is 1. Then Lemma 3.3, Lemma 3.18, Lemma 3.19 and the inequality













































In the above, we have applied Lemma 3.18, 3.19 to obtain the following.

































X11; X21;    ; Xn1

.




















































































where aij and a

ij denote aij or aij. By following the similar proofs in establishing























































































































































































































Note that ik =
P
j aijajk is the (i; k)-element of A
 2










































Similarly, one can prove the other terms of (3.17) share this common bound.










For the last term in the upper bound of j11j, we apply Lemma 3.17 and the
Cauchy-Schwarz inequality again. In particular, for any xed t > 0, we have that
E1(z)31(z)1(z)  CE31(z)1(z)+ o(N t)













The last inequality in (3.19) is due to Lemma 3.15 and Lemma 3.20. Therefore,











To establish the upper bound for j12j, we will make use of the following equality,
A 11 (z) A 1(z) = 1(z)A 11 (z)s1s1A 11 (z): (3.21)











X1A 11 (z)xnxnA 11 (z)X1+ o(N t) (see Lemma 3.17)
 C
Nvc















At last, we establish the upper bound for 13.
By (4.8), Lemma 3.16, and the fact






















































It should be noticed that E

1(z)
A 11 (z) = 0, and s1 and A 11 (z) are inde-









1 (z)  EA 11 (z))xn
A 11 (z)o = 0:
By the results in (3.21) and (3.23), we have
jII2j =
E1(z)1(z)xnA 11 (z)s1s1A 11 (z)xn
 b1(z)E1(z)s1A 11 (z)xnxnA 11 (z)s1
+
b1(z)E1(z)21(z)s1A 11 (z)xnxnA 11 (z)s1
:= III1 + III2;
where
III1 =



























The above inequality follows from Lemmas 3.3 and 3.16. By Lemma 3.17 and the
































































































3.4.3 Proof of Theorem 3.2
From Lemma 3.1 by replacing EHSn(x), EmHn (z) by H
Sn(x) and mHn (z), we
have























EjmHn (z)  EmHn (z)jdu+H :
For the convergence rate of H has already been established in Theorem 3.1, we
only focus on the convergence rate of EjmHn (z)  EmHn (z)j.
By Lemma 3.19 and the Cauchy-Schwarz inequality, it follows that
E






















By choosing v = O(N 1=4), we obtain
EkHSn(x)  Fcn(x)k 
8>>><>>>:
O(N 1=4a 1=2); when a  N 1=4;
O(N 1=8); otherwise:
This proves the conclusion of Theorem 3.2.
3.4.4 Proof of Theorem 3.3
Notice that the proof of Theorem 3.3 is almost the same as that of Theorem
3.2.
By Lemma 3.1, choosing v = O(N 1=4),
kHSn   Fcnk 
Z A
 A
jmHn (z)  EmHn (z)jdu+ Cv=vc:
By Lemma 3.19, we have









When a < N 1=4, with v = O(N 1=4),




jmHn (z)  EmHn (z)jdu = oa:s:(N 1=8+)
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if we choose an l such that 2l > 1.
When a  N 1=4, in this case, by choosing v = O(N 1=4), we have
alN2l(1=4 )EjmHn (z)  EmHn (z)j2l  CN 2l:
Thus in this case, Theorem 3.3 follows by setting l >
1
2
. This completes the proof
of Theorem 3.3.
3.4.5 Appendix
In this section, we will establish some lemmas which are used in the proofs of
the main theorems.































+ 1  cn   z   cnzEmn(z)
=   1














k = Xnk Xk;
k = (skk   1) + cn + cnzEmn(z)  1
N2
k(Snk   zIn 1) 1k;





bn = bn(z) =
1
z + cn   1 + cnzEmn(z) ;
k = k(z) =
1
z + cn   1 + cnzEmn(z)  k :
and Xnk is the (n 1)N matrix obtained from Xn with its k-th row removed and
Xk is the k-th row of Xn. It has proved that one of the roots of equation (3.26) is
(see (3.1.7) in Bai (1993b))
Emn(z) =   1
2cnz

z + cn   1  cnzn  
p
(z + cn   1 + cnzn)2   4cnz

:
The Stieltjes transform of the M-P law with index cn is given by (see (2.3) in Bai
(1993b))
m0n(z) =  
cn + z   1 
p








j2(z + cn   1)  cnznj
jp(z + cn   1)2   4cnz +p(z + cn   1 + cnzn)2   4cnzj

:
By the convention, dene
<(pz) = =(z)p





If ju   cn   1j  1
5(A+ 1)
, then the real parts of
p
(z + cn   1)2   4cnz andp
(z + cn   1 + cnzn)2   4cnz have the same sign. Since they both have positive
imaginary parts, it follows that
p(z + cn   1)2   4cnz +p(z + cn   1 + cnzn)2   4cnz

q















If ju  cn   1j < 1
5(A+ 1)
, we have jEmn(z) m0n(z)j  Cjnj.


















Thus, we prove the conclusion in the Lemma.
Besides, we have the following result which will be used in the proof of Lemma
3.13.Z A
 A














Lemma 3.15. Under the conditions of Theorem 3.2, for v2vc  C0N 1 and 1 





Proof. By the Cr-inequality (see Loeve (1978)), it follows that
E







:= I1 + I2:
By Lemmas 3.6, 3.8, 3.10, the Cr-inequality again, and noticing the condition for
v2vc  C0N 1 we get
I1  E
 1N trA 11 (z)  1N trA 1(z)

































It can be shown that B1   zIn = A1,







= v 1= tr(B1   zIn) 1:















































The last inequality is due to Lemmas 3.6, 3.7, 3.8, and





Here let  = kEF Sn   Fcnk, by integration by parts and Lemma 3.10, we have
Emn(z) m0n(z)  Cv  Cvc : (3.29)
Therefore, for 1  l  3 and v2vc  C0N 1, it follows that
E
1(z)l  I1 + I2  C
N lvlvlc
:
This completes the proof.
Lemma 3.16. Under the conditions of Theorem 3.2, for all jzj < A and v2vc 
C0N
 1, we have b1(z)  C;
.
Proof. From (2.3) in Bai (1993b), it is proved that
m0n(z) =
1  cn   z +
p
(1  cn   z)2   4cnz
2cnz
;
where the square root of a complex number is dened as the one with positive






(z   cn   1 
p










where msemi denotes the Stieltjes transform of semicircular law. By the fact that
jmsemij  1, we conclude that
jb0(z)j  1 +pcn: (3.30)








When C0 is chosen large enough, by Lemma 3.14, for all large N we have 1nEtrA 11 (z) m0n(z)













and consequently we obtain
jb1(z)j  3(1 +pcn)  C:
Thus the proof is complete.
Lemma 3.17. If
b1(z)  C , then for any xed t > 0,
P
 1(z) > 2C = o(N t):
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Proof. Note that if jb1(z)1(z)j  1=2, by Lemma 3.16, we get
1(z) = b1(z)1 + b1(z)1(z) 
b1(z)
1  b1(z)1(z)  2b1(z)  2C:
As a result,
P









By the Cr-inequality, Lemmas 3.8 and 3.9, for some  = NN
 1=4 and p  logN ,
we have
E
1(z)p = E^1(z)p + E  1N trA 11 (z)  1N EtrA 11 (z)
p




 C2p 4N  CpN :
For any xed t > 0, when N is large enough so that log  1N > t + 1, it can be
shown that
Ej1(z)jp  Ce p log  1N  Ce p(t+1)  Ce (t+1) logN
= CN t 1 = o(N t):
We nish the proof.
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Lemma 3.18. If v2vc  C0N 1, C0 is a large constant. For l  1, it holds that
E jmHB1 (z)j2l  CE
mHn (z)2l :
Proof. Recall that
A 1j (z) A 1(z) = j(z)A 1j (z)sjsjA 1j (z):
By Lemmas 3.17 and 3.5, it holds that
E




xn1(z)A 11 (z)s1s1A 11 (z)xn2l I(j1(z)j  C)
+E















































E jmHB1 (z)j2l :





1 (z)xn = v
 1=(xnA 11 (z)xn) = v 1=(mHB1 (z)):
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. Further, by Cr-inequality, we obtain
E jmHB1 (z)j2l  CE
mHB1 (z) mHn (z)2l + CE mHn (z)2l
 1
2
E jmHB1 (z)j2l + CE
mHn (z)2l :
That is E jmHB1 (z)j2l  CE
mHn (z)2l, for some constant C.
Lemma 3.19. Under the conditions of Theorem 3.2, for v2vc  C0N 1, we have
E









Proof. Write Ej() as the conditional expectation given fr1;    ; rjg. It can then























=   Ej   Ej 1 j(z)xnA 1j (z)sjsjA 1j (z)xn	 :
Therefore, by Lemmas 3.4 (b), we have
E








Using Lemma 3.17 and Lemma 3.5, we have
Ej 1 = Ej 1































j (z)xn = v





















 =(xnA 11 (z)xn)2l + CN2lE xnA 11 (z)xn2l
 C
N l+2v2l
E jmHB1 (z)j2l :
Thus, we obtain
E




mHn (z)2l : (by Lemma 3.18)
Further
E
mHn (z)2l  E mHn (z)  EmHn (z)2l + EmHn (z) m0n(z)2l + m0n(z)2l :





integration by parts, it is easy to nd that
EmHn (z) m0n(z)  CHv ; (3.31)
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where H = kEHSn   Fcnk.















































Using Lemma 3.18,3.19 and integration by parts, we have
E jmHB1 (z)j2  E
mHn (z)2










This nishes the proof.
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Lemma 3.21. Under the conditions in Theorem 3.1, for any xed t > 0,
Z 1
B
EHSn(x)  Fcn(x) dx = o(N t):
Proof. For any xed t > 0, by Lemma 3.12, it follows that
P (max(Sn)  B + x)  CN t 1(B + x  ") 2; andZ 1
B





























N t 1(B + x  ") 2dx = o(N t):
The proof is complete.
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CHAPTER 4
Functional CLT of Eigenvectors
for Sample Covariance Matrices
4.1 Introduction and Main Result
4.1.1 Introduction






the conjugate transpose of the matrix Xn. As investigation on eigenvalues for en-
sembles of large random matrices have been discussed thoroughly in recent years,
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research on the limiting behavior of eigenvectors has attracted considerable interest
in mathematicians and statisticians. The recent progress on the study of eigen-
vectors refers to the localization or delocalization of eigenvectors for some types of
random matrices, (see Bordenave (2012), Erdos (2009a), Erdos (2009b), Schenker
(2009)), and universal properties of eigenvector coecients for Wigner matrices,
(see Knowles and Yin (2011)).
In this chapter, following the discussion in chapter 3, we consider the universal
properties of the eigenmatrix in a whole picture and establish the central limit
theorem (CLT) for linear spectral statistics of VESD. Motivated by the fact that
the eigenmatrix of Wishart matrix is Haar distributed, we believe that the eigen-
matrix of sample covariance matrix Sn is "asymptotically Haar distributed" over
the orthogonal group O(n) or unitary group U(n) for the complex case. A question
here is that how to formulate the wording of "asymptotically Haar distribution".
Silverstein discussed this terminology in detail in Silverstein (1981,1984,1989).
Let UnnU

n denote the spectral decomposition of sample covariance matrix
Sn, where n = diag(1;    ; n), i's are the eigenvalues of Sn, and Un = (uij) is
unitary (or orthogonal) matrix consisting of the orthonormal eigenvectors of Sn.
For any unit vector xn 2 Cn, let dn = Unxn = (d1;    ; dn) and dene a stochastic












; t 2 [0; 1];
where [a] denotes the greatest integer less than or equal to a. It is well known that
if Un is Haar distributed over the group of n n unitary or orthogonal matrices,
then dn would be uniformly distributed over the unit sphere in Cn or Rn, thus Yn(t)
weakly converges to a Brownian bridge B(t) when n goes to innity. Then some
aspects of the distribution of Un can be considered on the space D[0; 1]. On the
other hand, Un would depart from Haar measure signicantly if the distribution of
Yn(t) depends strongly on the choice of unit vector xn. Thus the behavior of Yn(t)
for all unit vector xn reveals some evidences to support the conjecture that the
eigenmatrix Un is asymptotically Haar distributed. Therefore, the investigation
on the process Yn(t) becomes interesting in the literature.
For the convenience of investigation, we make a time transform on Yn(t):
Xn(x) , Yn(F Sn(x));
where F Sn is ESD of matrix Sn. Theorem 2.1 in Silverstein (1990) established the
equivalence of the convergence of Yn(t) in the space D( 1;1) and that of Xn(x)
in the space D[0; 1]. So now we turn our attention to the property of Xn(x).
We shall verify that the eigenmatrix Un is "asymptotically Haar distributed"
by showing Xn(x) approaches to B(Fc(x)), where c = limn=N and Fc(x) is the
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limiting spectral distribution (LSD) of Sn dened in (2.1). That is, the limiting
behavior of the eigenmatrix Un is described through the limiting properties of the
process Xn(x). One of the advantages of using the process Xn(x) to characterize
the asymptotic Haar property of Un is that the latter can be demonstrated by
the uniformity of Xn(x) on the choice of the vector xn. If Un is approximately
Haar distributed, then the limiting distribution of Xn(x) would be a Brownian
bridge B(Fc(x)) and invariant for any unit vector xn. Otherwise, the distribution
of Xn(x) depends strongly on xn.
Theorem 3.1 in Silverstein (1990) presents a strategy of proving weak conver-
gence of a sequence on D[0; 1] (space of functions having discontinuities of at most
the rst kind) with its limit lies in C[0; 1] (space of all bounded and continuous
functions on [0,1]), namely nite dimensional convergence together with the tight-
ness strategy. And Silverstein succeeded in showing Yn(t)
D! B(t) for the unit
vector xn = (1=
p
n;    ;1=pn)T under Xij having symmetrical distribution
condition. Thus to prove the weak convergence of Yn(t) for arbitrary unit vectors
xn is necessary.






where dn = (d1;    ; dn) = Unxn and xn is an arbitrary nonrandom unit vector.
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HSn(x)  F Sn(x) :
So far, the problem converts to investigate the weak convergence of Xn(x) to
identify whether eigenmatrix Un is asymptotically Haar distributed.
















Theorem 4.1 in Silverstein (1990) shows the weak convergence of X^n(f) on a special
case of f(x) = xr, r = 0;    ;1. Further, in order to prove the tightness, some
additional conditions are assumed, such as symmetrical distribution for each entries
and xn = (1=
p
n;    ;1=pn)T . In Bai, Miao and Pan (2007), the CLT of X^n(f)
was established for all functions f analytic over an open region covering the support
of the LSD of Sn. However, the requirement for all analytic functions f is too strong
to verify the tightness of X^n(f). In this chapter, we shall extend the CLT of X^n(f)
to those functions f that have second order continuous derivatives over an open
interval covering the support of the LSD (M-P law) of Sn.
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where Fcn(x) is the M-P law whose density function is given in (2.1) with c replaced
by cn = n=N . In this chapter, based on the convergence rate of H
Sn(x) obtained
in chapter 3, we weaken the condition of f to have second order derivatives by




f(x)dGn(x); f 2 C2(U );
where U denotes an open interval including [a; b] and C2(U ) denotes the set of
functions f : U ! C which have second order continuous derivatives.
4.1.2 Main Result
The main result is as follows:
Theorem 4.1. Assume that:
(1) for each n, Xn = (Xij)nN , where Xij are independent identically dis-




= c 2 (0; 1);
(2) xn 2 Cn1 = fx 2 Cn; kxk = 1g.
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Then the following conclusions hold:
(a) If X11 is real, then Gn = fGn(f) : f 2 C2(U )g weakly converges in nite













where Fc(x) is the M-P law dened in (2.1).
(b) If X11 is complex with EX
2
11 = 0, then the conclusions (a) still hold, but the
covariance function reduces to half of the quantity given in (4.1).
Remark 4.1. In the chapter, three types of norm will be used:
(1) kxnk denotes the Euclidean norm for any vector xn;





(3) kF (x)k = supx jF (x)j for any function F (x).
Remark 4.2. From the next section, we can see that the condition imposed
on f depends on the convergence rate of HSn(x) in probability, which proves
to be Op(N
 1=4) by theorem 3.2 in chapter 3, where An = Op(Bn) means that
limt!1 supn P (jAn=Bnj  t) = 0. According to theorem 3.1 in chapter 3, if the
rate of kHSn Fcnk can be improved to be Op(N 1=2) as the rate of kEHSn Fcnk,
using integration by parts, we can show that
R
f(x)Gn(x)dx weakly converges to
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a Gaussian process for all continuous functions f , which will be very helpful for us
to understand the tightness of continuous functionals fGn(x)g.
4.2 Bernstein Polynomial Strategy
Bernstein polynomial is named after the renown mathematician S. N. Bernstein.
Given a continuous function ~f(y) on the interval [0; 1], a Bernstein polynomial of














Thus the sequence of Bernstein polynomials converges uniformly to ~f(y) on [0; 1]
as m!1.
Suppose that function ~f(y) dened on [0; 1] have continuous second order



























into Bernstein polynomials, we get
~fm(y)  ~f(y) = O( 1
m
): (4.2)
For the function f 2 C2(U ), whereU denotes any open interval including [a; b],
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the support of M-P law. There exist 0 < al < a < b < br such that [al; br]  U . If
we let  2 (0; 1=2) and make a linear transformation y = Lx+ t, where L = 1  2
br   al
and t =
(al + br)  al






, ~f(y); y 2 [; 1  ]
and













From (4.2), we have






























From theorem 3.2 in chapter 3 we know that
kHSn   Fcnk = Op(N 1=4);
where An = Op(Bn) means that limt!1 supn P (jAn=Bnj  t) = 0.
Taking m = [N1=4+0 ] for some 0 > 0 and using integration by parts, we have
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that










The last step follows from Lemma 4.10.
Thus, the integrand f(x) can be replaced by Bernstein polynomial function


















:= r1 + op(1):
From now on, we only need to consider the part of r1. By choosing 0 = 1=40,
we have m = [N11=40].
Note that r1 = Gn(fm). Because fm(x) and ~fm(y) are polynomials and thus
are both analytic functions dened on the rectangle contours [al; br] [ ; ] and
[; 1  ] [ L; L], respectively.
Since ~f 2 C2[0; 1], there exists a constant M such that j ~f(y)j  M , 8y 2
[; 1  ]. Noting that for z = u+ iv, where (u; v) 2 [; 1  ] [ L; L], we have
jzj+ j1  zj = ju+ ivj+ j1  (u+ iv)j =
p
u2 + v2 +
p











































if let v = 1=
p
m = N 11=80.
Let m be the contour formed by the boundary of the rectangle with vertices
(al  iv) and (br  iv). Note that the contour m depends on the sample size N .
4.3 Proof
4.3.1 Convergence of r1   Er1
In this subsection, we will present the limiting behavior of centralized Gn(f).










We shall assume v = N 11=80 throughout this chapter. Note that the condition
required (v  O(N 1=2)) in chapter 3 is satised. Employing the truncation and
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renormalization techniques as done in chapter 3, we can assume that the variables
Xij are bounded by NN
1=4 and have means 0, variances 1, and bounded 8th




XnXn. Correspondingly, we dene F cn(x) = (1 cn)I(0;1)(x)+




n(z) and m(z) be
the Stieltjes transforms of F Sn , HSn , Fcn and Fc, respectively; let mn(z), m
0
n(z)
and m(z) be the Stieltjes transforms of F Sn , F cn and F c, respectively.




x  z dT (x); z 2 C
+ = fz 2 C;=z > 0g:
Obviously, the Stieltjes transform of HSn(x) =
Pn
i=1 jdij2I(i  x) is
xn (Sn   zI) 1 xn;
where xn is the unit vector chosen in the denition of Gn(f) and I is a n  n
identity matrix.
































Xj; A(z) = Sn   zI;












































and easy to nd the following equalities
A 1(z) A 1j (z) =  j(z)A 1j (z)sjsjA 1j (z); (4.3)
j(z)  ~j(z) =  j(z) ~j(z)j(z) =  ~2j (z)j(z) + j(z) ~2j (z)2j (z);(4.4)
j(z)  b1(z) =  j(z)b1(z)~j(z) =  b21(z)~j(z) + j(z)b21(z)~2j (z): (4.5)
Let K denote a large constant and may take dierent values at dierent places.
First let Dn = fa 1  Sn  b+1g for any 0 < 1 < minfa al; br bg, where




for any constant t  0. Therefore we only need to consider the convergence of
r1   Er1 on Dn.
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N [mHn (z)  EmHn (z)]IDndz; (4.8)
where mh denotes the union of the two horizontal parts of m, mv the union of the
four vertical parts where v is between [N 1=2N ; N 11=80] and [ N 11=80; N 1=2N ],
and mz the union of the left two vertical parts where v is between [ N 1=2N ; N 1=2N ],
where N is a sequence decreasing to 0. We will show that (r1   Er1) IDn is only
determined by the rst part (4.6).
We rst prove that (4:8) goes to 0 in probability.
It is proved in last section that the function fm(z) is bounded on the contour.
When z 2 mz, we have z = al+ iv or z = br+ iv, where v 2 [ N 1=2N ; N 1=2N ].
Recall that Dn = fa  1  Sn  b+ 1g and al < a  1. Assume z = al. When
Dn happens, we have






a  1   al :

















= P (KN > ) = 0;
since N # 0.







N [mHn (z)  EmHn (z)]IDndz = op(1):
Dene Dnj = fa 1  Snj  b+1g, where Snj = Sn sjsj and Snj denote all
the eigenvalues of Snj. Notice that here v  N 1=2N . From Lemma 3.16 and 4.8,
we know that j(z), ~j(z) and b1(z) are all bounded by a nite constant K. Let
Ej denotes the conditional expectation given Fj = fX1;    ;Xjg. Thus, using
Lemma 4.1, 4.4 and the fact that P (Dcnj) = o(N













































































(1  1   al)4N
 11=40:
The last step from the fact that





(a  1   al)2 ;
for all 
Snj
i 2 Dnj and z 2 mv.
Thus, from the above estimation, we can conclude that (4.7) converges to 0 in
probability.
Therefore,

























j (z)sjIDndz + op(1):
Next we shall show that j(z) can be replaced by ~j(z).
For z 2 mh, which means that =z = N 11=80  O(N 1=2). From Lemma 3.16
and 4.8, it is easy to see that
E
j(z)  ~j(z)p = E jj(z)jp ~j(z)p jj(z)jp  K2pEjj(z)jp = o(N t);
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For the next proof, we drop the notation IDn for brevity.
From the fact that (Ej   Ej 1)xnA 2j (z)xn = 0 and Ej 1( ~j(z)j(z)) = 0, we
conclude that






















































Since YNj 2 Fj and Ej 1YNj = 0, fYNj; j = 1;    ; Ng is a martingale dier-
ence sequence and thus
PN
j=1 YNj is a sum of a martingale dierence sequence. In
order to apply the martingale CLT (see, e.g., Theorem 35.12 of Billingsley (1995)),
we need to check the following two conditions:
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converges to a constant cov(f; g) in probability, where f; g 2 C2(U ) and fm, gm
are their corresponding Bernstein polynomial approximations, respectively.























Proof of Condition 2. Note that in Cauchy's theorem, the integral formula is
































Ej( ~j(z1)j(z1))  Ej( ~j(z2)j(z2))
i







m. Here, 0 < al < a
0
l < a < b < b
0
r < br which means that the contour




mh is the union of the horizontal parts of 
0
m.
First, we show that




c2z1z2(z2   z1)(m(z2) m(z1)) :
Applying Lemma 4.1, 4.6, and 4.7, we get
Ej~j(z)  b1(z)jl = 1
N l





















the last inequality follows from Lemma 4.2.

















































Ej 1 (Ejj(z1)  Ejj(z2)) : (4.9)
Let [A]ii denote the (i; i) entry of matrix A. Using Lemma 4.3 and Lemma




Ej 1 (Ejj(z1)  Ejj(z2))
=
 






















































































Where A 1j (z2) is dened similarly as A
 1
j (z2) by (s1;    ; sj 1;sj+1;    ;sN) and
sj+1;    ;sN are i.i.d. copies of sj+1;    ; sN .
For the real case, (4.9) will be twice the magnitude of (4.10).

















































xn (Et   Et 1)A 1jt (z1)ststA 1jt (z1)jt(z1) A 1j (z2)xn:
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where






Noticing the conditional independence between A 1j (z2) and A
 1
j (z1) given Fj,
we nd that the terms in the sum above form a sequence of conditional martingale
dierences given Fj. Therefore, by Cauchy-Schwarz we obtain
E










EjxnA 1jt (z1)A 1jt (z1)xnjEjxn A 1j (z2)A 1jt (z1)A 1jt (z1) A 1j (z2)xnj
+E
xnA 1jt (z1)A 1jt (z1) A 1j (z2)xn2 
 KN 1v 6 = o(1):
In the above, we have used Lemmas 3.16 and 4.8 to remove jt and Lemma 4.9 for



































Notice that for all z 2 mh [ 0mh,
T 1(z) = z + N   1N 11 +N 1EtrA 112 (z)
 1
=











since al  jzj  br + 1 on mh [ 0mh.
From (2.9) in Bai and Silverstein (2004), we have
A 1j (z1) =  T 1(z1)In + b12(z1)Bj(z1) +Cj(z1) +Dj(z1); (4.12)


















































+B(z1; z2) + C(z1; z2) +D(z1; z2); (4.13)
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where








































We then prove that
EjC(z1; z2)j = o(1) and EjD(z1; z2)j = o(1) (4.14)
Noting that jT 1(z)j  K
v
, and k A 1j (z2)k  1=v, where k  k denotes spectral
norm for matrices.




j (z1)xn can be considered as a
Stieltjes transform, we can obtain the following result










E jij(z1)  b12(z1)j2  E













where the last inequality follows from the facts that
E jij(z1)  b12(z1)j2  KE

















and applying (4.3) on A 1j (z2), using Cauchy-Schwartz inequality, Lemma 4.4 and
4.9,
E
siA 1ij (z1)xnxn A 1j (z2)si2
 E



































xn A 1ij (z2)A 1ij (z1)sisiA 1ij (z1)xn2
+E












Hence, EjD(z1; z2)j = o(1) holds.
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ij (z1) ij(z1)A 1ij (z1)sisiA 1ij (z1),



















B(z1; z2) = B1(z1; z2) +B2(z1; z2) +B3(z1; z2); (4.15)
where







































































Next we want to prove that
EjB1(z1; z2)j = o(1) and EjB2(z1; z2)j = o(1):
By Cauchy-Schwartz inequality, it is easy get that











siA 1ij (z1)xnxn A 1j (z2)si  N 1xn A 1j (z2)A 1ij (z1)xn21=2 :
Splitting A 1j (z2) into the sum of A
 1
ij (z2) and  ij(z2) A 1ij (z2)sisi A 1ij (z2), then
using Lemma 4.4, 4.8 and 4.9, one can show that
E
siA 1ij (z1) A 1j (z2)xnxnA 1ij (z1)si2  KN2v4 ;
and
E
siA 1ij (z1)xnxn A 1j (z2)si  N 1xn A 1j (z2)A 1ij (z1)xn2
 E
siA 1ij (z1)xnxn A 1ij (z2)si  N 1xn A 1ij (z2)A 1ij (z1)xn2
+E





EjsiA 1ij (z1)xnxn A 1ij (z2)sij4  Ejsi A 1ij (z2)sij4
1=2
+E













EjB1(z1; z2)j  K
Nv4
= o(1):
By the same argument, we have
EjB2(z1; z2)j = o(1):
To deal with B3(z1; z2), again employing the identity
A 1j (z2) = A
 1
ij (z2)  ij(z2) A 1ij (z2)sisi A 1ij (z2); (4.16)
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we split













































We rst show that









































































; Ai1i2j(z1) = A(z1)  si1si1   si2si2   sjsj
and similarly dene i1i2j(z2) and Ai1i2j(z2).
When i1 6= i2, applying identity (4.16) we obtain











































































































































Using the identity (4.16) again, we further get












































































































































Apparently, I6 = 0. We need only estimate I1 and I4, because by the same
argument, I2 and I5 will have the same bounds as I1 and I4. For jT 1(z1)j is



















xn A 1i2j(z2)(si2si2  N 1In)A 1i2j(z1)xn41=4 :
For the rst term, we further replace A 1i1j(z2) with
A 1i1i2j(z2)   1i1i2j(z2) A 1i1i2j(z2)si2si2 A 1i1i2j(z2):




Next considering I4. We rewrite A
 1
i1j
(z1) in the third line of I4 as
A 1i1i2j(z1)   1i1i2j(z1)A 1i1i2j(z1)si2si2A 1i1i2j(z1):




xnA 1i1i2j(z1) A 1i1i2j(z2)xn and xnA 1i2j(z1) A 1i2j(z2)xn ar both bounded by
























































































































= v 2 (EtrBB)1=2  v 4:
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For the second term, we haveEX
i;j
aijbji





Therefore, we conclude that EjB31(z1; z2)j2 = o(1):






















































ij (z1)xn + op(1):
Next we show that ij(z2)s

i




























siA 1ij (z1)xnxn A 1ij (z2)si41=4 
Ejij(z2)j4
si A 1ij (z2)si   1N tr A 1ij (z2)


















We have proved that





















ij (z1)xn  tr A 1ij (z2)

+ op(1):
Similarly to the proof of B31(z1; z2), we may further replace sis

i in the above
expression by N 1In. Therefore,



















ij (z1)xn  tr A 1ij (z2)

+ op(1):
Reversing the above procedure, one nds that the quantities A 1ij (z1) and
A 1ij (z2) in B(z1; z2) can be replaced by A
 1
j (z1) and
A 1j (z2), respectively. And
using the martingale decomposition given below the expression (4.11), one can
show that
























Using expression (4.12), similarly we have
A 1j (z2) =  T 1(z2)In + b12(z2) Bj(z2) + Cj(z2) + Dj(z2): (4.17)
It is easy to verify that
1
N
T 1(z1)tr (M(z2)) = op(1);
when M(z2) takes the value Bj(z2), Cj(z2) or Dj(z2). Thus, substituting the de-






















Finally, let us consider the rst term of (4.13). Using the expression forA 1j (z1)































































By the same argument as (4.14), one can obtain
EjW3(z1; z2)j = o(1) and EjW4(z1; z2)j = o(1):
Furthermore, as in dealing with B(z1; z2), the rst A
 1
j (z2) in W2(z1; z2) can be
replaced by  b12(z2) A 1ij (z2)sisi A 1ij (z2), that is





i  N 1In)A 1ij (z1) A 1ij (z2)sisi A 1ij (z2)xn



























Ej 1xn A 1j (z2)xn + op(1):
It can be veried that
T 1(z1)xnM(z2)xn = op(1);
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when M(z2) takes the value Bj(z2), Cj(z2) or Dj(z2). Using (4.17), we have
xn A
 1
j (z2)xn =  T 1(z2) + op(1):

























By the same method, W1(z1; z2) can be approximated by






A 1j (z2)xn  Ej 1xn A 1j (z2)A 1j (z1)xn



















From (2.17) in Bai and Silverstein (2004), recall that










d(z1; z2) , lim cnb12(z1)b12(z2)T 1(z1)T 1(z2)
=
cm(z1)m(z2)













1  d(z1; z2) =
m(z2) m(z1)
z1z2(z2   z1)(1 +m(z1))2(1 +m(z2))2
=
(z2m(z2)  z1m(z1))2
c2z1z2(z2   z1)(m(z2) m(z1)) ;
where the last equality is obtain by using
1
1 +m(z)
=  zm(z) (see (6.1.4) in Bai
and Silverstein (2010)) and m(z) =  1  c
z
+ cm(z) (see (1.3) in Bai, Miao and
Pan (2007)).
Thus, adding the vertical parts of both contours and using the fact that fm(z)



















by applying Theorem 3 in Bai, Miao and Pan (2007).
4.3.2 Mean Function



















Using the result in chapter 3, we know that EmHn (z) m0n(z) can be written as

























From (3.25) in chapter 3, we know that j1j  K
Nv
, when cn = n=N is away from
1. Applying Lemma 3.14 in chapter 3, we have





Thus, for v = N 11=80, we obtain
p




For fm(z) and kmk are bounded over m. Therefore, we conclude that the mean
function is 0.
4.3.3 Appendix
Lemma 4.1. (Burkholder)(Lemma 2.2 of Bai and Silverstein (1998))
Let Xk, k = 1; 2;    ; be a complex martingale dierence sequence with respect
to the increasing -elds Fk. Then, for p > 1,
E
XXkp  KpEX jXkj2p=2 :
where Kp is a constant which depends upon p only.
Lemma 4.2. (Lemma 2.6 of Bai and Silverstein (1995))
Let z 2 C+ with v = =z, A and B Hermitian and r 2 Cn. Then
tr  (B  zI) 1   (B+ rr   zI) 1A = r(B  zI) 1A(B  zI) 1r1 + r(B  zI) 1r
  kAkv :
Lemma 4.3. ((1.15) in Bai and Silverstein (2004))
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Let X = (X1;    ; Xn), where Xi's are i.i.d. complex random variables with
mean zero and variance 1. Let A = (aij)nn and B = (bij)nn be complex matrices.
Then the following identity holds:
E(XAX  trA)(XBX  trB)
= (EjX1j4   jEX21 j2   2)
nX
i=1
aiibii + jEY 21 j2trABT + trAB:
Lemma 4.4. (Lemma 2.7 of Bai and Silverstein (1998))
For X = (X1;    ; Xn)0 with i.i.d. standardized real or complex entries such
that EXi = 0 and EjXij2 = 1, and for C an n  n complex matrix, we have, for
any p  2,







where Kp is a constant which depends upon p only.
Lemma 4.5. (Theorem 5.9 of Bai and Silverstein (2010))
Suppose that the entries of the matrix Xn = (Xjk; j  n; k  N) are indepen-
dent (not necessarily identically distributed) and satisfy




(3) maxj;k jEjXjkj2   2j ! 0 as N !1, and
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(4) EjXjkjl  b(
p
NN)
l 3 for all l  3,
where N ! 0 and b > 0. Let Sn = XnXn=N . Then, for any x >  > 0 and
integers j; k  2, we have
P
 
max(Sn)  2(1 +
p
c)2 + x
  KN k 2(1 +pc)2 + x   k
for some constant K > 0.
Lemma 4.6. (Proposition 4.1 in Bai, Miao and Yin (2003))
If jzj < A, v  O(N 1=2) and l  1, then








where A is a positive constant, vc = 1 pcn +
p
v and   kEF Sn   Fcnk.
Lemma 4.7. (Lemma 9.1 in Bai and Silverstein (2010))
Suppose that Xi, i = 1;    ; n, are independent, with EXi = 0, EjXij2 = 1,
supEjXij4 =  < 1 and jXij  
p
n with  > 0. Assume that A is a complex
matrix. Then for any given p such that 2  p  b log(n 14) and b > 1, we have
EjA  tr(A)jp  np(n4) 1(40b2kAk2)p;
where  = (X1;    ; Xn)T .
Lemma 4.8. If jb1(z)j  K, then for any xed t > 0,
P (j1(z)j > 2K) = o(N t):
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Proof. Note that if jb1(z)~1(z)j  1=2, then
















By the Cr-inequality, Lemma 4.6 and Lemma 4.7, for some  = NN
 1=4 and
p  logN , we have
E
~1(z)p = E j1(z)jp + E  1N trA 11 (z)  1N EtrA 11 (z)
p




 K2p 4N  KpN :
For any xed t > 0, when N is large enough so that log  1N > t + 1, it can be
shown that
Ej1(z)jp  Ke p log  1N  Ke p(t+1)
 Ke (t+1) logN = KN t 1
= o(N t):
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= o(N t) and Ej1(z)jp = o(N t),
for p  logN .
Lemma 4.9. There exists a constant K, such that E jxnA 1(z)A 1(z)xnj  K=v.
Proof. In the chapter, we assume that c = limn=N is away from 1, according to
(8.4.9) in Bai and Silverstein (2010) that m(z) is bounded by a constant, thus we
have EjmHn (z)j  K for some constant K. Therefore,
E
xnA 1(z)A 1(z)xn = E v 1=(xnA 1(z)xn)  K=v:
Lemma 4.10. jr2j  Op(N 0), when m = [N1=4+o ].




















 ~f 0m(y)  ~f 0(y) dy;
where a0 = Lal + t, b0 = Lbr + t, and L =
1  2
br   al , t =
(al + br)  al






















































where k;y is a number between k=m and y.
Substituting the above equality into ~f 0m(y), we have





















































uniformly in mh [ 0mh, where the maximum is taken over all 1  i  n and
1  j  N .
4.3 Proof 128
Proof. First, let ei(1  i  n) be the n-vector whose ith element is 1, the rest being
0 and e0i, the transpose of ei. Then by using Lemma 4.4 and Cauchy-Schwartz
inequality, we obtain
E
A 1j (z)xnxnA 1j (z)ii   A 1(z)xnxnA 1j (z)ii
= E
e0i  A 1j (z) A 1(z)xnxnA 1j (z)ei by (4.3)
= E














Similarly, we can show that
E
A 1(z)xnxnA 1j (z)ii   A 1(z)xnxnA 1(z)ii  KNv2 :
























 1(z)]ii   [A 1(z)xnxnA 1l (z)]ii
+[A 1(z)xnxnA
 1






(El   El 1)[A 1(z)xnxnA 1(z)]ii   [A 1(z)xnxnA 1l (z)]ii
+[A 1(z)xnxnA
 1






[A 1(z)xnxnA 1(z)]ii   [A 1(z)xnxnA 1l (z)]ii2
+



















































jExnA 2(z1)xnj  jExnA 2(z2)xnj+ op(1) = op(1):
The proof of Lemma 4.11 is complete.
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CHAPTER 5
Conclusion and Future Research
5.1 Conclusion
This thesis investigates the limiting behavior of the eigenvectors of large di-
mensional sample covariance matrix Sn through a new form of empirical spectral
distribution, VESD, dened by eigenvalues and eigenvectors of Sn.
In Chapter 3, we establish various convergence rates of the VESD to the M-
P law under at most nite 10th moment condition of the underlying distribution
when data dimension n and sample size N proportionally tend to innity: the rate
5.2 Future Research 131
for the expected VESD is O(N 1=2) when the index cn = n=N is bounded away
from 0 and 1. Moreover, it is also proved that the convergence rate in probability
of the VESD is O(N 1=4) and the almost sure convergence rate is O(N 1=4+), for
any xed  > 0.
In Chapter 4, we establish the central limit theorem of linear spectral statistics
associated with VESD. Using Bernstein polynomial approximations, we prove the
central limit theorem for linear spectral statistics of HSn , indexed by a set of
functions with continuous second order derivatives over an interval including the
support of Marcenko-Pastur law. This result provides further evidences to support
the conjecture that the eigenmatrix of sample covariance matrix is asymptotically
Haar distributed.
5.2 Future Research
 The theorems derived in Chapter 3 are established for the simple sample
covariance matrix Sn = (1=N)XnX

n. One could extend our work for the







 Examining the proof of Theorem 4.1, the assumption of the second con-
tinuous derivative of f is related to the convergence rate of kHSn   Fcnk
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established in Theorem 3.2 in Chapter 3. It is conjectured that the conver-
gence rate of kHSn   Fcnk can be improved to O(N 1=2) according to the
result of Theorem 3.1. Using the same strategy as in chapter 4, our result
Theorem 4.1 still hold under the rst continuous derivative condition. In
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