Let H be a Hilbert space and let A be a positive bounded operator on H. The semi-inner product u | v A := Au | v , u, v ∈ H induces a semi-norm . A on H. This makes H into a semi-Hilbertian space. In this paper we introduce and prove some proprieties of (α, β)-normal operators according to semi-Hilbertian space structures. Furthermore we state various inequalities between the A-operator norm and A-numerical radius of (α, β)-normal operators in semi Hilbertian spaces.
INTRODUCTION AND PRELIMINARIES RESULTS
One of the most important subclasses of the algebra of all bounded linear operators acting on Hilbert space, the class of normal operators (T T * = T * T ).They have been the object of some intensive studies. The theory of these operators was investigated in [5] and [20] .
This class has been generalized, in some sense, to the larger sets of so-called quasinormal, hyponormal, isometry, partial isometry, m-isometries operators on Hilbert spaces.
In this framework, we show that many results from [7, 8, 12] remain true if we consider an additional semi-inner product defined by a positive semi-definite operator A. We are interested to introducing a new concept of normality in semi-Hilbertian spaces. The contents of the paper are the following. In Section 1, we give notation and results about the concept of A-adjoint operators that will be useful in the sequel. In Section 2 we introduce the new concept of normality of operators in semi-Hilbertian space (H, . | . A ), called (α, β)-A-normality and we investigate various structural properties of this class of operators. In Section 3,we state various inequalities between the A-operator norm and A-numerical radius of (α, β)-A-normal operators.
We start by introducing some notations. The symbol H stands for a complex Hilbert space with inner product . | . and norm . . We denote by B(H) the Banach algebra of all bounded linear operators on H, I = I H being the identity operator.
B(H)
+ is the cone of positive (semi-definite) operators, i.e., B(H) + = {A ∈ B(H) : Au, | u ≥ 0, ∀ u ∈ H }. For every T ∈ L(H) its range is denoted by R(T ), its null space by N (T ) and its adjoint by T * . If M ⊂ H is a closed subspace, P M is the orthogonal projection onto M. The subspace M is invariant for T if T M ⊂ M. We shall denote the set of all complex numbers and the complex conjugate of a complex number λ by C and λ, respectively. The closure of R(T ) will be denoted by R(T ), and we shall henceforth shorten T − λI by T − λ. In addition, if T, S ∈ B(H) then T ≥ S means that T − S ≥ 0. . 
It is straightforward that
It is possible that an operator T does not have an A-adjoint, and if S is an A-adjoint of T we may find many A-adjoints; In fact, in AR = 0 for some R ∈ B(H),then S + R is an A-adjoint of T . The set of all A-bounded operators which admit an A-adjoint is denoted by B A (H). By Douglas Theorem (see [6, 10] ) we have that
If T ∈ B A (H), then there exists a distinguished A-adjoint operator of T , namely,the reduced solution of equation AX = T * A, i.e., A † T * A. This operator is denoted by T ♯ . Therefore, T ♯ = A † T * A and
Note that in which A † is the Moore-Penrose inverse of A. For more details see [2, 3, 4] .
In the next proposition we collect some properties of T ♯ and its relationship with the seminorm . A . For the proof see [2, 3, 4] . Proposition 1.1. Let T ∈ B A (H). Then the following statements hold.
We recapitulate very briefly the following definitions. For more details, the interested reader is referred to [2, 4, 21] and the references therein.
In [21] , the A-spectral radius of an operator T ∈ B(H), denoted r A (T ) is defined as
and the A-numerical radius of an operator T ∈ B(H), denoted by ω A (T ) is defined as
It is a generalization of the concept of numerical radius of an operator. Clearly, ω A defines a seminorm on B(H). Furthermore, for every u ∈ H, [21] A necessary and sufficient condition for an operator T ∈ B A (H) to be A-normal is that
In this section we define the class of (α, β)-A-normal operators according to semi-Hilbertian space structures and we give some their proprieties.
which is equivalent to the condition
for all u ∈ H. For α = 1 = β is a normal operator. For α = 1, we observe from the left inequality that T * is hyponormal and for β = 1, from the right inequality we obtain that T is hyponormal. In recent work, Senthilkumar [22] introduced p-(α, β)-normal operators as a generalization of (α, β)-normal operators . An operator T ∈ B(H) is said to be p-(α, β)-normal operators for 0 < p ≤ 1 if
When p = 1, this coincide with (α, β)-normal operators.
Now we are going to consider an extension of the notion of (α, β) -normal operators, similar to those extensions of the notion of normality to A-normality and hyponormality to A-hyponormality (see [18, 21] ).
Definition 2.1. ( [18] ) Let A ∈ B(H) + and T ∈ B(H). We say that T is an A-positive if AT ∈ B(H) + which is equivalent to the condition
We note T ≥ A 0.
As a generalization of A-normal and A-hyponormal operators, we introduce (α, β)-Anormal operators.
When A = I (the identity operator), this coincide with (α, β)-normal operator.
• For α = 1 = β is a A normal operator.
• For β = 1, we observe from the right inequality that T is A-hyponormal.
• For α = 1, and N (A) is invariant subspace for T from the right inequality we obtain that T ♯ is A-hyponormal.
We give an example of (α, β)-A-normal operator which is neither A-normal nor Ahyponormal.
. It easy to check that
T is neither A-normal nor A-hyponormal. Moreover
The following theorem gives a necessary and sufficient conditions that an operator to be (α, β)-A-normal. It is similar to [14, Theorem 2.3] . 
and
Proof. Assume that the conditions (1) and (2) are satisfied and prove that T is (α, β)-Anormal.
In fact we have by using elementary properties of real quadratic forms
Similarly
So T is (α, β)-A-normal as desired.
The proof of the converse seems obvious.
On the other hand,since N (A) is invariant subspace for T we observe that T P R(A) = P R(A) T and AP R(A) = P R(A) A = A and it follows that
for all u ∈ H, and from which it follows that
This completes the proof.
The following corollary is a immediate consequence of Proposition 2.2.
Remark 2.2. (α, β)-A-normality is not translation invariant, more precisely, there exists an operator T ∈ B A (H) that T is (α, β)-A-normal,but T + λ is not (α, β)-A-normal for some λ ∈ C. The following example shows that such operators exist:
Similarly to [12] , we define the following quantities
and (
(2) If T is (α, β)-A-normal, then T + λ for λ ∈ C is (α, β)-A-normal, if one of the following conditions holds:
Therefore λT is (α, β)-A-normal operator.
(2) Assume that T is (α, β)-A-normal and the condition (i) holds. We need to prove that
In order To verify (2.1) we have
The condition (i) implies that 2Re λT u | u A ≥ 0 and it follows that
On the other hand if the condition (ii) is satisfied then we have for λ = 0
A similar argument used as above shows that T + λ is (α, β)-A-normal.
The following statement hold 
) Let T, S ∈ B(H) such that T ≥ A S and let R ∈ B A (H).
Then the following properties hold
(by Lemma 2.1)
Similarly, we have
The conclusion holds.
Proposition 2.4. Let T, S ∈ B A (H) such that T is (α, β)-A-normal and S is
On the other hand Proof. Since N (A) is invariant subspace for T we observe that T P R(A) = P R(A) T and
This implies α T Su
Now it is easy to see that
By using the fact that T is (α, β)-A-normal,it follows immediately from Lemma 2.1 that
.
Notice that (1) gives
S(T S)
♯ and similarly (2) gives
Hence T S is (α, β)-A-normal operator.
The following example proves that even if T and S are (α, β)-A-normal operators, their product T S is not in general (α, β)-A-normal operator. 
. Then the following statements hold:
The proof of the second assertion is completed in much the same way as the first assertion.
The following example shows that the power of (α, β)-A-normal operator not necessarily an (α, β)-A-normal.
However by direct computation one can show that T 2 is is nei-
The following theorem presents a generalization of these results to (α, β)-A-normal. Our inspiration cames from [12, Theorem 2.5].
Theorem 2.4. Let T ∈ B A (H) be an (α, β)-A-normal such that T 2 n is (α, β)-A-normal for every n ∈ N,too. Then, we have
Proof. It is we know that if T ∈ B A (H) then
A . From the definition of (α, β)-A-normal operator and Lemma 2.1.1 we deduce that
and so sup
A . Now using a mathematical induction, we observe that for every positive integer number n,
We have
Therefore, we get 1
Let H⊗H denote the completion, endowed with a reasonable uniform crose-norm, of the algebraic tensor product H⊗H of H with H. Given non-zero T, S ∈ B(H), let T ⊗ S ∈ B(H⊗H) denote the tensor product on the Hilbert space H⊗H, when T ⊗ S is defined as follows
The operation of taking tensor products T ⊗ S preserves many properties of T, S ∈ B(H), but by no means all of them. Thus, whereas T ⊗ S is normal if and only if T and S are normal [15] , there exist paranormal operators T and S such that T ⊗ S is not paranormal [1] . In [9] , Duggal showed that if for non-zero T, S ∈ B(H), T ⊗ S is p-hyponormal if and only if T and S are p-hyponormal. Thus result was extended to p-quasi-hyponormal operators in [16] .
Recall that for T ∈ B A (H) and
Proposition 2.6. ( [18] , Proposition 3.2 ) Let T 1 , T 2 , S 1 , S 2 ∈ B(H) and let A, B ∈ B(H) + such that T k is A-positive and S k is B-positive for k = 1, 2. If T 1 = 0 and S 1 = 0,then the following conditions are equivalents
The following theorem gives a necessary and sufficient condition for T ⊗S to be (α, β)--A ⊗ B-normal operator when T and S are both nonzero operators. Proposition 2.7. Let T ∈ B A (H) and let S ∈ B B (H) with T = 0 and S = 0. Let
The following properties hold:
Proof. Assume that T is an (α, β)-A normal and S is an (α ′ , β ′ )-B-normal. By assumptions we have
It follows from the inequalities above and Lemma 2.2 that
and so
Conversely assume that T ⊗ S is a (α, β)-A ⊗ B-normal operator.
We deduce from inequality (2.2) and Proposition 2.6 that there exists a constant d > 0 such that
Thus, dβ 2 ≥ 1. Similarly, we obtain d −1 ≥ 1.
On the other had by inequality (2.3) and we can find a constant d 0 > 0 satisfies
It easily to see that
Drogomir and Moslehian [7] have given various inequalities between the operator norm and the numerical radius of (α, β)-normal operators in Hilbert spaces.
Motivated by this work, we will extended some of these inequalities to A-operator norm and A-numerical radius ω A of (α, β)-A-normal in semi-Hilbertian spaces by employing some known results for vectors in inner product spaces. We start with the following lemma reproduced from [13] . Lemma 3.1. Let r ∈ R and u, v ∈ H such that u A ≥ v A and u, v / ∈ N (A) ,then the following inequalities hold
(3.1)
Proof. Firstly , assume that r ≥ 1 and let u ∈ H with u A = 1. Since
we have
Applying Lemma 3.1 with the choices u 0 = β T u and v 0 = T ♯ u we get which is the first inequality in (3.2).
By employing a similar argument to that used in the first inequality in (3.1) , gives the second inequality of (3.2). for all u, v, e ∈ H with e A = 1.
Let x ∈ H with x A = 1 and choosing in (3.6) u = T x , v = T ♯ x and e = x we get
Since T is (α, β)-A-normal, it follows that
Tanking the supremum over x ∈ H x A = 1, we get the desired inequality in (3.5). Proof. For λ = 0, the inequality (3.9) is obvious. Assume that λ = 0.From the following inequality [13]
which is well known in the literature as the Dunkl-Williams inequality, it follows that
A simple computation shows that
which shows that
, for all u, v ∈ H / u, v / ∈ N (A) and so
