We use multivariate splines to investigate linear diophantine equations and related problems in graph theory. In particular, we solve a conjecture of Stanley about symmetric magic squares.
INTRODUCTION
In this paper we give a nice application of analysis to combinatorics. Specifically, we use multivariate splines to solve the conjecture of Stanley about symmetric magic squares (see [21] , (23, p. 401, [24, p. 2621 ).
An m x m matrix with nonnegative integer entries is called a magic r-square of order m if every row and column sums to r E N, where N is the set of nonnegative integers. Let H,(r) denote the number of all magic r-squares of order m. For instance, H,(r) = 1 and H,(r) = r + 1. It seems that MacMahon [17, $4071 Guided by this evidence, Anand, Dumir, and Gupta [l] conjectured that H,(r) is a polynomial in T of degree (m -1j2. Their conjecture was first confirmed by Stanley in [2O] , using the so-called and [IS] ). An m X m symmetric matrix with nonnegative integer entries is called a symmetric magic r-square of or&r m if every row (and hence every column) sums to r. Let S,(r) denote the number of all symmetric magic r-squares of order m. Carlitz [5] first calculated S,(r) for m < 4 and found that S,(r) are not polynomials in r for m = 3 and 4; rather, S,(2r) and S,(2r + 1) are polynomials in r (m = 3 and 4). He conjectured that this is the case for all m. His conjecture was solved by Stanley in [ZO] . Later, Stanley's result was refined by himself in [21, Theorem 5.51 . His result can be stated as follows. (ii) deg P, = T .
( 1 -lifmisodd;degQ,< is even.
He conjectured that equality holds for all m in part (iii) of the above theorem. He supported his conjecture by computing S,(r) and found that the degree of Qs is 5, thus verifying his conjecture in this special case. In [23] and [24] he raised this conjecture again.
The purpose of this paper is to confirm Stanley's conjecture. We shall use splines (piecewise polynomial functions) to investigate this problem. This approach was initiated by Dahmen and Micchelli in [ll] and is totally different from that of Stanley, who based his results on commutative algebra.
Magic squares and symmetric magic squares both are special cases of magic labelings of graphs (see [25] and [ZO] ). A study of magic labelings of graphs leads us to linear diophantine equations. It was Dahmen and Micchelli [ll] who first revealed the close relationship between linear diophantine equations and the so-called discrete truncated powers (see Section 4), which are the discrete counterpart of truncated powers. Thus the theory of multivariate splines developed in the past decade can be applied to certain combinatorial and algebraic problems. Using this approach, Dahmen and Micchelli [ll] succeeded in re-proving and extending certain results of Stanley on magic squares. More important, their insight into this problem opened a new way of attacking the more difficult problem of Stanley's conjecture about symmetric magic squares, which had remained unsolved for a long time by using commutative algebra.
Here is an outline of the paper. In the next section we shall describe the relationship between linear diophantine equations and discrete truncated powers. Since our intended audience might be unfamiliar with multivariate splines, we devote Sections 3, 4, and 5 to the basic theory of truncated powers and discrete truncated powers. While most of the results in these sections were known before, we often give new and straightforward proofs for them. This makes the paper almost self-contained, and I do hope that mathematicians working in the area of combinatorics will enjoy studying multivariate splines. In Section 6 and 7 we apply the theory of multivariate splines to magic labelings of graphs. The reader will find in these sections that the discrete truncated power associated with a given graph has many nice properties. These properties enable us to gain sufficient information about the number of magic labelings of a graph, so that we can solve Stanley's conjecture on symmetric magic squares in Section 8.
We shall adopt the common terminology of multiset theory (e.g., see [24, p. IO] As usual, we denote by Z, R, and @ the set of integers, real numbers, and complex numbers, respectively. For i, j E Z, we denote by Ljij the Kronecker symbol; that is, a,, = 1 if i =j, and 0 otherwise. We use the notation (a..b) to denote the interval {r E R : a < x < b}, where a is a real nubmer or -m The cone spanned by Y, denoted by cone(Y ), is the set i c ayy:ay >Oforall y .
YEY )
The convex hull of Y, denoted by conv(Y 1, is the set c ay y : uy > 0 for all y and c ay = I
YEY YEY
In particular, if Y consists of two elements y and z of R", then conv(Y ) is the line segment between y and z, which we shall denote by [ y..z].
We shall use the standard multiindex notation. Specifically, an element . ., a,) E N".
We regard a polynomial in m variables as a function on R'" of the form
x -Ca,xa, x E IF!", (1.1) a where cx runs over a finite subset of N" and a, E C for all cr. Denote by Il = fI(R"') the linear space of all polynomials on R" over the field C. Let p be the polynomial as given in (1.1). Then p can be uniquely written as
P=
CPj Given k E Z, we denote by IIk = II,(E3"') the linear space of polynomials of degree < k. If k is a negative integer, then we interpret IIk as the trivial linear space (0).
LINEAR DIOPHANTINE EQUATIONS
Magic squares and symmetric magic squares both are special cases of magic labelings of graphs. Further, as indicated by Stanley [20] , the theory of magic labelings can be put into the more general context of linear diophantine equations. A study of linear diophantine equations naturally leads to truncated powers and discrete truncated powers. We shall adopt the graph-theoretic terminology used in 1261. Thus a graph is defined to be a pair (V(G), E(G)), where V(G) is a nonempty finite set of elements called vertices, and E(G) is a multiset of unordered pairs of (not necessarily distinct) elements of V(G) called edges. Note that this definition of g ra h p p ermits the existence of loops and multiple edges. We shall call V = V(G) the vertex set and E = E(G) the edge multiset of G.
Two vertices u and w are said to be adjacent if there is an edge joining them, i.e., there is an edge of the form VW. The vertices v and w are then said to be incident to such an edge.
Let r E N. According to Stanley [20] , a magic labeling of G of index r is an assignment L : E + N of a nonnegative integer label to each edge of G such that for each vertex v of G the sum of the labels of all edges incident to u is r (counting each loop at I) once only). We denote by H,(r) the number of magic labelings of G of index r. If G has no edge, then H,(r) = S,,. In what follows, we assume that G has at least one edge.
If G is the complete bipartite graph K,,,, then there is a one-to-one correspondence between a magic labeling of G of index of r and a magic r-square of order m. Furthermore, if G is the graph obtained by adding one loop to each vertex of the complete graph K,, then there is a one-to-one correspondence between a magic labeling of G of index + and a symmetric magic r-square of order m. For these facts, see [20, pp. 609-6101. Let G be a graph with at least one edge. Suppose the vertices of G are numbered {l, 2, . . . , m) and its edges are numbered {1,2,. . . , n}. The incioknce matrix M of G is the m X n matrix whose (i, j)th entry is 1 if vertex i is incident to edge j, and 0 otherwise. Suppose L : E + N is a mapping assigning a label pj E N to edge j (j = I,. . . , n). Let fI be the column n-vector whose jth component is pi, j = 1,. . . , n. Then L is a magic labeling of index r if and only if p satisfies the following system of linear diophantine equations:
where e is the column m-vector whose components are all 1. In general, a system of linear diophantine equations is of the form
MP=cx (2.2)
where M is an m X n integer matrix, o E Z" is an integer column m-vector, and one seeks solutions /3 in Z". In this paper we are only interested in This shows that for any given (Y E Z"', the number of solutions p E N" to the system (2.2) of linear diophantine equations is finite, and we shall denote this number by t(al M). Note that the condition 0 E co&M) is always fulfilled by the incidence matrix M of a graph G with at least one edge. Moreover, from (2.1) we see that
H,-(r) = t(re(M).
In some simple cases, This should be compared with the truncated power XT-'/(n -l>!, where
In general, following Dahmen and Micchelli [7] , we shall call the function t(.] M) defined on Z" by (Y c, t( LY 1 M) the discrete truncated power associated with M. In order to understand discrete truncated powers we shall first investigate their continuous counterparts-truncated powers.
TRUNCATED POWERS
Multivariate truncated powers were first introduced by Dahmen [6] . Also see [7] . In this section we review some basic properties of truncated powers. Their piecewise polynomial structure is highlighted.
Let M be an m X 72 real matrix. Recall that M is also viewed as the multiset of its column vectors. Throughout this section we assume that the convex hull of M does not contain the origin. The truncated power T(*] M) associated with M is defined to be the distribution given by where C,"(Rm> is the space of test functions on R", i.e., the space of all compactly supported and infinitely differentiable functions on Iw "'. For distribution theory we refer the reader to [2] . Evidently, T(*( M) depends only on the multiset of the columns of M. From 
Proof.
The theorem certainly is true if M is an m X m invertible matrix. The general case can be proved by induction on #M, using the recurrence relation (3.2). n Truncated powers have some nice differential properties. Let Dj denote the partial derivative with respect to the jth coordinate, j = 1,. . . , m. Given y = ( yl,. . . , ym) E R", let 
Let D(M)
denote the linear space of those infinitely differentiable complex-valued functions f on R" which satisfy the following system of linear partial differential equations: 
P E &M-n.
This completes the induction procedure.
The following theorem describes the piecewise structure of the truncated power. 
DISCRETE TRUNCATED POWERS
Discrete truncated powers were first introduced by Dahmen and Micchelli in [7] . In this section we review their basic properties and study their piecewise structure.
Let M be an m x n integer matrix such that con4 M > does not contain the origin. The discrete truncated power t(*] M) was defined in Section 2 as the function given by (Y * t( (Y( M >, where a! E Z" and t(crl M > is the number of solutions to the system (2.2) of linear diophantine equations. Evidently, t(*] M) depends only on the multiset of the column vectors of M.
We also note that t( (Y I M) = 0 for (Y @ cone( M ). Thus a discrete truncated
power is a sequence on Z", i.e., a mapping from E" to C. We denote by S the linear space of all sequences on Z" over the field C. Given two sequences a and b on Z", their convolution a * b is the sequence defined by
Let S be the sequence on Z" given by
elsewhere.
ThenforanyfES,f*S=f.Wh en M is the empty set, we interpret t(*] M) as the sequence S. If M is the union of two multisets M, and M, of integer vectors in I%"', then
This has a simple combinatorial proof as follows. Suppose nj = #Mj, j = 1,2.
From the very definition of t(*] M) we see that for (Y E Z"',

= ,: t( dM&(a -/-dMz). E m
Given y E Z", the backward difference operator V,, is defined by the rule This result has been extended by the author in [15] to the following theorem, in which CR is only required to be a connected set. Moreover, the proof given in [15] does not rely on Theorem 4.1. 
and there is nothing to prove. If 
Let fi be a nonempty open cone contained in cone(M).
Then a, the closure of Cl, is contained in C! - [TM] . Cl -En/ill2 fi = cone(M). = VW<&). M oreover, since Jfo E II,, _m, it is easily seen that
Let fi be a fundamental M-cone. By Theorem 4.2, there exists a unique element fo E V(M) such that fn agrees with t(*l M) on v(K!] M). Recall that J is the projection from E onto E, = II(
Observing that cone(M) is the disjoint union of MIO..l>m + M/3, p E N", we have c t(cx-ylM)= 1 for all (Y E H" n cone(M).
YE Z"r-
We have thus shown that for every w E M,
Since M contains a basis for R"', the above inclusion relation implies that and therefore the leading part of Jfn agrees with Tc.1 M) on R. 
MAGIC LABELINGS OF GRAPHS
Let G be a graph with m vertices and n edges. Given r E N, the number of magic labelings of G of index r is denoted by Ho(r). Let M be the incidence matrix of G. We showed in Section 2 that
Z%(r) = t(relM),
where t(*l M) is the discrete truncated power associated with M, and e is the m-vector whose components are all I. In this section, we shall investigate the discrete truncated power tc.1 M) and the related kernel space V(M ), and then apply the obtained results to magic labelings of graphs. Let us recall some terminology from graph theory. A path in G is a finite sequence of edges of the form (also denoted by 00 + zil + va + ... + v,), where vO, vi,. . . , uk are distinct, except possibly v0 = vk. In such a case, the path is said to be closed. A closed path is called a circuit. Note that any loop is a circuit. The number of edges in a path is called its length.
Let C be a circuit of length k:
We call C an odd circuit if k is odd; otherwise, C is called an even circuit. We arrange the edges of C in such an order that vjvj+ i is the jth edge for j = l,..., k -1 and vkvl is the k th edge. With such an ordering, the incidence matrix of C is A graph G is called a bipartite graph if the vertex set of G can be split into two disjoint sets Vi and V, in such a way that every edge of G joins a vertex of Vi to a vertex of V,. It is well known that a graph is bipartite if and only if all its circuits are even (e.g., see [13, Theorem 2.41). In particular, a bipartite graph has no loops.
Let G be a connected graph with m vertices. If G is not bipartite, then G contains an odd circut, say vi + vg + ... + I+. + vi, where k is an odd integer. Since G is connected, by using induction one can find vertices ok+i,**.,c, such that vj is adjacent to some oi with i < j for all j = k + 1 ,.*a> m. We choose m edges of G as follows. Let vjvj + i be the jth edge Cj = 1,. . . , k -0, vkvl the kth edge, and choose the jth edge (j = k + 1 1*-*> m) to be some edge joining vj with vi, i <j. Let G' be the subgraph of G consisting of all vertices of G and the edges chosen above. Then the incidence matrix of G' has the form
where Nk is the k x k matrix given in (6.1). We are in a position to prove the following theorem concerning the rank of the incidence matrix of G (cf. [13, Theorem 13.61 ).
THEOREM 6.1. Let G be a graph with m vertices, and let M be its incidence matrix. Then
where b is the number of bipartite connected components of G.
Proof.
First, let G be a connected graph which is not bipartite. Then G has a subgraph G' whose incidence matrix M' has the form (6.2) with k an odd integer. For any j > k, the jth column of M' has exactly two nonzero entries in rows i and j, i < j; hence Q is a unit upper-triangular matrix. Thus det Q = 1. Since k is odd, we also have det Nk # 0. This shows that rank M' = m, so that rank M = m. Second, let G be an arbitrary graph, and let G,, . . . , G, be its connected components.
Suppose (6.41
Let K be a connected component of G,. Since MB spans Iw"', K is not bipartite by Theorem 6.1; hence K contains a circuit of length k with k an odd integer. This circuit passes through a vertex, say vi. Then by (6.4) we have Bi = 8,:', since k is odd. It follows that ej = 1 or -1. Let vj be an arbitrary vertex in K. Since K is connected, there is a path in K from vi to vj. By (6.4) we have ej = ej or f3j = 0;'. This shows that 9 = 1 or -1 for a n Y V e r te x V .i in K. Evidently, this conclusion is valid for any vertex in G,. The general case can be reduced to the above case. Let G be a nondegenerate graph. For each bipartite connected component of G we remove one of its vertices and replace any edge incident to this vertex by a loop around the other vertex. The resulting graph G' has no bipartite components.
We claim that H,,(r) = H,(r) for all r E N. Let Gi, . . . , G, be the connected components of G. Then f&(r) = _fJqw for all rE N.
(6.8) Thus, in order to verify our claim it suffices to consider the case when G is connected.
Let G be a nondegenerate connected bipartite graph with m vertices and n edges. Then the vertex set V of G can be partitioned into two subsets V, and V, such that every edge of G joins V, and Vs. Let mj be the number of vertices in Vj, j = 1,2. We arrange the vertices of G in such an order that any vertex in V, precedes any vertex in Vs. Let M be the incidence matrix of G. Since G is nondegenerate, there is a positive integer r such that the equation MD = re has a solution P E F+J". But the sum of the first m, rows and the sum of the last m2 rows of M both equal the n-vector Kl,.
. ., 1); hence the sum of the first m, components and the sum of the last m2 components of MD = re are equal. This shows that m,r = m2r and therefore m, = m2. In particular, the number of vertices of G is even. are some edges of G that are always labeled 0 in any magic labeling. After removing these edges, the resulting graph G' is positive and H,(r) = H,,(r) for all r E N. Thus, as far as magic labelings are concerned, we may assume without loss of generality that G is a positive graph.
Let PC and Qc be the polynomials in Theorem 6.3. We wish to find the exact degree of PG and Qo. For a positive graph G, the exact degree of PC has been determined by Stanley [2O] . In this section we shall use our methods to give Stanley's result a new proof. Furthermore, we shall also establish some results about Qo. These results are essential to our solution of Stanley's conjecture on symmetric magic squares.
In this section a multiinteger cr = (a,, . . . , a,) E Z" is said to be even if E;'= 1 aj is even; otherwise, cx is said to be odd. 
Recall that t( a 1 M) is the number of solutions p E N" to the linear system of diophantine equations
MP=a. 
. , 0,) E A(M).
Since G is connected, for any i, j E { 1, . . . , m) there is a path from vi to vj, so it follows from (6.4) that ej and fIj have the same sign. But Theorem 6.2 tells us that oj is either 1 or -1 for all j = 1,. . . , m;
hence 8 is either e, or else -e. This verifies (7.3).
In order to determine the leading term of P,(r) we divide our investigation into three cases. and A_(M) be the sets as defined in the proof of Theorem 7.2. By (7.2) we have where p, is a polynomial in D( MO) for each 13 E A_ (M ). In order to determine the exact degree of the polynomial Q,,, it suffices to find the leading term of p,(re) for each 8 E A_(M). This problem is solved in the following lemma. We showed in the proof of Theorem 7.2 that the leading term of q,(re) is T(el Me)r#M@-m with T(e1 Me) > 0. From (8.5 ) and (8.7) we see that P,(r) and q,(re) have the same leading term. But GO has a connected component which has an odd number of vertices but no loops, hence Qe = P, by Theorem 7.2. Invoking (8.5) and (8.7) again, we see that Qo(r) and qe(re) have the same leading term. This shows that the leading term of q,Jre) is also T(el Mo)r#M@pm. Consider V, , Mefn and g,. They both are elements of V( M,) and agree with t(.IM,) = V, \ MBt(.lM> on R -EMJ. 
