We present a real-time framework which allows interactive visualization of relativistic effects for time-resolved light transport. We leverage data from two different sources: real-world data acquired with an effective exposure time of less than 2 picoseconds, using an ultrafast imaging technique termed femto-photography, and a transient renderer based on ray-tracing. We explore the effects of time dilation, light aberration, frequency shift and radiance accumulation by modifying existing models of these relativistic effects to take into account the time-resolved nature of light propagation. Unlike previous works, we do not impose limiting constraints in the visualization, allowing the virtual camera to explore freely a reconstructed 3D scene depicting dynamic illumination. Moreover, we consider not only linear motion, but also acceleration and rotation of the camera. We further introduce, for the first time, a pinhole camera model into our relativistic rendering framework, and account for subsequent changes in focal length and field of view as the camera moves through the scene.
Introduction
Analyzing and synthesizing light transport is a core research topic in computer graphics, computer vision and scientific imaging [GNJJ08] . One of the most common simplifications, rarely challenged, is the assumption that the speed of light is infinite. While this is a valid assumption in most cases, it is certainly not true: light travels extremely fast, but with finite speed. In this paper, we lift this assumption and explore the consequences of dealing with time-resolved data (finite speed of light), focusing on the effects predicted by special relativity when the camera moves at speeds comparable with the speed of light.
Transient imaging has recently emerged as a vibrant, exciting area of research. Being able to analyze light transport at picosecond scale has already helped gain a better understanding of the complexities of light propagation [ . In this paper, we offer a novel contribution by visualizing relativistic effects of time-varying radiance. Beyond the pure scientific interest of advancing the field of relativistic visualization, our work has direct applications in education and even games (see for instance OpenRelativity from the MIT Game Lab [KTS13] ). Additionally, it can also contribute to recent works which have set the ground for a time-resolved framework for light transport simulation [JMM * 14].
Relativistic rendering is not new [HD89, CLC96, WBE
* 06]. However, our particular time-resolved framework implies by definition that radiance is not constant in the temporal domain. In particular, we need to address how time affects light aberration, the Doppler effect and the searchlight effect typically handled in relativistic rendering, and include time dilation effects due to Lorentz contraction.
Additionally, we modify the traditional camera model used in previous literature and introduce for the first timeto our knowledge-a pinhole camera model in a relativistic rendering framework. This implies the consideration of two reference frames in the camera, co-moving with the pinhole and with the sensor respectively, and thus a focal length (distance pinhole-sensor) which can vary in certain reference frames under certain conditions; this, in turn, has an effect on the field of view of the camera, affecting the recorded imagery. We describe the required formulation for this camera model both in the presence of constant velocity and accelerated motion. Our model of relativistic acceleration is based on the clock hypothesis; we assume instantaneously co-moving frames of reference, thus being able to apply special relativity [Dew63, Wei01] . Besides, we develop a model that accounts for relativistic rotation, allowing to freely rotate the camera.
We demonstrate our relativistic rendering framework with fly-throughs in a range of scenes. We rely on both captured data (using femto-photography [VWJ In summary, we have developed a rendering and visualization tool for transient light transport, capable of simulating relativistic effects, lifting some of the assumptions and constraints of previous works. This paper is an extension of our previous work on rendering of time-resolved data [JMV * 13], in which we showed results of relativistic rendering of time-resolved data, including camera rotations.
Here, we offer a more detailed formulation, significantly extend the discussion on previous works, and develop a novel framework to be able to handle a pinhole camera model with a finite focal length; this has an effect on image formation, since, as we will show, the focal length can suffer contractions and dilations in the sensor frame of reference. Our contributions can be summarized as follows:
• We describe a special relativity rendering framework which is able to handle time-resolved data • We extend the traditional camera model used in the literature to a pinhole camera model, and describe the necessary transformations for rendering time-resolved scenes under this new model, both in the case of constant velocity and accelerated motion • We propose an approximate solution for the case of relativistic rotation, including relativistic deformation of the sensor, so the camera can be moved freely in 3D space ativity which works with the Unity engine and can also simulate special relativity effects [KTS13] . In this paper we develop a relativistic rendering framework including a pinhole camera model, with a finite focal length; this has an effect on image formation, since, as we will show, this focal length can suffer contractions and dilations in the sensor frame of reference. Further, we show results of relativistic rendering of time-resolved data acquired from the real world.
Time-resolved Data
In this paper we leverage two different sources of timeresolved light transport data: real data from the femto- shows selected frames for the synthesized bunny and dragons scenes: both of them show a direct spherical wavefront illuminating the scene, creating secondary wavefronts over time due to indirect illumination.
Relativistic Rendering
Time-resolved data allows us to explore light transport like never before, no longer being constrained by the assumption that light speed is infinite. However, current capture systems only allow to visualize light propagation from the capture point of view. Assuming that the geometry in the scene is known (which can be easily acquired with a digitizer arm or from time-of-flight data), we can synthesize new viewpoints and animations of the scene by taking an image-based rendering approach, using x-y textures from the x-y-t data cube (see [VWJ * 13] and Section 3) and projecting them onto the geometry. This allows us to visualize real-world events from new angles.
Time-warping
Visualizing light transport events at pico-second scale yields counter-intuitive results, as observed by Velten et al.
[VWJ * 13]. Due to the finite speed of light, events are not captured in the sensor as they occur, which leads to unexpected apparent distortions in the propagation of light. From this observation, it follows that different temporal frames of reference must be employed: one for the world O (when the events occur), and one for the camera sensor O (when the events are actually captured).
As a consequence, sensor data acquired by the femtophotography technique appears warped in the temporal domain, and must be time-unwarped to take into account the finite speed of light. So for each frame in the synthesized animations, we access the original warped data and apply the following transformation [VWJ * 13]:
where t i j and t i j are sensor (camera) and world times respectively, z i j is the depth from each point (i, j) to the new camera position, c is the speed of light and η the index of refraction of the medium. Note how a naive approach based on simply sticking the textures from the first frame to the geometry through the animation would produce wrong results; the distance from each geometry point to the center of projection of the camera varies for each frame, and thus a different transformation must be applied each time to the original, warped x-y-t data (see Figure 2 ). ; from left to right: original x-y-t volume in the time-frame of the capturing camera, unwarped x-y-t data in world time frame, and re-warped data for the new virtual camera.
Camera Model
We model our camera as a pinhole camera, with a focal distance d from the sensor to the pinhole aperture, and a field of view (FOV) α = 2 arctan(w/d), with w the half width of the sensor (Figure 3, left) . We assume the camera has no lenses, the pinhole being what ensures correct focusing on the sensor. This model effectively splits the camera into two frames of reference: one frame O which will be co-moving with the sensor, and one for the pinhole aperture O . Note that considering the camera as a finite, instead of a point-like, object, has important effects on the recorded imagery due to relativistic contractions and dilations of the focal length, which will need to be taken into account. We detail how this is done in the following sections. The green dotted axes depict a local frame of reference of the sensor; these axes show how, in the frame of the sensor, the focal length d is larger than when measured in the world frame, d. Note that the t axis actually corresponds to ct, but only t is stated in this and subsequent figures for clarity.
Relativistic Effects
In addition to the time-warping of data, which occurs in both static and dynamic cameras, macroscopic camera movement at pico-second time scales, like the one synthesized in Figure 2, would give rise to relativistic effects. This requires a relativistic framework to correctly represent and visualize light traveling through the 3D scene.
According to special relativity, light aberration, the Doppler effect, and the searchlight effect need to be taken into account when simulating motion at fast speeds. Light aberration accounts for the apparent geometry deformation caused by two space-time events measured in two reference frames moving at relativistic speeds with respect to each other. The Doppler effect produces a wavelength shift given by the Doppler factor. Last, the searchlight effect increases or decreases radiance, according to whether the observer is approaching or moving away from a scene. 
where D = γ(1 + βcosθ ) and γ = 1/ 1 − β 2 are the Doppler and Lorentz factors, respectively. This equation accounts for all three factors: light aberration, the Doppler effect, and the searchlight effect. However, it cannot model explicitly the effect of special relativity on non-constant radiance. In the following paragraphs we explain each effect separately, and discuss the modifications needed to handle time-resolved radiance.
Time dilation: Breaking the assumption of constant radiance means that we cannot ignore the effect of time dilation [Ein61] . Time dilation establishes that, given an observer moving with respect to a stationary (world) frame O, if ∆t 0 is the elapsed time in the rest frame of the moving observer, the time elapsed for an observer in the stationary frame ∆t, and the time elapsed for the moving observer are related by ∆t = γ∆t 0 . Since γ ≥ 1, this effectively means that a clock carried by the moving observer will tick more slowly than a clock carried by the stationary observer. Consequently, if we take as the proper time the time in the frame O in which the camera is at rest, the relationship between time intervals in the camera frame O and the world frame O is ∆t = γ∆t . Thus, we need to keep track of both world t and camera time t , since they differ depending on the speed of motion.
In addition to time dilation, Lorentz contraction shrinks the space in the direction of motion. This means that the time warping modeled with Equation 1, which accounts for the time it takes light to travel to the camera, has to be computed in the moving frame O . Establishing the proper length for z in the world frame, the transformation to obtain z is given by:
Camera deformation: In addition to the effects on propagation delays, the Lorentz contraction also affects the focal length d of our pinhole camera (see Section 4.2). We define the proper length of the camera in its own rest frame O , thus being d the proper focal length. Therefore, the focal length in the world frame O is d = d /γ, as can be seen in the spacetime diagram in Figure 3 (right) . This effectively produces a reduction in the field of view of the camera α , such that:
Light aberration: An easy example to understand light aberration is to visualize how we see rain drops when traveling on a speeding train. When the train is not moving, raindrops fall vertically; but as the train picks up speed, raindrop trajectories become increasingly diagonal as a function of the train's speed. This is because the speed of the train is comparable with the speed of raindrops. A similar phenomenon occurs with light if moving at relativistic speeds. However, as opposed to rain drops, relativistic light aberration cannot be modeled with classical physics aberration; the Lorentz transformation needs to be applied on top of it.
Light aberration is computed by transforming θ and φ with the following equations, which provide the geometric transformation between two space-time events measured in two reference frames which move at relativistic speeds with respect to each other:
The end result is that light rays are tilted towards the direction of motion as velocity increases, causing light rays reaching the sensor from behind the camera to become visible. Finally, as β approaches 1, and thus v ≈ c, most incoming light rays are compressed towards the motion direction; this makes the scene collapse into a single point as the camera moves towards it (note that this produces the wrong impression that the camera is moving away from the scene). The first two rows in Figure 4 show the effects of light aberration with increasing velocity as the sensor moves at relativistic speeds, towards and away from the scene respectively.
Doppler effect:
The Doppler effect is better known for sound, and it is not a phenomenon restricted to relativistic velocities. In our case, the Doppler effect alters the observed frequency of the captured events in the world when seen by a fast-moving camera, which produces a wavelength shift, as defined by the Doppler factor D:
The overall result is a color shift as a function of the velocity of the sensor relative to the scene. Somewhat less known, the Doppler effect also creates a perceived speed-up (or down, depending on the direction of camera motion) of the captured events. This means that the original frame rate of the time-varying radiance f in world frame is Doppler shifted, making the perceived frame rate f in camera frame become f = f /D. Figure 4 (third row) shows an example of the Doppler effect.
Searchlight effect: Due to the searchlight effect, photons from several instants are captured at the same time differential, in part as a cause of the Doppler shift on the camera's perceived frame rate. This results in increased (if the observer is approaching the scene) or decreased (if the observer is moving away) brightness (see Figure 4 , bottom row): Intuitively, continuing with our previous rain analogy, it is similar to what occurs in a vehicle driving in the rain: the front windshield will accumulate more water than the rear windshield. Equation 8 has an implicit dependence on time; for our time-varying streak-data, we need to make it explicit, yielding:
In our case, since in the end we need to obtain the radiance accumulated over the duration of each frame of the movie, we are interested in computing the incoming radiance impinging the camera during a certain camera time interval T = 1/ f , where f is the frame rate in the camera frame. As a consequence of the Doppler shift in the frame rate mentioned in the previous paragraph ( f = f /D), this camera time per frame T corresponds to a time interval T = T /D in the world frame O. To do this, we need to integrate the wavelength-dependent radiance of Equation 9 over that time interval, resulting in the following:
When incorporating the previously described effects into Equation 10, we obtain the final expression for incoming radiance in the frame of the camera for each camera time frame (which has a duration T ):
Note that the D −5 factor used is valid only for a velocity Note that we transform RGB radiance into luminance.
tailed derivation); for other motion configurations that factor should be re-derived.
Finally, Figure 5 shows the result of combining all these relativistic effects, both for the cube scene (data captured with femto-photography techniques) and the bunny scene (simulated data by rendering) respectively, both fixing the camera focal length in the world frame (i.e. varying d with speed, as shown in Figure 3 , right), and fixing it in the sensor frame. The laser wavelength is set at 670 nm for visualization purposes. We refer the reader to the supplementary videos to see the full animations.
Relativistic Acceleration
Until now, we have assumed that the camera accelerates instantaneously, and therefore no effect is produced by such acceleration. Similar to previous works [Wei01, Dew63, Sty07] , our framework for relativistic acceleration assumes that the clock hypothesis is valid. This hypothesis is implicit in the original formulation of special relativity, and states that the rate of a clock is only dependent on its instantaneous velocity. Therefore, an accelerating frame suffers the same relativistic effects as in its instantaneous co-moving inertial frame (i.e. a frame uniformly moving with the same instantaneous speed) [Wei01] , modeled using Equation 11. It is important to note that the clock hypothesis is not universally accepted [Bri70, FG10] ; breaking the assumption of its validity makes the formulation of relativistic acceleration significantly more complex.
With this assumption, we model the acceleration a in the world frame O as [Ter59] :
where a is the constant proper acceleration in the moving frame; following the standard notation in physics literature, in the following we call it g. By integration we can get the velocity in the world frame as a function of time t [Sty07]:
where t 0 is the time at which acceleration starts (v(t 0 ) = 0). Integrating v(t) allows us to obtain the position of the accelerating object in the world frame, x(t), as:
where x 0 is the initial position of the object. This means that due to Lorentz contraction, the acceleration in the world frame is dependent on the velocity of the camera, which results in a hyperbolic motion with asymptotic speed c in the world frame O, as seen in Figure 8 . Both v and x are defined as a function of time t in the world frame O, while we are capturing the scene from the sensor frame O , and therefore accounting for the proper time t . These two times t and t are related as: C o n s t a n t S p e e d Ac c e l e r a t i o n Note that the simultaneity between the sensor and pinhole frames is broken in the scenario with acceleration, and therefore they have different speeds at proper time t . As a consequence, the focal length d in the moving frame O is transformed differently in the presence of camera acceleration than when moving at constant speeds, an effect which becomes more visible at increasingly higher speeds. Note that Equations 13 and 14 are only valid for constant proper acceleration g; for time varying acceleration we would need to solve an initial value problem [Wei00b] .
Acceleration has an important effect on our extended camera model, since an accelerating body changes its frame of reference at each instant; this, according to Equation 4, would make the focal distance d increase as the object accelerates. However, when considering two different objects with the same acceleration and initial speed with respect to a world frame, we need to take into account that simultaneity is broken: two simultaneous instants in the world frame O might not be so in accelerating frame O . The consequence of this is that the distance between the two objects (sensor and pinhole in our case) will be constant when measured in the world frame (Figure 8(a) ), but will keep changing when measured in a frame local to either of the objects (as shown in Figure 8(b-d) for three different velocities of the sensor with respect to the world frame, corresponding to three different time instants along the world line of the sensor, de-picted in Figure 8(a) ). Note that in our case, the distance between the two objects corresponds to the focal length (d in world frame O), which, when measured in the sensor frame O (d ), is changing as the sensor (and pinhole) accelerates. This affects the field of view of the camera, and thus needs to be taken into account for the rendering framework.
We model this varying distance d using the formulae derived by Styer [Sty07] :
where v is the speed of the sensor in the world frame (Equation 13). Note that once both the sensor and pinhole stop accelerating, and therefore both are at constant speed βc, then d = γd, as explained in Section 4.3 ¶ . Equation 16 shows that the distance d varies non-linearly with the distance d in the world frame; in fact, the larger the distance, the more notable are the effects due to an accelerating camera.
Given d , we can obtain the transformed field of view of the camera α as α = 2 arctan(w/d ) (for constant speed g = 0 it corresponds to Equation 4). Note that in order to maintain a constant field of view α during acceleration, different accelerations would be needed in the pinhole and the sensor, as derived by Franklin [Fra10] . Figure 6 shows a sequence of an accelerating camera in the cube scene. We can see that, as opposed to the case in which a constant camera speed is used, the reduced field of view due to the Lorentz transform reduces the effect of light aberration observed with a camera at constant speed. This effect is more explicit in Figure 7 , which compares the effect of constant speed and acceleration.
Relativistic Rotation
Providing free navigation of a scene depicting time-resolved light transport implies that the viewers should be allowed to rotate the camera. However, there is no universally accepted theory of relativistic rotation [RR04] .
In the absence of a universal theory of relativistic rotation, we propose an approximation for the particular case of very small rotation angles per frame. This assumption, which is feasible in a scenario in which the camera moves at relativistic speeds, allows us to effectively treat each differential area of the sensor as undergoing linear translation only in the direction of the sensor's normal, with a different velocity for each sensor differential, according to the linear velocity field Ψ, and with a zero-crossing at the axis of rotation. ¶ When this takes place, there will be a transition period in which, measured in the sensor frame, the sensor will stop accelerating before the pinhole; we have omitted this there for clarity but refer the interested reader to the thorough description in [Sty07] . Figure 9 : Distortion of the sensor (curves) and the camera pinhole lens (dots) due to relativistic rotation, as seen for the leftmost sensor differential area s i . The velocity vector is perpendicular to such area (marked with a red arrow), with speeds ranging from β i = 0 (dark blue, sensor at rest, no distortion), to β i = 0.9 (dark red). Note how aberration in the sensor increases with higher speeds, even occluding the line at sight for very high values.
To simulate the rotation of the camera we therefore first divide the sensor S in different areas s ∈ S. Our approximation effectively turns each of them into a different translational frame, with linear velocity ψs. Then, for each s we render the scene applying the novel relativistic transformations introduced in this section, with a different βs for each s (trivially obtained from an input β measured at the edge of the sensor). This causes the incoming radiance to be deformed differently depending on the position of the sensor where it is imaged. Figure 10 shows an example, where the sensor is rotating clockwise.
This transformation is enough if we are assuming that for each surface area s the camera lens moves with β = β i , and that each sensor area s i is independent of the rest. The center of the sensor thus has velocity β = 0, with each sensor area moving at different speeds. As a consequence, for an individual sensor area s i , the sensor areas s j suffer light aberration, each with different speed ∆β i→ j . This speed is the composition of β i and β j , and it is obtained using the relativistic law of composition of velocities:
This difference in speed makes both the camera lens and the sensor undergo light aberration, and therefore their projection is distorted following Equations 5 and 6. As a consequence, for each s i with speed β i , each ray from s i to the camera lens is distorted, effectively changing the field of view at each sensor area. Additionally, since the rest of the sensor is aberrated with spatially-varying ∆β i→ j , it is even possible that the sensor plane itself occludes the incoming light, as shown in Figure 9 . Figure 11 shows the same scene depicted in Figure 10 , but including the aberration effects in the camera lens and sensor.
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Figure 10: Assuming that the rotation angle θ can be neglected between frames, we model the rotation as a continuous linear velocity field on the sensor Ψ, so each differential area is assigned a different velocity ψs (left). This causes that depending on the position on the sensor, different relativistic transformations are applied on the scene. The rest of the frames show the effects of a clockwise rotation of the sensor, with β = {0, 0.4, 0.8, 0.99} (measured at the edge of the sensor), assuming that no relativistic effect affects the camera. Figure 11 shows the effect when this last assumption is broken.
S e n s o r Ro t a t i o n
S e n s o r S e n s o r S e n s o r S e n s o r Na ï v e Ro t a t i o n Figure 11 : Relativistic effects of a clockwise rotation of the sensor, with β = {0, 0.25, 0.5, 0.75, 0.99} (measured at the edge of the sensor), including relativistic aberrations in the camera. The lower half of the sequence shows the effect of rotation when taking into account the aberrations suffered by the sensor as seen from s i (Figure 9 ), including the change in the FoV and the self-occlusion, while the upper half shows the rotation at the same speed ignoring its effect on the sensor. Note that at high-speeds, the edges of the sensor are occluded by the sensor itself due to sensor aberration, as shown in Figure 9 (marked here as a red rectangle). The image appearing to the right of this sensor occlusion comes from the scene, visible due to the high relativistic aberration caused by the rotation at high speeds.
Discussion
In order to include the relativistic effects described above, there are several assumptions that need to be made in order to keep physical plausability. First, our work is restricted to special relativity, so we assume that no gravitational force is present in the scene; otherwise, general relativity would need to be considered. Additionally, we model relativistic acceleration based on the clock hypothesis.
We also need to assume that all components of the camera have infinite elasticity, to support the stress produced by relativistic acceleration and rotation, as well as a lensless pinhole camera. Including a lens would require adding lens transformations due to relativistic contractions (Sections 4.3 and 4.4), which would effectively change the plane of focus of the camera, and introduce additional time-varying delays. Our model does take into account the finite nature of the camera, including two frames of reference (pinhole and sensor), and a focal length, which can change under certain conditions. While in certain scenarios this effect may be negligible, it is important for time-varying radiance. Current transient data can reach a temporal resolution of picoseconds; at this timescale, a pinhole camera model makes a significant difference (Figure 7) . To include rotation, we need to define a sensor with differential width, to avoid problems related with radius contraction as discussed in the Ehrenfest paradox [RR04] . Furthermore, for rotation we assume that the pinhole aperture is almost at the middle of the sensor, so it does not move when rotating. Finally, the formulae exposed here are constrained to camera motion parallel to the sensor normal; for other motion directions the equations modeling the Doppler and searchlight effect need to be modified (see [WKR99] for the full mathematical derivation); in particular, the Doppler factor D should be re-derived accounting for the new configuration.
Implementation
Our implementation allows for real-time visualization of relativistic effects, both from real and simulated data. It is implemented in OpenGL as an stand-alone application, taking as input the reconstructed geometry of the scene, as well as the time-resolved data. The system is based on classic image-based rendering (IBR) techniques, where the shading of the surface is modeled by the images projected over the surface. In our case, we use x-y images from the x-y-t data cube to shade the geometry. The cube is stored as a 3D texture on the GPU in world time coordinates. This allows us to apply time-warping to adapt it to the new viewpoint in rendering time, by simply applying the transformation defined in Equation 1 (see Section 4.3).
Due to light aberration the geometry viewed from the camera is distorted. This distortion causes straight lines to become curved, so the geometry has to be re-tessellated. Image-space warping, which has been used in many scenarios (e.g. [ The Doppler effect is introduced by modifying the wavelength of the outgoing illumination from the surfaces. To avoid the complexity of a full-fledged spectral renderer, we assume light with energy in only one wavelength of the spectrum. To display radiance we use a simple wavelenght-to-RGB conversion encoded as a 1D texture. Note that wavelengths out of the visible spectrum are displayed with grayscale values in this paper.
Finally, when modeling the searchlight effect, we avoid the straightforward approach to access all frames in the x-yt data cube, bounded by the duration T , and integrate them. This would require several accesses to the 3D texture, which would hinder interactivity. Instead, we pre-integrate radiance in the temporal domain, and use anisotropic mipmapping to access the pre-integrated values, using T to select the mipmap level in the time dimension.
Conclusions and Future Work
We have described a method to visualize light transport from a new perspective, no longer constrained by the assumption of infinite speed of light, and including relativistic effects with time-resolved light transport data (both real and simulated). Additionally, we have developed an interactive image-based rendering application for free navigation and exploration. We are able to account for both constant and accelerated motion, and have developed a method to approximate the effects of camera rotation, for which a definite solution does not exist in the physics literature. We have also introduced a pinhole camera model in a relativistic rendering framework, taking into consideration the variation of the focal length with camera motion at relativistic speeds, which in turn results in a varying field of view. We hope this will spur future research and help to better understand the complex behavior of time-resolved interactions between light and matter.
Of course there is plenty of future work ahead: Several assumptions discussed in Section 4.6 should be relaxed to generalize our model to other types of camera. Also, in order to provide a full physically-based solution mass (and therefore gravitational forces) must be included by considering general relativity. Our current implementation assumes Lambertian surfaces, so the viewing angle with respect to the normal has no influence in the result. This assumption can be relaxed by using more sophisticated IBR techniques, e.g. [BG01] .
