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INTRODUCTION
In a preceding paper,1 two of us studied an integral transform giving a direct correspondence between a classical function on the one hand and matrix elements of the corresponding quantum operator between coherent states on the other hand:
Here E is the phase space (i.e., a 2n-dimensional real vector space, where n is the number of degrees of freedom), and the n a are the usual coherent states, labeled by phase space points (they can be considered as states centered round the phase space point a labelling them, and they minimize the uncertainty inequalities This function was computed explicitly in Ref. 1, where we also gave some properties of both the function and the integral transform defined by it, together with some examples. A deeper mathematical study of the integral transform was, however, not intended in Ref. 1; we propose to fill this gap at least partially with the present article.
Ultimately our aim is to use the results of the matha)Research fellow at the Interuniversitair Instituut voor Kemwetenschappen, Belgium. bOn leave of absence from Dienst voor Theoretische Natuurkunde, Vrije
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ematical study of the integral transform (1.1) to derive properties of the Weyl quantization procedure. One can indeed use the well-known "resolution of the identity" property of the coherent states,
2
(1.4) to see that, at least formally, any operator A is characterized by its coherent state matrix elements (1.5)
A detailed knowledge ofthe properties of the integral transform with kernel I a,b Iv J might therefore be useful for
(1) giving a sense to the Weyl quantization formula for rather large classes of functions (essentially, once a precise sense is given to the integral transform on a certain class off unctions, one can try to define the corresponding operators from their matrix elements between coherent states), (2) deriving properties of the quantum operator Qf directly from properties of the corresponding functionf(and vice versa). As we shall show, the inverse ofthe integral transform ( 1.1) is given again by using the same kernel f(v) = 11 da db Qf(a,b Jlb,alvJ. (1.6) (Actually, this integral does not converge absolutely in most cases, and some limiting procedure has to be introduted.) Therefore we shall also be able to use the results of our study of the integral transforms associated with the kernel function I a,b Iv J to obtain information on the "dequantization procedure" [i.e. the inverse map of the "quantization procedure" as defined by (1.2)]. Note that this dequantization procedure is actually the same map as the one associating to each density matrix the corresponding Wigner function 5 extended, however, to a much larger class of operators. These applications shall be further developed in a following paper (a first application was given in Ref. 6) ; in the present article we restrict ourselves to a study of the integral transforms (If) (a,b) = L dvf(vlla, b Iv}, (1.7) (jtp )(v) = L L da db tp (a,b 1I b,alv J.
(1.8)
We shall see that thoughf may be locally quite singular (one can even consider some classes of non tempered distributions), its image Ifwill always be very gentle locally, with analyticity properties in both its arguments. It therefore makes sense to study not only the function If (a,b ) , but also the coefficients Ifm.n of the Taylor series for If (a,b ) . It turns out that one can construct a family of functions giving directly the link betweenf (v) and Ifm.n'
Ifm.n = L dv f(v)h m • n (v).
(1.9) Actually these h m • n are just the functions occurring in the bilinear expansion of I a,b I v J in Ref. 1: formally (1.9) can be seen as the result of commuting in (1.7) the integral and the series expansion for I a,b Iv J. However, (1.9) holds true for many functions for which such an interchanging of summation and integral would be a priori pure heresy. The functions h have lots of beautiful properties, most of which are a cons;q~ence of the fact that they form a complete orthonormal set of eigenfunctions for the "harmonic oscillator" 4A we review the Banach space approach found in Bargmann 9b ; in Sec. 4B we go over to Hilbert spaces, which are better suited to our purpose, and in Sec. 4C we generalize the construction of Sec. 4B, which enables us to treat certain Hilbert spaces of distributions "of type S" which are larger than Y '(E) . In Sec. 5 we shortly discuss the integral transforml when restricted to functions on phase space which can be split up into a product of a function depending only on x with a function depending only on p. Essentially the same types of statements can be formulated, and a short survey of results is given. In Sec. 6 we give some concluding remarks.
NOTATIONS AND BASIC PROPERTIES OF (a,b/v}
In Ref. 1 we worked with an intrinsic coordinate-free notation system using a symplectic structure on the phase space (basically this is the bilinear structure underlying the Poisson brackets), and a complex structure yielding a Euclidean form on the phase space, compatible with the symplectic structure. By choosing a suitable basis, this could be seen to lead to a decomposition of the phase space into a direct sum of two canonically conjugate subspaces. This decomposition is not unique: for a given symplectic structure, several compatible complex structures can be constructed; different complex structures correspond then to different decompositions of phase space. This freedom in the choice of the splitting up of the phase space is particularly useful whenever (linear) canonical transformations are discussed II or used (as, e.g., in the presence of a constant magnetic field). Here we shall not need to use simultaneously different decomposition possibilities for the phase space, and we shall therefore fix the decomposition once and for all. We shall use this decomposition from the very start to introduce our notations in a way that is less intrinsic but probably more familiar to most readers. It goes without saying that the results we shall obtain are independent of this approach, and that they could as well be obtained in the more intrinsic setting of Ref. 1 (see Ref. 8) .
The phase space E is a 2n-dimensional real vector space, which we shall consider as a direct sum of two n-dimensional subspaces
The x and p need not be the conventional position and momentum variables: any set of canonically conjugate coordinates which are linear combinations of position and momentum are equally good candidates for these x and p. On E we have a symplectic structure a (v,v') = a((x,p) , (x',p') 
and a Euclidean structure
[this is the Euclidean structure corresponding with the (7-compatible complex structure J ((x,p) We shall often need the set of functions which can be written as a product of the Gaussian eu, (2.4) , with an analytic function on E. We call these functions "modified holomorphic," and denote their set by Z (E) or Z:
Note that the pointwise product of two modified holomorphic functions is not modified holomorphic, having a factor eu too many.
The square integrable modified holomorphic functions form a closed subspace of L 2(E) (see Refs. 1 and 9); we shall denote this Hilbert space by .!£' 0:
The measure on E used here is just the usual translationally invariant measure on E, with normalization fixed by the requirement
(2.8)
(217Y For any function t/J = feu in Z one can, of course, decompose the analytic functionfinto its Taylor series, which gives at,6,[ml a",,[ml [m! in L 2 as long as t/JE.!£' o. We shall often rewrite (2.9) and (2.10) in the following way. V t/JE Z: we write a "modified Taylor expansion" [m I(v) , (2.12) [ml with uniform convergence on compact sets, (2.13) [ml in particular (2.14)
The same construction can be made in the space E X E. Most functions on E X E in this study will have the property that they are modified holomorphic in one variable and modified antiholomorphic in the other one. We denote the set of functions having this property by Z (E 2 ) (or shorter Z2):
(2.15) Again we can restrict ourselves to the square integrable functions in Z (E2): [m, I(vd u[m, l(v2) 
·
The analogs of (2.12) and (2.13) are now
with uniform convergence on compact sets,
where we have used the notation; = (V I ,V 2 ) (in general, the Greek letters ;,s will denote elements of E X E).
Both the spaces.!£' olE ) and.!£' 0(E 2 ) have "reproducing vectors" (this is a common feature for Hilbert spaces of analytic functions
VaEE, V;=(a l ,a 2 )EEXE,
These euQ,eu' are given explicitly by 
XCIJ (a}ll.l(b }ll.l(2v 
It is our purpose here to investigate some of the properties of these integral transforms and their extensions. 
BILINEAR EXPANSION OF (s,bjvJ-THE FUNCTIONS
(3.1) [k ] , [/] The h (k,/] 
Repeating the same operations in the variables e and d, we obtain (3.4)
C. Completeness of the h[k.t]
From ( 
D. Unltarlty of the Integral transform I
It is now easy to show that the integral transform I, as defined by (2.27), defines a unitary operator from L 2(E) onto
.Y O (E 2 )·
Proposition 3.1: The integral transform I:
Proof We start by defining a linear operator on the span
where we have used (2.23). Take now any ¢J in L 2(E). Then U¢JE.Y 0(E 2 ), and its value at any point is given by the reproducing property (2.21),
Hence (U¢J )(t) = (I¢J )(t ), which proves the proposition .
• Remarks:
and .Y 0(E 2 ) was given in Sec. 4E in Ref. 1 (the argument given there is not completely rigorous, but it can easily be transformed into a rigorous one). 2. The integral in (3.5) converges absolutely for any The same is true for any other reasonable limiting procedure.
E. Other properties of the hlk,/)
One can show (see Refs. I and 8) that
.
One can check (by direct calculation) that these hlk,1 I are the eigenfunctions of a dilated harmonic-oscillator-type operator on phase space E:
As a consequence of this, thehlk,11 are linear combinations of products of Hermite functions: [r,sl -(3.15) There exists also a relationship between the h[k,ll and the Laguerre polynomials (see Ref. 7) . For n = I, k = lone has for instance hkk(X,P) = 2( -11k e- Ix' +p') Ld2x2 + 2p2), (3.16) where Lk is the Laguerre polynomial of order k.
One can also prove the following recurrence relation for the hlk,l I:
Daubechies, Grossmann, and Reignier (3.17)
THE INTEGRAL TRANSFORM I AS A CONTINUOUS MAP BETWEEN SUITABLE FAMILIES OF BANACH SPACES AND HILBERT SPACES
As was already mentioned in the Introduction, there exists a link between our integral transform I and the Bargmann integral transform as defined in Ref. 9. Since we shall use this link to derive some of our results, we shall first show here what exactly is the connection between the two integral transforms. For zeC n , qeR n , the Bargmann integral kernel A (z,q) is given by9
Identifying z with (l/v1) (x -ip) (which makes of the multiplication by z-on a suitable Hilbert space of analytic functions-a representation of the harmonic oscillator creation operator: see Ref. 9a), we can rewrite (4.1) as
Comparing this with (2.24) we see that . The constant factors r~12 account for the difference in normalization in the measure, and for the dilation in Xv ,Pv' Moreover, one can easily check that analyticity in Cab ,dab is equivalent to analyticity in 0, antianalyticity in b. So, from a mathematical point of view, I can be assimilated with a 2n-dimensional Bargmann transform. Physically however, the two integral transforms have a different meaning: I gives a correspondence between classical and quantum aspects, while the Bargmann transform gives the unitary transformation between two different but equivalent realizations (for a short discussion, see Sec. 6 in Ref. 1).
The remarks above will enable us to translate various results obtained by Bargmann in Ref. 9b (g p. Moreover, in relation to the present setting, it turns out that though one can always choose suitably matched spaces in the two ladders to make either I or its inverse continuous, it is impossible to choose them in such a way that! is an isomorphism. None of these problems arises when one uses a suitable interpolating chain of Hilbert spaces instead of Banach spaces (see Sec. 4B). The resulting bounds on I are much more precise between these Hilbert spaces, and therefore more useful for applications to quantization than the results of Sec. 4A.
Generalizing the construction of the Hilbert spaces in Sec. 4B, one can obtain even larger families containing spaces smaller than Y (or (g) or larger than Y '((g') , on which the integral transform I can still be defined and has continuity properties. with associated inner product: The W-spaces
We put V fEY(E),VpER: The extended definition (4.15) of the integral transform I can therefore be applied to all WP; for any TEWP, the resulting IT will be in ~' and have series expansion
IT(t) = I (IThm,n )U[m,n )(t), [mlln) with (IThm,n) = f dt u[m,n)(t)IT(t) [use (4,21)] = IT(u[m,n)) [use (4.14)] = T(h[n,m))
[use (4.15) and where C; and C; are defined by (4.23).
Remarks: As we announced before, the restriction of I to a WP is a bijection onto yP, which means we have no qualitative loss of information when mapping to and fro (this was not the case for the yk,~p). Due to the fact that the product of the estimates on the norms in (4.31) is larger than 1, we have, however, still a "quantitative" loss of inform ation, which gets worse for large Ip I.
Up to now, we have considered the spaces ykf? and later yP, WP, in order to obtain some fine structure in the study of I as an isomorphism from y' to ~'; it turns out that 
¢~L." withL.,,(¢) = Jd t r/J(t)¢(t)
for Hra,A):
where the a(m;k ) are numbers satisfying then j can be extended to a bounded linear map from yG to '" One has lIi4> II¢ <;; K 2-• 12 114> IIG' Note: Of course, one can always define yG first, and then take; (m + n) = A. ~; for this particular W'" space, the theorem becomes trivial. A W'" space defined in this way would, however, be rather useless because of its too intrinsic definition: we are more interested in the situation where yG and W '" are Since it is clear from (4.34) that for ' " 00
we immediately have A. ~a,v2A <;; y;;2(a,A) <; A. ~a.A. G p,B as defined above is typically an entire function of finite order. Computing its order and type we find '9 plf3 ,B ) = lim
So Gp,B is an entire function of growth < (1/2,8, 2B -liP) , Since the positive real axis is the direction of fastest growth "'- for Gp,B' this implies that
and hence
Using now the estimates (4.46), inverting (4.61), these inequalities imply that
(4.62)
Since this inequality has exactly the right form of (4.60), we are now in a position to apply Theorem 4.5; we get the following results. (3) 'tJr 2 > r(a, A) = 2A -1/2, the integral transform I extends to a continuous linear map from the Hilbert space H (a, A) of distributions of type S to the weighted L 2 space of holomorphic functions : 'tJTE H(a, A) :lT(;) = L T(h[l,k ] ' ',-T, to H (a,A ] : 'tJt, 6EyF, 2a, ', 6=H(a, lt.jt, 6(; ) R~oo JI the quantal operators corresponding to both these functions are actually complex translation operators, and can therefore be useful in the study of certain resonance problems. Complex dilations also can be obtained as quantizations of H (ll!, A)-objects (at least for the dilation parameter () in some strip of the complex plane).
2. Using the i results, the statements in Theorem 4.6 enable one to dequantize certain families of operators with coherent state matrix elements with fast growth (up to Gaus-sian-like growth) in the coherent state labels, and to derive properties of the corresponding classical functions.
THE INTEGRAL TRANSFORM I ACTING ON FUNCTIONS FACTORIZING INTO A PRODUCT OF A FUNCTION DEPENDING ON x WITH A FUNCTION DEPENDING ON P
Whereas for "dequantization procedures" it may be useful to know how to treat an operator in which the x and p parts cannot be disentangled, for quantization purposes one is mostly interested in functions depending only on x or on p or linear combinations of such functions. We shall therefore indicate here how the additional information that a given function is factorizable,f(x,p) = fl(X):f2(P) or, depending only onx or onp,J(x,p) = nx),f(x,p) = f2( pI, can be used to sharpen the results derived in the preceding section. To achieve this, we shall use the decomposition 
It is not difficult to check that the integral transform I B with kernel K B has exactly the same properties as the integral transform I, except that all the dimensions have to be halved. Since the exact value of the dimension n plays no role whatever in the results derived up until now, we see that all the results for I hold also for I B' provided we replace each n by n12. We give below a list of bounds on I (fd2) which can be obtained in this way. For all the cases where the images I B fl' I B f2 cannot be defined directly (i.e.,fl,J2~ L 00 + L 2), we define I B as a continuous extension of the integral transform with kernel K B (just as we did for I).
In the case where}; = 1, i.e., where the functionfdepends only on x (the casefl = 1 is completely similar), one of the factors in (5.4) can be calculated explicitly: We also give some bounds for this special case. Examples: (a,bWlgea::b The bounds derived here can also be used to show that all the operations in, e.g., Ref. = r(11 [m ),ll (v) 11 tm)) but essentially the same theorems could be derived (with some adjustments). Finally, it is important to note that the integral transform I has the following invariance property with respect to the symplectic Fourier transform (see also Ref. up in all results, thereby weakening some of them (e.g., the result of the trace-class properties of QflQf2: see Ref. 15).
APPENDIX A
We prove some results on yG spaces.
[kj (1) If one of these expressions is finite, they are equal. [l) [k ')[I'J i = m(1 + rqm q -1)(1 + 0 (mmaxl-1,2q -2))) .
One has then
Y"(i) = ~(1 +O(mmax(-I,2q-2) 
We shall therefore restrict ourselves to this last integral. The exponent in (B4),
has a unique maximum defined by the equation
The solution to this equation can be computed using perturbation techniques: IITII~,A= L IT(h[k,IJWyfkl+lll(a,A) .
[k][l J
