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A wealth of information on RNA folding and ribonucleoprotein assembly has emerged from analyses 
of structures and from the use of innovative biophysical tools. Although integrating data obtained 
from static structures with dynamic measurements presents major challenges, such efforts are 
opening new vistas on the RNA folding landscape.Although only 2% of the human genome 
codes for proteins, it is now realized that 
almost all of the genome is transcribed 
and new biological functions for RNA 
transcripts are frequently being discov-
ered (Amaral et al., 2008). The biological 
roles performed by noncoding RNAs (see 
Review by C.P. Ponting, P.L. Oliver, and 
W. Reik in this issue of Cell) depend on 
the native three-dimensional structures 
that they form, both by themselves and 
in complexes with ligands and proteins. 
Most of our current knowledge about 
RNA structures comes from X-ray crystal-
lography or nuclear magnetic resonance 
(NMR). Although these techniques reveal 
snapshots of a dynamic reality, they con-
vey little information about the steps taken 
by a linear chain of nucleotides to fold into 
complex and intricate three-dimensional 
arrangements. Beginning to fill this gap 
are increasingly sophisticated biophysi-
cal tools, such as single-molecule optical 
traps, time-resolved fluorescent resonance 
energy transfer (FRET), and hydroxyl radi-
cal footprinting. With these tools, it is pos-
sible to monitor conformational changes 
undergone by RNA molecules during their 
folding and during assembly of ribonu-
cleoproteins (RNPs). Here, we examine 
our present understanding of RNA archi-
tecture and RNP assembly, which is built 
upon a foundation of static structures, in 
the light of the insights gained through 
analysis with biophysical tools.
RNA Architecture Is Modular and 
Hierarchical
Three-dimensional structures reveal that 
RNAs have a hierarchical organization 
in which secondary structural elements, 604 Cell 136, February 20, 2009 ©2009 Elsesuch as double-stranded helices, hair-
pins, and single-stranded loops, are 
connected by tertiary interactions. 
Although double-stranded helices are 
maintained by Watson-Crick base pairs 
and require only monovalent ions, the 
tertiary contacts are dominated by non-
Watson-Crick base pairs and generally 
require the presence of divalent ions, 
especially magnesium ions (Tinoco and 
Bustamante, 1999).
There are also many recurrent struc-
tural assemblies that can best be 
described as modules given that they 
have only a minor dependence on the 
surrounding sequences or contacts. 
Such modules formed by non-Watson-
Crick interactions organize internal loops 
or helical junctions and are found embed-
ded within or between regular helices. 
Some of the most frequent modules are 
the sarcin-ricin loop, the K-turn, or the 
C-loop. Although they are often associ-
ated with a similar structural role (a kink 
in a helical domain or variations in helical 
twist), they generally bind to a great vari-
ety of ligands or proteins (Lescoute and 
Westhof, 2006).
To begin, we describe some of the 
static features of RNA assembly as 
deduced from folded architectures. They 
reveal complex networks of interactions, 
most of which are weak, that coopera-
tively stabilize the fold.
RNA-RNA Self-Assembly Motifs
RNA architecture is dominated by con-
tinuous base stacking leading to co-axial 
stacks of helical domains packed paral-
lel or orthogonal to one another as beau-
tifully displayed by the recent structure vier Inc.of a group II self-splicing intron (Toor et 
al., 2008) (Figure 1). The pack of stacks 
is maintained by an intricate network of 
contacts, which are either further Wat-
son-Crick base pairs (as in kissing loops 
or pseudoknots) or non-Watson-Crick 
pairs (Lescoute and Westhof, 2006). 
The latter belong overwhelmingly to the 
A-minor interactions in which two con-
secutive adenine nucleotides interact via 
their sugar edges with the sugar edges 
of Watson-Crick paired nucleotides. The 
sequence specificities of these contacts 
vary from complete absence (as in ribose 
zippers) to exquisitely precise contacts 
(such as those between a GAAA tetra-
loop and an 11 nt motif). The lack of a 
strong link between specific sequences 
and many of the forms of A-minor inter-
actions (meaning that sequence varia-
tions are neutral for RNA-RNA interac-
tions) imply that further constraints must 
exist to guarantee specific and native 
folding of structured RNAs. This begs 
the question—how is specificity of fold-
ing achieved?
The Central Role of Junctions in 
RNA Architecture
Helical junctions are the point of con-
nection between a group of helical seg-
ments. They are particularly important 
for RNA folding given their role in pro-
moting the correct co-axial stacking of 
helical domains and thus the correct 
positioning in space of the RNA-RNA 
assembly motifs (Lescoute and Westhof, 
2006). Junctions are often organized 
by sets of non-Watson-Crick pairs (for 
instance a sarcin-ricin module) in many 
structured RNAs including ribosomal 
Figure 1. Bridging the 2D and 3D Worlds
Architecture of the self-spliced product of a group II intron ribozyme (Toor et al., 2008; PDB code 3BWP). (A) RNA compaction occurs through helical pack-
ing. (B) A conventional representation of the secondary structure indicating the co-axial stacks of helices and the long-range tertiary contacts through either 
Watson-Crick base pairs, as in the α−α′ loop-loop interaction, or non-Watson-Crick base pairs, as in the θ-θ′ GNRA tetraloop/helix contact. In (A) and (B), the 
catalytically active helix is shown in red. (C) The tertiary contacts are represented on a simplified 3D representation in the same orientation as in (A).RNAs. Junctions allow for conforma-
tional diversity that can be modulated by 
either RNA-RNA or RNA-ligand interac-
tions. The hammerhead ribozyme pro-
vides a clear illustration of this trait. Its 
active site consists of a three-way helical 
junction containing a central core with 15 
highly conserved nucleotides, which are 
essential for catalytic activity (see Essay 
by T. Cech in this issue of Cell). Its activ-
ity, however, is strongly dependent on 
loop-bulge or loop-loop tertiary interac-
tions in nonconserved regions far away 
from the active site (Martick and Scott, 
2006). These long-range tertiary interac-
tions stabilize the active conformation 
of the junction positioning the relevant 
nucleotides in the exact positions for 
catalysis. Likewise, in riboswitches, heli-
cal junctions often form the binding site 
for the ligand that regulates its activity (Montange and Batey, 2008). In the 30S 
ribosome, the primary assembly proteins 
(S4, S15, and S7) bind to key junctions 
of the 16S ribosomal RNA (16S rRNA) 
(Brodersen et al., 2002), which are pre-
organized by sets of non-Watson-Crick 
base pairs.
Preorganization and Quasi-
hierarchical Folding
Compared to tertiary interactions, base 
stacking interactions and Watson-Crick 
base pairs have a greater contribution to 
the energetic stability of RNA structures. 
This difference in relative contribution 
underlies the hierarchical model for RNA 
architecture in which preorganized sec-
ondary structural domains fold indepen-
dently and simultaneously in the initial 
stage of folding, followed by the forma-
tion of tertiary interactions (Tinoco and Cell 136,Bustamante, 1999). However, it is now 
appreciated that the hierarchical view 
of folding is a first-order approximation 
in that tertiary structure formation can 
also lead to secondary structure rear-
rangements or precede formation of 
a helical domain as recently shown for 
the adenine riboswitch (Greenleaf et 
al., 2008; Noeske et al., 2007). Further-
more, data from time-resolved hydroxyl 
radical footprinting have shown that the 
overall folding of group I introns relies 
strongly on specific tertiary interactions 
that assist in the formation of native-
like intermediate structures that rapidly 
fold into the native conformation. Sin-
gle mutations affecting the interaction 
between a GAAA tetraloop and an 11 nt 
motif alter folding speed and accuracy 
as they produce non-native intermediate 
structures prone to becoming trapped  February 20, 2009 ©2009 Elsevier Inc. 605
Figure 2. Tracking the Dynamics of Folding
(A) (Left) A standard representation of a part of the secondary structure of E. coli 16S ribosomal RNA showing the co-axial stacking. Only helices h28 to h30 and 
h41 to h43 are represented. (Right) A three-dimensional view of the same elements with colors corresponding to the co-axial stacks (PDB code 1FJG). 
(B) The local 16S tertiary interaction network, which incorporates co-axial stacking and non-Watson-Crick contacts (Lescoute and Westhof, 2006). The nucle-
otide protection data of E. coli 16S rRNA, obtained by time-resolved X-ray hydroxyl radical footprinting (Adilakshmi et al., 2008), are superimposed. The protec-
tion rate of bases is indicated by the color code: bases with higher protection rate form tertiary RNA-RNA or protein-RNA interactions first. Stars and boldface 
nucleotides represent the binding sites of the protein S7. The code for the non-Watson-Crick pairs is as follows: Watson-Crick edge, circle; Hoogsteen edge, 
square; sugar edge, triangle. The symbols are darkened when the two nucleotides approach in the trans orientation. 
(C) The three-dimensional representation of the 16S rRNA backbone with S7 protein (yellow) (PDB code 1FJG).in metastable conformations (Chauhan 
and Woodson, 2008). Thus, when ter-
tiary interactions form cooperatively with 
helices, kinetic traps, which can lead to 
metastable conformations, are more 
easily avoided. In this way, quasi-hier-
archical folding guides an RNA through 
the conformational space into the native 
conformation. However, in addition to 
the internal RNA interaction networks, 606 Cell 136, February 20, 2009 ©2009 Elsevligand or protein binding leads to exter-
nal interaction networks that contribute 
to the final RNA structure.
Protein Binding
A recent examination of assembly of 
the 30S ribosome in vitro using time-
resolved X-ray hydroxyl radical footprint-
ing (Adilakshmi et al., 2008) led to the 
following conclusions (Figure 2): (1) the 
three main domains fold simultaneously ier Inc.and autonomously; (2) in agreement with 
pulse-chase experiments using quanti-
tative mass spectrometry (Talkington et 
al., 2005), the primary binding proteins 
bind very early in the folding process; (3) 
assembly is nucleated at various loca-
tions of the 16S rRNA secondary struc-
ture at the same time, leading to parallel 
routes of folding to the native fold; (4) and 
finally, the binding sites for protein on the 
RNA are not protected at the same rates. 
Those protected fastest belong to sets of 
non-Watson-Crick base pairs that orga-
nize helical junctions, whereas those 
protected more slowly are the result of 
slow reorganization and induced fit of 
the RNA-protein complexes (Figure 2). 
The assembly of the Tetrahymena telom-
erase RNP, which is induced by p65 
binding to an evolutionarily conserved 
GA bulge, is also hierarchical, as shown 
by a single-molecule FRET approach 
(Stone et al., 2007).
Ligand Binding
Riboswitches, regions of mRNAs respon-
sible for gene regulation in bacteria, 
plants, and fungi, are able to change 
conformation in the presence of specific 
small metabolites (see Review by L.S. 
Waters and G. Storz in this issue of Cell). 
Metabolite binding can repress gene 
expression either by folding the riboswitch 
with a transcription termination structure 
or by sequestering the Shine-Dalgarno 
translation initiation sequence (Breaker, 
2008). Alternatively, the presence of the 
metabolite can lead to activation of tran-
scription (by formation of an antitermina-
tor structure) or initiate translation (by 
releasing the Shine-Dalgarno region). 
Riboswitches prefold into a ligand rec-
ognition domain that typically forms 
around a multihelical junction. In one 
class of riboswitches (which includes 
purine, glmS, and SAM-II), ligand bind-
ing to the pocket stabilizes the fold. 
Ligand binding induces mainly local 
adjustments to the prefolded confor-
mation. NMR spectroscopy and X-ray 
experiments show that both free and 
ligand-bound riboswitches share heli-
cal domains and even tertiary loop-loop 
interactions. The ligand-free riboswitch, 
however, has a dynamic and unstruc-
tured binding site (Noeske et al., 2007). 
In a second class of riboswitches (which 
includes TPP, SAM-I, and M-Box), the 
ligand brings together two domains of 
the binding pocket that are far apart in 
the preorganized structure (Montange 
and Batey, 2008). The above examples 
show that hierarchical folding is far from 
being a straightforward and general 
model applicable to any length RNA and 
at all timescales. Several recent papers 
convey the diversity in folding processes 
noting that hierarchical folding can differ 
in folding speed, specificity of the initial tertiary assembly, existence of misfolded 
intermediates, and occurrence of local 
rearrangements of the native structure 
(Russell et al., 2006; Pereira et al., 2008; 
Waldsich and Pyle, 2008).
Induced Fit and Catalysis
Most structures of RNP complexes reveal 
that recognition for the RNA component 
involves an induced fit. RNP complexes 
display high cooperativity in contacts 
and mutual induced fits between the 
components, much of which is not seen 
in either the isolated components or in 
partially assembled complexes. Similarly, 
in catalytic RNAs, loop-loop interactions 
between peripheral domains produce 
local conformational rearrangements in 
the active site, thereby exerting a mas-
sive influence on catalytic activities and 
on the requirement of Mg2+ ions for activ-
ity. This is exemplified by the recent crys-
tal structures of hammerhead ribozymes 
(Martick and Scott, 2006). The recent 
crystal structure of a group II intron frag-
ment (Toor et al., 2008) displays a distor-
tion in the helical domain constituting the 
active site that is induced by the close 
packing of neighboring interconnected 
helices (Figure 1). Such structural distor-
tion and stabilization of local networks 
propagated at a distance by multiple 
tertiary contacts between RNA domains 
are far beyond the reach of computa-
tional simulations currently available.
Coupling between Electrostatic and 
Architectural Hierarchies
RNA molecules are very negatively 
charged and thus their assembly is 
strongly coupled to the electrostatic 
environment. The majority of folding 
data have been obtained by in vitro 
experiments, which are affected by ionic 
and temperature conditions. Cations 
promote folding by creating an ionic 
atmosphere around the RNA molecule 
that counteracts the repulsive force of 
the negatively charged backbone and 
allows helix packing. In addition to this 
nonspecific effect on folding, cations 
also have specific roles, such as bind-
ing directly after partial dehydration to 
particular pockets of the structure. Dif-
ferences in ion types and in ionic con-
centrations in vitro can drastically affect 
folding speed and rates of misfolding, 
suggesting that the energy landscape Cell 136, of folding is rugged, with many possible 
pathways (and kinetic traps) on the way 
to the final fold (Chauhan and Woodson, 
2008). As discussed above, in vitro fold-
ing is very susceptible to misfolding due 
to the high energy content of the helical 
elements as observed recently by single-
molecule unfolding experiments (Wood-
side et al., 2008). Starting from folded 
RNAs, pulling leads to the breakdown of 
tertiary structures followed by unfolding 
of the helices (Greenleaf et al., 2008). In 
contrast, with high Mg2+ concentration 
and high temperature, a group II intron 
folds after a slow step into on-pathway 
intermediate states leading rapidly to the 
native conformation (Waldsich and Pyle, 
2008; Steiner et al., 2008). During in vivo 
folding, the coupling between electro-
statics and architecture is monitored by 
the polymerization process itself and by 
binding of protein factors. In vitro, higher 
ionic concentrations can compensate for 
the lack of in vivo folding factors.
Cotranscriptional Folding
Because the folding of RNA helices is 
2–3 orders of magnitude faster than the 
rate of transcription, base-base recogni-
tion takes place as soon as the emerging 
strand of RNA reaches sufficient length 
to allow folding. Transcription speed, 
modulated by the elongation speed of 
RNA polymerase and sequence-specific 
pauses, can thus influence the RNA 
folding dynamics in diverse ways. The 
early transcribed regions can start to 
fold, potentially privileging locally stable 
structures and competing with more 
stable global structures that would form 
with a longer transcript. Thus, transcrip-
tion speed can drastically affect the pro-
pensity of group I introns to fold properly 
or misfold (Jackson et al., 2006). Poly-
merase pausing is important for efficient 
folding of some noncoding RNAs in E. 
coli (such as RNase P, signal recognition 
particle [SRP], and transfer-messenger 
RNA [tmRNA]) by allowing for tempo-
rary sequestration of non-native helices 
that late in the transcription process will 
form the native structure more efficiently 
(Wong et al., 2007). Force-dependent 
kinetic measurements using single-
molecule techniques beautifully dem-
onstrate the multiple pathways present 
in transcription termination by bacterial 
RNA polymerase. They show how tran-February 20, 2009 ©2009 Elsevier Inc. 607
scription termination is fine tuned by 
energetic competition between anti-
termination hairpin formation and clo-
sure, alternative pairing with upstream 
sequence, and the stability of the DNA-
RNA hybrid (Larson, et al., 2008). In the 
case of the adenine riboswitch, FRET 
experiments show that the ligand binds 
the riboswitch after the transcription of 
the binding domain but before the com-
plete transcription of the expression 
platform, highlighting the dependence 
on the order of transcription (Lemay et 
al., 2006). In the flavin mononucleotide 
(FMN) riboswitch the ligand concentra-
tion necessary to switch off transcription 
is higher than the apparent dissociation 
constant. If the FMN concentration is 
not sufficiently high, transcription will be 
completed before ligand binding reaches 
thermodynamic equilibrium (Wickiser et 
al., 2005). This last observation suggests 
ways by which evolution can fine tune 
responses to a given concentration of a 
metabolite by changing the binding affin-
ity (through sequence variations) or by 
changing transcription speed (Breaker, 
2008).
RNA Chaperones
Beyond the evidence concerning cotran-
scriptional folding, many other observa-
tions can only be explained by posttran-
scriptional effects on RNA conformation. 
Hairpin ribozymes consist of four helices 
H1 to H4. Mahen et al. (2005) inserted 
complementary sequences that pre-
vented catalysis by impeding the for-
mation of H1 in the 5′ and 3′ ends of 
the ribozyme, obtaining two variants of 
the molecule. In vitro experiments have 
shown that catalytic activity of the 3′-end 
variant is less impaired than that of the 
5′-end variant. This was expected given 
that helix H1, which is transcribed first, 
has time to fold in the case of the 3′-end 
variant but not in the 5′-end variant. Sur-
prisingly, in vivo, both variants lose the 
ability to self-cleave. This result strongly 
suggests that cotranscriptional folding is 
not sufficient for guaranteeing native fold-
ing and, thus, that cellular factors affect 
in vivo folding. One mechanism could be 
the ability to recruit proteins participat-
ing in folding during or after transcription 
(Mahen et al., 2005). RNA chaperone 
activity is generally understood as result-
ing from nonspecific unfolding mecha-608 Cell 136, February 20, 2009 ©2009 Elsenisms acting on the folded/misfolded 
equilibria, thereby promoting the native 
structures. Recently, Bhaskaran and 
Russell (2007) showed that the CYT-19 
protein, a DExD/H-box helicase, unfolds 
both native and misfolded helices of the 
group I intron ribozyme of Tetrahymena 
thermophila but has a preference for less 
stable structures lacking tertiary interac-
tions.
Folding Robustness and Evolvability
The explicit relations between sequence, 
structure, and function make the study 
of RNA a source of insights into under-
standing mutational robustness in bio-
logical macromolecules, defined as the 
ability to maintain structure or function 
upon mutation (Wagner, 2008). For struc-
tured RNAs, the most obvious way muta-
tions can affect function is by provoking 
alterations in the native structure or in 
its stability. Due to compensatory muta-
tions and base-pair isostericity (struc-
tural similarity), RNA molecules can sus-
tain a fair number of mutations without 
dramatic variation to the structure or loss 
of function (Leontis et al., 2002). Another, 
more subtle way by which mutations can 
affect RNA function is by changing the 
folding pathways and the local helical 
stabilities (Larson, et al., 2008; Wood-
side et al., 2008). Multiple sequence 
alignments of homologous RNAs yield a 
rich display of the sequence space or the 
range of variation accessible to a family 
of structured RNAs. It is, however, strik-
ing to observe in structured RNAs that 
invariant residues are infrequent. This 
observation, together with the frequent 
structural neutrality of RNA-RNA interac-
tions, offers a solid basis for understand-
ing the robustness of RNA architecture. 
Further, the observed robustness of RNA 
molecules is compatible with their abil-
ity to evolve in form and function. Recent 
theoretical work on RNA secondary 
structures explains this apparent contra-
diction by exploring the concept of neu-
tral networks in sequence space. A neu-
tral network connects sequences with 
similar structure and purportedly similar 
function. A molecule that is structurally 
robust will have a larger neutral net-
work, increasing the number of reach-
able neighbor structures from other 
networks (Wagner, 2008). This model is 
in accordance with experimental results vier Inc.obtained by Schultes and Bartel (2000) 
who artificially evolved two ribozymes 
with distinct sequences and functions, 
one single mutation at a time, until con-
verging into a unique common sequence 
at the frontier of both neutral networks. 
This experiment shows, at least in vitro, 
that two functionally distinct molecules 
can be separated by only a handful of 
mutations such that a small number of 
evolutionary events are enough to pro-
duce distinct functions (Schultes and 
Bartel, 2000).
Predictions of Folding Models and 
Pathways
The many factors involved in RNA folding 
confound our ability to make predictions 
for how the linear nucleotide chain of an 
RNA molecule achieves its native struc-
ture and which (and how many) inter-
mediate conformations exist. The early 
secondary structure prediction tools 
were based on maximizing the number 
of stacked Watson-Crick base pairs 
and the assumption that the energy of 
tertiary interactions could be treated as 
perturbations (Tinoco and Bustamante, 
1999). However, those algorithms can-
not easily take into account cotranscrip-
tional constraints to the folding process 
but, rather, produce a set of candidate 
native structures without providing any 
insight regarding the folding pathways. 
Kinetic folding is an alternative approach 
that simulates the folding process, 
either directly or indirectly, reproduc-
ing the conformation pathway of RNA 
molecules. Unfortunately, the number 
of possible alternative conformations at 
each step of the folding process grows 
exponentially with sequence length, 
rendering any exhaustive or systematic 
exploration of the folding space compu-
tationally infeasible for medium or large 
RNAs. One way to circumvent the com-
binatorial explosion of alternatives is to 
use known data about folding dynamics 
to restrict the search space. A recent 
algorithm (Geis et al., 2008) attempts 
to combine both approaches, relying 
on the observation that locally optimal 
substructures or combinations of such 
structures are important folding interme-
diates. It progresses stepwise through 
sets of subintervals of the full sequence. 
The most stable structures inside each 
subinterval are generated using a 
dynamic programming algorithm, and 
the folding path is retrieved if the gener-
ated substructure was selected as part 
of the global structure. This algorithm is 
able to make predictions for RNAs of up 
to 1500 nt, showing that the integration 
of qualitative knowledge about the fold-
ing process is a promising approach to 
tackling this computationally demanding 
task. Yet, this approach has its limitations 
given that three-dimensional information 
is not considered. For example, it would 
not be possible using this approach to 
predict the stabilization of a riboswitch in 
the presence of a ligand.
Computational Challenges
Biophysical measurements show that 
conformational rearrangements, which 
are stabilized or induced during the hier-
archical assembly process, drive RNA 
architecture or RNP complex formation 
cooperatively and through multiple path-
ways. Integrating data from such dynamic 
views with the static folded architectures 
presents new computational challenges 
for modeling and simulations. Induced fit 
changes in conformation or distortions 
propagated at a distance either by ter-
tiary interactions or as a result of protein 
binding cannot yet be adequately simu-
lated. Similarly, the simulation of folding 
kinetics with various concentrations of 
ligands is currently out of reach.
Could the new biophysical insights 
contribute to bioinformatics? In other 
words, how can we integrate genomic 
data and sequence alignments with the 
biophysical data? Conversely, how can 
we exploit the emerging wealth of struc-
tural knowledge to search genomes and 
identify new functional RNAs?
Perspectives
The study of the kinetics of the folding 
processes leading to native RNA archi-
tectures has made huge progress in 
recent years following the recognition 
of the regulatory roles of RNAs and the 
application of single-molecule and new 
fluorescence techniques. Since the 
early work of Yanofsky on transcrip-
tional attenuation (Merino and Yanofsky, 
2005), it has been accepted that alter-
native pairings between RNA segments 
play key roles in biological regulation. The deeply rooted biological functions of 
riboswitches (Breaker, 2008) forced upon 
us the realization that static structures, 
though central and key for our molecular 
understanding, do not give the complete 
picture or framework. Furthermore, the 
diversity in interactions and functions 
of sense/antisense RNA complexes is 
now appreciated, not only in bacteria 
but also in eukaryotic cells. Thus, in the 
years to come, the molecular biophys-
ics of intermolecular complex forma-
tion between RNA strands as well as 
between RNAs and proteins will remain 
a frontier for research. Single-molecule 
studies, together with molecular simu-
lations, have brought RNA folding into 
the realm of statistical mechanics by 
revealing the intrinsic molecular dynam-
ics. This comes amidst a shifting view 
of biological systems that puts a greater 
emphasis on the uniqueness of single 
cells in space and time, a trend that is 
coming about from a combination of 
deep sequencing, the view of stochastic 
gene expression, and a growing appre-
ciation of cell-to-cell variability. Making 
measurements of RNA at biologically rel-
evant time and space granularity is more 
urgent than ever.
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