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Abst rac t - -A  transient solution for the system size in the M/M/1 queueing model with the possi- 
bility of catastrophes at the service station is derived in the direct way. Asymptotic behavior of the 
probability of the server being idle and mean queue size are discussed. Steady-state probabilities are 
also obtained. © 2000 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Queueing models have played a major role in performance evaluation of computer systems. Com- 
puter systems typically comprise a set of discrete resources--processors, di cs, or other processors. 
These transactions that cannot immediately get hold of the requested resource are usually queued 
up in buffers until the resource becomes available. These characteristics make computer systems 
amenable to analysis using queueing models. A brief history of queueing analysis of computer 
systems can be found in [1]. 
Much of the vast literature on queueing models is confined to results describing steady-state 
operation only. But in many potential application of queueing theory, the practitioner needs to 
know how the system will operate up to some instant t. Many systems begin operation and are 
stopped at some specified time t. Business or service operations uch as rental agencies or physi- 
cian's offices which open and close, never operate under steady-state conditions. Furthermore, if
the system is empty initially, the fraction of time the server is busy and the initial rate of output, 
etc., will be below the steady-state values, and hence, the use of steady-state r sults to obtain 
these measures is not appropriate. Thus, the investigation of the transient behavior of queueing 
processes is also important from the point of view of the theory and its applications. 
The notion of catastrophes occurring at random, leading to annihilation of all the customers 
there and the momentary inactivation of the service facility until a new arrival of a customer is 
not uncommon in many practical problems. The catastrophes may come either from outside the 
system or from another service station. In computer systems, if a job is infected, this job may 
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transmit a virus when it is transferred to other processors (CPU, I/O, diskettes, etc.). Infected 
files in floppy diskettes, for instance, may also arrive at the processors according to some random 
process [2,3]. These infected jobs may be modeled by the catastrophes. Hence, computer networks 
with a virus may be modeled by queueing networks with catastrophes. 
Recently, Krishna Kumar et al. [4] have demonstrated how the transient solution for the state 
probabilities in single-server Poisson queue with balking can be obtained in a simple and direct 
way. Exploiting this novel technique, we obtain the transient solution for the probabilities in a 
single-server queue with catastrophes. 
The result of this paper is organized as follows. In the next section, we present he detailed 
analysis of main results and asymptotic behaviors of the server being idle and mean system size. 
Section 3 provides the corresponding steady-state probabilities. 
2. MODEL DESCRIPT ION 
AND ANALYS IS  
We consider the M/M/1 queue with the possibility of catastrophes. Customers arrive at a 
single-server facility, following an orderly stationary Poisson stream with rate A. The service 
time distribution is exponential with parameter # and service discipline is first come first served. 
Apart from arrival and service processes, the catastrophes also occur at the service-facility as a 
Poisson process with rate 7. Whenever a catastrophe occurs at the system, all the customers there 
are destroyed immediately, the server gets inactivated momentarily, and the server is ready for 
service when a new arrival occurs. Let {X(t) : t E R +} be the number of customers in the system 
at time t. Let P,(t) = P(X(t)  = n), n = O, 1, 2 , . . . ,  denote the transient state probability that 
there are n customers in the system, P(s, t) = Y~°°= o Pn(t)s n its probability generating function, 
and re(t) its mean. 
From the above assumptions, the probability Pn(t) satisfies the following system of differential- 
difference quations: 
dPo(t) 
- AP0( t )  +#Pl(t)+7[1-P0(t)] (2.1)  
dt 
dP~(t) 
-- (7+A+#)Pn( t )+APn- l ( t )+#Pn+l ( t ) ,  for n = 1,2,3 . . . .  (2.2) 
dt 
We assume that the number of customers present initially is random with probability generating 
function h(s) = ~,~=o Pk sk" It is easily seen that the probability generating function P(s, t) 
satisfies the partial differential equation 
Ot -- As+- - (7+A+p)s  P(s , t )+# 1-  Po(t)+ 7 (2.3) 
with the initial condition 
P(s, O) = h(s). 
The solution of this partial differential equation is obtained as 
(2.4) 
P(s,t) = (k=~o PkSk ) e [~s+"/s-('~+~+")]t 
+#(1 -1 )  fot PO(U)e[:~s+u/s-('Y+;~+u)](t-U)du 
+ 7 eIXs+u/s-(-y+,X+~)l (t-u) du. 
(2.5) 
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It is well known that  (see [51) if c~ = 2v~ and/3 = V/~-/tt, then 
O(3 
where In(.) is the modified Bessel function of order n. Using this in (2.5) and comparing the 
coefficient of s ~ on either side, we get, for n = 1, 2, 3 , . . . ,  
P~(t )  = • pkIn_k(c~t)~ n-k e-(~+~+.) t 
k=O 
+ #IY~ Po(u)e-('Y+;~+u)(t-u)[In(c~(t - u)) -/3In+a(a(t - u))] du 
+ 7IT ~ e-(~+~+u)(t-u)In(d(t - u)) du 
(2.6) 
and fo rn=O,  
Po(t) = ~ pkj3-kIk(c~t)e -('r+'x+")t 
k=0 
+ # Po(u)e -('y+~+")(t-~) [Io(c~(t - u)) - ~ I i (a ( t  - u))] du 
+ ~/fo te-(~+:~+u)(t-~)Io(a(t - u)) du. 
(2.7) 
Let P~(z) denote the Laplace transforms of P~(t). By transforming and solving for P~(z), we 
obtain from (2.7), 
P:~(z) = (2.8) 
Tile above equation (2.8) can be expressed as 
p~(z)=-i _7 ~ (z+X+.+7) -~/ (z+~+.+7)  2-~2 
tt z 2)~ 
+ Pk 2A 
k=O n=k 
n+l } (2.9) 
which on inversion yields 
1 co ~ (n + 1) In+l(c~t) e_(~+~+~)t 
Po(t) = -fi E Pk ~n+l t 
k=O n=k 
-t- ~ ~ t -~n e-(~+;~+tou ln(°~U) 
n: l  
(2.1o) 
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On taking Laplace transforms, equation (2.6) becomes 
Pn(z) = #~nP~(z) anV/(z + ~ + # + 7) 2 _ 32 
l n+ l  } 
[(z + +.  + 7) -  + A +,  + - 
(2.11) 
z anV/(z + A + # + 7) 2 - a 2 
oo (z+A+~+7) -  ( z+A+~+7)  2 -a  2 
+ ~ Pk~ n-k 
k=0 a'~-k~/(z + A + # + 7) 2 - a 2 
Using (2.8) in (2.11) and considerably simplifying the working, we get an expression for P* (z) as 
1 n+k 
P~(z) =~- ]~n+l ~ [(Z +)~-{-~t . . . . . . . . . . . . . .  + 7)- X/(z +A +# + 7)2-32] 
Z k=O o~n+kl~n+k~/(Z + )~ + ~ + 7) 2 -- C~ 2 
] n+k+2 
(z+~ +.+7) -  ~/ (z+~+.+7)2-  ~ 2 J
k=0 ~k+|an+k+2V/(z + A + ~ + 7) 2 - a 2 
I m+n+k+l 
OL2]J oo  oo  
L (2.12) 
k=O m=O ]~m+k+lo!m+n+k+l~/(Z + )~ + It + 7) 2 -- CZ 2 
_ [ ( z+A+#+7) -  V / (z+A+#+7)  2 - a 2]m+n+k+2} 
/3m+kam+n+k+2 V/(Z+ A + # + 7) 2 - c~ 2 
¢~-k (z+A+#+7) -  ( z+~+#+7)2-a  2 
+ E "Pk. 
k=0 a ~-k V/(z + A + # + 7) 2 - a 2 
On inversion, this equation yields the explicit expression for Pn(t) as 
Pn(t) = 27J~n+---'----~'l ~ot ~ (n + k + 1)In+k+,(~u) e_(,+,x+u)  du 
OL k=O ]~k+lu 
co  oo  
L Z~- .+k+,  - Zm- .+k  J (2.13) 
k=O m=O 
oo  
+ E Pk~n-kI'~-k(at)e--(7+~+")t' n = 1, 2, 3,... .  
k=O 
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Thus, equations (2.10) and (2.13) completely determine all the state probabilities of the system 
size. 
REMARK. If 7 = 0, we will obtain Cohen's [6] results as a special case without using Rouche's 
theorem. 
THEOREM 1. The asymptotic behavior of the probability of the server being idle is as follows. 
(i) I f  7 > O, then 
k 
o~ (A + 1,~/)k+1 [()~-]-/I-~"/) -- i(~-}-/z -}-'~)2 -- O~212Po(t) --* ~/ E , as t ~ oc. (2.14) 
k=0 
(ii) I f7  = 0 and A = #, then 
1 
Po(t) "~ Av/-ff~, as t --* c~. (2.15) 
(iii) I f  7 = 0 and A > #, then 
fo Po(t) dt = Y~k=o Pk(#/A) k (2.16) A-# 
(iv) I f7  = 0 and A < #, then 
P0(t) --~ (1 - ~)  , as t --* oc. (2.17) 
PROOF. If 7 ¢ 0, from (2.8), we have 
P~(z) ~ 3' as z --* 0 
2A 
z~ - 1 
(~ + ~ + ~) - ~/(~ + ~ + - 
and a little algebra shows that this reduces to 
k o] 
z = (A +7)  k+l 2 , as z--* 0. (2.18) 
By using the Tanberian theorem [7, p. 182], the result (2.14) follows from (2.18). 
To obtain the asymptotic expression i  the case 7 = 0, we start from (2.8) from which we have 
pk 2z(~ +. )  
( z+A+#)- IA -#]  1+ 
k=0 (2 .19)  
(z +),  + . )  - I .X - . I  1+ + (A _~/~)2 
Expanding the numerator and denominator of the above expression in powers of z and taking 
limit as z --~ 0, we get 
x /~ '  if A = # with 7 = 0, 
Pk(#/A)k (2.20) 
P~)(z) ~ k=o if A > tz with 7 = 0, 
(~ - ~)  , 
(# - A), if A < # with -y = 0. 
#z 
By using the Tauberian theorem [7, p. 182], the results (2.15)-(2.17) follow from (2.20). 
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THEOREM 2. The asymptotic behavior of the mean system size re(t) is as follows. 
(i) I f7  > O, then 
re(t) 2it ( A - it) 
(ii) / f7  = 0 and A = it, then 
(iii) / f  7 = 0 and A < it, then 
(iv) I f7  = 0 and A > It, then 
as t --* c~. (2.21) 
re(t) ~ 2V~,  as t ~ ~.  (2.22) 
A 
re(t) --~ (it _ A)' as t --~ oe. (2.23) 
re ( t )  ~ (~ - i t ) t ,  as  t ~ ~.  (2 .24)  
PROOF. Differentiating (2.3) with respect to s which on evaluation at s = 1, and solving the 
differential equation for re(t), we get 
( ) /0 /0 rn ( t )= ~kpk e -~t+A te - 'YUdu-# e- 'r(t-u)[1-Po(u)]du. (2.25) k=O 
Note that the second and third terms of the right-hand side of (2.25) represent he average 
number of arrivals and the average number of the departures during [0, t), respectively, before 
the catastrophe takes place in [0, t). 
If m*(z) is the Laplace transform of re(t), from (2.25), we have 
oo  
E kpk 
m*(z) -  k=1_2___ + (~-  it) it 
z + 7 z(z + 7-------~ + z+7 P~(z). (2.26) 
If 7 ~ 0, then from (2.26) and (2.8), we obtain 
m,(t )  ~ _1 { 2it +(A-it____)} as z --* O. (2.27) 
i z (~- i t+7) -  ( ,x+it+7) 2-c~2 7 
If 7 = 0 and A = it, we have from (2.26) and (2.19), 
m*(z )  ~ z3/2 ,  as z ~ O. (2.28) 
If 7 = 0 and A > it, we get again from (2.26) and (2.19), 
m*(z )  ~ (~ - it) z2 , as z -~ O. (2.29) 
If 7 = 0 and A < it, from (2.26) and (2.19), 
,~*(z)  ~ (it _ ~)2,  as z o. (2.30) 
Then the results (2.21)-(2.24) follow, respectively, from (2.27)-(2.30), by using the Tauberian 
theorem [7, p. 182]. 
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3. STEADY-STATE PROBABIL IT IES  
In this section, we shall discuss the structure of the steady-state probabilities of the single-server 
model. 
THEOREM 3. For 7 > O, the steady-state distribution {Trn; n _> 0} of the M/M/1  queue with 
catastrophe corresponds to 
7to = (1 - p), (3.1) 
rrn = (1 - p)pn, n = 1,2,3, . . . ,  (3.2) 
where 
(A + # + 7) - x/A2 + #2 + 72 + 2A7 + 2#7 - 2A# 
(3.3) P = 2# 
PROOF. For n = 0, we observe that (2.14) can be written as 
7r0 = l im Po(t)= 7 
t--,oo (A+7)- [ (A+#+7) - i (A+#+7)2-a212 
After some algebraic manipulation, the above expression becomes 
-(:~ + 7) + # + V/(~ + # + ~)2 _ 32 
71" 0 ~ 
2# 
which reduces to 
7r0=l_  [ (A+#+7) -4A2+#2+72+2A7+2#7-2A#]  
2p 
For n > 1, the result (3.2) follows directly from (2.11), by using the Tauberian theorem 
7rn = lim zP~(z) = rr0 (A + # + 7) - (X + # + ')')2 _ ct 2 
z--+0 
Thus, equations (3.1)-(3.3) provide the steady-state distribution for the system size. Obviously, 
the steady-state distribution exists if and only if p < 1. 
REMARK. The steady-state probability of this Markov process exists if and only if 7 > 0 or 
7 = 0, and A > #. It is observed that the results (3.1)-(3.3) agree with [2]. 
Although the equilibrium distributions {rrn : n > 0} of the M/M/1 queue with catastrophe is 
given in Theorem 3, determination f moments i best conducted through the steady-state system 
size generating function rr(s) = y~.n°°__0 rnS n. Prom the point of view of practical application, the 
steady-state (i.e., persistent) rather than start-up (i.e., transient) behavior is more important. 
Thus, we have obtained the following propositions. 
PROPOSITION 4. If')' > 0, then the steady-state probability generating function re(s) is #yen by 
rr(z) -- 1 - p (3.4) 
1 - pz 
and the mean and variance of the system size are given by 
where p is #yen by (3.3). 
P (3.5) E(X)  - 1 - p' 
p2 p 
- - ,  (3.6) Var{X} - (1 - p)2 + 1 - p 
PROOF. The results follow directly from (3.1)-(3.3). 
Similarly, the higher factorial moments can be obtained from (3.4) by successive differentiation 
with respect o s and evaluation at s = 1. 
1240 B. KRISHNA KUMAR AND D. ARIVUDAINAMBI 
PROPOSITION 5. When the system is in equilibrium, the departure process of the customers from 
the system is a Poisson process with rate p#. Furthermore, the past departure process with state 
of the system are independent. 
PROOF. The result follows directly from [2]. 
REMARK. In [2], Chao has considered the queueing network model with catastrophes. He has 
obtained the steady-state probability of the network which is shown to have a simple product 
form solution. 
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