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Inverse source problem and null controllability
for multidimensional parabolic operators
of Grushin type
K. Beauchard ∗, P. Cannarsa †, M. Yamamoto ‡§
Abstract
The approach to Lipschitz stability for uniformly parabolic equations
introduced by Imanuvilov and Yamamoto in 1998, based on Carleman
estimates, seems hard to apply to the case of Grushin-type operators of
interest to this paper. Indeed, such estimates are still missing for parabolic
operators degenerating in the interior of the space domain. Nevertheless,
we are able to prove Lipschitz stability results for inverse source problems
for such operators, with locally distributed measurements in arbitrary
space dimension. For this purpose, we follow a mixed strategy which
combines the appraoch due to Lebeau and Robbiano, relying on Fourier
decomposition, with Carleman inequalities for heat equations with non-
smooth coefficients (solved by the Fourier modes). As a corollary, we
obtain a direct proof of the observability of multidimensional Grushin-
type parabolic equations, with locally distributed observations—which is
equivalent to null controllability with locally distributed controls.
Key words: inverse source problem, observability, null controllability, degen-
erate parabolic equations, Carleman estimates
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1 Introduction
1.1 Main results
The relevance of subriemannian structures and hypoelliptic operators to quan-
tum mechanics has long been acknowledged—at least since the work of Weyl [14]
in 1931. More recently, deep connections have been pointed out between the
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properties of subriemannian operators, such as the Heisenberg laplacian, and
other topics of interest to current mathematical research such as control theory
and isoperimetric problems (see, for instance, [5]).
In this paper, rather than the Heisenberg laplacian, we will study a simpler
example of such type of equations, which we believe could serve as a model
problem for a more general theory, in addition to being of interest in its own
right. More precisely, we will be concerned with equations of the form{
∂tu−∆xu− |x|2γb(x)∆yu = g(t, x, y) (t, x, y) ∈ (0,∞)× Ω ,
u(t, x, y) = 0 (t, x, y) ∈ (0,∞)× ∂Ω , (1)
where Ω := Ω1×Ω2, Ω1 is a bounded open subset of RN1 , with C4 boundary, such
that 0 ∈ Ω1, Ω2 is a bounded open subset of RN2 , with C2 boundary, N1, N2 ∈
N
∗ := {1, 2, 3, ....}, b ∈ C1(Ω1; (0,∞)), γ ∈ (0, 1] and |.| is the Euclidean norm
on RN1 . In this article γ ∈ (0, 1] may change, but the function b is fixed.
We are interested in the following questions.
• The inverse source problem: for g(t, x, y) given by R(t, x)f(x, y), is it pos-
sible to recover the source term f from a measurement of ∂tu|(T1,T2)×ω,
where ω is a nonempty open subset of Ω and R is suitably given?
• The null controllability problem: is it possible to stear the solution to zero
by applying an appropriate control g(t, x, y) = u(t, x, v)1ω(x, v) localized
on an open subset ω of Ω?
To the best of our knowledge, there are no results on inverse source problems
for Grushin-type equations. As for null controllability, the current literature just
seems to concern the two-dimensional case (see [1]).
First, we recall well-posedness and regularity results for such equations. To
this aim, we introduce the space H1γ(Ω), which is the closure of C
∞
0 (Ω) for the
topology defined by the norm
‖f‖H1γ :=
(∫
Ω
(|∇xf |2 + |x|2γ |∇yf |2) dxdy)1/2 ,
and the Grushin operator Gγ defined by
D(Gγ) := {f ∈ H1γ(Ω); ∃c > 0 such that∣∣∫
Ω
(∇xf · ∇xg + |x|2γ∇yf · ∇yg) dxdy∣∣ 6 c‖g‖L2(Ω) for all g ∈ H1γ(Ω)},
Gγu := −∆xu− |x|2γb(x)∆yu.
Proposition 1. For every u0 ∈ L2(Ω) and g ∈ L2((0, T ) × Ω), there exists a
unique weak solution u ∈ C0([0, T ];L2(Ω)) ∩ L2(0, T ;H1γ(Ω)) of (1) such that
u(0, x, y) = u0(x, y) (x, y) ∈ Ω. (2)
Moreover, u ∈ C0((0, T ];D(Gγ)).
We refer to [1] for the proof with N1 = N2 = 1; the general case can be
treated similarly.
2
1.1.1 Inverse source problem
Taking a source term of the form
g(t, x, y) = R(t, x)f(x, y) where R ∈ C0([0, T ]× Ω1) and f ∈ L2(Ω) (3)
and we will obtain Lipschitz stability estimates for (1) in the following sense.
Definition 1 (Lipschitz stability). Let T > 0, 0 6 T0 < T1 6 T and let ω
be an open subset of Ω. We say that system (1) satisfies a Lipschitz stability
estimate on (T0, T1) × ω if there exists C > 0 such that, for every f ∈ L2(Ω)
and u0 ∈ L2(Ω) the solution of (1)(2) satisfies∫
Ω
|f(x, y)|2dxdy 6 C
 T1∫
T0
∫
ω
|∂tu(t, x, y)|2dxdydt+
∫
Ω
|Gγu(T1, x, y)|2dxdy
 .
As is easily seen from the right-hand side of the above inequality, for the
inverse problem we treat in this paper, measurements in ω is are taken before
time T1, and spatial data are measured in Ω at the same time T1. Moreover, we
require the known factor R(t, x) to be independent of y. Our method, however,
could be easily adapted to recover a source f = f(x) for R = R(t, x, y).
When ω is a strip, parallel to the y-axis, we obtain Lipschitz stability under
general assumptions on R.
Theorem 1. Assume ω = ω1 × Ω2 where ω1 is an open subset of Ω1. Suppose
further that
R, ∂tR ∈ C0([0, T ]× Ω1) and
there exist T1 ∈ (0, T ] and R0 > 0 such that R(T1, x) > R0, ∀x ∈ Ω1. (4)
1. If γ ∈ (0, 1), then system (1) satisfies the Lipschitz stability estimate on
(T0, T1)× ω for every T0 ∈ [0, T1).
2. If γ = 1, then there exists T ∗ > 0 such that system (1) satisfies the
Lipschitz stability estimate on (T0, T1)× ω for every T0 ∈ [0, T1 − T ∗).
Remark 1. In Theorem 1 above, T1 − T0 is assumed to be sufficiently large
when γ = 1. Indeed, in this case, the validity of a Lipschitz stability estimate
on (T0, T1) × ω is an open problem for a general T0 ∈ [0, T1) even when ω is
a strip, that is, ω = ω1 × Ω2. On the other hand, it is known that Grushin’s
operator fails to be observable in arbitrary time, as an example from [1] shows.
However, such a counterexample does not apply to the present context because
of the source term in (3).
When ω is an arbitrary open subset of Ω and γ ∈ (0, 1), we can still prove
Lipschitz stability under an additional smallness assumption of the source term,
which is probably due just to technical reasons.
Theorem 2. Let γ ∈ (0, 1), ω be an open subset of Ω. Then, for every T0 ∈
[0, T1), there exists η = η(T0) > 0 such that for every R satisfying (4) and
1
R0
(∫ T1
T0
‖∂tR(t)‖2L∞(Ω1)dt
)1/2
< η (5)
system (1) satisfies the Lipschitz stability estimate on (T0, T1)× ω.
3
1.1.2 Observability and null controllability
In this article, we are also interested in the observability problem for (1).
Definition 2 (Observability). Let T > 0. System (1) is observable in ω in time
T if there exists C > 0 such that, for every u0 ∈ L2(Ω), the solution of
∂tu−∆xu− |x|2γb(x)∆yu = 0 (t, x, y) ∈ (0, T )× Ω ,
u(t, x, y) = 0 (t, x, y) ∈ (0, T )× ∂Ω ,
u(0, x, y) = u0(x, y) (x, y) ∈ Ω ,
(6)
satisfies ∫
Ω
|u(T, x, y)|2dxdy 6 C
∫ T
0
∫
ω
|u(t, x, y)|2dxdydt .
As a corollary of the analysis developed for the proof of Theorems 1 and 2
(see Remarks 2 and 4), we obtain a direct proof of observability for Grushin-
type parabolic equations. The following statement is a generalization to the
multidimensional case of [1, Theorem 2] (where N1 = N2 = 1 is assumed).
Theorem 3. Let ω be an open subset of Ω.
1. If γ ∈ (0, 1), then system (1) is observable in ω in any time T > 0.
2. If γ = 1 and ω = ω1 × Ω2 where ω1 is an open subset of Ω1 then there
exists T ∗ > 0 such that for every T > T ∗ system (1) is observable in ω in
time T .
Note that we do not require 0 ∈ ω: the problem would be easily solved by cut-
off functions arguments, under such an assumption (see [1]). As a consequence,
we deduce the following null controllability result.
Definition 3 (Null controllability). Let T > 0. System (1) is null controllable
in time T if, for every u0 ∈ L2(Ω), there exists g ∈ L2((0, T )×Ω) such that the
solution of
∂tu−∆xu− |x|2γb(x)∆yu = g(t, x, y)1ω(x, y) (t, x, y) ∈ (0, T )× Ω ,
u(t, x, y) = 0 (t, x, y) ∈ (0, T )× ∂Ω ,
u(0, x, y) = u0(x, y) (x, y) ∈ Ω ,
(7)
satisfies u(T, ·, ·) = 0.
Here 1ω is the characteristic function of the set ω.
Theorem 4. Let ω be an open subset of Ω.
1. If γ ∈ (0, 1), then system (1) is null controllable in any time T > 0.
2. If γ = 1 and ω = ω1 × Ω2 where ω1 is an open subset of Ω1, then there
exists T ∗ > 0 such that for every T > T ∗ system (1) is null controllable
in time T .
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1.2 Motivation and bibliographical comments
We recall that the null controllability of (1), in the 2D case (i.e., N1 = N2 = 1),
is studied in detail in [1]. In particular, in 2D, null controllability:
• holds in any positive time T > 0 with controls supported in an arbitrary
open set ω when γ ∈ (0, 1),
• holds only in large time T > T ∗ > 0 when γ = 1 and ω := ω1 × Ω2 is a
strip parallel to the y-axis, not containing the line segment x = 0, and
• does not hold when γ > 1.
The goal of this article is:
• to generalize the previous positive controllability results to the multidi-
mensional case, and
• to prove a Lipschitz stability estimate for the inverse source problem, by
adapting a method by Imanuvilov and Yamamoto [8], for the values of γ
for which null controllability holds.
Our formulation of the inverse problem corresponds to a single measurement
(see also Bukhgeim and Klibanov [2] which first proposed a methodology based
on Carleman estimates). Following [2], many works have been published on this
subject. For uniformly parabolic equations we can refer the reader, for example,
to Imanuvilov and Yamamoto [8], Isakov [9], Klibanov [10], Yamamoto [15], and
the references therein (the present list of references is by no means complete).
As for inverse problems for degenerate parabolic equations, see Cannarsa, Tort
and Yamamoto [3, 4].
1.3 Structure of the article
This article is organized as follows.
Section 2 is devoted to preliminary results concerning the well posedness of
(1), the Fourier decomposition of its solutions, and the dissipation speed of the
Fourier modes.
In Section 3, we state a Carleman estimate for a heat equation with nons-
mooth coefficients, solved by the Fourier modes of the solution of (1).
Section 4 is devoted to the proof of the Lispchitz stability estimates, for the
inverse source problem, i.e. Theorems 1 and 2.
In the appendix we prove the Carleman estimate stated in Section 3.
1.4 Notation
The Euclidian norm in RN is denoted by |.| for every N ∈ N∗. The notation
‖.‖ refers to L2-norms in the space variables x, y or (x, y), depending on the
context. 1ω is the caracteristic function of the set ω.
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2 Preliminaries
2.1 Well posedness
Proposition 2. Let γ ∈ (0, 1], u0 ∈ D(Gγ), g ∈ H1(0, T ;L2(Ω)), and u ∈
C0([0, T ];L2(Ω)) ∩ L2(0, T ;H1γ(Ω)) solution of (1) (2). Then the function v :=
∂tu belongs to L
2(0, T ;H1γ(Ω)) and solves
∂tv −∆xv − b(x)|x|2γ∆yv = ∂tg(t, x, y) (t, x, y) ∈ (0,∞)× Ω ,
v(t, x, y) = 0 (t, x, y) ∈ (0,∞)× ∂Ω ,
v(0, x, y) = −Gγu0(x, y) + g(0, x, y) (x, y) ∈ Ω .
(8)
2.2 Fourier decomposition
We introduce the operator A defined by
D(A) := H2 ∩H10 (Ω2), Aϕ := −∆yϕ,
the nondecreasing sequence (µn)n∈N∗ of its eigenvalues, and the associated eigen-
vectors (ϕn)n∈N∗ { −∆yϕn(y) = µnϕn(y) y ∈ Ω2,
ϕn(y) = 0 y ∈ ∂Ω2. (9)
Proposition 3. Let u0 ∈ L2(Ω), g ∈ L2((0, T ) × Ω) and u be the solution of
(1) (2). For every n ∈ N∗, the function
un(t, x) :=
∫
Ω2
u(t, x, y)ϕn(y)dy
belongs to C0([0, T ];L2(Ω)) and is the unique weak solution of
∂tun −∆xun + µn|x|2γb(x)un = gn(t, x) (t, x) ∈ (0, T )× Ω1,
un(t, x) = 0 t ∈ (0, T )× ∂Ω1,
un(0, x) = un,0(x) x ∈ Ω1,
(10)
where
gn(t, x) :=
∫
Ω2
g(t, x, y)ϕn(y)dy and u0,n(x) =
∫
Ω2
u0(x, y)ϕn(y)dy.
The proof is done as in [1].
2.3 Dissipation speed
We introduce, for every n ∈ N∗, γ > 0, the operator Gn,γ defined on L2(Ω1) by
D(Gn,γ) := H2 ∩H10 (Ω1) , Gn,γu := −∆xu+ µn|x|2γb(x)u. (11)
The smallest eigenvalue of Gn,γ is given by
λn,γ = min
{∫
Ω1
[|∇v(x)|2 + µn|x|2γb(x)v(x)2] dx∫
Ω1
v(x)2dx
; v ∈ H10 (Ω1), v 6= 0
}
.
We are interested in the asymptotic behavior (as n → +∞) of λn,γ , which
quantifies the dissipation speed of the solutions of (1). The following result
turns out to be a key point of the proofs of this article.
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Proposition 4. For every γ > 0, there exists constants c∗, c∗ > 0 such that
c∗µ
1
1+γ
n 6 λn,γ 6 c
∗µ
1
1+γ
n , ∀n ∈ N∗ .
Proof of Proposition 4: First, we prove the lower bound. Let τn := µ
1
2(1+γ)
n .
With the change of variable φ(x) = τ
N1/2
n ϕ(τnx), we get
λn,γ = inf
{∫
Ω1
(|∇φ(x)|2 + µn|x|2γb(x)φ(x)2) dx;φ ∈ C∞c (Ω1), ‖φ‖L2(Ω1) = 1
}
= τ2n inf
{ ∫
τnΩ1
(|∇ϕ(y)|2 + |y|2γb(y/τn)ϕ(y)2) dy;ϕ ∈ C∞c (τnΩ1), ‖ϕ‖L2(τnΩ1) = 1
}
> c∗τ2n
where
c∗ := inf
{∫
RN1
(|∇ϕ(y)|2 + |y|2γb∗ϕ(y)2) dy;ϕ ∈ C∞c (RN1), ‖ϕ‖L2(RN1) = 1}
is positive (see [13]) and b∗ := min{b(x);x ∈ Ω1}.
Now, we prove the upper bound in Proposition 4. For every k > 1 let us
consider the function ϕk(x) := (1 − k|x|)+, that belongs to H10 (Ω) for k large
enough (so that BRN1 (0, 1/k) ⊂ Ω1). Easy computations show that∫
Ω1
ϕk(x)
2dx = C1(N)k
−N ,
∫
Ω1
|∇ϕk(x)|2dx = CN (N)k2−N ,∫
Ω1
µn|x|2γb(x)ϕk(x)2dx 6 C3(N, γ)µnb∗k−N−2γ .
where b∗ := max{b(x);x ∈ Ω1}. Thus,
λn,γ 6 fn,γ(k) := [C2k
2 + C3µnb
∗k−2γ ]/C1, ∀k > 1.
Minimizing the right-hand side over k, we get λn,γ 6 C(N, γ)µ
1
γ+1
n . ✷
3 Carleman inequality for heat equations with
nonsmooth potentials
For µ > 0, let us introduce the operator
Pµ,γu := ∂u
∂t
−∆xu+ µ|x|2γb(x)u.
The goal of this section is the statement of the following Carleman inequality.
Proposition 5. Let γ ∈ (0, 1]. There exist a weight function β ∈ C1(Ω1; (0,∞))
and positive constants C1, C2 such that for every µ ∈ (0,∞), 0 6 T0 < T1 6 T ,
and u ∈ C0([0, T ];L2(Ω1)) ∩ L2(0, T ;H10 (Ω1)) the following inequality holds
C1
∫ T1
T0
∫
Ω1
(
M
(t−T0)(T1−t)
∣∣∇xu(t, x)∣∣2 + M3((t−T0)(T1−t))3 ∣∣u(t, x)∣∣2) e−Mα(t,x)dxdt
6
∫ T1
T0
∫
Ω1
|Pµ,γu(t, x)|2e−Mα(t,x)dxdt
+
∫ T1
T0
∫
ω1
M3
((t−T0)(T1−t))3 |u(t, x)|2e−Mα(t,x)dxdt
(12)
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where
α(t, x) :=
β(x)
(t− T0)(T1 − t) ,
M :=
{ C2max{T + T 2;√µT 2} if γ ∈ [1/2, 1],
C2max{T + T 2;µ2/3T 2} if γ ∈ (0, 1/2),
and T := T1 − T0.
Note that we can have sharp dependency of M = O(µ1/2) and T in the case
of 1/2 ≤ γ ≤ 1. In particular, if we treat the term µ|x|2γb(x)u as lower-order
term to apply the Carleman estimate for the operator ∂∂t − ∆x, then we can
obtain less sharp dependency M = O(µ2/3) and we need sharper estimate for
1/2 ≤ γ ≤ 1.
The proof of this Carleman inequality is given in [1] in the case N1 = 1. In
the 1D case, the sharp dependency M = O(µ1/2) is proved for any γ ∈ (0, 1)
and the case γ ∈ (0, 1/2) requires a weight adapted to the degeneracy.
A proof in the multi-dimensional case is presented in Appendix. It relies on
the usuall weight of heat equations.
4 Inverse source problem
4.1 Uniform observability of frequencies
Proposition 6. Let γ ∈ (0, 1) and ω1 be an open subset of Ω1. There exists
C > 0 and functions ǫn : (0,+∞)→ (0,+∞), n ∈ N∗ with
• ǫn(T )→ 0 when n→ 0, for every T > 0,
• ǫn(T ) 6 ǫ∗ < +∞, for every n ∈ N∗ and T > 0,
such that, for every n ∈ N∗, gn ∈ L2((0, T )×Ω1), u0,n ∈ L2(Ω1) the solution of
(10) satisfies∫
Ω1
|un(T, x)|2dx 6 eC(1+T
−p)
( ∫ T
0
∫
ω1
|un(t, x)|2dxdt
+ǫn(T )
∫ T
0
∫
Ω1
|gn(t, x)|2dxdt
) (13)
where
p = p(γ) :=
{
1+γ
1−γ , if γ ∈ [1/2, 1],
2(1+γ)
1−2γ , if γ ∈ (0, 1/2).
(14)
Proof of Proposition 6: The proof is in 3 steps.
Step 1: We prove
‖un(T )‖2L2(Ω1) 6
6
T
e−2λn,γT/3
∫ 2T/3
T/3
‖un(t)‖2dt+ 1
λn,γ
‖gn‖2L2((0,T )×Ω1). (15)
From Duhamel’s formula, i.e.,
un(T ) = e
−Gn,γ(T−t)un(t) +
∫ T
t
e−Gn,γ(T−τ)gn(τ)dτ, ∀t ∈ (0, T )
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and the Cauchy-Schwarz inequality, we get
‖un(T )‖L2(Ω1) 6 e−λn,γ(T−t)‖un(t)‖L2(Ω1) +
∫ T
t e
−λn,γ(T−τ)‖gn(τ)‖L2(Ω1)dτ
6 e−λn,γ(T−t)‖un(t)‖L2(Ω1) + 1√2λn,γ ‖gn‖L2((0,T )×Ω1).
Thus
‖un(T )‖2L2(Ω1) 6 2e−2λn,γ(T−t)‖un(t)‖2L2(Ω1) +
1
λn,γ
‖gn‖2L2((0,T )×Ω1).
Integrating this relation over t ∈ (T/3, 2T/3) gives (15).
Step 2: We prove the existence of a constant C3 > 0 such that for every T > 0,
n ∈ N∗, gn ∈ L2((0, T )× Ω1) u0,n ∈ L2(Ω1), the solution of (10) satisfies∫ 2T/3
T/3
∫
Ω1
|un|2dxdt 6 C3Te
9Mβ∗
2T2
(∫ T
0
∫
Ω1
|gn|2 +
∫ T
0
∫
ω1
|un|2
)
(16)
where β, C2 and M are as in Proposition 5 (with µ replaced by µn), and β∗ :=
max{β(x);x ∈ Ω1}. From Proposition 5, we get
C1
(
4M
T 2
)3
e−
9Mβ∗
2T2
∫ 2T/3
T/3
∫
Ω1
|un|2dxdt
6 C1
∫ 2T/3
T/3
∫
Ω1
M3
(t(T − t)])3 |un|
2e−
Mβ(x)
t(T−t) dxdt
6 C1
∫
Ω1
∫ T
0
M3
(t(T − t))3 |un|
2e−
Mβ(x)
t(T−t) dxdt
6
∫ T
0
∫
Ω1
|gn|2e−
Mβ(x)
t(T−t) dxdt+
∫ T
0
∫
ω1
M3
(t(T − t)])3 |un|
2e−
Mβ(x)
t(T−t) dxdt
6
∫ T
0
∫
Ω1
|gn|2dxdt+ C
∫ T
0
∫
ω1
|un|2dxdt
(17)
where C := sup{x3e−β∗x;x > 0} and β∗ := min{β(x);x ∈ ω1}. We deduce from
(17) that∫ 2T/3
T/3
∫
Ω1
|un(t)|2dxdt 6 max{1, C}
43C1
T 6
M3
e
9Mβ∗
2T2
(∫ T
0
∫
Ω1
|gn|2 +
∫ T
0
∫
ω1
|un|2
)
.
We remark that M > C2T and C2T 2 thus T 6/M3 6 T/C32 . Then, the previous
inequality gives (16) with C3 := max{1, C}/(43C1C32).
Step 3: We put together (15) and (16). Using (15) in the first inequality, (16)
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in the second one, and Proposition 4 in the third one, we get∫
Ω1
|un(T )|2 6 6
T
e−2λn,γT/3
∫ 2T/3
T/3
‖un(t)‖2L2(Ω1)dt+
1
λn,γ
‖gn‖2L2((0,T )×Ω1)
6 6C3e
9Mβ∗
2T2
−2λn,γT/3
∫ T
0
∫
ω1
|un|2dxdt
+
(
1
λn,γ
+ 6C3e
9Mβ∗
2T2
−2λn,γT/3
)∫ T
0
∫
Ω1
|gn|2dxdt
6 6C3e
9Mβ∗
2T2
−c1Tµ
1
1+γ
n
∫ T
0
∫
ω1
|un|2dxdt
+
(
1
c∗µ
1
1+γ
n
+ 6C3e
9Mβ∗
2T2
−c1Tµ
1
1+γ
n
)∫ T
0
∫
Ω1
|gn|2,
(18)
where c1 := 2c∗/3.
Step 4: End of the proof when γ ∈ [1/2, 1].
First case: µn > 1 +
1
T . Then we have that M = C2
√
µnT
2. For any constant
c2 > 0, the maximum value of the function z 7→ c2z − c1z
2
1+γ T/2 on (0,+∞) is
of the form c3T
− 1+γ1−γ for some constant c3 > 0 (independent of T ). Thus,
‖un(T )‖2L2(Ω1) 6 6C3ec3T
−
1+γ
1−γ
∫ T
0
∫
ω1
|un|2dxdt
+
(
1
c∗µ
1
1+γ
n
+ 6C3ec3T
−
1+γ
1−γ − c1T2 µ
1
1+γ
n
)∫ T
0
∫
Ω1
|gn|2dxdt.
This proves (13) with any constant C large enough so that
6C3 6 eC , and c3 6 C
and
ǫn(T ) :=
1
c∗µ
1
1+γ
n
+ 6C3e−
c1T
2 µ
1
1+γ
n .
Second case: µn < 1 +
1
T . Then, M = C2(T + T 2) thus
‖un(T )‖2L2(Ω1) 6 6C3e
9β∗
2 C2(1+ 1T )
∫ T
0
∫
ω1
|un|2dxdt
+
(
1
c∗µ
1
1+γ
0
+ 6C3e
9β∗
2 C2(1+ 1T )
)∫ T
0
∫
Ω1
|gn|2dxdt.
Note that 1+γ1−γ > 1 thus
1
T 6 1 when T > 1 and
1
T 6 T
− 1+γ1−γ when T < 1; in
any case 1T 6 1 + T
− 1+γ1−γ . Thus, we have
∫
Ω1
|un(T )|26
 1
c∗µ
1
1+γ
0
+ 6C3e
9β∗
2 C2
(
2+T
−
1+γ
1−γ
) T∫
0
∫
ω1
|un|2 +
T∫
0
∫
Ω1
|gn|2
 .
This proves (13) with ǫn = 1 and any constant C large enough so that
1
c∗µ
1
1+γ
0
6
1
2
eC , 6C3e9β
∗C2 6
1
2
eC , and
9β∗C2
2
6 C.
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Step 5: End of the proof when γ ∈ (0, 1/2). One can proceed as in Step 4
observing that the maximum value of the function z 7→ c2z − c1z
3
2(1+γ)T/2 on
(0,+∞) is of the form c3T−
2(1+γ)
1−2γ for the first case, and 2(1+γ)1−2γ > 1 for the
second one. ✷
Proposition 7. Assume γ = 1 and let ω1 be an open subset of Ω1. Then there
exists T∗ > 0 such that, for every T > T∗, there exists C > 0 and (ǫn(T ))n∈N∗ ∈
(R∗+)
N
∗
with ǫn(T ) → 0 such that, for every n ∈ N∗, gn ∈ L2((0, T ) × Ω1),
u0,n ∈ L2(Ω1), the solution of (10) satisfies∫
Ω1
|un(T, x)|2dx 6 C
∫ T
0
∫
ω1
|un(t, x)|2dxdt+ ǫn(T )
∫ T
0
∫
Ω1
|gn(t, x)|2dxdt.
Remark 2. The above proposition, together with the Bessel-Parseval equality,
proves statement 2 of Theorem 3.
Proof of Proposition 7: One can follow the lines of the previous proof until
(18). Then, when µn > 1 +
1
T , we have M = C2
√
µnT
2. Thus
‖un(T )‖2L2(Ω1) 6 6C3e[c2−c1T ]
√
µn
∫ T
0
∫
ω1
|un|2dxdt
+
(
1
λn,γ
+ C3e[c2−c1T ]
√
µn
) ∫ T
0
∫
Ω1
|gn|2dxdt
for some constant c2 > 0. This gives the conclusion with T∗ = c2/c1. ✷
4.2 Lipschitz stability estimate when ω is a strip
The goal of this section is the proof of Theorem 1. We focus on the uniform
Lipschitz stability for systems (10). We assume the source term gn in (10) takes
the form gn(t, x) = fn(x)R(t, x), where fn ∈ L2(Ω1) and R ∈ C0([0, T ]× Ω1).
Definition 4 (Uniform Lipschitz stability). Let ω1 be an open subset of Ω1,
T > 0 and 0 6 T0 < T1 6 T . We say the system (10) satisfies a uniform
Lipschitz stability estimate on (T0, T1)× ω1 if, for every n ∈ N∗, fn ∈ L2(Ω1),
u0,n ∈ L2(Ω1), the solution of (10) satisfies∫
Ω1
|fn(x)|2dx 6 C
(∫ T1
T0
∫
ω1
|∂tun(t, x)|2dxdt +
∫
Ω1
|Gn,γun(T1, x)|2dx
)
.
(19)
Theorem 1 is a consequence of the following proposition and the Bessel-
Parseval equality.
Proposition 8. Assume (4) and let ω1 be an open subset of Ω1.
1. If γ ∈ (0, 1) then, for every T0 ∈ [0, T1), system (10) satisfies a uniform
Lipschitz stability estimate on (T0, T1)× ω1.
2. If γ = 1, then there exists T ∗ > 0 such that, for every T0 ∈ [0, T1 − T ∗),
system (10) satisfies a uniform Lipschitz stability estimate on (T0, T1)×ω1.
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Remark 3. The inequality (19) with a constant C that may depend on n is
already known (see [8]). The goal of this section is to prove that (19) holds with
a constant C which is independent of n.
Proof of Proposition 8: In this proof, T ∗ is as in Proposition 7 if γ = 1 and
T ∗ := 0 if γ ∈ (0, 1). Assume (T1 − T0) > T∗. It results from (4) that
R0|fn(x)| 6 |R(T1, x)fn(x)| 6 |∂tun(T1, x)|+ |Gn,γu(T1, x)|.
and∫
Ω1
|fn(x)|2dx 6 2
R20
(∫
Ω1
|∂tun(T1, x)|2dx+
∫
Ω1
|Gn,γun(T1, x)|2dx
)
. (20)
By Propositions 1 and 6 or 7 (applied to ∂tu), we get, for every T0 ∈ (0, T1−T ∗),∫
Ω1
|∂tun(T1)|2dx 6 C
∫ T1
T0
∫
ω1
|∂tun|2dxdt+ ǫn[T1 − T0]‖∂tR‖2∞
∫
Ω1
|fn|2dx
(21)
with ǫn = ǫn(T1 − T0). There exists n∗ > 0 such that, for every n > n∗,
(2/R20)ǫn[T1 − T0]‖∂tR‖2∞ < 1/2. Using (20) and (21) we get, for n > n∗∫
Ω1
|fn|2dx 6 4C
R20
∫ T1
T0
∫
ω1
|∂tun|2dxdt + 4
R20
∫
Ω1
|Gn,γun(T1)|2dx.
This ends the proof of Proposition 8. ✷
4.3 Lipschitz stability estimate when ω is arbitrary
The goal of this section is the proof of Theorem 2. In all the section, T > 0 and
γ ∈ (0, 1) are fixed. For simplicity, we take T0 = 0 and T1 = T . ‖ · ‖ denotes
the norm in L2(Ω).
For n ∈ N∗, ϕn(y) is defined by (9) and Hn := L2(Ω1) ⊗ ϕn is a closed
subspace of L2(Ω). For j ∈ N∗, we define
Ej := ⊕µn622jHn
and denote by Πj the orthogonal projection onto Ej . Moreover, Id stands for
the identity operator on L2(Ω).
Proposition 9. Let ω be an open subset of Ω. Then there exists C > 0 such
that, for every T > 0, j ∈ N∗, u0 ∈ Ej and g ∈ L2(0, T ;Ej), the solution of (1)
satisfies ∫
Ω |u(T, x, y)|2dxdy 6 eC(2
j+T−p) ∫ T
0
∫
ω |u(t, x, y)|2dxdydt
+eC(1+T
−p) ∫ T
0
∫
Ω
|g(t, x, y)|2dxdydt,
where p = p(γ) is defined by (14).
For the proof of Proposition 9 we shall need the following inequality obtained
in [11] (see also [12]).
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Proposition 10. Let ω2 be an open subset of Ω2. There exists C > 0 such
that, for every (bk)k∈N∗ ⊂ R and µ > 0,
∑
µk6µ
|bk|2 6 CeC
√
µ
∫
ω2
∣∣∣∣∣∣
∑
µk6µ
bkϕk(y)
∣∣∣∣∣∣
2
dy.
Proof of Proposition 9: Let ωj be an open subset of Ωj for j = 1, 2 such
that ω1 × ω2 ⊂ ω. Using Proposition 6 and the orthonormality of the functions
(ϕn) in L
2(Ω2), we get∫
Ω
|u(T, x, y)|2dxdy =
∑
µn622j
∫
Ω1
|un(T, x)|2dx
6 eC(1+T
−p)
∑
µn622j
(∫ T
0
∫
ω1
|un(t, x)|2dxdt+ ǫ∗
∫ T
0
∫
Ω1
|gn(t, x)|2dxdt
)
6 eC(2
j+T−p)
∫ T
0
∫
ω1
∫
ω2
∣∣∣∣∣∣
∑
µn622j
un(t, x)ϕn(y)
∣∣∣∣∣∣
2
dydxdt
+eC(1+T
−p)
∫ T
0
∫
Ω
|g(t, x, y)|2dxdydt.
where the constant C may change from line to line. ✷
Let ρ ∈ R be such that
0 < ρ < min
{
1− γ
1 + γ
,
1
p(γ)
}
(22)
where p(γ) is defined by (14) andK = K(ρ) > 0 is such that 2K
∑∞
j=1 2
−jρ = T .
For j ∈ N∗, we introduce
τj := K2
−jρ (23)
and αj :=
∑j
k=1 2τk. By convention α0 := 0. Let
In := (T − αn−1 − τn, T − αn−1) and Jn := (T − αn, T − αn−1), ∀n ∈ N∗.
(24)
T − αn T − αn−1
Jn
In
2τn
We will also use the notation
λ(2n) := c∗2
2n
1+γ (25)
where c∗ is as in Proposition 4 and we will write G instead of Gγ .
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Proposition 11. There exist C1, C2, C3 > 0 such that for every n ∈ N∗, g ∈
L2((0, T )× Ω), u0 ∈ L2(Ω), the solution of (1)(2) satisfies
e−C12
n‖Πnu(T − αn−1)‖2 6
∫
In×ω
|u|2 + C22−n(ρ+
2
1+γ )
∫
Jn×Ω
|g|2
+C3e
−λ(2n)τn‖(Id−Πn)u(T − αn)‖2.
(26)
Proof of Proposition 11: Let n ∈ N∗, g ∈ L2((0, T ) × Ω) and u0 ∈ L2(Ω).
By Proposition 9, the solution of (1)(2) satisfies
‖Πnu(T − αn−1)‖2 6 eC(2
n+τ−pn )
∫
In×ω
|Πnu|2
+eC(1+τ
−p
n )
∫
In×Ω
|Πng|2.
(27)
Moreover, we have∫
In×ω
|Πnu|2 6
∫
In×ω
2|u|2 +
∫
In×Ω
2|(Id−Πn)u|2. (28)
For every t ∈ In, the Duhamel formula, i.e.
(Id−Πn)u(t) = e−Gγ(t−T+αn)(Id−Πn)u(T − αn)
+
∫ t
T−αn e
−Gγ(t−τ)(Id−Πn)g(τ)dτ,
Proposition 4 and the Cauchy-Schwarz inequality give
‖(Id−Πn)u(t)‖ 6 ‖(Id−Πn)u(T − αn)‖e−λ(2n)(t−T+αn)
+
∫ t
T−αn e
−λ(2n)(t−τ)‖(Id−Πn)g(τ)‖dτ
6 ‖(Id−Πn)u(T − αn)‖e−λ(2n)τn
+ 1√
2λ(2n)
‖(Id−Πn)g‖L2(Jn×Ω).
Thus ∫
In×Ω
|(Id−Πn)u|2 6 2τn‖(Id−Πn)u(T − αn)‖2e−2λ(2n)τn
+ τnλ(2n)‖(Id−Πn)g‖2L2(Jn×Ω).
(29)
Using (27), (28) and (29), we get
‖Πnu(T − αn−1)‖2 6 2eC(2
n+τ−pn )
∫
In×ω
|u|2
+
(
2τn
λ(2n) + e
C(1−2n)
)
eC(2
n+τ−pn )
∫
Jn×Ω |g|2
+4τne
C(2n+τ−pn )−2λ(2n)τn‖(Id−Πn)u(T − αn)‖2.
In view of (22), we have that
τ−pn = K
−p2nρp 6 C2n, ∀n ∈ N∗,
for some constant C > 0. Thus, there exists C1 > 0 such that
2eC(2
n+τ−pn ) 6 eC12
n
, ∀n ∈ N∗.
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Using (23), (25) and (22), we obtain, for some constants C2, C3 > 0,
1
2
(
2τn
λ(2n)
+ eC(1−2
n)
)
6 C22
−n(ρ+ 21+γ ), ∀n ∈ N∗
and
τne
−2λ(2n)τn 6 C3e−λ(2
n)τn , ∀n ∈ N∗.
Therefore, we have that
‖Πnu(T − αn−1)‖2 6 eC12n
∫
In×ω
|u|2
+C22
−n(ρ+ 21+γ )eC12
n ∫
Jn×Ω |g|2
+C3e
C12
n−λ(2n)τn‖(Id−Πn)u(T − αn)‖2,
for every n > 1.This gives the conclusion. ✷
Proposition 12. Let T > 0. Then, there exists C = C(T ) > 0 such that, for
every u0 ∈ L2(Ω), g ∈ L2((0, T )×Ω) of the form g(t, x, y) = R(t, x)f(x, y) with
R ∈ L∞((0, T )× Ω1) and f ∈ L2(Ω), the solution of (1)-(2) satisfies∫
Ω
|u(T, x, y)|2dxdy 6 C
∫ T
0
∫
ω
|u|2 +
∫ T
0
‖R(t)‖2L∞(Ω1)dt
∫
Ω
|f |2
 .
Remark 4. The above proposition can be used to prove statement 1 of Theo-
rem 3.
Proof of Proposition 12: Let C1, C2, C3 be as in Proposition 11.
Step 1: We prove by induction on n ∈ N∗ that, for every n ∈ N∗,
(Pn) :
n∑
k=1
e−C12
k‖Πku(T − αk−1)‖2 6
n∑
k=1
δk
∫
Ik×ω
|u|2
+An
(∫ T
T−αn ‖R(t)‖2L∞(Ω1)dt
)
‖f‖2
+Bn‖u(T − αn)‖2
where
δ1 := 1, A1 := C22
−(ρ+ 21+γ ), B1 := C3e−λ(2
1)τ1 (30)
and
δn+1 := max{2; 1 +BneC12
n}, (31)
An+1 := max
{
An;
Bn
λ(2n+1)
+ δn+1C22
−(n+1)(ρ+ 21+γ )
}
, (32)
Bn+1 := 2Bne
−4λ(2n+1)τn+1 + δn+1C3e−λ(2
n+1)τn+1. (33)
The inequality (P1) is given by Proposition 11 with n = 1. Indeed,∫
J1×Ω
|g|2 = ∫
J1×Ω
|R(t, x)f(x, y)|2dxdydt
6
∫
J1×Ω
‖R(t)‖2L∞(Ω1)|f(x, y)|2dxdydt
6
(∫ T
T−α1 ‖R(t)‖2L∞(Ω1)dt
)
‖f‖2.
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Let us now assume that (Pn) holds for some n ∈ N∗ and prove (Pn+1). We
have
Bn‖u(T − αn)‖2 = Bn‖Πn+1u(T − αn)‖2 +Bn‖(Id−Πn+1)u(T − αn)‖2.
Moreover, using Duhamel’s formula as in the previous proof, we get
‖(Id−Πn+1)u(T − αn)‖
6 ‖(Id−Πn+1)u(T − αn+1)‖e−2λ(2
n+1)τn+1
+
∫ T−αn
T−αn+1
e−λ(2
n+1)(T−αn−s)‖(Id−Πn+1)R(s)f‖ds
6 ‖(Id−Πn+1)u(T − αn+1)‖e−2λ(2
n+1)τn+1
+
(∫ T−αn
T−αn+1
e−2λ(2
n+1)(T−αn−s)ds
)1/2(∫ T−αn
T−αn+1
‖R(s)‖2L∞(Ω1)ds
)1/2
‖f‖
6 ‖(Id−Πn+1)u(T − αn+1)‖e−2λ(2
n+1)τn+1
+
1√
2λ(2n+1)
(∫
Jn+1
‖R(s)‖2L∞(Ω1)ds
)1/2
‖f‖.
Therefore,
Bn‖u(T − αn)‖2 6 Bn‖Πn+1u(T − αn)‖2
+2Bn‖(Id−Πn+1)u(T − αn+1)‖2e−4λ(2n+1)τn+1
+ Bnλ(2n+1)
(∫
Jn+1
‖R(s)‖2L∞(Ω1)ds
)
‖f‖2.
Thus, (Pn) yields
n∑
k=1
e−C12
k‖Πku(T − αk−1)‖2 −Bn‖Πn+1u(T − αn)‖2
6
n∑
k=1
δk
∫
Ik×ω
|u|2
+
(
An
∫ T
T−αn ‖R(t)‖2L∞(Ω1)dt+
Bn
λ(2n+1)
∫
Jn+1
‖R(t)‖2L∞(Ω1)dt
)
‖f‖2
+2Bne
−4λ(2n+1)τn+1‖u(T − αn+1)‖2.
(34)
Moreover, by Proposition 11, we also have
e−C12
n+1‖Πn+1u(T − αn)‖2 6
∫
In+1×ω
|u|2
+C22
−(n+1)(ρ+ 21+γ )
(∫
Jn+1
‖R(t)‖2L∞(Ω1)dt
)
‖f‖2
+C3e
−λ(2n+1)τn+1‖u(T − αn+1)‖2.
(35)
Note that δn+1 is chosen so that
δn+1e
−C12n+1 −Bn > e−C12
n+1
.
Thus, summing (34) and δn+1∗(35), we get (Pn+1). This ends the first step.
Step 2: We prove that δn = 2 for n large enough. Let B˜n := Bne
C12
n
. For every
n ∈ N∗ we have either
B˜n+1 = 2B˜ne
−4λ(2n+1)τn+1+C12n + 2C3e−λ(2
n+1)τn+1+C12
n+1
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if δn+1 = 2, or
B˜n+1 = 2B˜ne
−4λ(2n+1)τn+1+C12n + (1 + B˜n)C3e−λ(2
n+1)τn+1+C12
n+1
if δn+1 = 1+Bne
C12
n
. Using Proposition 4, (23) and the inequality 21+γ −ρ > 1
(see (22)), we get a constant C > 0 such that B˜n+1 6 C(B˜n+C), ∀n ∈ N∗. We
deduce the existence of another constant C > 0 such that B˜n 6 C
n for every
n ∈ N∗. Then, we have either
B˜n+1 6 2C
ne−4λ(2
n+1)τn+1+C12
n
+ 2C3e
−λ(2n+1)τn+1+C12n+1
if δn+1 = 2, or
B˜n+1 6 2C
ne−4λ(2
n+1)τn+1+C12
n
+ (1 + Cn)C3e
−λ(2n+1)τn+1+C12n+1
if δn+1 = 1+Bne
C12
n
. In any case, B˜n → 0 when n→∞ because 21+γ − ρ > 1.
Thus δn = 2 for n large enough.
Step 3: We prove that (An) is bounded. By definition (An)n∈N∗ is a non de-
creasing sequence. Moroever,
Bn
λ(2n+1)
+ δn+1C22
−(n+1)(ρ+ 21+γ ) −→
n→+∞
0.
Thus, for n large enough, we have that
Bn
λ(2n+1)
+ δn+1C22
−(n+1)(ρ+ 21+γ ) 6 A1 6 An.
This implies An+1 = An for all n ∈ N∗.
Step 4: We pass to the limit as n→∞ in (Pn). The last term on the right-hand
side of (Pn) converges to zero because Bn 6 δ
∗e−C12
n
. Thus, we get
∞∑
n=1
e−C12
n‖Πnu(T − αn−1)‖2 6 C
(∫ T
0
∫
ω
|u|2 + ∫ T
0
‖R(t)‖2L∞(Ω1)dt
∫
Ω
|f |2
)
(36)
with
C := max
{
δ∗; max{An;n ∈ N∗}
}
.
Step 5: Conclusion. Using Duhamel’s formula and the convention Π0 = 0, we
get
‖u(T )‖2 = ∑∞n=1 ‖(Πn −Πn−1)u(T )‖2
6
∑∞
n=1 2‖(Πn −Πn−1)u(T − αn−1)‖2e−2λ(2
n−1)αn−1
+
∑∞
n=1
1
λ(2n−1)
(∫ T
T−αn−1 ‖R(t)‖2L∞(Ω1)dt
)
‖(Πn −Πn−1)f‖2.
Then, by Proposition 4, (23) and the inequality 21+γ − ρ > 1, we obtain, for
some constant C > 0
‖u(T )‖2 6 C
∞∑
n=1
e−C12
n‖Πnu(T − αn−1)‖2 + C
(∫ T
0
‖R(t)‖2L∞(Ω1)dt
)
‖f‖2.
(37)
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Thus, (36) implies the conclusion. ✷
Proof of Theorem 2: Using the equation in (1), and (4), we obtain
‖f‖2 6 1
R20
∫
Ω |R(T1, x)f(x, y)|2dxdy
6 2
R20
∫
Ω
(
|∂tu(T1, x, y)|2 + |Gγu(T1, x, y)|2
)
dxdy.
(38)
Applying Propositions 2 and 12, we obtain, for some constant C > 0,
‖∂tu(T1)‖2 6 C
(∫ T
0
∫
ω
|u|2dxdydt+ ‖∂tR‖2L2(0,T ;L∞(Ω1))‖f‖2
)
.
From (38) and (37), we get another constant C > 0 such that
‖f‖2 6 C
R20
(∫ T
0
∫
ω
|u|2 + ‖∂tR‖2L2(0,T ;L∞(Ω1))‖f‖2 + ‖Gγu(T1)‖2
)
.
We get the Lipschitz stability estimate if
√
C‖∂tR‖L2(0,T ;L∞(Ω1))/R0 < 1. ✷
Remark 5. The smallness assumption on ∂tR is used only to absorb the source
term of the right-hand side by the left-hand side, in the previous estimates. In
other references (for example [3]), the parameter M in the Carleman estimate
is chosen large enough for this absorption to be possible without additionnal
smallness assumptions on R. In our situation, to use the same trick, one would
need dissipation estimates in weighted L2-spaces (weight given by the Carleman
estimate), which may be quite difficult to prove.
A Proof of the Carleman estimate
The goal of this section is the proof of Proposition 5. To simplify notations,
we take T0 = 0 and T1 = T . Subsection A.1 is devoted to the properties of an
appropriate weight function; the Carleman estimate in proved in Section A.2.
A.1 Properties of the weight function
Proposition 13. There exists a, C1, C3 > 0 and β ∈ C4(Ω1; (0,∞)) such that
∂β
∂ν
> 0 on ∂Ω, (39)
(1− a)(∆β)(x)|Z|2 − 2D2β(x)(Z,Z) > C1|Z|2 , ∀Z ∈ RN1 , x ∈ Ω1 \ ω˜1,
(a− 1)(∆β)(x)|∇β(x)|2 − 2D2β(x)(∇β(x),∇β(x)) > C3 , ∀x ∈ Ω1 \ ω˜1 .
(40)
Herafter, for any N ×N matrix A and Z ∈ RN , we denote by A(Z,Z) the
scalar ZTAZ.
Proof of Proposition 13: Let a ∈ (1, 3) and let ψ ∈ C4(Ω1) be such that
ψ > 0 on Ω1, ψ = 0 on ∂Ω1 and |∇ψ(x)| > 0, ∀x ∈ Ω1 \ ω˜1 (41)
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(see [7] or [6, Lemma 2.68 on page 80] for the existence of such a function). Note
that the C4-regularity of the boundary of Ω1 ensures the C
4-regularity of the
distance to the boundary of Ω1, which in turn allows to construct a C
4-function
ψ with the same construction as in [6, Lemma 2.68 on page 80].
There exist numbers m∗,m∗ > 0 such that
|∇ψ(x)| > m∗, |∇ψ(x)|, |∆ψ(x)|, ‖D2ψ(x)‖ 6 m∗, ∀x ∈ Ω1 \ ω˜1.
The function β in Proposition 13 will be of the form
β(x) := e2λ‖ψ‖L∞(Ω1) − eλψ(x) (42)
for an appropriate parameter λ > 0. From (42), we get
∇β(x) = −λ∇ψ(x)eλψ(x),
D2β(x) = −
(
λ2∇ψ(x) ⊗∇ψ(x) + λD2ψ(x)
)
eλψ(x),
∆β(x) = −
(
λ2|∇ψ(x)|2 + λ∆ψ(x)
)
eλψ(x).
Using the above relations we get, for any x ∈ Ω1 \ ω˜1,
(1− a)(∆β)|Z|2 − 2D2β(Z,Z)
=
(
(a− 1)[λ2|∇ψ|2 + λ∆ψ]|Z|2 + 2[λ2〈∇ψ,Z〉2 + λD2ψ(Z,Z)]
)
eλψ
= λ2
(
(a− 1)|∇ψ|2|Z|2 + 2〈∇ψ,Z〉2
)
eλψ + λ
(
(a− 1)∆ψ|Z|2 + 2D2ψ(Z,Z)
)
eλψ
>
(
λ2(a− 1)m2∗ − λ(a+ 1)m∗
)
|Z|2
(43)
and
(a− 1)(∆β)|∇β|2 − 2D2β(∇β,∇β)
=
[
(1 − a)
(
λ2|∇ψ|2 + λ∆ψ
)
λ2|∇ψ|2 + 2
(
λ2|∇ψ|4 + λD2ψ(∇ψ,∇ψ)
)]
e3λψ
=
[
λ4(3− a)|∇ψ|4 + λ3
(
(1− a)∆ψ|∇ψ|2 + 2D2ψ(∇ψ,∇ψ)
)]
e3λψ
>
(
λ4(3 − a)m4∗ − λ3(a+ 1)(m∗)3
)
.
(44)
The conclusion follows taking, for example,
λ := max
{
2(a+ 1)m∗
(a− 1)m2∗
;
2(a+ 1)(m∗)3
(3− a)m4∗
}
,
C1 :=
(a− 1)m2∗λ2
2
, C2 :=
(3− a)m4∗λ4
2
.✷
A.2 Proof of the Carleman inequality
Let ω˜1 be an open subset such that ω˜1 ⊂ ω1. All the computations of the
proof will be made by assuming first that u ∈ H1(0, T ;L2(Ω1)) ∩L2(0, T ;H2 ∩
H10 (Ω1)). Then, the conclusion will follow by a density argument.
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Let a ∈ (1, 3) and β be as in Proposition 13. Let us consider the weight
function
α(t, x) :=
β(x)
t(T − t) , (t, x) ∈ (0, T )× R
N1 , (45)
and set
z(t, x) := u(t, x)e−Mα(t,x) , (46)
where M =M(T, µ, β) > 0 will be chosen later on. One has
e−MαPµ,γu = P1z + P2z + P3z , (47)
where
P1z := −∆z + (Mαt −M2|∇α|2)z + ǫµ|x|2γb(x)z ,
P2z :=
∂z
∂t − 2M∇α.∇z − aM(∆α)z ,
P3z := (a− 1)M(∆α)z + (1− ǫ)µ|x|2γb(x)z ,
(48)
and ǫ ∈ {0, 1} will be chosen later on. We develop the classical proof (see [7]),
taking the L2(Q)-norm in the identity (47), then developing the double product,
which leads to∫
Q
(
P1zP2z − 1
2
|P3z|2
)
dxdt 6
1
2
∫
Q
|e−MαPµ,γu|2dxdt , (49)
where Q := (0, T )× Ω1 and we compute precisely each term, paying attention
to the behaviour of the different constants with respect to µ and T .
Step 1: Computation of the terms in (49).
Terms concerning −∆z in P1P2: Integrating by parts, we get
−
∫
Q
∆z
∂z
∂t
dxdt =
∫
Q
∇z · ∂
∂t
∇zdxdt = 1
2
∫ T
0
d
dt
∫
Ω
|∇z|2dxdt = 0 (50)
because ∂tz(t, .) = 0 on ∂Ω1 and z(0, .) = z(T, .) = 0, by definition of z. Using
Green’s formula and the relation ∇z = ∂z∂ν ν on ∂Ω1, we get
2M
∫
Q
∆z∇α · ∇zdxdt
= 2M
∫ T
0
∫
∂Ω1
∂z
∂ν∇z · ∇αdσdt − 2M
∫
Q
(
αj,kzjzk +
1
2∇(|∇z|2) · ∇α
)
dxdt
= 2M
∫ T
0
∫
∂Ω1
(
∂z
∂ν
)2 ∂α
∂ν dσdt+M
∫
Q
(
|∇z|2∆α − 2D2α · (∇z,∇z)
)
dxdt,
(51)
with the suming index convention. Using Green’s formula and z = 0 on ∂Ω1,
we get
aM
∫
Q(∆α)(∆z)zdxdt = −aM
∫
Q
(
|∇z|2∆α+ z∇z · ∇(∆α)
)
dxdt
= aM
∫
Q
(
− (∆α)|∇z|2 + 12 (∆2α)z2
)
dxdt.
(52)
Terms concerning (Mαt−M2|∇α|2)z in P1P2: Integrating by parts, we get∫
Q
(Mαt −M2|∇α|2)z ∂z
∂t
dxdt = −1
2
∫
Q
(Mαt −M2|∇α|2)t|z|2dxdt. (53)
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Using the Green formula and z(t, .) = 0 on ∂Ω1 we get
−2M ∫
Q
(Mαt −M2|∇α|2)z∇α · ∇zdxdt
= M
∫
Q div[(Mαt −M2|∇α|2)∇α]|z|2dxdt.
(54)
Finally, the last term concerning (Mαt −M2|∇α|2)z is
− aM
∫
Q
(Mαt −M2|∇α|2)(∆α)|z|2dxdt. (55)
Terms concerning ǫµ|x|2γb(x)z in P1P2: Integrating by parts, we get∫
Q
ǫµ|x|2γb(x)z ∂z
∂t
dxdt =
∫ T
0
1
2
d
dt
∫
Ω1
ǫµ|x|2γb(x)|z|2dxdt = 0 (56)
because z(0, .) = z(T, .) = 0. Using Green’s formula and z(t, .) = 0 on ∂Ω1, we
get
− 2ǫMµ
∫
Q
|x|2γb(x)z(∇α) · (∇z)dxdt = ǫMµ
∫
Q
div[|x|2γb(x)∇α]|z|2dxdt.
(57)
Finally, the last term concerning ǫµ|x|2γb(x)z is
− ǫaMµ
∫
Q
|x|2γb(x)(∆α)|z|2dxdt. (58)
Terms concerning P3: We have
− 12
∫
Q |P3z|2dxdt = − 12
∫
Q
∣∣∣(a− 1)M(∆α)z + (1 − ǫ)µ|x|2γb(x)z∣∣∣2dxdt
> − ∫
Q
(
(a− 1)2M2(∆α)2|z|2 + (1− ǫ)2µ2|x|4γb(x)2|z|2
)
dxdt.
Using the relations (50) to (58), the inequality (49) may be written
T∫
0
∫
∂Ω1
2M
∣∣ ∂z
∂ν
∣∣2 ∂α
∂ν +
∫
Q
M
(
(1− a)(∆α)|∇z|2 − 2D2α.(∇z,∇z)
)
+
∫
Q
{
f + ǫMµ
(
div
[|x|2γb(x)∇α] − a|x|2γb(x)∆α) − (1− ǫ)2µ2|x|4γb(x)2}|z|2
6 12
∫
Q
|Pµ,γu|2 e−2Mα ,
(59)
where
f := Ma2 (∆
2α)− 12
(
Mαt −M2|∇α|2
)
t
+Mdiv
[
(Mαt −M2|∇α|2)∇α
]
−aM (Mαt −M2|∇α|2)∆α− (a− 1)2M2(∆α)2
Step 2: Estimation of the terms in (59).
Using (39), we deduce that∫
Q
M
(
(1− a)(∆α)|∇z|2 − 2D2α.(∇z,∇z)
)
dxdt
+
∫
Q
{
f + ǫMµ
(
div
[|x|2γb(x)∇α] − a|x|2γb(x)∆α) − (1− ǫ)2µ2|x|4γb(x)2}|z|2
6
1
2
∫
Q
|Pµ,γu|2 e−2Mα.
(60)
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We remark that
f = 1[t(T−t)]3
{
M3
[
(a− 1)|∇β|2∆β − 2D2β(∇β,∇β)
]
+M2
[
(2t− T )
(
|∇β|2 + div(β∇β) − aβ∆β
)
− (a− 1)2t(T − t)(∆β)2
]
+M
[
a
2∆
2β(t(T − t))2 − β(T 2 − 3T t+ 3t2)
]}
.
(61)
Using (40) and the C4 regularity of β on the compact set Ω1, we get constants
C2 = C2(β), C4 = C4(β), c = c(β) > 0 such that
f >
1
[t(T − t)]3
[
C3M
3−c(T+T 2)M2−c(T+T 2)2M
]
, ∀(t, x) ∈ (0, T )×(Ω1−ω˜1),
|f | 6 1
[t(T − t)]3
[
C4M
3 + c(T + T 2)M2 + c(T + T 2)2M
]
, ∀(t, x) ∈ (0, T )× ω˜1,
|(1− a)(∆α)|∇z|2 − 2D2α.(∇z,∇z)| 6 C2M
t(T − t) |∇z|
2, ∀(t, x) ∈ [0, T ]× ω˜1.
Thus, there exists m1 = m1(β), C
′
3 = C
′
3(β), C
′
4 = C
′
4(β) > 0 such that, for
every M > M1(T, β)
f >
C′3M
3
[t(T−t)]3 , ∀(t, x) ∈ (0, T )× (Ω1 \ ω˜1),
|f | 6 C′4M3[t(T−t)]3 , ∀(t, x) ∈ (0, T )× ω˜1,
where
M1(T, β) := m1(β)(T + T
2). (62)
By (40) and the previous inequalities, we get, for M >M1(T, β),
T∫
0
∫
Ω1\ω˜1
C1M
t(T−t) |∇z|2dxdt
+
T∫
0
∫
Ω1\ω˜1
[
C′3M
3
(t(T−t))3 + ǫMµ
(
div
[|x|2γb∇α]− a|x|2γb∆α)− (1 − ǫ)2µ2|x|4γb2] |z|2
6
T∫
0
∫˜
ω1
C2M
t(T−t) |∇z|2
+
T∫
0
∫˜
ω1
[
C′4M
3
(t(T−t))3 − ǫMµ
(
div
[|x|2γb∇α]− a|x|2γb∆α)+ (1 − ǫ)2µ2|x|4γb2] |z|2
+ 12
∫
Q
|e−MαPnu|2dxdt .
(63)
Step 3: End of the proof when γ ∈ [1/2, 1]. We take ǫ = 1. Then (63)
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writes
T∫
0
∫
Ω1\ω˜1
C1M
t(T−t) |∇z|2dxdt
+
T∫
0
∫
Ω1\ω˜1
[
C′3M
3
(t(T−t))3 + ǫMµ
(
div
[|x|2γb(x)∇α] − a|x|2γb(x)∆α)] |z|2
6
T∫
0
∫˜
ω1
C2M
t(T−t) |∇z|2
+
T∫
0
∫˜
ω1
[
C′4M
3
(t(T−t))3 − ǫMµ
(
div
[|x|2γb(x)∇α] − a|x|2γb(x)∆α)] |z|2
+ 12
∫
Q
|e−MαPnu|2dxdt .
(64)
There exists C5 = C5(β) > 0 such that∣∣∣Mµ (div [|x|2γb(x)∇α] − a|x|2γb(x)∆α) ∣∣∣ 6 C5Mµ
t(T − t) , ∀(t, x) ∈ Q. (65)
Let M2 =M2(T, µ, β) be defined by
M2 = M2(T, µ, β) :=
√
2C5
C′3
√
µ
(
T
2
)2
. (66)
From now on, we take
M = M(T, µ, β) := C2max{T + T 2;√µT 2} (67)
where
C2 = C2(β) := max
{
m1;
√
C5
8C′3
}
so that M > M1 and M2 (see (62) and (66)). It is only at this step that the
dependance of M with respect to µ has to be specified. From M > M2, we
deduce that∣∣∣Mµ (div [|x|2γb(x)∇α] − a|x|2γb(x)∆α) ∣∣∣ 6 C′3M3
2[t(T − t)]3 , ∀(t, x) ∈ Q.
Indeed,
C5Mµ
t(T−t) =
C′3M
3
2[t(T−t)]3
2µC5[t(T−t)]2
C′3M
2
6
C′3M
3
2[t(T−t)]3
µC5T
4
2C′3M
2
2
6
C′3M
3
2[t(T−t)]3 .
Thus, (64) implies
T∫
0
∫
Ω1\ω˜1
(
C1M
t(T−t) |∇z|2 +
C′3M
3
2(t(T−t))3 |z|2
)
dxdt 6
T∫
0
∫˜
ω1
(
C2M
t(T−t) |∇z|2 + C6M
3
(t(T−t))3 |z|2
)
dxdt
+ 12
∫
Q
|e−MαPµ,γu|2 ,
(68)
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where C6 = C6(β) := C
′
4 + C
′
3/2. For every ǫ
′ > 0, we have
C1M
t(T − t) |∇u−M(∇α)u|
2 +
C′3M
3
2(t(T − t))3 |u|
2
>
(
1− 1
1 + ǫ′
)
C1M
t(T − t) |∇u|
2 +
M3
(t(T − t))3
(
C′3
2
− ǫ′C1|∇β|2
)
|u|2 . (69)
Hence, choosing
ǫ′ = ǫ′(β) :=
C′3
4C1‖∇β‖2∞
,
from (68), (69) and (46) we deduce that∫ T
0
∫
Ω1\ω˜1
(
C7M
t(T − t) |∇u|
2 +
C′3M
3|u|2
4(t(T − t))3
)
e−2Mαdxdt
6
∫ T
0
∫
ω˜1
(
C8M
t(T − t) |∇u|
2 +
C9M
3|u|2
(t(T − t))3
)
e−2Mα
+
1
2
∫
Q
|e−MαPµ,γu|2 , (70)
where C7 = C7(β) := [1− 1/(1+ ǫ′)]C1, C8 = C8(β) := 2C2 and C9 = C9(β) :=
C6 + 2C2‖∇β‖2∞. So, adding the same quantity to both sides,∫
Q
(
C7M
t(T − t) |∇u|
2 +
C′3M
3|u|2
4(t(T − t))3
)
e−2Mα 6
1
2
∫
Q
|e−MαPµ,γu|2
+
∫ T
0
∫
ω˜1
(
C10M
t(T − t) |∇u|
2 +
C11M
3|u|2
(t(T − t))3
)
e−2Mα , (71)
where C10 = C10(β) := C8 + C7 and C11 = C11(β) := C9 + C
′
3/4. Let us prove
that the third term on the right-hand side can be dominated by terms similarly
to the other two ones. We consider ρ ∈ C∞(RN1 ;R+) such that 0 ≤ ρ ≤ 1 and
ρ ≡ 1 on ω˜1 and ρ ≡ 0 on RN1 − ω1.
We have∫
Q
(Pµ,γu)uρe
−2Mα
t(T − t) dxdt =
∫ T
0
∫
Ω1
[
∂u
∂t
−∆u+ µ|x|2γb(x)u
]
uρe−2Mα
t(T − t) .
Integrating by parts with respect to time and space, we obtain∫
Q
1
2
∂(u2)
∂t
ρe−2Mα
t(T − t)dxdt =
∫
Q
1
2
|u|2ρ
(
2Mαt
t(T − t) +
T − 2t
(t(T − t))2
)
e−2Mα
and
−
∫
Q
∆u
uρe−2Mα
t(T − t) dxdt =
∫
Q
ρe−2Mα
t(T − t) |∇u|
2
−
∫
Q
|u|2e−2Mα
2t(T − t)
(
∆ρ− 4M∇ρ.∇α+ ρ(4M2|∇α|2 − 2M∆α)) . (72)
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Thus,∫
Q
Pµ,γuuρe
−2Mα
t(T − t) dxdt >
∫
Q
ρe−2Mα
t(T − t) |∇u|
2
−
∫
Q
|u|2e−2Mα
2t(T − t)
(
∆ρ− 4M∇ρ · ∇α+ ρ
(
4M2|∇α|2 − 2M∆α− 2Mαt − T − 2t
t(T − t)
))
.
(73)
Therefore,∫ T
0
∫
ω˜1
C10M
t(T − t) |∇u|
2e−2Mαdxdt
6
∫
Q
C10Mρ
t(T − t) |∇u|
2e−2Mα 6
∫
Q
Pµ,γuC10Muρe
−2Mα
t(T − t)
+
∫
Q
C10M |u|2e−2Mα
2t(T − t)
(
∆ρ− 4M∇ρ · ∇α+ ρ
(
4M2|∇α|2 − 2M∆α− 2Mαt − T − 2t
t(T − t)
))
6
∫
Q
|Pµ,γu|2e−2Mα +
∫ T
0
∫
ω1
C12M
3|u|2e−2Mα
(t(T − t))3 dxdt
for some constant C12 = C12(β, ρ) > 0. Combining (71) with the previous
inequality, we get∫
Q
(
C7M
t(T − t) |∇u|
2 +
C′3M
3|u|2
4(t(T − t))3
)
e−2Mαdxdt
6
∫
Q
2|e−MαPµ,γu|2 +
∫ T
0
∫
ω1
C13M
3|u|2
(t(T − t))3 e
−2Mα , (74)
where C13 = C13(β, ρ) := C11 +C12. Then, the global Carleman estimates (12)
holds with
C1 = C1(β) := min{C7;C
′
3/4}
max{2;C13} .
Step 4: End of the proof when γ ∈ (0, 1/2). The left-hand side of (65)
diverges at x = 0, thus the proof cannot be ended in the same way and we take
ǫ = 0. Then (63) writes
T∫
0
∫
Ω1\ω˜1
C1M
t(T−t) |∇z|2dxdt
+
T∫
0
∫
Ω1\ω˜1
[
C′3M
3
(t(T−t))3 − (1− ǫ)2µ2|x|4γb(x)2
]
|z|2dxdt
6
T∫
0
∫˜
ω1
C2M
t(T−t) |∇z|2
+
T∫
0
∫˜
ω1
[
C′4M
3
(t(T−t))3 + (1 − ǫ)2µ2|x|4γb(x)2
]
|z|2
+ 12
∫
Q
|e−MαPnu|2dxdt .
(75)
Let
M2 =M2(T, β, µ) :=
T 2
4
µ2/3 3
√
2R4γ‖b‖2∞
C′3
(76)
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where R > 0 is such that Ω1 ⊂ B(0, R). From now on, we take
M =M(T, µ, β) := C2max{T + T 2;µ2/3T 2} (77)
where
C2 = C2(β) := max
{
m1;
1
4
3
√
2R4γ‖b‖2∞
C′3
}
so that M > M1 and M2 (see (62) and (76)). It is only at this step that the
dependence of M with respect to µ has to be specified. From M > M2, we
deduce that
µ2|x|4γb(x)2 6 C
′
3M
3
2(t(T − t))3 , ∀(t, x) ∈ Q.
From (75), we are lead to an inequality of the form (68) and the proof may be
finished as in Step 3. ✷
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