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1. INTRODUCTION 
Let - c¢  < a < b _< cc and consider a mixed initiaLboundary value problem of the form 
,<,,,>-- + :<,,,>, 
a<x<b,  t>0;  u(x ,O)=g(x) ,  a<x<b;  B[u(a,t ) ]=B[u(b,t ) ]=O, t>O,  
where L is a linear (spatial) differential operator, B is a linear (time-independent) operator and, 
for each t > 0, u(.,t) is assumed to belong to some Hilbert space H. If S is the subspace of H 
consisting of all functions r(.) such that B[r(.)] = 0, it is clear that u(., t) belongs to S for all 
t>O.  
A spectral approximation to the initial-boundary value problem described above is a sequence 
of functions {u~(x,t)} such that 
where un(., t) belongs to an n-dimensional subspace Sn of S, Ln = Pn o L o Pn, fn = P~ o f ,  
and Pn is a projection operator from H to Sn. Examples of spectral methods include Galerkin, 
Collocation and Tau approximations. For a discussion of spectral methods and some of their 
applications, see Gottlieb and Orszag [1]. 
The study of the degree of approximation by partial sums of Fourier series in various orthogonal 
systems of functions has a long and fruitful history, although some of the results are not well 
known. The aim of this paper is to use some of these results to find error bounds for several 
spectral approximations. The paper is organized as follows. In Section 2, we study a simple 
example involving Dirichlet's problem, and discuss some literature related to the general problem 
under consideration. In Section 3, we study the one-dimensional SchrSdinger equation and find an 
asymptotically best approximation. Finally, in Section 4, we give error estimates for a Galerkin 
approximation to a nonhomogeneous boundary value problem. 
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The following notation will be used in the sequel: if g(s) is a function defined on a set D, then 
[[g(s)[[D will denote the supremum of [g(s)[ on D. 
2. A S IMPLE  EXAMPLE 
Let 
vk(r, O) = rk(ak cos k0 + bk sin k0), 
where ak and bk are Fourier coefficients of a given function f(~), square-integrable on [0, 27r]. 
Then, as is well known, 
oo 
a0 
e) = + E vk(r, e) 
k=l 
is a formal solution of the Dirichlet problem 
Au = 0, 0 _< r < 1, u(1, e) = f (e) ,  
where Au is the Laplace operator in polar coordinates. Let 
n 
a0 
k=l 
and let {Ss(0)} denote the sequence of partial sums of the Fourier series of f(0). Since u - us is 
harmonic on D, by the maximum principle we infer that 
Ilu(r, O) - us(r, O)[[D = ][u(1, O) -- us( l ,  0)[[[o,2~ ]. 
Since u(1,0) = f(Ü) and Un(1, 0) = Ss(0), the problem of finding bounds for u - Us reduces to 
that of estimating the degree of approximation of a function by the sequence of partial sums of 
its Fourier series. Applying classical results of Jackson and Bernstein (cf., e.g., [2-4]), we obtain, 
for example, the following theorem. 
THEOREM 2.1. Let m > 0 and assume f(O) is a 27r-periodic and m-times differentiable function 
on (-oo, oo). Assume, moreover, that f(m)(8) has finite total variation V on [0, 2~r], and let D 
denote the interior of the unit disc. Then if n >_ 1, 
liu(r,0) - us(r,O)iID < 2v (mTI') -1 7~ -m.  
And conversely, we obtain the following theorem. 
THEOREM 2.2. Let f(O) be continuous on [0, 27r], and 27r-periodic. Let m > 0 be an integer, let 
K > O, and let 0 < a <_ 1. If  [[u(r, 0) - us(r, 0)[[D <_ K n -m-s ,  then f E Cm(-oo,  co), and f(m) 
satisfies a Lipschitz condition of order a on (-co,  oo). 
The boundary problem we have just considered is an example of an initial-boundary problem 
whose solutions can be analytically expanded in series of the corresponding eigenfunctions. The 
method of approximation for which we have provided estimates consists of truncating the series of 
eigenfunctions after n terms. There are many other initial-boundary problems for which similar 
approximations can be provided. For example, if u = u(r, 0), then a particular case of Dirichlet's 
problem for a sphere of radius a, has the following equations in spherical coordinates: 
r-2(r2Ur)r + r-2(sinO)-l(sinOuo)o = O, u(a,O) = f(O), 
O<_r<a,  0<0<7r ,  0 < ~_< 2~r, 
and the formal solution is 
oo 
u(r, O) = ~ ( ra -1 )  k fkPk(cosO), 
k=0 
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where Pk(x) is the Legendre polynomial of order k, and 
fk = (k + l ) fo'rf(O)Pk(cosO)sinOdO 
(cf., [5, pp. 205-208]). Thus, the problem of estimating the error u - un in this case is readily 
seen to be equivalent to that of estimating the rate of convergence of a Fourier-Legendre s ries. 
This problem has been extensively studied (see, e.g., [2,3,6]). 
At this point, and having in mind other examples, we should mention the results of Scherberg 
on the degree of convergence of series of Bessel functions [7], and the work of Jackson [8], Freud 
and Sallay [9], and Milne [10] on the degree of convergence of Sturm-Liouville xpansions (see 
also [11-14]). 
3. HERMITE POLYNOMIALS AND THE 
ONE-DIMENSIONAL SCHRODINGER EQUATION 
Consider now the initial value problem 
uxx - cx2u =- but, -oo < x ~ oo, t ~ 0, 
lim u(x, t) = O, u(x, O) = f(x). 
X "--~ (X)  
b, c > O, 
It is easy to see [15, pp. 536-538], that the formal solution of this problem is 
u(x, t) = E Akrk(x, t), 
k=O 
where 
= x) e-("+'>c' ", 
# 
O0 
and Hek(x) denotes the Hermite polynomial of order k (defined in terms of the k th derivative 
of exp(-x2/2)). Let un(x,t) denote the sum of the first n + 1 terms of the series expansion of 
u(x, t). The problem of finding a bound for [u(x, t) - un(x, t)[ reduces to that of estimating 
E 
k=n+l  
Ake-CX2 /2 Hek ( v/~) . 
W. E. Milne [16, p. 430, Theorem 1], proved that if f(x) is m-times differentiable on (-c~, ~)  
and satisfies certain additional conditions, and if ~ ck exp(-x2/4)Hek(x) is the Gram-Charlier 
series of f(x), (i.e., the Fourier series in the orthonormal system {(27r) -(1/4) (kl) -(1/2) exp(-x2/4) 
gek(x)}), then 
cke_~:/4Hek(x) <_ Qn-(3m-:)/6 
k---n+l 
on (-oo, oo), for some constant Q. Milne's proof is based on Hille's inequality: If {Hk(x)} is the 
sequence of Hermite polynomials defined in terms of derivatives of exp(-x2), then 
JHk(x)l ~ M2k/2vr~.k-(1/12)eX2/2 
on (-c~, oo) for some constant M. (cf. [17, p. 436, (30)] or {18, p. 242, (8.91.10)]). Since the value 
of M is apparently unknown, and Q depends on M, Milne's result does not yield an explicit error 
bound. However, using a different inequality, weaker than Hille's, but with a known constant, we 
obtain the following theorem. 
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THEOREM 3.1. Letm > 2,f(x) E P(-co,co). Assumethatforr = 0,1,...rm-l,srf(m-2)(z) 
is bounded, and thatx’f(“-‘j(x) isinLz(-cqco),forr = l,...,m-1. Let D= {(x,t): -oo < 
x < co, t > 0}, f,,(x) = f(x) and for T = 1,. . .,m, f,.(x) = ecx2/2 (d/dx)(f,._l(x) e-cx2/2. 
Finally, let Fi = JR jfm(x)12 dx. Then /ju(x,t) - un(x, t)l[o I LF,(c/7r)1/4(2c)-(m/2)(m/2 - 
1)-1n1-m/2, where L = 1.0435. 
PROOF. Clearly Ju(z,t) - un(z,t)l I C&+, IAlcrlc(z,O)I. Th e conclusion now proceeds from 
the following theorem. 
THEOREM 3.2. Under the hypotheses and in the notation of Theorem 3.1, 
5 
k=n+l 
IAkrlc(x, O)l < LF,,, (9 1’4 (2c)-(m/2) (; - 1) -’ TZ’+/~. 
PROOF. Since Hek(x) = 2- k’2Hk(x/fi), it is clear that 
Ak = fi (k!fi)-’ /Iy f(x)e-CZ2’2Hk (Ax) dx; 
-co 
moreover, the hypotheses imply that 
hm e-c”2’2&(x)fk(x) = 0, k=O,l,..., m-l, n=0,1,2 ,..., 
Z-+00 
and that fm(x) E L2(-m,m). Since 
&(x) = [2(k + I)]-’ 
( 1 
& Hk+l(z), 
[5, p. 62, (4.10.2)], it is clear that 
Hk (& x) = [2& (k + I)] -’ Hk+l (& 5) . 
Integrating by parts, we see that 
Ak = (;) --(1’2) 2-“/2+“C-“/2[(k + m)!]-l cx2/2 Hk+m (& x) dx. 
Since JR e-“’ Hz(x) dx = 2”n!fi, applying the Cauchy-Schwarz inequality we have 
lfbl i (;) -1’2 -“/2+“c-“/2[(k + m)!]-1 (E) C 1’4 $“+d/2[@ + m)!]-1/2& 
= - 0 ’ 1’4 (2~)-~” [(k + m)!]-1/2 F,. II- 
On the other hand, it is known that [H,(x)1 5 [n!2nez2] ‘I2 [19, p. 3241; thus, we deduce that 
Ih-k(x, o)l 5 L (;) 1’4 (2ck)-(m’2)F,, 
whence the conclusion follows. I 
The obvious disadvantage of Theorem 3.2 is that, in general, it will be difficult to find a bound 
for F,; it can of course be used to provide an asymptotic estimate, but Milne’s theorem would 
give a better one. We can do even better by using a suitable sequence of linear combinations of 
the functions rj(x, t) which we describe forthwith. For h > 0, let 
ghb) = 
1 
h(1+x2)“2, if 1x1 <h-l, 
gh(x)> otherwise. 
Let W(x) = e- x2/2 . For a measurable function f(x), define the generalized modulus of conti- 
nuity w(f; h) by 
w(.f;h) = ,;u$llf(x + t) - f(x)ll+cw, + ll~~(~)f(~)ll~-oo,oo,~~ 
Let f(‘)(z) = f(z); here and in the sequel we shall say that f(x) has a derivative of order m if m = 
0, or if m > 0 and fm-‘( x is absolutely continuous and fm(x) exists a.e. Finally, let r denote ) 
the integral part of n/2, and define the linear operator Vn(f; x, t) = (n - r)-l Cyzi uj(x, t). We 
have the following theorem. 
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THEOREM 3.3. Let 7 = m + a, where m >_ 0 is an integer, and 0 < ~ < 1. Then the following 
propositions are equivalent. 
(a) I lu(x,t) - Vn( I ;z , t ) I ID = O(n-~/2) ,n  --, ~ ,  
(b) The function g(x) = f (x ) /W(x)  has a derivative of order m, and w(g(m); h) = O(h~), 
h -~ O. 
PROOF. Let V,~(f;x) = Vn(f ;x ,O).  Since SchrSdinger's equation is parabolic and u(x , t )  - 
V,,(f; x, t) is a solution, from [20, p. 21, Theorem 2.9], we readily infer that 
Ilu(x, t) - vn( f ;  x, t)llD = IIf(x) - v~(f ;  x)l l ( -~,~).  
Tile conclusion now proceeds from the following theorem. 
THEOREM 3.4. Let 3' = m + a, where m > 0 is an integer and 0 < c~ < 1. Then the following 
propositions are equivalent. 
(a) l l f (x) - v~(f ;  ~)II(~,~) = °(n-~/2), n -~ ~.  
(b) The function g(x) = f (x ) /W(x)  has a derivative of order m, and w(g(m); h) = 0(h~), h --* 0. 
PROOF. The implication (a) =~ (b) readily follows from [21, p. 445, Theorem 3.4]. To prove the 
converse, assume that f (x )  satisfies the conditions of (b). From [21, p. 445, Theorem 3.9], we 
know that there is a sequence {gn(x)}, where exp(x2/2)gn(x) is a polynomial of degree at most n, 
such that 
IIf(x) - gn(x)ll(-~,o~) = 0(n-~/=), '~ ~ ~.  
Since, for n > 0, Vn( f  - g~; x) = Vn(f; x) - g~(x) [21, p. 438, Lemma 2.6(a)1, we have 
I I f (x ) -  V~( f ;x ) l l ( -~ ,~)<_  I I f (x ) -  g~(x)l l(-~,o~)+ I IV~(f-  g~; x) l l ( -~,~).  
But IIf(x) -g~(x)ll(-~,~) = O(n-~/2) ,n  ~ ~,  and the conclusion follows from [21, p. 438, 
Lemma 2.6(c)]. II 
Theorem 3.4 implies that  the approximation to u(x, t) by means of the sequence {V~(f; x, t)} 
cannot be (asymptotically) improved by choosing some other sequence of linear combinations of 
the functions rk(x, t). An  analog of Theorem 6 for Chebyshev polynomials can be easily inferred 
from [22, p. 137, (3.4.7)]. 
4. A NONHOMOGENEOUS PROBLEM 
This section is devoted to the non-homogeneous initial-boundary value problem 
ut=uxx+f (x ) ,  0<x<27r ,  t>0;  
u(O,t) = u(27r,t), ux(O,t) = ux(2rr, t), t > 0; u(x,0) = g(x), 0 < x < 27r. 
Given a function q(x), ak[q] and bk[q] will denote its Fourier coefficients (with respect to the 
system {1, cos kx, sin kx; k = 1,2 . . . .  } on [0, 2re]), {Sn[q](x); n = 0, 1, 2 , . . .  } will be the squence 
of partial sums of its Fourier series, and UqU2 will denote its quadratic norm on [0, 27r]. 
Let un(x, t) be a Galerkin approximation to the boundary value problem, of the form 
un = un(x, t )  = ao(t) + ak(t) coskx  + bk(t) sin kx], 
k=l  
ak(O) = ak[g], bk(O) = bk[g]. 
Since ak[(ur~)xx] = k2ak[un] = -k2ak(t ) ,  and similarly bk[(un)xx] = -k2bk(t) ,  from the Galerkin 
equations [1, p. 8, (2.8)], it is readily seen that a0(t) = tao[f] + a0[g], and, for k = 1, 2 , . . . ,  
ak(t) : k-' L[I - e -k't] ak[f] + a,[g], bk(t) : ]:;-2 [I- e -''t] b,[f] + bkIg]. 
240 R.A .  ZALIK 
Assume now that f (x) • cm-2[O, 2~r],g(x) • cm[0,21r], m > 2, and that both f (x)  and g(x) 
are 27r-periodic. Integrating by parts we see that either 
or  
whence 
la [f]l : k -m÷' b, [fCm-.)] ] 
and lbk[S]l = k -m+2 bk [f(m-2)] , 
and Ib, lSll = k -m÷~ ak [s(m-~)] , 
+ .-'-'4 (a: [:"-"] + [:'--'>]). 
Similarly, 
Since under these conditions it is clear that lim u,~ (x, t) = u(x, t), applying the Canchy-Schwarz 
n -*-~OO 
and Bessel inequalities we infer that 
oo  oo  
I u(x't) -un(x't)l <- E k-2 [i- e -k2t] (lak[f]l + Ibk[f]l)+ E (lak[g]l + Ibk[g]l) 
k=n+l  k=n+l  
Thus,  if for any function q(x , t ) ,  Ilq(x,t)ll = sup{lq(x , t ) l ,  0 < x < 2~r, t > 0}, we have the 
following Jackson type result. 
THEOREM 4.1. Let f(x) and g(x) be 27r-periodic, and assume that f (x)  E Cm-2[0,27r] and 
g(x) E Cm[0, 27r], m > 2. Then Ilu(x, t) - u~(x,  t)ll -< (11 f(m-2)112 + IIg (m) I Iz)(2m - 1)- in -m+1/2. 
To prove a theorem of Bernstein type, let m > 2, 0 < c~ < 1, assume that f (x)  and g(x) are 
27r-periodic and continuous, and that 
Ilu(x, t) - u . (x ,  t)ll = 0[n-m-a],  n --* co. 
Thus, 
IIg(x) - S.~[g](x)ll = Ilu(x,0) - u . (x ,0 ) l l  = 0 [n -m-% n --* c~, 
and from Bernstein's theorem [4, p. 104, Theorem 2], it follows that g(x) E cm[0,27r] and 
g(m)(x) • Lip~[0,2r]. Let 
n 
Tn(x,t) = un(x,t) - tao[f] - Sn[g](x) = E k-2 [1 - ek2t(ak[flcoskx + bk[f]sinkx] , 
k=l 
and F(x) = fo fo 1 f (x)dsds l .  It is then easy to see that 
lira Tn(x,t) = Sn[f](x) - a0[E], 
t----*OO 
and 
Since 
lim[u(x, t) - tao[:] - g(x)] = F(x) - aoF. 
ll[u(~,t) - tao[.:] - g (x)  - T,,(x, t)IL = ll[u(x,t) - g(x)] - [u,,(~, t) - s,,[a](x)]ll 
<_ I lu(x, t )  - un(x , t ) l l  + I Ig(x) - Sn[g] (x ) l l ,  
and, as remarked above, 
llg(x) - S~[g](x)ll = O[n-m-'~], n ---, oo, 
making t --* oo, we readily conclude that 
liE(x) - Sn(X)I = O[n-m-a], n ---* c~; 
thus, again applying Bernstein's theorem, we conclude that F(x) E cm[0,27r] and F(m)(x) E 
Lips [0, 27r]. We have therefore proved the following theorem. 
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THEOREM 4.2. Let m > 2,0 < a < 1, and assume that f (x )  and g(x)  are 2r -per iod ic  and 
continuous, and that Ilu(x, t ) -  un(x, t)l[ = O[n-m-~], n ~ co. Then f (x )  • Cm-~[0, 27r],g(x) • 
C m [0, 21r], and f(m-2)(x), g(m)(X) • Lips [0, 2r]. 
All the results mentioned so far convey the impression that the speed of convergence is enhanced 
by the smoothness of the function being approximated. It has been aptly remarked by R. L. 
Cooke [23] that for the classical trigonometric Fourier series, this is so because the sequence of 
natural  numbers has no finite point of accumulation; for expansions in almost periodic functions, 
whose Fourier exponents may cluster around a finite point, the speed of convergence can also be 
improved by a different ype of condition. This follows from the work of Bredihina (see, e.g., [24]). 
Expansions in series of almost periodic functions appear in the solution of some partial differential 
equations [25]. Nonharmonic Fourier series are discussed in [26]. 
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