ABSTRACT. Two sharp inequalities for martingale transforms are proved. These results extend some earlier work of Burkholder.
suPn>i 1/n Ml respectively), (1.3) Ap(sup|/n|>A) <[\f\\y, \>0, contains Ville's inequality (1.1): If / is a nonnegative martingale, then ||/||i = Efy = a. Doob 's inequality can also be extended to martingale transforms. Burkholder shows in [4] , that if g is the transform of a real martingale / by a predictable sequence v = (vy,v2,...), each term Vk having its values in [0,1], then (1.4) XP(g" > A) < ll/Hi, A>0.
The proof of (1.4) differs greatly from the proof of (1.3) and inequalities (1.2) and (1.4) are perhaps surprising since g need not be L1 -bounded. If the predictable sequence v = (vy, v2,...) satisfies a < Vk(u>) < b, where a < 0 < b, then the above inequality becomes (see [4] ) (1.5) AP(_*>A)<(_-_)ll/lli, A>0, and the constant b -a on the right is sharp. Let a, /? e R. If a gambler with initial fortune a is allowed to control his martingale / by a predictable sequence v = (1, v2, v^,...), each term Vk having itsvalues in [-1,1] so that the transform g has at least probability t of exceeding /?, then how small can ||/||i be? This is answered in the following theorem, one of our main results. and this inequality is sharp.
Here x+ = x V 0, the maximum of _ and 0. In fact, the lower bound of (1.6) can be attained by some real martingale / and g its transform by the constant sequence v = (1,-1,1,-1,...).
The special case of Theorem 1.1 when t = 1 is due to Burkholder (see Theorem 7.3 in [3] ).
In the proof of Theorem 1.1 we need the following closely related result which is of independent interest. where L(x,y,t) is defined in §3. Inequality (1.7) is sharp.
Again, the lower bound of (1.7) can already be attained by some real martingale / and g its transform by the constant sequence v = (1,-1,1,-1,...).
The special case when t -1 has also been found by Burkholder (see Remark 7.1 in [3] ). The gambling interpretation of Theorem 1.2 is similar to that of Theorem 1.1. Also, see Theorem 3.2 of [2] for a version of Theorem 1.2 in the case / is Banach-spaced valued. Our theorem gives the optimal function A of that theorem in the real case.
The proofs of Theorems 1.1 and 1.2 hinge on functions satisfying certain convexity conditions and boundary conditions. They are found by solving a system of partial differential equations and inequalities much in the spirit of the method in [3] . This will be explained in §4.
Inequalities (1.6) and (1.7) carry over to stochastic integrals: Let (fi, 7<x>,P) be a complete probability space and 7 = (7t)t>o a nondecreasing right-continuous family of sub-cr-fields of 7^ where Jo contains all of the sets A in Jqo with P(A) = 0. Let V = (Vt)t>o be a real predictable process uniformly bounded in absolulte value by 1. Assume that X = (Xt)t>o is a real martingale adapted to 7 and that almost all of the paths of X are right continuous on [0, oo) with left limits (0, oo). Define Yt = I VdX a.s. This inequality is, of course, sharp since it is sharp in the discrete case. We also have a similar extension of Theorem 1.2 to stochastic integrals. Another extension of Theorems 1.1 and 1.2 is to the case of differentially subordinate martingales.
Indeed, if (/, g) -{(fn,9n) '■ n > 1} is a martingale starting at ((x + y)/2, (x + y)/2) with g differentially subordinate to / satisfying the two-sided condition (S2), then (1.7) holds for /. We have a similar extension of Theorem 1.1. For the method of proof of these extensions, see [3] .
Definitions and notations.
Let us recall some definitions and fix notations. A sequence d -(dy, d2,...) of real-valued integrable functions on a probability space is said to be a martingale difference sequence if for every bounded continuous function tp: Rn -»Rwe have (*) Etp(dy,d2,... ,dn)dn+y = 0 for all n > 1.
The sequence f = (fy,f2,-■ ■) of the partial sums /" = __^=i d/t is then a martingale. This is, of course, equivalent to the usual definition [3] . Throughout this paper, we will use [a, b), when there is no risk of ambiguity, to denote either the interval {x: a < x < b} or the indicator function of this interval.
We will also use fi to denote the closure of a set fi. It can be verified readily that Ly and L are both well defined and continuous.
PROOF OF THEOREM 1.1. There are two parts in the proof. In Part I, we use (1.7) to derive (3.5) ||/||i>_ii (*,»,*), and we show that, with the change of variables (3.6) (a,P) = ((x + y)/2,y + l), (3.5) and (1.6) are equivalent. Then, in Part II, we prove that (3. Therefore (3.5) will be proved if we can show that, if (x, y, t) E R x R x (0,1), then j + 1
To show (3.7), we have three cases: (i) (x,y,t) E Dy, (ii) (x,y,t) E D2 and (iii) (x, y, t) G _ 3 U _ 4. All the other cases follow at once from these three. Case (i). (x,y,t) E Dy. Now choose j large enough such that y < (j -l)/2, then yj < 0, Xj + yj = 2(x + y)/(j + 1) > 0 and 2 2 x3 + vi = j+i(* + y) > j+~i^1 + y^ = (1 + y^L Therefore (xj,yj,t) E fi'/' for j large,
]->oo Z J-»oo _ Case (ii). (x,y,t) E D2. Since t < 1 and limJ_00(l + yj)xj -y3 = 1, choose j so large that t < (1 + y3)xj -y3. Also That is, (x3,y3,t) E fl2 for j large enough. Therefore
Case (iii). Our remaining case. If (_, y, <) 6D3UD4 then (-y, -x, t) E Dy L)D2, let (X,Y) = (-y,-x) and X3, Y3 similarly defined, then (X3,Y3) = (-y3,-xy) and
]-»oo 2 = Li (A, y, 0 by Cases (i) and (ii) = Ly(-Y,-X,t) by (3.1) = Ly(x,y,t).
This completes the proof of (3.7).
It is straightforward to check that on Dy
and this inequality is reversed on D2. That is,
with the change of variables (3.6). Using (3.5), we obtain (1.6). Part II. To show that (3.5) is sharp, we consider seven cases, namely: (i) y+2 < x;
(ii) y + 2 > x and y < -1; (iii) y + 2 > x and x > 1; (iv) y > -1, _ < 1 and 0<*<(a: + y)/(l + »); (v) y > -1, x < 1 and 0 < (x + y)/(l + y) <t; (vi) y > -1, x < 1, x + y < 0 and 0 < t < -(x + y)/(l -x) and (vii) y > -1, x < 1, x + y <0 and -(x + y)/(l -x) < t < 1. For the first three cases, by (3.6), they correspond to/?<Q-, a < (3 <0 and 0< |/3 < a < 0, which are identical to Burkholder's first three cases in the proof of Theorem 7.3 of [3] .
Case (iv). We may assume x + y > 0, otherwise there is nothing to prove. Let Case (v) and Case (vii) are similar, and we will only work out Case (v) in detail. Case (v). We may also assume 0 < t < 1: for £ = 1 has already been treated in Theorem 7.3 in [3] and for t -0, (3.5) is obvious. Therefore 0 < I -t < (l-x)/(l + y). Let 0<p = A=[iI+^l1/2<l.
-x
Since _ + y > 0, we have 1
and for all n > 1, an = (2" -1 + a0)/2n. Let fy = (x + y)/2,
and for every n > 3,
It is not difficult to see that / is a martingale. For 0 < s < 7, let v = e', and for 7 < s < 1, let v = e" where s' = (1,1, -1, -1, -1,...) and e" = (1,1, -1,1,1,1,...).
By construction, v is predictable relative to /. It is not difficult to verify that
This finishes the proof of Theorem 1.1. □ Examining the examples in Part II of the above proof, we see that _* E {1,-1} in each case. Now using the technique in Lemma 2.1 in [3] , we have the remark immediately after Theorem 1.1.
We collect below properties of L(x,y,t), which will be used in the proof of Theorem 1.2, in the following lemma. for all s e R such that t + rs E [0,1], and where <Pi, 1 < i < 3, are bounded Borel measurable functions.
We will prove this lemma in §5.
PROOF OF THEOREM 1.2. We divide the proof into two parts. We establish (1.7) in Part I and in Part II we show that (1.7) is sharp.
Parti. Let M(x,y,t) be the class of all real martingales /starting at (x+y)/2such that there exists a transform, g, of / by a predictable sequence v = (l,v2,vz,...) with values in [-1,1] satisfying the two-sided condition (S2). We observe that M(x,y,t) C M(x,y,t).
Let / E M(x,y,t).
Let v and g be as associated with / in the definition of M(x, y, t). Let An = o(fy, f2,..., fn) for all n > 1. In particular, Ay is the trivial cr-field. Let Aoo = V^°=i ^n be the smallest cr-field containing An for all n > 1. We have P (sup \gn -y\ > 1) = t' > t.
\n>l J Define (Xy,Yy,Ty) = (x,y,t') and, for all n > 2, n (3.9) Xn^x + ^2(l + vk)dk, Indeed, when dn+1 ^ 0, let h -(1 + vn+y) > 0, k = (1 -vn+y) > 0, r = (Tn+l -Tn)/dn+y and s = dn+y in (3.8), then (3.12) follows; when dn+i = 0, let h = k = 0, r = Tn+l -Tn and s = 1, then (3.12) follows from (3.8) . Now
Similarly,
Therefore, after taking expectations of both sides of (3.12), we obtain (3.13) EL(Wn+1) > EL(Wn) > ■■■> EL(Wy) = L(x,y,t').
Without loss of generality, we may assume ||/||i < oo, otherwise (1.7) is trivial. Since / is /^-bounded, then by the martingale convergence theorem, /" -► f^ a.e. Also gn -► c/oo a.e. by Theorem 1 of [1] . We may also assume that Too = 1 implies l^oo! > 1) otherwise, we stop W at the first time \gn -y\ > 1 without increasing the L1-norm of the martingale /. From (3.9), (3.10), Xn = fn + 9n ~ y -" Aoo = foo + 9oo-y a.e. since L(x,y,t) is increasing in t for (x,y) fixed.
Part II. We first observe that (3.14) / E M(x, y,t)ofE A/(., x, t) <* -/ E M(-x, -y, t). and (3.14), it is enough to show that (1.7) is sharp for x > 0 and -x<y<x. Therefore we have six cases: (i) x > 1 and y < x -2; (ii) x > 1 and x -2 < y < x; (iii) x < 1, y < 0 and (1 + y)t < x + y; (iv) x<l, x + y < (1 + y)t, -x<y and t < (1 + y)x -y; (v) 0 < y < x < 1 and t < (1 -y)x + y; and our last case (vi) -% < y < x and (1 -\y\)x + [y\ < t.
It can be seen easily, under cases (i) to (iv), that Ly(x,y,t) = L(x,y,t). Furthermore, cases (i) and (ii) above are subcases of (i) and (ii) in Part II of the proof of Theorem 1.1 respectively. Since we assume y > -x, in cases (iii) and (iv) as x < 1, therefore (iii) and (iv) are also subcases of (iv) and (v) in Part II of the proof of Theorem 1.1. Therefore (1.7) is sharp for cases (i) to (iv). For case (v), we distinguish the subcases x > t > 0 and x < t < PROOF. Suppose u is any function satisfying (4.1) to (4.4). We want to show that (4.5) u(x,y,t) < L(x,y,t) on fi.
In the proof of (3.8), we show that ip(s) = L(x + hs,y + ks,t + rs) is convex in s. If we set fc = 0, the convexity of ip(s) is equivalent to saying that the map (x,t) »-» L(x,y,t) is convex, so L satisfies (4.1). The function L also satisfies (4.2) by symmetry in (3.3).
Without loss of generality, we may assume u(x,y,t) =u(-x,-y,t) = u(y,x,t) = u(-y,-x,t).
Otherwise replace u(x,y,t) by u(x,y,t): the maximum of u(x,y,t), u(-x,-y,t), u(y,x,t) and u(-y, -x,t). The function ii satisfies (4.1) to (4.4).
With the symmetry conditions and continuity, to show (4.5), it suffices to show Therefore (4.5) holds in this case.
So we further asssume 0 < t < 1.
( + (l-a-0)x since (x,0,x) is as in case (ii). We have u(x, y, t) < (a + 0)(1 -x) + (a -0)x + x = t + xy = L(x, y, t).
(vi) We now consider the remaining case: y < 0, x + y < t(l + y) and t < (1 + y)x -y. From the second inequality, we have 0 < (1 -t)(l + y)/(l -x) < 1, and from the third inequality we have (1 + y)(l -x)/(l -t) > 1. Then it is not difficult to see that Ly satisfies (4.1) and (4.2). To show that Ly is maximal, we may assume that w satisfies the symmetry condition (3.1), otherwise we replace w(x,y,t) by the maximum of w(x,y,t) and w(-y, -x,t). Hence it is sufficient to show (4.6) w(x,y,t) < Ly(x,y,t) for 0 < t < 1 and x + y > 0.
When x > 1 or y < -1, then u>(x, y, t) < tw(x, y, 1) + (1 -t)w(x, y, 0) < x + y = Ly (x, y, t).
We first show that, for y > -1, (4.7) w(-y,y,t) < 2(l+y)[l -(1 -t)1'2} = Ly(-y,y,t).
= Ly(-y,y,t).
From now on, we assume x + y > 0, x < 1, y > -1 and 0 < t < 1.
(i) If (x,y,t) E Dy, then w(x,y,t) =w(tl + (l-t)(ly^J ,y,tl + (l-t)0j
< tw(l,y, 1) + (1 -t)w (l -\^,y,o)
<t(l + y) + (l-t) 1-LyL+y 1 -x -x + y, since 1 + y-> 0 on Dy < Ly(x,y,t).
(ii) If (x, y, t) E D2, then 1 -t < (1 -x)/(l + y) and
This completes the proof of Theorem 4.2. □ In the remainder of this section, we describe how we obtain the functions L(x, y, t)
and Ly(x,y,t). . We will first show that ip(s) is convex and then deduce (3.8) from the convexity of ip. To this end, it suffices to show that xjj is locally convex in s because tp is continuous. Define, for 1 < i < 5, Qi = fi; -► R by
Qi(x,y,t) =x + y on fii, Q2(x, y, t) = 2 + y -x -2[(1 -x)(l + y)(l -t)}1/2 on fi2, Q3(x,y,t) =Qy(-x,-y,t) on fi3, Q4(x,y,t) = Q2(-x,-y,t) on fi4, Qs(x,y,t)=t + xy on fi5.
And define, for all 1 < i < 5, tpiis) = Qt(x + hs, y + ks,t + rs)
for those s such that (x + hs,y + ks, t + rs) E fi*. For each 1 < t < 5, rpi is convex. In fact Vi is twice differentiable and ip"(s) = ip'j(s) = 0. Now Therefore to establish the local convexity of rp, it is enough to assume that (x, y, t) E Ui=i d^i-By the symmetry conditions (1.10), we may assume x > 0 and -x<y<x.
We have the following cases: (i) 0 < x < 1, y > 0, (1 -y)x + y = t;
(ii) 0 < x < 1, (1 + y)x -y = t, y < 0; (iii) y < 0, (1 + y)t = x + y; (iv) x > 1, y = -x and (v) x = t, y = 0.
To check local convexity of tp for these cases, we only need to show ip'(0+) > ip'(0-) because ip"(s) > 0 for s E (-6,0) U (0,<5) where 6 depends on (x,y,t) and (h, fc, r) and is sufficiently small and positive.
We may further assume that h > 0 and fc > 0 since the convexity of the function L(x + hs,y + ks,t + rs) in s will imply the convexity of the function L(-x + (-h)s, -y + (-k)s, t + rs) in s. ,. . ,L(x + h8,y + k8,t + r6) -L(x,y,t) ._ _, liminf--(5.5) s^o-8 < h<py(x,y,t) + ktp2(x,y,t) +rtp3(x,y,t).
As L coincides with Qi on fi^ for each 1 < r < 5 and Qi is twice differentiable, therefore L is twice differentiable on |_J»=i ^«-1* is not difficult to check that on Ul5=ifit> fi(x,y,t) = Lx(x,y,t), tp2(x,y,t) = Ly(x,y,t) and tp3(x,y,t) = Lt(x,y,t). And thus, on Uf=1 ^i, we have equality in (5.4) and (5.5) for both sides are equal to hLx(x,y,t) + kLy(x,y,t) + rLt(x,y,t). Furthermore, when (i) 0<*<1, x<0, y>0 and -(1 -y)x + y = t or (ii) 0 < r. < 1, x>0, y<0 and
(1 + y)x -y = t, L has continuous partial derivatives Lx, Ly and Lt, and hence there are equalities in (5.4) and (5.5).
We will show (5.4). Then (5.5) is derived from it. We first assume 0 < t < 1.
(i) 0 < x < 1, 0 < y < 1 and (1 -y)x + y = t. Suppose r < h(l -y) + fc(l -x); then for small 8 > 0, we have (x + h8, y + k6, t + r8) E fi'/, therefore L(x + h8,y + k8,t + r8)-L(x,y,t) hm --=h + k>hy + k-x + r-0 6->o+ 8 = h<py(x,y,t) + ktp2(x,y,t) +rtp3(x,y,t).
Suppose r > h(l -y) + fc(l -x) > 0; then for 8 > 0 small, we have (x + h8,y + k6, t + r8) E fis, therefore L(x + h8,y + k8,t + r8)-L(x,y,t) 6-0+ 6 t + r8 + (x + h6)(y + k8) -(t + xy)
6-0+ 6 = r + hy + kx > h<py(x,y,t) + k<p2(x,y,t) + rtp3(x,y,t).
(ii) -1 < y < 0 and x + y = (1 + y)t. Suppose r(l + y) < h + fc(l -t); then (x + h8, y + k8, t + r8) E fi'/' for small <5 > 0. Then the limit in (5.4) = h + k>h-0 + kt + r-0> h<py(x,y,t) + ktp2(x,y,t) + rtp3(x,y,t).
Suppose r(l+y) > h + k(l-t) > 0; then for small 8 > 0, (x + h8,y + k8,t + r8) E fi2, > -h-k + r 0 = htpy(x,y,t) + ktp2(x,y,t) + r<p3(x,y,t).
(v) x + y = 0 and x > 1. This case is also similarly handled as in (iv) above.
(vi) 0 < x < 1 and x + y = -(1 -x)t.
(vii) -1 < x < 0, -1 < y < 0 and -(1 +y)x-y = t. (viii) -1 < x < 0 and -(_ + y) = (1 -y)t.
These cases are treated as in the above calculations.
We perform similar calculations for t -0, t = 1 and (x, y) E R2 to show (5.4).
This completes the proof of (5.4). 
