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Abstract Three-dimensional structure determination of macro-
molecules and macromolecular complexes is an integral part of
understanding biological functions. For large protein and
macromolecular complexes structure determination is often
performed using electron cryomicroscopy where projection
images of individual macromolecular complexes are combined
to produce a three-dimensional reconstruction. Single particle
methods have been devised to perform this structure determina-
tion for macromolecular complexes with little or no underlying
symmetry. These computational methods generally involve an
iterative process of aligning unique views of the macromolecular
images followed by determination of the angular components that
define those views. In this review, this structure determination
process is described with the aim of clarifying a seemingly
complex structural method. ß 2001 Federation of European
Biochemical Societies. Published by Elsevier Science B.V. All
rights reserved.
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1. Introduction
Structural characterization of macromolecules and macro-
molecular complexes is a useful component in understanding
complex biological processes. Electron microscopy is increas-
ingly used to perform three-dimensional structural studies on
a wide range of macromolecules [1^3]. Depending on the
underlying symmetry of the macromolecule being studied, a
variety of data processing methods can be performed includ-
ing those aimed at objects forming helical ¢laments [4,5], ico-
sahedrons [6,7], two-dimensional crystals [8,9], and single par-
ticles with little or no symmetry [10,11].
Single particle techniques have shown a dramatic increase
in usage over the past decade including the recent determina-
tion of asymmetric ribosomal subunits to 7.5 and 11 Aî reso-
lution [12,13]. A large range of macromolecules and macro-
molecular complexes are amenable to single particle structural
studies due to limited requirements in underlying symmetry
and macromolecular size. Generally, macromolecules larger
than 500 kDa [14] can be studied with these techniques. Fur-
thermore, although the absence of symmetry introduces some
di⁄culties in data processing, even macromolecules that are
asymmetric can be studied using this method if all macromo-
lecules are in the same conformation. These three-dimensional
structural studies of macromolecules and macromolecular
complexes provide a variety of structural information includ-
ing morphological characterization, comparisons of confor-
mational changes between various states, and characteriza-
tions of components in cellular pathways. Recent single
particle structural studies have provided insight into many
biological processes including DNA break repair [15], muscle
contraction [16,17], nucleic acid metabolism [18], nucleocyto-
plasmic transport [19,20], protein folding [21], and protein
synthesis/RNA translocation [12,13]. This review provides an
introduction to these structural methods with the aim of mak-
ing these methods understandable to research scientists that
may not otherwise undertake such studies.
2. Single particle structure determination
Single particle structure determination typically begins with
preparation of a homogeneous sample that is placed on an
electron microscope grid and prepared for imaging. In elec-
tron cryomicroscopy, the grid is rapidly frozen in liquid
ethane to preserve the three-dimensional structure in vitreous
ice while providing the contrast necessary for imaging [22].
Alternatively, for low resolution or preliminary investigations
where sample quality and suitability are unknown the sample
may be embedded in a stain such as uranyl acetate prior to
imaging. Following imaging, the data are assessed for quality
by visual examination of the micrographs. During this exami-
nation the micrographs are screened for imaging defects and
to ensure the imaging conditions are suitable to obtain the
desired resolution of the structural study. Acceptable micro-
graphs are digitized and subjected to further computational
quantitative assessment to verify data quality [23].
Once images have been obtained, scanned, and quality as-
sessed, computer image processing begins. The ultimate goal
of this data processing is to determine the three-dimensional
structure of the object. To achieve this goal the relative ori-
entation of each particle must be determined with respect to a
reference orientation of the original three-dimensional object.
Fig. 1 illustrates the main steps performed during data pro-
cessing and Fig. 2 provides a schematic of the iterative data
processing cycle performed during single particle structure
determination.
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Fig. 1. Depiction of single particle structure determination. A: Cartoon representation of a sample micrograph with three unique views of the
object under study. B: Nine selected particle images from the micrograph shown in A. The particle images were carefully selected so the center
of each object is near the center of the image. C: Aligned particle images. Each of the nine particle images now positioned to a common view.
D: Classi¢ed particle images. The three unique views that were present in the original micrograph have resulted in three particle image classes.
E: Determined orientations. In this cartoon example, the orientations correspond to the side, front, and top of the object. In a real example
many more unique orientations would be needed and the number of orientations would not necessarily equal the number of initially determined
classes. If angular reconstitution was used then averages of all of the images in each class determined in D would be used for orientation deter-
mination. Alternatively, if the single axis tilt method was used then each class would result in a di¡erent reconstruction using the corresponding
particles in the tilted micrograph. F: Three-dimensional reconstruction. Combination of the oriented images results in a three-dimensional struc-
ture of the house. Typically single particle structures use thousands to tens of thousands of individual particle images to determine a single
three-dimensional reconstruction. Note that this example depicts a cartoon representation to facilitate understanding, actual electron microscopy
images are projection images rather than simple outlines of the object under study and require a large number of unique views. G: Sample of
a real electron cryomicroscopy image. Shown is a digital micrograph of DNA-dependent protein kinase [15] with the inset depicting one indi-
vidual selected particle image. Figure reproduced from [15] with permission of primary author and publisher.
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Brie£y, orientation determination proceeds via one of three
possible methods. Although the details of the methods di¡er
each follows a similar data processing sequence. First, particle
selection is performed to identify individual particles within
the micrograph. Particle alignment is then performed to mod-
ify the rotational and translational position of the particles
within the image such that all particles are positioned simi-
larly within their individual images. Next, the particles are
classi¢ed to identify groups of particles that represent the
same views of the macromolecule. The most appropriate ori-
entation determination method is then applied to the prepro-
cessed images and once orientations have been determined for
a suitable number of particles three-dimensional reconstruc-
tion is performed. Initially, the three-dimensional reconstruc-
tion is a rough estimate of the underlying macromolecular
structure. This estimate is then used to improve the previously
determined particle orientations and to determine additional
particle orientations. Following each iteration of alignment,
classi¢cation, orientation determination, and reconstruction
the resolution of the structure is assessed and once the reso-
lution is suitable to address the biological question then data
processing is complete. The following sections detail the spe-
ci¢cs of these data processing steps.
Note that some of the computations associated with this
data processing are performed in Fourier space and use the
Fourier transform. Electron microscopy images depict the
density of the imaged object. These densities are represented
by pixels in the digitized image in what is known as image
space or real space. Fourier space is an alternative mathemat-
ical representation of an image that describes the image using
phases and amplitudes rather than the densities associated
with the real space pixels of an electron microscopy image.
A Fourier transform is the mechanism by which the Fourier
representation of an image is calculated. An inverse Fourier
transform reverses the transformation converting the Fourier
image back to real space pixels.
2.1. Particle selection
In order to determine the orientation of individual particles
data processing must be performed on each particle as a sep-
arate image rather than working on the entire micrograph
(Fig. 1A). Thus, the ¢rst data processing task is to specify
Fig. 2. Schematic of iterative data processing cycle for macromolecular structure determination. using electron microscopy. Given suitable im-
ages, an iterative data processing cycle is performed aimed at determining the orientation of individual particles as they lie on the electron
microscope grid during imaging. The process is iterative in that once a preliminary structure is determined the process repeats until a ¢nal high
quality structure at the desired resolution is obtained. During each iteration of the data processing cycle, the structure obtained in the previous
cycle is used to assist in the orientation determination. Data processing completes when the structure is determined to a resolution that allows
the underlying biological questions to be addressed and structural analysis begins. An initial structure is determined using the pathway outlined
by the solid lines. Given the initial structure the pathways outlined by the dashed lines can then be used in combination with the solid path-
ways to improve the quality and resolution of the reconstruction by determining more orientations and by improving the accuracy of previ-
ously determined orientations.
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the position of each individual particle within the micrograph
in a process known as particle selection (Fig. 1B). Particle
selection can be performed using manual or semi-automated
computer programs. In manual particle selection, the micro-
graph is displayed on the screen and the user interactively
denotes the location of the particles with the mouse. Semi-
automated particle selection facilitates this process in that the
software attempts to determine the particle locations rather
than requiring the locations be manually speci¢ed. Because
electron microscopy images are noisy (Fig. 1G), semi-auto-
mated particle selection typically requires user interaction to
remove any selected areas that do not correspond to particles.
2.2. Particle alignment
Particle alignment is the process of repositioning each par-
ticle within its image such that after alignment all particles are
positioned similarly (Fig. 1C). Speci¢cally, particle alignment
involves locating the correct in-plane rotation and x-/y-trans-
lation that places all particles in the same relative position.
The goal of this step is to determine these rotations and trans-
lations accurately so that when the images are all viewed
together key structural features appear in the same position.
Alignment is complicated by the low contrast and noise
present in electron microscopy images. Several methods have
been devised to overcome these obstacles. The simplest ap-
proach compares a reference against each particle image forc-
ing the particle into a position that closely resembles the refer-
ence [10]. Unfortunately, because of the noise present in
electron microscopy images this approach can result in a
bias towards the appearance of the reference image. In fact,
comparisons with random noise and a reference image have
been shown to yield an alignment that resembles the reference
image [11].
To overcome such biases, variations of the basic reference
based alignment are used. These methods align the particles
using multiple rounds of comparisons with di¡ering references
to reduce the bias. Two such methods are commonly used:
the reference-free alignment method [24] and the multi-refer-
ence alignment method [25]. Unless a previous structure is
known these methods are preferable to basic reference based
alignment because they are less likely to bias the data. No
matter what alignment method is used, however, it is impor-
tant to remember the hazards of biasing the data by the refer-
ence. For unknown structures, ensuring that the correct struc-
ture has been obtained can require processing more than one
independent data set to verify all data sets produce the same
structural result.
2.3. Particle classi¢cation
Particle classi¢cation is the task of identifying similar views
of the same object or di¡erent objects into classes (Fig. 1D).
Classi¢cation allows segregation of di¡erent particle types and
particle orientations within a micrograph and provides a
means to reduce noise by averaging particle images with sim-
ilar views. Classi¢cation proceeds by identi¢cation of common
features in the data. Multivariate statistical analysis (MSA) is
used to perform this step by compressing the large quantities
of image data present in electron microscopy images into ei-
gen images that combine common image features [26,27]. Giv-
en the eigen images, common features are identi¢ed by an
operation called cluster analysis. See [28,29] for details on
the mathematical basis of the MSA method, eigen image anal-
ysis, and cluster analysis.
Two important issues in classi¢cation are the accuracy of
image alignment prior to classi¢cation and the speci¢ed num-
ber of classes to be identi¢ed during cluster analysis. Accurate
classi¢cation requires that the common features in a set of
particles be identi¢ed. Thus, alignment increases the accuracy
of classi¢cation by positioning each particle similarly. Align-
ment, however, can be di⁄cult without references generated
from a previous structure. Consequently, the ¢rst round of
alignment and classi¢cation may not be highly accurate but
as data processing progresses subsequent alignment improve-
ments result in more accurate classi¢cation. Similarly, it can
be di⁄cult to estimate the number of unique views present in
the data. To overcome this, a small number of classes (i.e.
views) are initially assumed and as structure determination
progresses the number is increased based on the statistical
results of classi¢cation and the quality of the identi¢ed classes.
2.4. Orientation determination
Depending on the available data, single particle orientation
determination (Fig. 1E) can be performed by following one of
three general approaches: single axis tilt [30,31], angular re-
constitution [32], and projection matching [33]. The single axis
tilt method requires that the particles in the imaged data be
positioned in a single (or very small number) of preferred
orientations. Angular reconstitution places no restriction on
the type of data available as it determines orientations using
properties of the projection images. Last, projection matching
requires a previously obtained three-dimensional model of the
object under study and uses comparisons with that model to
determine particle orientations. The following sections de-
scribe each of these orientation determination methods in de-
tail.
2.4.1. Single axis tilt. The single axis tilt method [30,31] is
used when the macromolecule displays a single or small num-
ber of preferred orientations during imaging. When this oc-
curs, images are collected in pairs. In the ¢rst image the
microscope stage is not tilted, while in the second image the
microscope stage has a relatively high tilt. Because the par-
ticles all have a preferred orientation, the 0‡ tilt image will
show similar views of the particles while the highly tilted
image provides a distribution of orientations. Data processing
aligns the particles in the 0‡ tilt image to a common position.
Next, to ensure that the particles do not form more than one
preferred orientation and to separate any particles not in that
preferred orientation classi¢cation is typically performed.
Last, following alignment and the optional classi¢cation, the
tilt angle, applied during imaging, and the translational and
rotational movements, determined during alignment, are ap-
plied to the corresponding tilted particle images to determine
their relative orientations.
2.4.2. Angular reconstitution. The angular reconstitution
orientation determination method [32] relies on the central
projection theorem to determine orientations. The central pro-
jection theorem [34] states that the center of the Fourier trans-
forms of any two-dimensional projection images of the same
object intersect at the center of three-dimensional Fourier
space. Restated, this theorem states that Fourier transforms
of projection images, which are planes in Fourier space, in-
tersect one another in three-dimensional Fourier space. From
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geometry we know that when two planes intersect they form a
line. Consequently, the central projection theorem provides
that pairs of electron microscopy projection images of the
same object have overlapping pieces (i.e. common lines) of
data. Application of this theorem to single particle structure
determination implies that if the overlapping data present in
two images can be located then the corresponding relative
orientations between those two particles can be computed.
Because the amount of repeated data within sets of images
is small and the electron microscopy images contain noise,
image alignment and classi¢cation are performed on the
data to facilitate orientation determination. The particles in
the resulting classes are then averaged together producing a
composite image with less noise than the individual particle
images. It is these class averaged images for which orienta-
tions are determined by searching for the overlapping data as
described in [32].
2.4.3. Projection matching. Projection matching [33] can
be applied to any set of particles for which there exists a
previously determined structure or model three-dimensional
structure of the macromolecule. This approach is used either
when a previously determined model of the structure under
study exists or during later iterations of orientation determi-
nation using the reconstruction obtained in the previous
round of orientation determination. The basic concept of pro-
jection matching is to compare projection images computed
from the previously obtained structure, for which the orienta-
tions are known, with the actual electron microscopy images.
Generally, the comparisons use correlation between the com-
puted projection image and the particle image although a
variety of such comparisons have been applied [33,35].
2.5. Three-dimensional reconstruction
Following orientation determination, all of the individual
particle image data are combined in a computational task
known as three-dimensional reconstruction that computes
the three-dimensional structure of the object (Fig. 1F). This
task is generally performed with a method known as weighted
back-projection [36]. Weighted back-projection is a process
similar to the inverse Fourier transform. A two-dimensional
inverse Fourier transform determines the real space two-di-
mensional image from a two-dimensional Fourier space im-
age. A weighted back-projection determines the real space
three-dimensional density from a series of two-dimensional
Fourier space images using a series of transformations. Re-
construction is performed to a speci¢ed resolution as deter-
mined by the number of unique particle image views and
imaging conditions. For moderate resolution structures (20^
35 Aî resolution) no additional processing is required but for
higher resolution structures (beyond V15 Aî resolution) cor-
rections are generally applied to the reconstruction to account
for degradations applied during imaging. These correction
methods are applied in Fourier space using knowledge of
the imaging conditions [37,38].
2.6. Iterative data processing cycle
Although each of the orientation determination approaches
described have di¡erent data requirements and use di¡erent
data processing schemes they all follow the common data
processing pathway shown in Fig. 2. This is an iterative pro-
cess aimed at improving the three-dimensional reconstruction
with each round of data processing. The alignment prepro-
cessing step can be easily biased by the type of reference image
used, classi¢cation is in£uenced by the accuracy of the align-
ment, orientation determination relies on proper classi¢cation,
and reconstruction requires a large number of unique and
accurately determined orientations. Thus, iteration is impor-
tant to improve the accuracy of each of these stages. In addi-
tion, the data must be examined at each step of data process-
ing to ensure cumulative errors are not propagated. Details on
the mechanisms by which some of these potential problems
are observed and addressed can be found in the articles de-
scribing the theory of these methods such as [24,25,28^33,36].
Iteration continues until the structure is accurately determined
to the desired resolution. Accuracy can be measured using a
number of statistical safeguards output by each individual
computational step. The resolution itself depends on the pa-
rameters used during imaging, the number of unique views,
and the correctness of the determined orientations. The num-
ber of unique evenly distributed views depends on the size of
the object, the desired resolution, and the amount of noise
present. Theoretically, determination of a structure D Aî in
diameter at a resolution d requires a minimum of D/d images
[39]. In practice, noise and imaging conditions greatly increase
this number. Typical moderate resolution (20^35 Aî ) single
particle structures use thousands of individual particle images
and higher resolution structures use well over 10 000 individ-
ual particle images in the ¢nal structure. Resolution assess-
ment ideally compares independently determined data sets
that have not been compared to one another at any point in
the data processing [40]. Such independent comparisons re-
duce potential bias that may have occurred in the alignment
and classi¢cation stages while allowing quantitative assess-
ment of resolution similarity.
3. Structural analysis
Given a three-dimensional reconstruction of the desired res-
olution the task of structural interpretation begins. Structural
analysis is aimed at using the structure to answer speci¢c bio-
logical questions. The speci¢c actions performed in this anal-
ysis depend on the structure being analyzed and the questions
being addressed. Visualization of the three-dimensional struc-
ture is most commonly performed by viewing a shaded surface
representation of the structure allowing overall morphology to
be readily observed (Fig. 3A, top row). Depending on the
visualization software package used the displayed structure
can be rotated, zoomed, shaded, color coded, and dissected
into pieces (Fig. 3A, middle row). Di¡erence maps are anoth-
er form of structural analysis (Fig. 3B). The most common
usage of di¡erence maps is to compare the structures of two
di¡erent biochemical states of the same macromolecular com-
plex. Computational dissection of a structure into smaller
pieces or sub-components is a structure analysis tool that
can be used to highlight or investigate a particular aspect of
a structure (Fig. 3A, bottom row). Last, structural analysis
often includes plots and/or generation of two-dimensional im-
ages formatted to describe speci¢c aspects of a complex struc-
ture.
4. Summary
The electron microscopy single particle structure determina-
tion methods described in this review have been developed by
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a number of researchers over the past 30 years. Software
packages speci¢cally designed for single particle structure de-
termination that are commonly used by the structural biology
community are IMAGIC [41] and SPIDER [42]. In addition,
SUPRIM [43] and EM [44] are general purpose electron mi-
croscopy software packages that can be used for many or all
of the data processing steps necessary for single particle struc-
ture determination, and EMAN has recently been developed
[45]. The broad range of macromolecules and macromolecular
complexes that can be studied using the single particle method
is driving the need for general biomedical research scientists to
perform structural studies. The existing software packages fo-
cus primarily on the needs of structural biologists and electron
microscopists rather than biomedical scientists unfamiliar
with the structural methods. That is, they provide the methods
and assume the user has detailed knowledge available on how
to use those methods or access to a structural biologist who
has previously used the software package. Given the many
potential pitfalls, biases, and di⁄culties in single particle
structure determination, further advancement of this structur-
al method, to a more general population of biomedical re-
search scientists, requires that single particle software pack-
ages be aimed at allowing non-structural biologists to
determine single particle structures on their own.
Fig. 3. Structural analysis via three-dimensional visualization. A: Shown is a structural visualization. of the bacteriophage SPP1 portal protein
[46]. The top row shows the surface representation of the object from two di¡erent views. In this type of visualization, the displayed surface is
determined by calculating the appropriate mass of the structure given a threshold value [47]. The middle row shows additional views computa-
tionally manipulated to reveals areas otherwise hidden from view. The bottom row shows a computationally extracted component of the struc-
ture. Notice that detailed annotations and other visual pointers greatly increase the ability to understand the key concepts the structure reveals.
Figure reproduced from [46] with permission of primary author and publisher. B: Shown are two stereo views of the 30S ribosome subunit
bound to translational initiation factor IF3 with positive (magenta) and negative (blue) di¡erences identi¢ed [48]. The stereo representation al-
lows more accurate viewing of three-dimensional features than a single non-stereo view. The left and right views provide a surface representa-
tion of the ribosome and the associated di¡erence map features identifying the location of IF3. A di¡erence map between an object A and an-
other object B is obtained by subtracting one object from another. Positive di¡erences, obtained by subtracting B from A, show features that
are present in A but not in B, while negative di¡erences, obtained by subtracting A from B, show features present in B but not in A. Structur-
al analysis examines both positive and negative di¡erences so that new features present in the object as well as missing features can be located.
Figure reproduced with permission of primary author and publisher from [48]. Copyright (1999) National Academy of Sciences, USA.
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