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1. Introduction
Let Mn be the algebra of n × n complex matrices. The (classical) numerical range of A ∈ Mn is
defined as
W(A) = {ξ∗Aξ : ξ ∈ Cn, ξ∗ξ = 1}.
It is well known the rangeW(A) is a convex set. There aremany generalizations of the numerical range
motivated by pure and applied areas (cf. [7]). Consider the two following generalizations.
For a real n-tuple c = (c1, c2, . . . , cn), the c-numerical range of A is defined as the set
Wc(A) =
⎧⎨
⎩
n∑
j=1
cjx
∗
j Axj : {x1, x2, . . . , xn} is an orthonormal basis for Cn
⎫⎬
⎭ .
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Westwick [13] showed the convexity of the range Wc(A). When c = (1, 0, . . . , 0), Wc(A) becomes
the numerical rangeW(A). Choi–Kribs–Z˙yczkowski in [4,5] recently introduced the rank-k-numerical
range in connection with the study of quantum error corrections. For a positive integer k, the rank-k-
numerical range of A is defined as
Λk(A) = {λ ∈ C : PAP = λP for some rank k orthogonal projection P}.
The range Λk(A) may be empty (cf. [9]) Woerderman [14] proved that Λk(A) is convex. If k =
1, Λk(A) = W(A). By the convexity of Λk(A), if 0 is an interior point of Λk(A), then the set
Dk(A) = {(x, y) ∈ R2 : xu + yv + 1  0 for every u + iv ∈ Λk(A)} (1.1)
is also a compact convex set. Many interesting results on Dk(A) are known for k = 1. For instance, a
flat portion x0(z)+ y0(z)+ 1 = 0 of the boundary ofW(A) corresponds to a sharp point of D1(A).
A point z0 on the boundary ofW(A) is a sharp point if
W(A) ∩ {z ∈ C : |z − z0| < ρ} = {z0 + r exp(iθ) : 0  r < ρ, θ1  θ  θ2}
for someθ1 < θ2 < θ1+π, 0 < ρ , that is, two linesappearon theboundaryofW(A) inaneighborhood
of z0 [6]. Sharp points of Λk(A) are slightly different from that ofW(A). A point z0 on the boundary of
Λk(A) is a sharp point if
Λk(A) ⊂ {z0 + r exp(iθ) : r  0, θ1  θ  θ2}
for some θ1 < θ2 < θ1 +π . This type of sharp points ofΛk(A) is displayed in Examples 1 and 2which
corresponds to new type of flat portions of ∂Dk(A).
This study deals with the boundary of the rank-k-numerical range of a matrix. In Section 2, we
present a method to generate the boundary of the rank-k-numerical range by examining its sharp
points and flat portions. In Section 3,we find the number of flat portions of the rank-k-numerical range
of a matrix associated with a roulette curve. In Section 4, we obtain a sufficient condition, ∂Λk(A) has
sharp points and the associated form FA(t, x, y) is irreducible, to ensure that the rank-k-numerical
range is not attainable by a classical numerical range.
2. Boundary generating method
A homogeneous form associated with an n × nmatrix A is defined by
FA(t, x, y) = det(tIn + x(A + A∗)/2 + y(A − A∗)/(2i)).
The form FA(t, x, y) plays an important role in studying numerical ranges (cf. [8], see also its English
translation [15]). This form also gives an efficient way to study the convex set Λk(A) for a positive
integer k. It is shown in [10] that for any matrix A,
Λk(A) = {μ ∈ C : (e−iθμ)  λk((e−iθA)),−π < θ  π}, (2.1)
where λ1(X)  · · ·  λn(X) denote the eigenvalues of a Hermitian matrix X ∈ Mn. In case 2k  n,
the expression (2.1) implies that
Λk(A) = {μ ∈ C : λn−k+1((e−iθA))  (e−iθμ)  λk((e−iθA))
for all 0  θ  π}.
In case n is even, the range Λk+(n/2)(A) is non-empty if and only if Λ1−k+(n/2)(A) is a singleton,
k = 1, 2, . . . , n/2. The characterization (2.1) proposes a method to describe the boundary of Λk(A)
based on the algebraic curve FA(t, x, y) = 0. Using the equation
FA(t,− cos θ,− sin θ) =
n∏
j=1
(t − λj((e−iθA))), (2.2)
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it is possible to determine the eigenvalues of Hermitian matrices (e−iθA) from the real part of the
curve
{(t, x, y) ∈ R3 : FA(t, x, y) = 0}. (2.3)
The real part of the dual curve of the curve (2.3) is called the boundary generating curve of W(A). Let
GA(t, x, y) = 0 be a homogeneous equation defining the boundary generating curve. The boundary of
W(A) consists of a part of GA(1, x, y) = 0 and some parts of its bitangents. By the convexity of Λk(A)
and the equality (2.1), the boundary ofΛk(A) also consists of a part of GA(1, x, y) = 0 and some parts
of its bitangents. This property provides a method to generate the boundary of Λk(A). A special type
of sharp points of the boundary of Λk(A) is given in Example 1 for k = 2. This study focuses on the
case in which Λk(A) has an interior point in the plane C, and 0 is an interior point of Λk(A) by adding
a suitable scalar matrix to A.
Theorem 1. Let A ∈ Mn. If 0 is an interior point of Λk(A) then
Λk(A) = {u + iv : (u, v) ∈ R2, xu + yv + 1  0 for every x + iy ∈ Dk(A)}
and
Dk(A) = conv
({( − cos θ
λk((e−iθA)) ,
− sin θ
λk((e−iθA))
)
: 0  θ < 2π
})
.
Proof. By assumption, the set Dk(A) defined by (1.1) is a compact convex set in the Euclidean plane,
and λk((e−iθA)) = 0 for every 0  θ  2π . Eq. (2.2) shows that
FA
(
1,
− cos θ
λk((e−iθA)) ,
− sin θ
λk((e−iθA))
)
= 0.
The identity (2.1) and the separation theorem for compact convex sets imply that
Dk(A) = conv
({( − cos θ
λk((e−iθA)) ,
− sin θ
λk((e−iθA))
)
: 0  θ < 2π
})
and
Λk(A) = {u + iv : (u, v) ∈ R2, xu + yv + 1  0 for every x + iy ∈ Dk(A)}. 
In case k = 1, the boundary of Dk(A) lies on the real affine curve FA(1, x, y) = 0, that is, x + iy ∈
∂D1(A) implies FA(1, x, y) = 0. The boundary of D1(A) is given by the parametrized curve
Dk(A) =
{( − cos θ
λk((e−iθA)) ,
− sin θ
λk((e−iθA))
)
: 0  θ < 2π
}
.
For k  2, a boundary point P of Dk(A) may lie on a multi-tangent of FA(1, x, y) = 0 and P may not
lie on the curve Dk(A).
We propose a method to generate the boundary of Λk(A) via symbolic calculations and analysis
of singularities of the associated curve. Since a boundary point of Λk(A) lies on the GA(1, x, y) = 0
or its multi-tangents, the construction of the form GA(1, x, y) from the ternary form FA(1, x, y) is
fundamental. In case A is normal, the form FA is given as
FA(t, x, y) =
n∏
j=1
(t + ajx + bjy).
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The dual curve GA(1, x, y) = 0 of the curve FA(1, x, y) = 0 is the union of points
(X, Y) = (aj, bj), j = 1, 2, . . . , n.
If A is a non-normal matrix, the form FA may have a linear factor t + ax + by. In this case (a, b) is a
point inW(A).
Assume that FA is irreducible and of degree 2. Let Xx + Yy + 1 = 0 be a generic tangent of the
affine curve FA(1, x, y) = 0. Substituting y = − 1Y − xXY into FA(1, x, y), one obtains
H(x, X, Y) = YnFA
(
1, x,− 1
Y
− xX
Y
)
= FA(Y, xY,−1 − xX).
If a straight line Xx + Yy + 1 = 0 is a tangent of the curve FA(1, x, y) = 0 at a non-singular point,
then the equation H(x, X, Y) = 0 has a repeated root with respect to x. Conversely, if the equation
H(x, X, Y) = 0 has a repeated root, then the line Xx + Yy + 1 = 0 passes through a singular point of
the curve FA(1, x, y) = 0 or the line is a tangent of the curve FA(1, x, y) = 0 at a non-singular point.
Let φ(X, Y) be the Sylvester resultant of H(x, X, Y) and its partial derivative with respect to x. The
polynomial GA(1, X, Y) is obtained as a factor of φ(X, Y). Notice that the form Y
n(n−1) is also a factor
of φ(X, Y). Let
H(x, X, Y) = cn(X, Y)xn + · · · + c1(X, Y)x + c0(X, Y).
Then the form cn(X, Y) is a factor of φ(X, Y). Suppose that
FA(t, x, y) =
∑
p,q
ap,qt
n−p−qxpyq,
the form cn(X, Y) is given by
cn(X, Y) =
n∑
k=0
ak,n−kXkYn−k.
If the curve FA(t, x, y) = 0 has no singular points, then the dual curve of FA(t, x, y) = 0 has order
n(n − 1) and is defined by
φ˜(X, Y) = φ(X, Y)
Yn(n−1)cn(X, Y)
.
Even if the curve FA(t, x, y) = 0 has some singular points, the order of φ˜(X, Y) is also n(n − 1), and
GA(1, X, Y) is a factor of φ˜(X, Y). The polynomial
ψ(X, Y) = φ˜(X, Y)
GA(1, X, Y)
corresponds to singular points of the curve FA(t, x, y) = 0. If (a, b) is a singular point of FA(1, x, y) = 0,
then (aX + bY + 1) is a factor of the polynomial φ˜(X, Y) with multiplicity   2 depending on the
type of the singularity (a, b). We examine two typical singular points of FA(t, x, y) = 0.
(I) The singular point (a, b) is an ordinarym-fold point of the curve FA(t, x, y) = 0 and
FA(1, a + x, b + y) = (X1x + Y1y)(X2x + Y2y) · · · (Xmx + Ymy) +
∑
p+qm+1
bp,qx
pyq.
Then the distinct lines Xjx + Yjy + 1, j = 1, 2, . . . ,m, are tangents of the curve FA(1, x, y) = 0 at
(x, y) = (a, b). The curve GA(1, X, Y) has a common tangent aX + bY + 1 = 0 at m distinct points
(X1, Y1), . . . , (Xm, Ym), and the polynomial φ˜(X, Y) has a factor (aX+bY+1)m(m−1). (II) The singular
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point (a, b) is a simple cusp and
FA(1, a + x, b + y) = (X0x + Y0y)2 +
∑
p+q3
bp,qx
pyq.
Then the point (X0, Y0) is a reflection point of the curve GA(1, X, Y) = 0 and the line aX + bY +1 = 0
is a tangent of the curve GA(1, X, Y) = 0 at the point (X0, Y0). In this case (aX + bY + 1)3 is a factor
of φ˜(X, Y).
Next we treat the multi-tangent of FA(1, x, y) = 0 appeared on the boundary of the convex set
Dk(A). Notice that the resultant φ(X, Y) contains linear factors corresponding to multi-tangents of
GA(1, X, Y) = 0. In symbolic computations, such linear factors appear together with their conjugate
polynomials. A typical example is given by P(X, Y) in Example 2. Every factor F1 of FA is hyperbolic
with respect to (1, 0, 0), and it is known that there exists a matrix B satisfying
F1(t, x, y) = det(tI + x(B + B∗)/2 + y(B − B∗)/(2i)).
Replacing FA by a multiplicity-free factor F1 of FA, we may assume that singular points of the curve
FA(1, x, y) = 0 are finite without involving multiplicity. Suppose that the line segment joining two
real points (x1, y1) and (x2, y2) on a line ax+ by+1 = 0 appears on the boundary of Dk(A). There are
three possible cases: (i) twopoints (x1, y1), (x2, y2) are both non-singular of the curve FA(1, x, y) = 0;
(ii) two points (x1, y1), (x2, y2) are both singular of the curve FA(1, x, y) = 0; (iii) one point is singular
and another is non-singular. In either case, a + ib is a sharp point of the boundary of Λk(A) and the
lines
xj(z) + yj(z) + 1 = 0, j = 1, 2
support the convex set Λk(A). In cases (ii), (iii), one or two flat portions appear on the boundary of
Λk(A) corresponding to the singular points. The flat portion x0(z)+y0(z)+1 = 0 of the boundary
ofΛk(A) corresponds to a singular point of the curve FA(1, x, y) = 0 lying on the simple closed curve
Dk(A). The point (x0, y0) may be an end point of a flat portion of the boundary of Dk(A) or a sharp
point of the boundary of Dk(A) without flat portions around its neighborhood.
Wemay use different parameter representations forDk(A) and the real affine curve FA(1, x, y) = 0.
Suppose that {(x(s), y(s)) : α < s < β} is a representation of one part of the curveDk(A). Its dual arc{(X(s), Y(s)) : α < s < β} is given by
X(s) = −y
′(s)
x(s)y′(s) − y(s)x′(s) , Y(s) =
x′(s)
x(s)y′(s) − y(s)x′(s) ,
α < s < β . If the arcDk(A) is the boundary of a strictly convex set, then the boundary ofΛk(A) is given
by (X(s), Y(s)) in this way. If the curve Dk(A) has no singular points of FA(1, x, y) = 0 and the curve
Dk(A) is not the boundary of a convex set, then no multi-tangent of FA(1, x, y) = 0 of type (ii) or (iii)
appears on the boundary of Dk(A). In this situation the boundary of Λk(A) is obtained as a set of the
curve (X(s), Y(s)) using the parametrization of Dk(A). In this process, we remove some exceptional
values of s for which x(s)y′(s) − y(s)x′(s) = 0. We provide two typical examples to illustrate our
method which generates the boundary of Λk(A).
Example 1. Let A be a 4 × 4 real tridiagonal matrix defined by
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1 + √2 −
√
1 + √2 0 0√
1 + √2 1 −√2 0
0
√
2 −1 −
√
1 + √2
0 0
√
1 + √2 −1 − √2
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
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Fig. 1. The curve FA(1.x.y) = 0 in Example 1.
-2 -1 0 1 2
-2
-1
0
1
2
Fig. 2. The boundary of 2(A) in Example 1.
Then
FA(t, x, y) = t4 − (4 + 2
√
2)t2(x2 + y2) + (3 + 2√2)(x4 + y4).
The curve FA(1, x, y) = 0 is symmetric with respect to lines x = 0, y = 0 and y = ±x. This curve has
no singular points, and has 4 real bitangents. Fig. 1 displays the real part of FA(1, x, y) = 0 and one of
its bitangent parallel to the imaginary axis. Its approximate equation is given by x = 1.14159. Fig. 2
shows the boundary generating curve of W(A). The boundary of Λ2(A) is the inner curve in Fig. 2 by
removing the four "fish-tales." The boundary curve has four sharp points.
We consider a more complicated situation where multi-tangents of FA(1, x, y) = 0 of type (ii) or
(ii) appear on the boundary of Dk(A). In this situation it is useful to partition the curve Dk(A) into a
finite number of parametrized curves
{(x(s), y(s)) : αj  s  βj},
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Fig. 3. The curve z(s) in Example 2.
j = 1, 2, . . . ,m, where (x(αj), y(αj)), (x(βj), y(βj)) are singular points of FA(1, x, y) = 0 and
(x′(s), y′(s)) = 0 for αj < s < βj . We remove parametrized arcs if those are contained in the convex
hull of other parametrized arcs. Using these parametrized arcs, we determine the multi-tangents of
F(1, x, y) = 0 on the boundary of Dk(A).
Example 2. Let z(s) be a trigonometric polynomial given by
z(s) = exp(3is) + 1
3
exp(−2is) + 1
4
exp(−is).
Since all roots of the polynomial z6 + z2/3+ z/4 = z(z5 + z/3+ 1/4) are contained in the open unit
disc |z| < 1, there exists a complex 6 × 6 symmetric matrix A for which the curve FA(1, x, y) = 0
has the parametric representation x = (z(s)), y = (z(s)) (0  s  2π) (cf. [3, Theorem 2.5]).
Fig. 3 displays the curve {z(s) : 0  s < 2π}. The simple closed arc D2(A) has 10 singular points of
FA(1, x, y) = 0. According to this fact, we represent D2(A) as the union of 10 parametrized arcs
x(s) = cos(3s) + 1
3
cos(2s) + 1
4
cos s, y(s) = sin(3s) − 1
3
sin(2s) − 1
4
sin s
defined on suitable intervals αj  s  βj . We remove four parametrized arcs which are contained in
the convex hull of the other six parametrized arcs. Fig. 4 displays the curve D2(A), and Fig. 5 displays
D2(A) by removing the four arcs from Fig. 4. Fig. 6 displays the bitangents of FA(1, x, y) = 0 appeared
on ∂D2(A). Fig. 7 displays the rangeΛ2(A) and the flat portions on its boundary. The 6 flat portions on
the boundary of Λ2(A) satisfy the following equation:
P(X, Y) = 2253149600826609X8 − 330817276118093812X6Y2
+ 797820501033948622X4Y4 − 465373977589761044X2Y6
+ 21563650184813625Y − 35468087670428832X7
− 1512788170955227680X5Y2 + 994402642698150816X3Y4
+ 811327417115640096XY6 + 19648924612197120X6
− 1898043770531328768X4Y2 − 1833291757846930176X2Y4
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Fig. 4. The curve D2(A) in Example 2.
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Fig. 5. The curve D2(A) removing four arcs.
− 657745344415708416Y6 + 966871068059160576X5
+ 2504978605950640128X3Y2 − 2245613678042591232XY4
+ 1578877320208711680X4 + 6906174801918492672X2Y2
+ 3525943536473407488Y4 − 1894988827686076416X3
− 293440852495171584XY2 − 4287338354564923392X2
− 6245912382409801728Y2 + 830267273741598720X
+ 2958148142320582656 = 0.
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Fig. 6. The bitangents of FA(1, x, y) = 0 in Example 2.
Fig. 7. The range 2(A) in Example 2.
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The polynomial P(X, Y) is a constant multiple of the product of linear factors (1/aj)X ± (1/bj)Y − 1
( j = 1, 2, 3, 4). It is rather easy to express numerically the X-section aj , the Y-section ±bj of the line
(1/aj)X ± (1/bj)Y − 1 = 0. Their numerical approximations are given by
(a1, b1) = (10.3598, 0.86217), (a2, b2) = (1.10794, 4.92344),
(a3, b3) = (−1.51965, 1.67160), (a4, b4) = (−2.07732, 1.65064),
The lines a4X ± b4Y − 1 = 0 contain flat portions on the boundary of Λ3(A).
3. Roulette curve
Previous work [1] deals with a plane roulette curve given by
z(s) = exp(−i(m − 1)s) + a exp(ims), (3.1)
0 ≤ s ≤ 2π , for a > 1 and m = 2, 3, . . .. For m = 2, 3, . . . and a parameter H > 1, a 2m × 2m
matrix T = T(2m,H) = (tij) is defined as follows:
(i) tm 2m =
√
H4m−2 − 1/Hm−1,
(ii) ti 2m = 0 for i = m,
(iii) t2m j = 0 for every 1  j  2m,
(iv) tij = 0 for 1  i  2m − 2, 1  j  2m − 1, j = i + 1,
(v) t2m−1 j = 0 for 2  j  2m,
(vi) tm−1+k m+k = tm−k m+1−k for k = 1, 2, . . . ,m − 1,
(vii) tk k+1 = t1 2 if 1  k  m− 1 and k is odd, tk k+1 = t2 3 ifm  3, 1  k  m− 1 and k is even,
(viii) t2m−1 1 = Hm ifm is even, while t2m−1 1 = 1/Hm−1 ifm is odd,
(ix) t23 = t2m−1 1 form  3,
(x) t12 = 1/Hm−1 ifm is even and t12 = Hm ifm is odd.
The entries t12, t23, . . . , t2m−2 2m−1, t2m−1 1 of the first principal submatrix of T(2m,H) satisfy t12t23· · · t2m−2 2m−1t2m−1 1 = 1. For instance, if m = 2, t12 = t23 = 1/H, t31 = H2. The curve FT(2m,H)
(1, x, y) = 0 is parametrized as
x + iy = (−1)m−1 2H
m−1
H4m−2 − 1
(
exp(−i(m − 1)s) + H2m−1 exp(i(m − 1)s)
)
.
Modifying the matrix T(2m,H), a (2m) × (2m) matrix is defined by
A = (−1)m−1 2H
m−1
H4m−2 − 1T(2m,H), (3.2)
where H = a1/(2m−1). It is shown in [1] that the roulette curve (3.1) is realized as the algebraic curve
FA(1, x, y) = 0 of the form FA(t, x, y) associated with the matrix A given in (3.2). In other words,
FA(1,(z(s)),(z(s))) = 0, 0  s  2π.
The following theorem examines the number of flat portions of the rank-k-numerical range of the
matrix given in (3.2).
Theorem 2. Let A be the 2m× 2mmatrix defined in (3.2) associated with the roulette curve (3.1), m  2.
Then the sum of numbers of flat portions of the boundary ofΛk(A), k = 1, 2, . . .m, is (2m− 1)(m− 1).
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Proof. Denote λj(θ) = λj((e−iθ )A), j = 1, 2, . . . , 2m. Note that
FA(t,− cos θ,− sin θ) =
2m∏
j=1
(t − λj(θ)),
and the orbit of the roulette curve z(s) is the algebraic curve FA(1, x, y) = 0 (cf. [1]). Since (Arg z)′(s) >
0 for 0  s < 2π , the ordered eigenvalues satisfy
λ1(θ)  λ2(θ)  · · ·  λm(θ) > 0 > λm+1(θ)  λm+2(θ)  · · ·  λ2m(θ).
Then,
Λm+1(A) ⊂ {μ ∈ C : (μ)  λm+1(0),−(μ)  λm+1(π) = −λm(0)} = ∅.
Thus, Λm+1(A) = ∅. The parametrized curve (3.1) satisfies
(Arg z)′(s) = 
(
z′(s)
z(s)
)
= m(a
2 − 1) + 1 + a cos((2m − 1)s)
a2 + 1 + 2a cos((2m − 1)s) > 0
for 0  s < 2π . The complex valued function z(s) on the real line R has a minimal period 2π , and its
modulus (a2 + 1+ 2a cos((2m− 1)s))1/2 has a period 2π/(2m− 1). We denote its maximum a+ 1
by r0 and its minimum a − 1 by rm. The function Arg(z(s)) is strictly increasing on [0, π/(2m − 1)
and satisfies
Arg(z(0)) = Arg(1 + a) = 0,
Arg(z(π/(2m − 1))) = Arg((a − 1) exp(imπ/(2m − 1))) = mπ
2m − 1 .
Changing the variable z(s) = z0(Arg(z(s))), 0  s  2π , and setting
rj =
∣∣∣∣z0
(
jπ
2m − 1
)∣∣∣∣ , j = 1, 2, . . . ,m − 1,
the function z(s) satisfies the following symmetries
z
(
s + 2π
2m − 1
)
= exp
(
i
2mπ
2m − 1
)
z(s), (3.3)
z(−s) = z(s).
Then the function |z0(θ)| is increasing on the following intervals[
mπ
2m − 1 ,
2mπ
2m − 1
]
,
[
3mπ
2m − 1 ,
4mπ
2m − 1
]
, . . . ,
[
2m(2m − 2)π
2m − 1 ,
2m(2m − 1)π
2m − 1
]
.
We treat the intervals modulo 2π . Such an interval is disjoint from [0,mπ/(2m − 1)] except the
endpoints or it is of the form
Ij =
[
(2j − 4)π
2m − 1 ,
(m + 2j − 4)π
2m − 1
]
,
j = 1, 2, . . . ,m−1.According to this fact, theascendinggraphof |z0(θ)|on Ij intersects thedescending
graph of z0(s) on [0,mπ/(2m − 1)] at θ = jπ/(2m − 1), and the common value is rj . Since 2m − 1
andm are mutually prime, the periodicity (3.3) implies that there exists an integer  satisfying
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z
(
s + 2π
2m − 1
)
= exp
(
i
2π
2m − 1
)
z(s).
Thus the circle |z|2 = x2 + y2 = r2j contains 2m − 1 singular points of the curve FA(1, x, y) = 0.
Hence the irreducible curve FA(1, x, y) = 0 has (2m − 1)(m − 1) singular points on the real affine
plane R2 identified with the Gaussian plane. The singular points of FA(1, x, y) = 0 are represented
as
Pk, = (−1)m+1rm−k exp
(
i
2π
2m − 1
)
,
for  = 0, 1, . . . , 2m − 2, odd 1  k  m − 1, and
Pk, = (−1)m+1rm−k exp
(
i
(2 + 1)π
2m − 1
)
for  = 0, 1, . . . , 2m − 2, even 1  k  m − 1. For k = 2, 3, . . . ,m − 1, the curve Dk(A) is the
union of arcs joining Pk−1  and Pk ,  = 0, 1, . . . , 2m − 2, and arcs joining Pk  and Pk−1 +1,  =
0, 1, . . . , 2m−2. The curveDm(A) is the union of arcs joining Pm, and Pm,+1,  = 0, 1, . . . , 2m−2.
The curve D1(A) is the union of arc joining P1, and P1,+1,  = 0, 1, . . . , 2m − 2. The curve D1(A)
is the boundary of a convex set. The curve Dm(A) has bitangents of type (i). For 2  k  m − 1, the
curve Dk(A) has bitangents of type (i) if a is relatively large and bitangents of type (ii) if a is relatively
small. The critical value a = a0 of these two situations is given by the condition: one of the tangent
of FA(1, x, y) = 0 at Pk,m(1−(−1)k)/2 is vertical. In the latter case Dk(A) is a regular (2m − 1)-gon, and
henceΛk(A) is also a regular (2m− 1)-gon. In the former case, the two tangents of FA(1, x, y) = 0 at
Pk, support the convex set Dk(A). In this case bitangents of GA(1, x, y) = 0 appear on the boundary
of Λk(A) corresponding to sharp points Pk,. In any case (2m− 1)(m− 1) flat portions appear on the
boundary of Λk(A), k = 1, 2, . . . ,m. 
For a general 2m × 2m matrix A, the number (2m − 1)(m − 1) is an upper bound for the sum of
numbers of flat portions of the boundary of Λk(A).
Theorem 3. Let A be a 2m × 2m matrix with an irreducible associated form FA(t, x, y). Then the sum of
numbers of flat portions of the boundaryofΛk(A), k = 1, 2, . . .m, is less thanor equal to (2m−1)(m−1).
Proof. The assertion of the theorem follows from the fact that a realmulti-bitangent ofGA(1, x, y) = 0
corresponds to a real multiple point of FA(1, x, y) = 0, and the number of real multiple points of an
irreducible curve FA(1, x, y) = 0 is less than or equal to (2m − 1)(m − 1) (cf. [12]). 
4. Reduction
The relationship between generalized numerical ranges and classical numerical ranges is an inter-
esting subject. Previous research [2] shows that for any n× n complex matrix A and real n-tuple c, the
c-numerical range of A can be reduced to the (classical) numerical range. In other words, there exists
a complex matrix B of size
n!
m1!m2! · · ·mk!
such thatWc(A) = W(B),wherem1,m2, . . . ,mk are multiplicities of distinct coordinates of c. How-
ever, this reduction property fails for rank-k-numerical ranges. Applying Anderson’s theorem (cf. [11]),
that the numerical range of an n × n matrix contained in a closed unit disc and intersected at least
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n + 1 points of the unit circle is the closed unit disc, we give an example to illustrate that there exists
an n × nmatrix A and a positive integer k so that Λk(A) cannot be reduced to the classical numerical
range.
Example 3. Consider the 4 × 4 matrix
A =
⎛
⎝0 2
0 0
⎞
⎠⊕
⎛
⎝ 0 (5 +
√
47)/6
(−5 + √47)/6 0
⎞
⎠ .
We compute that, for −π/4  θ  π/4,
λ1((e−iθA)) = −λ4((e−iθA)) =
√
36 + 11 cos(2θ)/6,
λ2((e−iθA)) = −λ3(e−iθA)) = 1.
For π/4  θ  3π/4, we obtain that
λ1((e−iθA)) = −λ4(e−iθA)) = 1,
λ2((e−iθA)) = −λ3((e−iθA)) =
√
36 + 11 cos(2θ)/6.
Then, for k = 2, we have
Λ2(A) = {μ ∈ C : λ3((e−iθA))  (e−iθμ)  λ2((e−iθA)), −π/4  θ  3π/4}
= {μ ∈ C : −1  (e−iθμ)  1,−π/4  θ  π/4}
∪
{
μ ∈ C : −
√
36 + 11 cos(2θ)/6  (e−iθμ)

√
36 + 11 cos(2θ)/6, π/4  θ  3π/4
}
⊂ {μ ∈ C : −1  (e−iθμ)  1,−π/4  θ  3π/4}
= {μ ∈ C : |μ|  1}.
Thus, Λ2(A) is the convex domain bounded by the arcs{
x + iy : (x, y) ∈ R2, 5√
47
|x| ≥ |y|, x2 + y2 = 1
}
and the arcs{
x + iy : (x, y) ∈ R2, 5√
47
|x| ≤ |y|, 900x2 + 1692y2 = 1175
}
.
Therefore, the rangeΛ2(A) is contained in the closedunit disc, and intersects theunit circle at infinitely
many points. According to Anderson’s theorem, Λ2(A) = W(B) for any matrix B of arbitrary size.
The following result gives a sufficient condition to ensure that the rank-k-numerical range is not
attainable by a classical numerical range.
Theorem 4. Let A ∈ Mn. If ∂Λk(A), k ≥ 2, has sharp points and the associated form FA(t, x, y) is
irreducible, then there exists no matrix B of any size such that Λk(A) = W(B).
Proof. We may assume 0 is an interior point of Λk(A) by adding a scalar matrix to A. Suppose the
boundary of Λk(A) has sharp points. Let aj  θ  bj, j = 1, 2, . . . ,m, be the corresponding con-
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cave parts of the curve (− cos θ/λk((e−iθA)),− sin θ/λk((e−iθA))). Consider the closure of the
complement{
{eiθ : θ ∈ R}\ ∪mj=1 {eiθ : aj  θ  bj}
}
,
and express it as
∪pj=1{eiθ : cj  θ  dj}.
The convex set Dk(A) in Theorem 1 is the convex hull of the arcs (− cos θ/λk((e−iθA)),− sin θ/λk
((e−iθA))) for cj  θ  dj , j = 1, 2, . . . , p. Suppose that there exist matrices Bj such that
λk((e−iθA)) = λ1((e−iθBj)) (4.1)
for cj  θ  dj . The form
FBj(t, x, y) = det(tIn + x(Bj + B∗j )/2 + y(Bj − B∗j )/(2i))
then vanishes on the set (t, x, y) = (λk((e−iθA)),− cos θ,− sin θ), cj < θ < dj. By the irreducib-
lity of the form FA(t, x, y), the Bezout theorem (cf. [12]) implies that the form also satisfies
FBj(t, x, y) = 0 (4.2)
on the set (t, x, y) = (λ1((e−iθA)),− cos θ,− sin θ), cj < θ < dj. Eq. (4.1) then shows that
λ1((e−iθBj)) = λk((e−iθA)) < λ1((e−iθA)),
where λk((e−iθA)), λ1((e−iθA)) are distinct except for finitely many number of θ since FA(t, x, y)
is irreducible. This contradicts themaximality ofλ1((e−iθBj)) for (4.2), and the proof is complete. 
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