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Abstract
In recent years, kernel-based sparse coding (K-SRC) has received particular atten-
tion due to its efficient representation of nonlinear data structures in the feature
space. Nevertheless, the existing K-SRC methods suffer from the lack of con-
sistency between their training and test optimization frameworks. In this work,
we propose a novel confident K-SRC and dictionary learning algorithm (CKSC)
which focuses on the discriminative reconstruction of the data based on its repre-
sentation in the kernel space. CKSC focuses on reconstructing each data sample
via weighted contributions which are confident in its corresponding class of data.
We employ novel discriminative terms to apply this scheme to both training and
test frameworks in our algorithm. This specif design increases the consistency
of these optimization frameworks and improves the discriminative performance
in the recall phase. In addition, CKSC directly employs the supervised informa-
tion in its dictionary learning framework to enhance the discriminative structure
of the dictionary. For empirical evaluations, we implement our CKSC algorithm
on multivariate time-series benchmarks such as DynTex++ and UTKinect. Our
claims regarding the superior performance of the proposed algorithm are justified
throughout comparing its classification results to the state-of-the-art K-SRC algo-
rithms.
Keywords: Discriminative dictionary learning, Kernel sparse coding, Non-negative reconstruction.
1 Introduction
SRC algorithms try to construct the input signals using weighted combinations of few selected en-
tries from a set of learned prototypes. The vector of weighting coefficients and the set of prototypes
are called the sparse codes and the dictionary respectively [2]. Thus, the resulting sparse represen-
tation can capture the essential intrinsic characteristics of the dataset [3]. Based on that property,
discriminant SRC algorithms are proposed [4, 5] to learn a dictionary which can provide a dis-
criminative representation of data classes. [6] showed that non-negative formulation of SRC could
increase the possibility of relating each input signal to other resources from its class leading to a
better classification accuracy.
Based on an implicit mapping of the data to a high-dimensional feature space, it is possible to
formulate the kernel-based sparse coding (K-SRC) which notably enhances the reconstruction and
discriminative abilities of the SRC framework [7, 8]. Nevertheless, the existing discriminant K-
SRC models suffer from the lack of consistency between their training and the recall optimization
models. The supervised information plays a crucial role in efficiently approximating the sparse
∗Preprint of the publication [1], as provided by the authors. The final publication is available at IEEE Xplore
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codes in their training phase. Nevertheless, the lack of such information in the recall phase degrades
the discriminative quality of the sparse coding model for test data.
1.1 Our Contributions
In this paper, we design a novel kernel-based sparse coding and dictionary learning for discriminative
representation of the data. Our confident kernel sparse coding (CKSC) algorithm focuses on the
discriminative reconstruction of each data point using other data inputs which are taken mostly from
one class. Its kernel-SRC model is designed based upon a non-negative framework which facilitates
such an intended representation. We emphasize the following contributions of our work which make
it distinct from the relevant part of literature:
• We employ the supervised information in training and test part of our CKSC algorithm,
and its recall phase has a consistent structure with its training model, which enhances its
performance regarding the test data.
• The proposed non-negative discriminative sparse coding can learn each dictionary atom
via constructing it upon mostly one class of data, but it can still be flexible enough to make
small connections to other classes.
• Our discriminative dictionary learning method directly involves the supervised information
in the optimization of both the dictionary and the sparse codes which make it more efficient
regarding their discriminative objectives.
We review the relevant discriminative SRC methods in Section 2, and our proposed CKSC algorithm
is introduced in Section 3. Its optimization steps are explained in Section 4, and the experiments
and results are presented in Section 5. Lastly, the conclusion of the work is made in Section 6.
2 Background and Related Work
In this section, we briefly study relevant topics such as discriminant SRC and Kernel-based SRC.
2.1 Discriminative Sparse Coding
The training data matrix is denoted by X = [~x1, ..., ~xN ] ∈ R
d×N , and we assume that the label
information corresponding to X is given as L = [~l1, . . . ,~lN ] ∈ R
p×N , where ~li is a binary vector
such that liq = 1 if ~xi ∈ {class q}. Discriminative sparse coding is the idea of approximating each
input signal as ~xi ≈ D~γi while the cardinality norm ‖Γ‖0 is as small as possible. The matrices
D ∈ Rd×c and Γ = [~γ1, . . . , ~γN ] ∈ R
c×N are the dictionary and sparse codes respectively. It is
expected that the obtained Γ also respects the supervised information L, such that each ~li can be
predicted based on the corresponding ~γi.
Typical discriminative sparse coding algorithms such as [4, 5, 9] focus on optimization problems
generally similar to that of [4] as
min
Γ,D,W
‖X−DΓ‖2F + αf(L,W,U,Γ) + λ‖Γ‖1 (1)
where ‖.‖F refers to the Frobenius norm, and l1-norm ‖Γ‖1 is the relaxation of the l0-norm which
is advised by [10]. The objective ‖X −DΓ‖2F measures the quality of the reconstruction of X by
dictionaryD. Objective function f(.) reflects the classification error, andW denotes its matrix of
parameters. The scalarsα, λ specify the weights of the sparsity and discriminative terms respectively.
In the framework of (1), the objective function f(.) is considered to be jointly in terms of (D,Γ,L).
Nevertheless, in typical examples of discriminative SRC methods [4, 5], the update of Γ or D
happens disjointed from the supervised information L. Consequently, this often leads to low-quality
local convergence points.
In some of the sparse coding works similar to [11, 12, 13, 14], the dictionaryD is split into multiple
class-specific sub-dictionaries which are separately trained to reconstruct each class of data. In [14]
they learn a common dictionarymodule which is shared among all of the classes. Nevertheless, these
methods usually face problems when different data classes are close to each other, and dictionary
atoms from another class can also express some data points from one class.
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Generally, a sparse coding framework which can incorporate the supervised training information in
the recall phase provides a more efficient discriminant mapping for the test data. To our knowledge,
the only discriminative sparse coding algorithmwhichmerely aims for such consistency is the Fisher
Discriminant sparse coding [13] which tries to reconstruct encodings of test data close to the average
value of all ~γi related to the presumed class. However, in contrast to its base assumption, it is
convenient for an SRC model to obtain distributed clusters of sparse codes, even though they are
related to one class.
2.2 Kernel-based SRC
Incorporating kernel representation into sparse coding can extend it to nonlinear and non-vectorial
domains [7, 15]. Accordingly, Φ : Rd → Rh denotes as an implicit non-linear mapping which
can transfer data to a reproducing kernel Hilbert space (RKHS). Therefore, we can use the kernel
function K(X,X) in the input space which is associated with the implicit mapping Φ such that
K(X,X) = 〈Φ(X),Φ(X)〉. Throughout using the kernel representation in the feature space, SRC
can be reformulated similar to:
min
Γ,D
‖Φ(X)− Φ(D)Γ‖2F s.t. ‖~γi‖0 < T0 ∀i (2)
in which Φ(D) is the dictionary defined in the feature space.
It is shown by [7] that it is possible to define a dictionary in the feature space in the form of Φ(D) =
Φ(X)U whereU ∈ RN×c. Each column of the dictionary matrixU contains a linear combination
of data points from the feature space. However, to its advantage, the reconstruction term in (2) can
be rephrased in terms of the Gram matrix K(X,X) of the given data
‖Φ(X)− Φ(X)UΓ‖2F =
K(X,X) + Γ⊤U⊤K(X,X)UΓ − 2K(X,X)UΓ
(3)
which facilitates optimizing of dictionary matrixU.
3 Confident Kernel Sparse Coding and Dictionary Learning
We propose a novel kernel-based discriminative sparse coding algorithm with the following training
framework
Train : min
Γ,U
‖Φ(X)− Φ(X)UΓ‖2F + αF(L,Γ,U)
s.t. ‖~γi‖0 < T0, ‖Φ(X)~ui‖
2
2 = 1,
‖~ui‖0 ≤ T0, uij , γij ∈ R
+, ∀ij
(4)
and its relevant recall framework as
Recall : min
~γ
‖Φ(~z)− Φ(X)U~γ‖2F + αG(L, ~γ,U)
s.t. ‖~γ‖0 < T0, γi ∈ R
+ ∀i
(5)
Similar to the work of [7], Γ andU denote sparse codes and the dictionary matrix of this framework
respectively. The first part of the objectives in (9) and (10)) is the reconstruction loss function used
in (3), and {F ,G} are the novel discriminative loss terms we introduce in this paper. Parameter
T0 applies the l0-norm sparsity constraint on the columns of {U,Γ}, and α is the control factor
between the reconstruction and the discriminant terms.
Furthermore, we can write Φ(X)U~γ = Φ(X)~s where ~s ∈ RN . Therefore, by using the dictionary
structure of Φ(X)U, it is also necessary to bound the value of ‖~ui‖0. That way, each Φ(~x) is
encoded by selecting a few contributions from the training set X (small ‖~s‖0). Furthermore, the
constraint ‖Φ(X)~ui‖
2
2 = 1 is a bound on l2-norm of the dictionary columns as a convenient way to
prevent the solution of (4) from becoming degenerated [2].
In the following sub-sections, we discuss the mathematical detail of the novel objective terms em-
ployed in (9) and (10) and explain the motivations behind our such choice of design.
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3.1 Discriminative Objective F(L,U,Γ):
Before discussing the mathematical content ofF(L,U,Γ), we like to explain the motivation behind
our specific choice ofF as the discriminant term. IfΦ(~x) is reconstructed asΦ(~x) = Φ(X)U~γ, then
the entries of LU~γ ∈ Rc show the share of each class in the reconstruction of Φ(~x). Accordingly,
we denote each s-th row of the labeling matrix L as ~ρ⊤s such that ρsi = 1 if ~xi belongs to class
s. Now, as an extreme case, if we assume that ~x belongs to the class q and Φ(~x) is lying on the
subspace of class q in the feature space, we have ~ρ⊤s U~γ = 0 ∀s 6= q. By generalizes this extreme
case to a more realistic condition we define F(L,U, ~γ) =
∑
s6=q
ρ⊤s U~γ as the sum of contributions
from other classes (than q). Hence, for all Γ we have
F(L,U,Γ) = Tr((1− L⊤)LUΓ) (6)
where 1 ∈ RN×c is a matrix of all-ones, and Tr(.) denotes the matrix trace. FunctionF(L,U,Γ) is
a linear term with respect to each ~γi and ~ui individually. Therefore, it does not violate the convexity
of the optimization problem in (4). Considering the optimization framework of (9), F is employed
along with the additional term β‖UΓ‖2F . This term preserves the consistency between the training
and the recall models and is explained in the next subsection.
3.2 Discriminative Recall Term G(L, ~γ,U):
For a test vector ~z, we assume that Φ(~z) ∈ span{Φ(X)} and belongs to the class q such that its pro-
jection on subspace q as ‖Φ(~z)q‖2 is arbitrarily larger than ‖Φ(~z)‖2 − ‖Φ(~z)
q‖2. Therefore, via us-
ing the learnedU from Eq (4), there exists a ~γ which reconstructs the test data as Φ(~z) = Φ(X)U~γ
with more contributions chosen from the class q. Consequently, the class label ~lz is predicted as
lz(j) = 1 where
j = argmax
j
~ρ⊤j U~γ (7)
In other words, ~lz is determined as the class of data which has the most contribution to the recon-
struction of ~z.
Since we do not have access to the labeling information for the test data, we propose a cross-entropy-
like loss for (5) as
G(L, ~γ,U) =
∑
i
(
∑
s6=i
hs)hi where hi := ρ
⊤
i U~γ (8)
Since {~γ,U} are non-negative matrices, G is non-negative as well and can have its global optima
where G(~γ∗) = 0. Denoting ~h∗ = LU~γ∗, besides the trivial point of ~h∗ = 0, the loss term reaches
its global optima when ~h∗ contains only one non-zero value in its i-th entry. This observation is
equivalent to finding ~γ∗ such that it reconstructs ~z using contributions only from one class of data.
Consequently, the non-trivial minima of both regularization terms in (6) and (8) occur at similar
points where the decision vector LU~γ has approximately a crisp form regarding only one of its
entries. Therefore, adding G increases the consistency between training and the test frameworks.
By re-writing G(L, ~γ,U) = ~γ⊤U⊤L⊤(1 − I)LU~γ, it is possible to show that G is a non-convex
function due to the existing term (1− I) in its formulation. To fix this issue, we add β‖U~γ‖22 to the
objective of (5) which converts its second-degree terms to
~γ⊤U⊤(V + βIN×N )U~γ
where V := K(X,X) + αL⊤(1 − Ic×c)L. Now, denoting {λi}
N
i=1 as the eigenvalues of V, we
choose β = −mini λi makes (V+βIN×N ) a positive semi-definite matrix (PSD) and consequently,
the whole objective becomes PSD due to its quadratic form. Therefore, (5) becomes a convex
problem by adding this term.
In order to preserve the consistency between the test and training model, we also add the term
β‖UΓ‖2F to the discriminant loss F of (6) which results in (9). Doing so, we want to make sure
the trained dictionary U has a proper structure also regarding (5). Furthermore, parameter β is
independent of the test data and is computed only once before the start of the optimization phase. In
the next section, we explain the optimization steps regarding frameworks of (4) and (5).
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4 Optimization Scheme
By re-writing (4) and (5) using the provided descriptions of F and G in section 3, we obtain the
following training optimization framework
Train : min
Γ,U
‖Φ(X)− Φ(X)UΓ‖2F + β‖UΓ‖
2
F
+αTr{(1− L⊤)LUΓ}
s.t. ‖~γi‖0 < T0, ‖Φ(X)~ui‖
2
2 = 1,
‖~ui‖0 ≤ T0, uij , γij ∈ R
+, ∀ij
(9)
and its relevant recall problem as
Test : min
~γ
‖Φ(~z)− Φ(X)UΓ‖2F + β‖UΓ‖
2
F
+α(~γ⊤U⊤L⊤(1− I)LU~γ)
s.t. ‖~γ‖0 < T0, γi ∈ R
+ ∀i
(10)
Although the optimization problem (9) is not convexw.r.t {U,Γ} together, We train the discriminant
sparse coding model in 2 alternating convex optimization steps. At each step, we update one of the
parameters while fixing the other one as presented in Algorithm 1.
4.1 Update of the Sparse Codes Γ
The entire objective function in (9) has a separable column structure with respect to Γ, and it can be
optimized for each ~γi individually. Therefore, after removing the constant terms, (9) is re-written
w.r.t each ~γi as
min
~γi
~γ⊤i
[
U
⊤(K + βI)U
]
~γi
+
[
α(1−~l⊤i )LU − 2K(~xi,X)U
]
~γi
s.t. ‖~γi‖0 < T0, γij ∈ R
+, ∀ij
(11)
where K stands for K(X,X). This optimization framework is a non-negative quadratic program-
ming problem with the constraint ‖~γi‖ < T0 ∀i. Furthermore, K + βI is a PSD matrix, and conse-
quently (11) is a convex problem.
Therefore, we can employ the Non-Negative Quadratic Pursuit (NQP) algorithm [16] to optimize
(11). NQP algorithm generalizes the Matching Pursuit approach [2] for quadratic problems similar
to (11).
4.2 Update of the DictionaryU
Similar to (11), it is also possible to reformulate the objective terms of (9) w.r.t. each dictionary
column ~ui separately. Accordingly, the reconstruction loss in (9) is equivalent to
‖Φ(X)Ei − Φ(X)~ui~γ
i‖2F , Ei = (I−
∑
j 6=i
~uj~γ
j) (12)
in which ~γi is the i-th row of Γ. Likewise, the rest of the objective term in (9) can be written in
terms of ~ui as
β~u⊤i (~γ
i~γi⊤I)~ui + α~γ
i(1− L⊤)L~ui + 2β~γ
i(I−E⊤i )~ui
where the constant parts are eliminated. So, using the kernel functionK(X,X), we re-formulate (9)
for updating ~ui as
min
~ui
β~u⊤i (~γ
i~γi⊤(K + βI))~ui
+~γi
[
α(1− L⊤)L+ 2β(I−E⊤i )− 2E
⊤
i K
]
~ui
s.t. ‖Φ(X)~ui‖
2
2 = 1, ‖~ui‖0 ≤ T0 , uij ∈ R
+ ∀j
(13)
Similar to (11), the above framework has the non-negative quadratic form with the cardinality con-
straint ‖~ui‖0 ≤ T0 and is a convex problem similar to (11). Consequently, its solution can be
approximated using the NQP algorithm [16].
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Note: When computingEi to update ~ui, matrixU should be used with its recently updated columns
to improve the convergence speed of the optimization loop. For example, in a successive update of
columns inU starting from the 1st column, we computeEi at iteration t by using matrixU as:
U = {~u11, ~u
2
2, ..., ~u
(t−1)
i−1 , ~u
1
i , ..., ~u
1
k}
where ~uti is the value of ~ui at iteration t of the dictionary updating loop. Besides, directly after
updating each ~ui via NQP algorithm, it should be normalized as ~ui →
~ui
‖Φ(X)~ui‖2
.
Algorithm 1 Confident Kernel Sparse Coding
Parameters: λ, T0.
Input: Labels L, kernel matrix K(X,X).
Output: Sparse coefficients Γ, discriminant dictionaryU.
Initialization: Computing β based on section 3.2.
repeat
Updating Γ based on (11) using NQP
UpdatingU based on (13) using NQP
until Convergence
4.3 Update of the Recall Phase ~γ:
In order to reconstruct the test data ~z, its corresponding sparse code ~γ is approximated via expanding
(10) as follows
min
~γ
~γ⊤U⊤
[
K + αL⊤(1− I)L + βI
]
U~γ
−2K(~z,X)U~γ
s.t. ‖~γ‖0 < T0, γj ∈ R
+ ∀j
(14)
This optimization problem is convex based on the analysis provided in Sec. 3.2, and can be approx-
imately solved by the NQP algorithm [16] similar to the update of Γ and U. The algorithm’s code
will be available in an online repository2.
5 Experiments
In order to evaluate our proposed confident kernel sparse coding algorithm, we carry out implemen-
tations on the following selection of sequential datasets.
• Cricket Umpire[17]: A collection of 180 instances of hand movement data related to 12
different types of cricket umpire’s signal [17].
• Articulatory Words[18]: Recorded data of facial movements using EMA sensors while
uttering 25 different words, containing 575 data samples [18].
• Schunk Dexterous [19]: Tactile data of robot grasping for 5 different objects with 10 sam-
ples per object. The dimensions are extracted based on the work of [20].
• UTKinect Actions [21]: 3D location of body joints recorded using Kinect device related to
9 different actions, containing 199 action instances in total.
• DynTex++: A large-scale Dynamic Texture dataset with 36 classes and 100 sequences per
category [22].
For DynTex++, the kernel is computed based on [23]; however, for other datasets, we compute the
Gaussian kernel
K(~xi, ~xj) = exp(−D(~xi, ~xj)
2/δ)
where D(~xi, ~xj) is the distance between a pair of {~xi, ~xj}. The value of D(~xi, ~xj) is computed
using Dynamic TimeWarping method [24], and δ is determined as the average ofD(~xi, ~xj) over all
data points.
2https://github.com/bab-git/CKSC
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Table 1: Parameter settings of CKSC regarding each dataset
Parameter Cricket Words Schunk UTKinect DynTex++
T0 6 8 5 7 15
λ 0.2 0.2 0.15 0.1 0.15
We compare our proposed method to the relevant baseline algorithms selected as K-KSVD [7],
JKSRC [25], LC-NNKSC [15], LP-KSVD [5], KGPL [26], and EKDL [23], which are known as
the most recent kernel-based discriminative sparse coding algorithms. The basis of our comparisons
is the average classification accuracy for 10 randomized test/train selections, which shows the quality
of the resulted discriminative representations for each method.
accuracy =
{# correctly assigned labels}
N
× 100
Note: It is important to emphasize that the purpose of our discriminative sparse coding framework
is to obtain a sparse discriminant representation of the data based on its pre-computed kernel
representation. Therefore, instead of comparing the results to all the available top classifiers such
as Deep Neural Networks and others, we only select the recent kernel-based alternatives which fit
the above description.
Parameters Tuning: In order to tune the parameters λ and T0 related to the optimization framework
of CKSC in (4 , 5), we also perform 5-fold cross-validation. We carry out the same procedure for the
baselines to find their optimal choice of parameters. The parameter k (dictionary size) is determined
by choosing the number of dictionary atoms per class:
{# atoms per class} = {# classes} × T0
However, in practice as a working parameter setting for CKSC, we can choose a value around
λ = 0.1. Parameter T0 (and the dictionary size) depends on class distributions and complexity of
the dataset. However, based on practical evidence having large values for T0 does not improve the
performance of CKSC and only increases the dictionary redundancy. Table 1 the chosen parameter
values for CKSC algorithm regarding each dataset.
5.1 Classification Results
The classification accuracies of the implementations are reported in Table 2. According to the given
results, our CKSC algorithm obtains the highest classification performance for all of the benchmarks,
which shows that the designed frameworks of (4) and (5) provide better discriminative representa-
tions in comparison to other K-SRC algorithms.
CKSC, EKDL, LP-KSVD, and LC-NNKSC algorithms can be considered as the runner-up methods
which have competitive classification accuracies. Their good performance is due to the embedded
labeling information in their discriminant terms which improves their discriminative representations
in contrast to K-KSVD, JSRC, and KGDL. Nevertheless, there is a variation in the comparison
results of these methods. We can conclude that although they use different strategies to obtain a
discriminant model, their recall model does not necessarily comply with their training model. In
contrast, CKSC demonstrated that it has a more efficient embedding of the supervised information
in both of the training and the recall framework.
LC-NNKSC uses a non-negative framework similar to the basis of CKSC’s structure, and via com-
paring the results of LC-NNKSC to those of LP-KSVD and EKDL we observe that its non-negative
framework obtains a competitive performance. Although LP-KSVD and EKDL employ extra ob-
jective terms in their models, this non-negative structure can achieve a similar outcome without the
need to use such extra terms. Relevantly, CKSC benefits from this non-negative optimization frame-
work as a basis for its confidence based model which leads to its superior performance compared to
other baselines.
5.2 Sensitivity to the Parameter Settings
To study the sensitivity of CKSC to the parameter settings, we carry out experiments via changing
the algorithm’s parameters (λ, T0). Implementing on Schunk dataset, we apply CKSC in 2 individ-
ual settings via changing one parameter throughout each experiment when the other one is fixed
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Table 2: Average classification accuracies (%) ± standard deviations for the selected datasets.
Datasets K-KSVD JKSRC LC-NNKSC LP-KSVD KGDL EKDL CKSC
Schunk 83.42±0.35 87.49±0.57 89.96±0.64 89.62±0.51 88.17±0.43 88.39±0.24 91.42±0.34
DynTex++ 89.22±0.47 89.95±0.35 93.22±0.37 93.12±0.47 92.83±.31 93.51±0.46 94.36±0.32
Words 93.35±0.84 92.14±0.78 97.33±0.75 97.64±0.67 95.82±0.66 96.53±0.68 98.82±0.69
Cricket 75.12±1.54 78.14±1.38 83.33±1.12 83.33±0.95 82.78±1.07 84.25±0.95 86.45±0.85
UTKinect 80.26±0.35 81.47±0.42 84.12±0.32 84.93±0.25 83.51±0.36 84.18±0.24 86.52±0.26
The best result (bold) is according to a two-valued t-test at a 5% significance level.
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Figure 1: Sensitivity analysis of CKSC to hyper-parameters (a)λ and (b)T0 for Schunk dataset.
to the value reported in Table 1. As it is observed from Figure 1a, a good choice for λ lies in the
interval [0.1, 0.4]. However, the discriminative objective can outweigh the reconstruction part for
values of λ close to 1, and it results in over-fitting and performance reductions.
Regarding the dictionary size, we increase T0 from 1 to 20 with step-size 1 which changes the size
ofU in the range [20, 400]with step-size 20 (average number of data samples per class). According
to Figure 1b, for Schunk dataset, having T0 between 4 and 8 keeps the performance of CKSC at an
optimal level. As it is clear, small values of T0 put a tight limit on the number of available atoms
~ui for reconstruction purpose which reduces the accuracy of the method. On the other hand, larger
values of T0 increase dictionary redundancy and loosen up the sparseness bound on Γ; nevertheless,
NQP algorithm and the non-negativity constraints intrinsically incur sparse characteristics to Γ and
U via combining only the most similar resources. Therefore, increasing T0 does not dramatically
degrades the performance of CKSC.
5.3 Complexity and Convergence of CKSC
In order to calculate the computational complexity of CKSC per iteration, we analyze the update of
{Γ,U} separately. In each iteration, Γ andU are optimized using the NQP algorithm which has the
computational complexity of O(NT 20 ) [16], where T0 and N are the sparsity limit and the number
of training samples. Therefore, optimizingΓ andU costO(kNT 20 +kN
2) andO(kNT 20 +kcN
2+
kN3) respectively, in which c is the dictionary size.
As shown in Figure 1b, practically we choose T0 ≤ 10, and also c < k. Therefore the total time
complexity of each iteration isO(kN3), in which, the dominant parts of the computational costs are
dedicated to pre-optimization computations. Nevertheless, for datasets that N/c is relevantly large,
the size ofU should be chosen as k ≪ N in practice. Otherwise, it increases the redundancy in the
dictionary without having any added-value. Therefore, in practice, the computational complexity of
CKSC becomesO(N3).
The optimization framework of CKSC in (9) is non-convexwhen considering {U,Γ} together. How-
ever, each of the sub-problems defined in (11) and (13) are convex. Therefore, the alternating opti-
mization scheme in Algorithm 1 converges in a limited number of steps.
5.4 Interpretability of the Dictionary
We define the interpretability measure IPi for each ~ui as
IPi = max
j
(~ρ⊤j ~ui)/(~1
⊤
L~ui)
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Figure 2: (a) Average IP value for UTKinect, Words, and DaynTex++. (b) Convergence curve of
CKSC for Cricket.
where ~1 ∈ Rc is a vector of ones. IPi becomes 1 if ~ui uses data instances related only to one
specific class. Figure 2a presents the IP value for the algorithms CKSC, EKDL, LC-NNKSC,
KGDL, and LP-KSVD related to their implementations on the datasets Words, DynTex++, and
UTKinect. Based on the results, CKSC and LC-NNKSC achieved the highest IP values as they
use similar non-negative constraints in their training frameworks. Among others, EKDL presents
better interpretability results due to the incoherency term it uses between the dictionary atoms ~ui.
Putting the above results next to the classification accuracies (Table 2), we conclude that the CKSC
algorithm learns highly interpretable dictionary atoms ~ui while providing an efficient discriminative
representation.
6 Conclusion
In this work, we presented a novel kernel-based discriminant sparse coding and dictionary learning
framework, which relies on the discriminative confidence of each sparse codes in an individual class
of data. Our CKSC algorithm incorporates the labeling information in training of the dictionary as
well as in reconstruction of the test data in the kernel space, which increases the consistency between
its trained and recall models. It also benefits from a non-negative framework which facilitates the
discriminant reconstruction of the data points using the contributions taken from the most similar
class of data. CKSC algorithm is presented and discussed comprehensively. Based on the empirical
evaluations on time-series datasets, CKSC outperforms the relevant kernel-based sparse coding base-
lines due to higher classification performance based on the obtained representations. It also learns
dictionaries with the more interpretable structures compared to other algorithms.
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