Abstract. We define a new variety of loops, Γ-loops. After showing Γ-loops are powerassociative, our main goal is showing a categorical isomorphism between Bruck loops of odd order and Γ-loops of odd order. Once this has been established, we can use the well known structure of Bruck loops of odd order to derive the Odd Order, Lagrange and Cauchy Theorems for Γ-loops of odd order, as well as the nontriviality of the center of finite Γ-ploops (p odd). Finally, we answer a question posed by Jedlička, Kinyon and Vojtěchovský about the existence of Hall π-subloops and Sylow p-subloops in commutative automorphic loops.
Introduction
A loop (Q, ·) consists of a set Q with a binary operation · : Q × Q → Q such that (i) for all a, b ∈ Q, the equations ax = b and ya = b have unique solutions x, y ∈ Q, and (ii) there exists 1 ∈ Q such that 1x = x1 = x for all x ∈ Q. Standard references for loop theory are [2, 17] .
Let G be a uniquely 2-divisible group, that is, a group in which the map x → x 2 is a bijection. On G we define two new binary operations as follows:
x ⊕ y = (xy 2 x) 1/2 , (1.1)
Here a 1/2 denotes the unique b ∈ G satisfying b 2 = a and [y, x] = y −1 x −1 yx. Then it turns out that both (G, ⊕) and (G, •) are loops with neutral element 1. Both loops are power-associative, which informally means that integer powers of elements can be defined unambiguously. Further, powers in G, powers in (G, ⊕) and powers in (G, •) all coincide.
For (G, ⊕) all of this is well-known with the basic ideas dating back to Bruck [2] and Glauberman [6] . (G, ⊕) is an example of a Bruck loop, that is, it satisfies the following identities
It is not immediately obvious that (G, •) is a loop. It is well-known in one special case. If G is nilpotent of class at most 2, then (G, •) is an abelian group (and in fact, coincides with (G, ⊕)). In this case, the passage from G to (G, •) is called the "Baer trick" [9] .
In the general case, (G, •) turns out to live in a variety of loops which we will call Γ-loops. We defer the formal definition until §2, but note here that one defining axiom is for Γ-loops of odd order, as well as the nontriviality of the center of finite Γ-p-loops (p odd). Finally in §7, we conclude with some open problems.
Γ-loops
To avoid excessive parentheses, we use the following convention:
• multiplication · will be less binding than divisions \, /.
• divisions are less binding than juxtaposition For example xy/z · y\xy reads as ((xy)/z)(y\(xy)). To avoid confusion when both · and • are in a calculation, we denote divisions by \ · and \ • respectively.
In a loop Q, the left and right translations by x ∈ Q are defined by yL x = xy and yR x = yx respectively. We thus have \, / as x\y = yL
In a loop Q, we set x n = 1L n x for all x ∈ Q and for all n ∈ Z. A loop Q is power-associative if every 1-generated subloop is a group. This is easily seen to be equivalent to x m x n = x m+n for every x ∈ Q and for all m, n ∈ Z. As noted in the introduction, we informally think of power-associativity as saying that powers of elements are unambiguously defined. Bruck loops are power-associative [6] , and we will show in the next section that Γ-loops, defined below, are also power-associative. In the meantime, a special case of power-associativity is the identity x −1 x = 1, that is, every element has two-sided inverses. For Γ-loops, this is immediate from the first part of their definition, which is commutativity.
For finite loops, we can characterize unique 2-divisibility in different ways. We now define a new variety of loops, Γ-loops, which we focus on in this paper.
Note that a loop satisfying the AIP necessarily satisfies (x\y)
We will use this without comment in what follows. Our conventions for conjugation and commutators in groups are
The following identities are easily verified and will be used without reference.
Proof. For (i), we have
Similarly for (ii),
For (iii), using (i) and (ii) from above,
Hence we have
Proof. To see (Q, •) is a loop, fix a, b ∈ Q and let x = {a −1 ba
Thus, we compute
Note that this gives the following expression for \ • :
It is easy to see that inverses coincide in G and (G, •). Therefore, (Γ 1 ) and (Γ 2 ) are exactly Lemma 2.4(i) and (ii). For (Γ 3 ), first note
For (Γ 4 ), rewriting Lemma 2.4(iii) gives 
Γ-Loops are power-associative
Recall our definition
, we are done. The second equality follows from (Γ 2 ).
Proof. These follow from (Γ 3 ).
Proof. Note that 1P x = x 2 by (Γ 3 ). For all n, we have
For (b), the cases n = 0, 1 are trivially true. For n > 1 ,
x . Thus we have for any n < 0, P
For (c), let k be fixed. Then
For m ∈ N 0 = N ∪ {0}, we define PA(m) to be the statement:
∀i ∈ {−m, ..., m} and ∀j ∈ {−m − 1, ..., m + 1},
Proof. We induct on m. PA(0) is obvious. Assume PA(m) holds for some m ≥ 0. We establish PA(m + 1) by proving x i x j = x i+j for each of the following cases:
By (Γ 2 ) and Proposition 3.1, (4) and (5), we only need to establish one of the subcases.
Case (1) follows from PA(m) (with the roles of i and j reversed) and commutativity. Case (2) also follows from PA(m). Case (3) follows from Proposition 3.1:
Finally, for case (5), first suppose i ∈ {−m − 1, . . . , −1}. Then −2m − 2 ≤ 2i ≤ −2, and so −m ≤ m + 2 + 2i ≤ m, that is, m + 2 + 2i ∈ {−m, . . . , m}. Thus
Now suppose i ∈ {1, . . . , m + 1}. Then −2m − 2 ≤ −i ≤ −2, and so −m ≤ m + 2 − 2i ≤ m, that is, m + i − 2i ∈ {−m, . . . , m}. Thus
Theorem 3.5. Γ-loops are power-associative.
Proof. This follows immediately from Lemma 3.4. Indeed, x k x ℓ = x k+ℓ with 0 ≤ |k| ≤ |ℓ| follows from PA(|ℓ|).
By Theorem 2.5 and Theorem 3.5, for a uniquely 2-divisible group G and its corresponding Γ-loop (G, •), we have powers coinciding. 
Twisted subgroups and uniquely 2-divisible Bruck loops
We turn to an idea from group theory, first studied by Aschbacher [1] . We follow the notations and definitions used by Foguel, Kinyon and Phillips [5] , and refer the reader to that paper for a more complete discussion of the following results. Definition 4.1. A twisted subgroup of a group G is a subset T ⊂ G such that 1 ∈ T and for all x, y ∈ T , x −1 ∈ T and xyx ∈ T .
Example 4.2 ([5])
. Let G be a group and τ ∈ Aut(G) with
Proposition 4.3. Let G be uniquely 2-divisible group and let τ ∈ Aut(G) satisfy τ 2 = 1. Then K(τ ) is closed under • and \ • and hence is a subloop of (G, •). 
Proof. This follows from Proposition 4.3 and Theorem 4.4.
We have a bijection from Q to L Q given by x → 1L x . This allows us to define a Γ-loop operation directly on Q as follows:
where we reuse the same symbol •. By construction, the Γ-loops (L Q , •) and (Q, •) are isomorphic. For a uniquely 2-divisible Γ-loop (Q, ·), we set
and if • is another Γ-loop operation on the same underlying set, we similarly define ⊕ • . Our next goal is to generalize Lemma 3.5 of [11] and show that (Q, ⊕ · ) is a Bruck loop.
Lemma 4.7. Let Q be a Γ-loop. Then
Proof. By Proposition 3.3(a), we have that x 2 = 1P x . Hence,
2 by Proposition 3.3(a) again. 
Proof. Note that (x
But by Proposition 4.7,
Thus,
The fact that (Q, ⊕ · ) has AIP is straightforward from (Γ 2 ). Powers coinciding follows from power-associativity of (Q, ·) and (Q, ⊕ · ).
We now have a construction of Γ-loops from Bruck loops and a construction of Bruck loops from Γ-loops. In the next section, we will show that when we iterate these constructions, we get nothing new, but in the meantime, we will use the following notation conventions. Our "starting loop" will always be denoted by (Q, ·). The Bruck loops constructed from a particular Γ-loop operation will be distinguished by subscripts. The Γ-loop operation constructed from any Bruck loop will be denoted simply by •; as it turns out, we will not need to construct Γ-loops for (seemingly) distinct Bruck loops.
So for instance, if we start with a Bruck loop, construct a Γ-loop and then another Bruck loop, we will follow this sequence:
If we start with a Γ-loop, construct a Bruck loop and then a Γ-loop, we will follow this sequence: (Q, ·) (Q, ⊕ · ) (Q, •) All of this is just a temporary inconvenience, as our goal in the next section is to show that the starting and ending loops in both sequences are not only isomorphic, they are in fact identical.
Given a Bruck loop (Q, ·) of odd order, we wish to give the explicit equation of the left division operation in (Q, •). We will need the following two facts for Bol loops, both well known.
Proposition 4.9 ([6, 18]). In a Bruck loop Q, the identity (xy)
2 = x · y 2 x holds for all x, y ∈ Q. 
Proof. Let a, b ∈ Q be fixed and set x = (a
using Proposition 4.9. But this is equivalent to
Let (G, ·) be a uniquely 2-divisible group. We have its Bruck loop (G, ⊕) and also the Bruck loop (G, ⊕ • ) of the Γ-loop (G, •). We now show these coincide. Proof. Recall by Lemma 2.4(iii), we have xyx = yP x for all x, y ∈ G. Replacing y by y 2 and applying square roots gives x ⊕ y = (xy Proof. Again we have xyx = yP x ∈ H for all x, y ∈ H. Finally, since powers coincide in H and (H, •), 
Inverse functors
We will need the following lemma for our main result.
Lemma 5.1. Let (Q, ·) be a uniquely 2-divisible Γ-loop and (Q, ⊕ · ) be its Bruck loop. Then
. Therefore we compute
Now let G : BrLp o
ΓLp o be the functor given on objects by assigning to each Bruck loop of odd order (Q, ·) its corresponding Γ-loop (Q, •), and let B : ΓLp o
BrLp o be the functor given on objects by assigning to each Γ-loop of odd order (Q, ·) its corresponding Bruck loop (Q, ⊕ · ). Proof. (A) Let (Q, ·) be a Γ-loop of odd order, let (Q, ⊕ · ) be its corresponding Bruck loop and let (Q, •) be the Γ-loop of (Q, ⊕ · ). Lemma 5.1 and Proposition 4.10 imply
Thus xy = x • y, as claimed.
(B) Let (Q, ·) be a Bruck loop of odd order, let (Q, •) be its corresponding Γ-loop and let (Q, ⊕ • ) be the Bruck loop of (Q, •). Recalling that the map x → L x (left translations in (Q, ·)) is an isomorphism of (Q, •) with (L Q , •), we have
using Theorem 4.11 and Proposition 4.9. Thus (xy) 2 = (x ⊕ • y) 2 and so the desired result follows from taking square roots.
We note in passing that we have proven a result which can be stated purely in terms of Bruck loops of odd order:
Let (Q, ·) be a Bruck loop of odd order. For each x, y ∈ Q, the equation
has a unique solution z ∈ Q. Indeed, z = x • y where (Q, •) is the Γ-loop of (Q, ·). We conclude this section by discussing the intersection of the varieties of Bruck loops and Γ-loops. The following result quickly follows from the fact that Moufang loops are diassociative (i.e. the subloop x, y is a group for all x, y) and the definitions of the operations. Hence, using diassociativity, we have
Thus, xy = y ⊕ · x = x ⊕ · y, and therefore, (Q, ·) = (Q, ⊕ · ) is a commutative Moufang loop.
Γ-loops of odd order
In this section we will take notational advantage of Theorem 5.2 and write simply ⊕ for the Bruck loop operation of a Γ-loop of odd order.
Proof. Loops of order 4 are abelian groups [17] , so assume p > 2. For odd primes, Bruck loops of order p 2 are abelian groups [3] . Thus since (Q, ⊕) is an abelian group, so is its Γ-loop, which, by Theorem 5.2, coincides with (Q, ·). Lemma 6.2. Let (Q, ·) be a Γ-loop of odd order and let (Q, ⊕) be its Bruck loop. Then the derived subloops of (Q, ·) and (Q, ⊕) coincide. In particular, the derived series of (Q, ·) and (Q, ⊕) coincide.
Proof. By the categorical isomorphism (Theorem 5.2), any normal subloop of (Q, ⊕) is a normal subloop of (Q, ·) and vice versa. If S is the derived subloop of (Q, ⊕), then S is a normal subloop of (Q, ·) such that (Q/S, ·) is an abelian group. If M were a smaller normal subloop of (Q, ·) with this property, then it would have the same property for (Q, ⊕), a contradiction. The converse is proven similarly. Remark. Note that this is false for p = 2 by Example 2.8.
Proof. If |Q| is a power of p, then by Theorem 6.4(L) every element has order a power of p.
On the other hand, if |Q| is divisible by an odd prime q, then by Theorem 6.4(C), Q contains an element of order q. Therefore, if every element is order p, |Q| must have order a power of p.
Thus, in the odd order case, we can define p-subloops of Γ-loops. Moreover, we can now show the existence of Hall π-subloops and Sylow p-subloops. Recall the center of a loop Q is defined as Z(Q) = {a ∈ Q | xa = ax, ax·y = a·xy, xa·y = x·ay and xy ·a = x·ya ∀x, y ∈ Q}. Moreover, for any x, y, z ∈ Q,
Thus, for all x, y ∈ Q,
Therefore a ∈ Z(Q, •) by commutativity of (Q, •). Similarly, let a ∈ Z(Q, •) and let (Q, ⊕) be its corresponding Bruck loop. It is enough to show that ax = xa and xa · y = x · ay since in a Bruck loop, xa · y = x · ay ⇔ a · xy = ax · y. We compute ay = a ⊕ y = (a −1 \ • (y 2 • a)) 1/2 = (a 2 • y 2 ) 1/2 = a • y = y • a = ya.
Moreover, xa · y = xa ⊕ y = ((xa)
Therefore a ∈ Z(Q, ·).
Define Z 0 (Q) = 1 and Z n+1 (Q), n ≥ 0 as the preimage of Z(Q/Z n (Q)) under the natural projection. This defines the upper central series
