We present a first-principles derivation of the Markovian semi-group master equation without invoking the rotating wave approximation (RWA). Instead we use a time coarse-graining approach which leaves us with a free timescale parameter, which we can optimize. Comparing this approach to the standard RWA-based Markovian master equation, we find that significantly better agreement is possible using the coarse-graining approach, for a three-level model coupled to a bath of oscillators, whose exact dynamics we can solve for at zero temperature. The model has the important feature that the RWA has a non-trivial effect on the dynamics of the populations. We show that the two different master equations can exhibit strong qualitative differences for the population of the energy eigenstates even for such a simple model. The RWA-based master equation misses an important feature which the coarse-graining based scheme does not. By optimizing the coarse-graining timescale the latter scheme can be made to approach the exact solution much more closely than the RWA-based master equation.
I. INTRODUCTION
The reduced dynamics of a quantum system coupled to another quantum system (the environment, or bath) can always be described by a completely positive trace preserving (CPTP) map provided the initial state of the system and the bath is factorized [1] , or classically correlated [2, 3] . The map can always be formally written in the Kraus operator sum representation (OSR):
but calculating the Kraus operators A i explicitly is usually too difficult, making this form of the map unusable for most practical purposes. It is often more convenient to work with a differential equation that describes the evolution. Many such "master equations" have been derived, either from first principles or phenomenologically, and have been hugely successful in describing a wide range of phenomena [1, [4] [5] [6] [7] . However, master equations in general do not necessarily generate CPTP dynamics, and can even violate the positivity of the density matrix for certain initial states. Lindblad showed that a Markovian semi-group master equation (SME) that is guaranteed to generate a CPTP map must be of the form:
where H is Hermitian and the coefficients γ αβ form a positive matrix. All first-principles derivations of the master equation that attempt to end in this form require what is often called the "rotating wave approximation" (RWA), also referred to as the "secular approximation". This approximation requires dropping terms which occur on timescales of order 1/(ω − ω ) τ R , where ω and ω are system energy eigenstate differences and τ R ∼ 1/g is the typical relaxation time in the interaction picture, where g is the system-bath interaction strength. The RWA is notoriously hard to justify rigorously and is well known to sometimes give wrong results, e.g., Refs. [8] [9] [10] [11] [12] . Nevertheless, it has been used extensively in the literature, and so it is tempting to formulate a general alternative approach to the first principles derivation of Markovian master equation.
In Refs. [13, 14] , a (phenomenological) method was proposed to derive a Markovian SME from any CP map without requiring the RWA. The procedure involves averaging the dynamics over a coarse-graining timescale. Therefore, we can derive two SMEs, one using the first-principles derivation with the RWA (which we refer to as the RWA-SME) and the second using the phenomenological coarse-graining idea of Refs. [13, 14] (which we refer to as the CG-SME). In order to properly compare the effect of the RWA, we require a model to which an exact solution can be found, and in which the RWA acts non-trivially. We construct a three-level system coupled to an infinite harmonic oscillator bath, the dynamics of which we can solve exactly at zero temperature. Using this model, we compare the results of the two SMEs to the exact solution. We find that even in this simple example, the dynamics of the RWA-SME misses an important qualitative feature of the populations of the exact solution, which the CG-SME does not. Moreover, no attempt has been made so far to optimize the coarse-graining timescale, and we show that the CG-SME can be fine-tuned to better match the exact solution via such an optimization.
The structure of this paper is as follows. In Section II we first review the coarse-graining approach of Refs. [13, 14] , then derive a coarse-grained SME from first principles starting from the cumulant expansion approach of Alicki [15] . In Section III we describe an exactly solvable 2-level model where the RWA-SME and CG-SME do not make substantially different predictions. Motivated by this observation, we construct and solve a 3-level model in Section IV, where the two master equations do make substantially different predictions, and derive the parameters of the two master equations in the context of the model in Section V. We then compare the predictions to the exact solution in Section VI, where we show that by optimizing the coarse-graining timescale we can get better agreement with the exact solution by using the CG-SME. In Section VII we briefly discuss the question of how to optimally choose the coarse-graining timescale in a more general setting, and conclude in Section VIII. Various technical details are presented in the Appendix.
II. SEMIGROUP MASTER EQUATIONS VIA COARSE GRAINING
A. From CP maps to the SME In this subsection we briefly review the derivation of the SME [13, 14] , to motivate the idea of time coarse-graining. We consider the dynamics of a system S coupled to a bath B, together forming a closed system. The closed system evolves unitarily under the Hamiltonian
where H S is the system Hamiltonain, H B is the bath Hamiltonian, and H I is the interaction Hamiltonian. Let us work in the interaction picture (we will denote interaction picture operators with a tilde ("˜"), such that the total evolution operator is given by:Ũ (t) = T + exp − i
Cumulant expansion
We first review the cumulant expansion approach of Ref. [15] . Let us consider a Hamiltonian:
with
where A is a Hermitian system operator and B is a Hermitian bath operator. We have restricted ourself to a single term to simplify the notation, but the more general case with multiple terms follows in an analogous fashion. Let us assume that:
where
and where ρ B is the Gibbs state for the bath:
with Z B = Tr[exp(−βH B )] the partition function. Define:
whereρ(t) is the state in the H 0 -interaction picture. In the interaction picture we have:
with:H
where U S (t) is the unitary generated by H S . The formal solution is given by:
We are interested in the reduced density matrix:ρ
The cumulant expansion is given bỹ
and we solve for K (n) by matching powers of λ with Eq. (28). We get:
where we have used B B = 0 (which can always be done by shifting the operator B without loss of generality), and have used the shorthand:
The next order in λ gives:
(Note that our expression differs by a factor of 1/2 in the second term relative to Eq. (4.10) in Ref. [15] .) We write:
A simple norm estimate shows that
, where g = H I . Therefore the terms of third order and above can be neglected provided λgt 1. This amounts to making the Born approximation.
The second order cumulant
We restrict ourselves to the case of time-independent H S , which was also considered in Ref. [15] . Here we give a much more detailed derivation. Let
such that
This then gives the following map from time 0 to t:
We show in Appendix A how Eq. (37) can be rewritten as
The "Lamb shift" is
Note that (S ωω ) * = S ω ω , so that S † = S, as required for the interpretation of S as a Hamiltonian.
Complete positivity
Clearly, the dissipative (second) term on the RHS of Eq. (39) appears to be in Lindblad form, but we must still prove the positivity of the matrix b(t) (this was not done in Ref. [15] ). To this end we again expand the bath density matrix in its eigenbasis [Eq. (6)], and use this to write the correlation function B(s, s ) = B † (s)B(s ) B explicitly. Let v be some arbitrary vector; then positivity amounts to showing that vb(t) v † > 0 for all v. Indeed:
Note that we have arrived at Eq. (39) without making the Markov approximation. Therefore, our (truncated) non-Markovian CP map is given by:ρ
The complete positivity of this expression follows from the Lindblad theorem, as K (2) (t) is in Lindblad form for all t > 0.
SME from the cumulant expansion and coarse-graining
Finally, we show how to obtain the SME from the results above (this was not done in Ref. [15] either). Consider the CP map Eq. (44) and write it in the form of an evolution equation. Expanding the exponential to second order in λ and taking a time derivative, we have:
Written in this form, the equation looks identical in form to Eq. (14), so we can make the identification:
As discussed in section II A, the path to a SME is simply to take the time average ofṠ andχ over the coarse-graining time ∆t.
In particular, we have:
The generator has the free parameter ∆t that has to be fixed by some means.
It is useful at this point to compare the SME derived above with that typically derived using the RWA in the time-independent case. For the latter case, which we refer to as the "RWA-SME", the SME takes the form [1] :
In the former case, which we refer to as the "CG-SME", the system operators A ω are the same
but the rates γ keeps a dependence on two different eigenfrequencies ω and ω :
We show in Appendix B that the RWA result is recovered by taking the ∆t → ∞ limit of the above result. This is not surprising, since the RWA (as it is performed in the standard first-principles derivation of the Lindblad SME) is equivalent to averaging the time-dependent ME operator over several periods of the oscillating terms. In Ref. [14] it was argued via a spinboson example that ultimately the CG-SME generator should not depend on the averaging time ∆t, and this is true if ∆t is well beyond the bath correlation time τ B . This corresponds to the RWA limit as mentioned above (i.e., ∆t → ∞), at least for the SME generator that results from the CP-map derived from the cumulant expansion. As we desire to derive a master equation that accounts for dynamics slightly beyond the RWA regime, we do not take the RWA limit and keep the dependence on the coarse-graining time scale.
Our main focus will be a comparison of the predictions of Eqs. (48) (RWA-SME) and (50) (CG-SME), both to each other, and to the exact solution of a model we describe next.
III. AN EXACTLY SOLVABLE MODEL WITH TRIVIAL ROTATING WAVE APPROXIMATION
Let us consider the problem of a single 2-level system coupled to a bath of harmonic oscillators:
whose exact solution is known [1] . We wish to compare the exact solution with the solution found using the RWA-SME and the CG-SME. In all three cases, the diagonal elements of the density matrix are independent of time, and the off-diagonal component takes the form:
For the three cases, the dephasing rate is given by:
where Γ exact is the exact result, Γ CG is the CG-SME result, and Γ RWA is the RWA-SME result (details of the derivation are given in Appendix C). Formally, Γ CG (t, t) = Γ exact (t). However, recall that ∆t is supposed to be a fixed timescale, so setting ∆t = t isn't in the spirit of the CG approximation. Both the CG-and RWA-SME yield a linear time-dependence for the dephasing, which is to be expected because of the Markovian approximation. Furthermore, the CG-SME reduces to the RWA-SME in the limit of ∆t → ∞ (also shown in Appendix C). Since the SMEs have the exact same behavior for the populations of the two energy eigenstates as the exact solution, we refer to this as a trivial case of the RWA.
IV. EXACTLY SOLVABLE MODEL WITH NONTRIVIAL ROTATING WAVE APPROXIMATION
We have so far presented a derivation of a SME without the RWA. In order to investigate the effect of taking/not-taking the RWA, we require an exactly solvable model that has more than one bath-induced transition. To this end, we consider a three level system (with energy eigenstates denoted by |0 , |1 , and |2 , and with energies 0, ω 1 and ω 2 respectively)
This system is also refered to as V-type three level system. This system is coupled to a bath of non-interacting harmonic oscillators at zero temperature:
We choose the system-bath interaction such that transitions between the second and the third level are forbidden:
This is a generalization of the one-excitation example in Ref. [1] [p.461]. The "number operator"
commutes with the closed system Hamiltonian H = H S + H B + H I and therefore is a conserved quantity. Let us define H 0 = H S + H B and transform to the interaction picture:
(61a)
As there are no excitations in the bath at zero temperature, we can restrict ourselves to the subspace with eigenvalues N = 0, 1, which is spanned by |0 SB = |0 ⊗ |0 B , |1 SB = |1 ⊗ |0 B , |2 SB = |2 ⊗ |0 B and |k SB = |0 ⊗ |k B . Note that |k B corresponds to having a single excitation of the k-th oscillator. Therefore, we can write the wavefunction at time t as
where c 0 is time independent since H I (t)|0 = 0 , ∀t. For later comparison with the master equation results we need the reduced density matrixρ
where we omitted the time arguments for notational simplicity. The interaction picture Schrödinger equation
yields a set of coupled differential equations for the coefficients (time arguments omitted):
We can integrate Eq. (66b) and plug it into Eq. (66a) which yields for c 1
Lets assume for simplicity that
) is a dark state, i.e. it is decoupled from the bath, as both transitions 0 → 1 and 0 → 2 are coupled to the same bath operator B now, and the model reduces to the two level model from [1] .
For the bath of harmonic oscillators, we will assume a continuum limit with spectral function J(ω) and a coupling constant g:
such that we can replace the sum over bath oscillators by an integral over the spectral functioṅ
where * denotes the convolution
and
is the frequency shifted Fourier transform of the bath spectral function. Eqs. (69a) and (69b) can be solved numerically to give the exact solution for the time evolution of the system density matrix. We use a fixed step size fourth order Runge-Kutta method and calculate the convolution integral using the Riemann sum approximation with the stepsize of the Runge-Kutta method as interval width. 
V. PARAMETERS OF THE MASTER EQUATIONS
A. RWA-SME
We now wish to derive the SME parameters associated with the model described in section IV. First, we note that the interaction Hamiltonian in Eq. (59a) is of the form:
In the derivation of our SMEs it was assumed that A and B were Hermitian, but here they clearly are not. This does not change the overall form of Eqs. (48) and (50), but we must be careful how we define the bath correlation function. Since we assume The dashed red line is ρ 22 (t), solid blue line is ρ 11 (t) and the black dotted line is ρ 00 (t). The optimal parameter for the averaged evolution generator is ω c ∆t = 63.7 for this set of system parameters, in agreement with Eq. (16) . As initial condition we set ρ S (0) = |1 1|. T = 0, the bath state is ρ B = |0 0| and therefore we have the correlation functions (dropping the B subscript for simplicity):
where we assumed the spectrum of the bath to be lower bounded by 0. The one-sided Fourier transform of one of the nonzero correlation function is: The dashed red graph corresponds to the RWA-SME solution and the solid blue one to the CG-SME solution.
where we used the fact that
P denotes the Cauchy principal value and and Θ denotes the Heaviside step function. Similarly,
We assume our bath is characterized by an ohmic spectral density
where η has the dimension of time squared. We can calculate the integral in Eq. (75b) to give:
= − ηω c + ηωe
where we have used the exponential integral function:
The function has branch points at z = 0 and z = ∞ and the branch cut is defined to go from z = −∞ to z = 0 . Hence we get for the one-sided Fourier transform of the bath correlation function
Similarly,
This allows us to write the generator from Eq. (48) as:
is the Lamb shift Hamiltonian and a i = |0 i|. Transforming back to the Schrödinger picture just adds the system Hamiltonian to the unitary part.
B. CG-SME
Here we construct the parameters of the CG-SME, Eq. (50). For the zero temperature case with the correlation function (74b), Eq. (40) simplifies to (for detailed calculations see Appendix D)
For ω = ω this yields
where for the ohmic spectral density in Eq. (78):
For ω = ω , Eq. (85) reduces to
For the ohmic spectral density this yields
Knowing the form of b we can now compute the rates γ in Eq. (51a). 
FIG. 4:
Integrated trace-norm distance of the solution of the CG-SME and the exact dynamics (green) for different averaging times ∆t compared to the RWA-SME (black, dashed). The integration intervals are chosen according to the relaxation times that result from the different system parameters.
The Lamb shift term for the zero temperature bath correlation function in Eq. (74b) is
For ω = ω we get
where we have again used the integrals defined in Eq. (87). For ω = ω , Eq. (90) reads Fig. 2 . The dotted red graph corresponds to the RWA-SME solution, the solid blue one to the optimal ∆t opt CG-SME solution, and the dashed green and dashed-dotted black line are for ∆t = ∆t opt /2 and ∆t = 2∆t opt , respectively.
where I 1 is defined in Eq. (87a) and I 3 is
We now have everything we need to construct the CG-SME, Eq. (50).
VI. COMPARISON BETWEEN THE MASTER EQUATIONS AND THE EXACT DYNAMICS
We first discuss the exact dynamics of the model presented in section IV. For the calculations we set η = ω −2
c . Fig. 1 shows two examples of the dynamics for different system parameters. Since [H S , H I ] = 0 for |ω 1 − ω 2 | = 0, 1 the dynamics are dissipative, so the system will eventually relax into the T = 0 Gibbs state ρ Gibbs = |0 0|. For |ω 1 − ω 2 | g, the system relaxes into the T = 0 Gibbs state very rapidly [see Fig. 1(a) ]. For |ω 1 − ω 2 | g, two timescales can be observed: the initial population of |+ = 1 √ 2 (|1 + |2 ) decays rapidly, after that a strong oscillatory (with slow decay) behavior is observed in the |1 and |2 populations [see Fig. 1(b) ].
We are interested in the regime where the RWA is no longer valid. Recall that the RWA is argued to hold when the time scale associated with |ω 1 − ω 2 | −1 is much less than the relaxation time scale τ R ∼ 1/g. Therefore, the RWA should start to break down when |ω 1 − ω 2 | g. We investigate the behavior of our two SMEs in this regime. We choose the coarse-graining time scale ∆t such that it minimizes the integrated trace-norm distance between the CG-SME density matrix ρ CG and the exact dynamics ρ exact :
where · 1 is the Schatten 1-norm ( A 1 := Tr √ A † A). In Fig. 2 , we show an example of the dynamics of the different master (c) ω = 0.2ωc, δω = 0.02ωc
The rate functions of the CG-SME. The dotted red line is b ω1ω2 , the solid blue line b ω1ω1 , the dashed-dotted red line is S ω1ω2 and the dashed blue line corresponds to S ω1ω1 . The horizontal lines are the asymptotic value of the rate functions, i.e., the value they converge to for high ω c ∆t. The vertical lines are at ω c ∆t opt . Note the qualitatively similar location of the ω c ∆t opt values relative to the features of the rate functions. This may be a clue for future studies in terms of independent determination of ∆t opt .
equations compared to the exact dynamics. In this example, we consider an initial state given by ρ S (0) = |1 1|. The RWA-SME [Eq. (48)] shows no population in the state |2 since the Lindblad operators only allow for transitions between |1 → |0 and |2 → |0 . This is in stark contrast to the CG-SME [Eq. (50)] which properly shows the oscillatory population in the state |2 . We can compare the results quantitatively by computing the trace distances to the exact result, shown in Fig. 3 . The two SMEs show similar qualitative time behavior in the trace distance, but the CG-SME outperforms the RWA-SME. We calculate the optimal ∆t for the three level system for different sets of parameters (shown in Table I ):
VII. HOW CAN WE FIND A GOOD ∆t FOR REAL PROBLEMS?
If we want to make the CG-SME useful more generally, we need to find a way of determining ∆t without comparing it to an exactly calculated result. We calculate the integrated trace-norm distance of the solutions of the CG-SME and the exact solution for suboptimal values adjacent to the optimum, shown in Fig. 4 .
The numerical result suggests that for this particular three-state model, the optimal averaging time ∆t strongly depends on the timescale ω −1 of the transitions driven by the bath, and does not depend strongly on the other parameters g and δω. The latter are the ones that determine the validity of the RWA. On the other hand we can see, that if the RWA fails, i.e. if the RWA-SME solution has significant trace-norm distance from the exact solution, there is a wide range of values for the averaging time where the CG-SME does not yield optimum results but still outperforms the RWA-SME. This fact is further clarified in Fig. 5 , where using half the optimal value as well as its double still outperform the RWA-SME on average.
It is instructive to look at the rates of the CG-SME for different ∆t (Fig. 6) . The optimal value of ∆t is located at a similar point on (the similar looking) graphs, independent of the parameters of the model. This fact might make an analytical determination of the optimal averaging time possible, but we leave the investigation of such a possibility to future research. First-principles derivations of quantum Markovian master equations have so far relied on the rotating wave approximation. Here we have shown how the RWA can be avoided in a first-principle derivation, and replaced by a coarse-graining procedure. The coarse graining timescale is a free, phenomenological parameter which is a priori bounded between the bath correlation time (inverse of the high-frequency cut-off in the bath spectral density) and the characteristic timescale for significant changes in the system density matrix in the interaction picture, and can be optimized. To test the new, coarse-graining based SME, we applied it to a simple three-state model coupled to an infinite harmonic oscillator bath, whose exact dynamics we can solve for. Comparing, we found that the standard RWA-SME misses important qualitative features of the solution, while the CG-SME captures these features relatively well. By optimizing the coarse-graining timescale we achieved significantly better agreement with the exact solution by using the CG-SME rather than the RWA-SME. To perform the optimization we required the exact solution; however, we showed that there is a substantial range of the coarse-graining timescale parameter that still allows the CG-SME to outperform the RWA-SME. Future work should address how to extract reasonable and advantageous estimates of the coarse-graining timescale without relying on exact solutions. The unequal upper integration limits in Eq. (38a) are inconvenient. To remove them we note the following relations for the integral, where for notational simplicity we suppress the t-dependence for now: 
where b ωω [Eq. (40)] has the desired equal upper integration limits. It follows immediately that
and from Eq. (40) we also directly get
Therefore, Eq. (37) yields terms such as:
where in the second term on the RHS we have switched ω ↔ ω . Furthermore, this second term is now exactly in the form of the original term, so we have the result:
For the remaining terms, we write:
Putting all this together we can now go from Eq. (37) to Eq. (39).
Appendix B: Relation between the Coarse-Grained Master Equation and the Standard Lindblad Equation
In order to study the relationship between the CG-SME and the RWA-SME, we begin with the dissipative coefficients of the CP map:
We switch to new variables u = s − s and v = s + s using the homogeneity of the bath correlation function:
We replace v by 2t − v in the latter integral:
For ω = ω this expression reads
and partial integration yields
For our SME, we are interested in b ωω (∆t)/∆t. Setting ∆t → ∞, the part proportional to u 2t B(u, 0) is negligible, and we recover the RWA result of Eq. (49):
where it is to be understood that γ = γ CG for the CG-SME and γ = γ RWA for the RWA-SME. These are defined as:
The solution written in terms of the superoperator L is simply
Using that A 0 = σ z , L reduces to :
Conveniently, L is diagonal with entries (0, −2γ, −2γ, 0), so we can immediately write:
Therefore, we find as a final result that:
Moving to the Schrödinger picture, the result is adjusted to
Finally, for the infinite harmonic oscillator bath to bath operator B = λ k (b k + b † k ), we can explicitly calculate the form of the γ's by using the result for the two point correlation:
This then gives:
When γ CG is written in the form of the second equality, it becomes clear that taking the ∆t → ∞ limit corresponds to the RWA result since we can use the identity:
and γ CG becomes γ RWA .
Appendix D: Calculations for the Three Level Example for the Averaged Evolution Generator
Here we provide the detailed derivations of the expressions for the averaged evolution generator of the three level model in section IV. Let us calculate Eq. 
For the second equality sign we used the fact that the Fourier transform of the spectral function converges absolutely for a well behaved bath: 
Let us look at the case ω = ω . With the help of
we can split up the integral: 
For the ohmic spectral density (78) the integrals I 1 and I 2 are analytically solvable: 
Now we have to distinguish the two cases, ω = ω and ω = ω . For ω = ω we get
With the help of (D3) and (D5) this formula simplifies to
1 − e it(ω −ω) (I 1 (ω) + I 1 (ω )) + e −iωt (I 2 (ω ) − I 2 (ω)) + e iω t (I * 
where I 1 is defined in (D5) and I 3 is defined as
For the Ohmic spectral density this yields 
