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Critical exponents of the binomial Ising Spin Glass in dimension four; non-universality
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Extensive simulations are made on the bimodal Ising Spin Glass (ISG) in dimension four. The
transition temperature is established using a combination of standard finite size scaling and of ther-
modynamic derivative peak data. Measurements in the thermodynamic limit regime are analysed
so as to estimate critical exponents and confluent correction terms. Comparisons with results on
other 4d ISGs show that the susceptibility and correlation length critical exponents γ and ν depend
on the form of the interaction distribution. From this observation it can be deduced that critical
exponents are not universal in ISGs.
PACS numbers: 75.50.Lk, 05.50.+q, 64.60.Cn, 75.40.Cx
INTRODUCTION
The universality of critical exponents is an important
and remarkably elegant property of standard second or-
der transitions, which has been explored in great detail
through the Renormalization Group Theory (RGT). The
universality hypothesis states that for all systems within
a universality class the critical exponents are rigorously
identical and do not depend on the microscopic param-
eters of the model. However, universality is not strictly
universal; there are known “eccentric”models which are
exceptions and violate the universality rule in the sense
that their critical exponents vary continuously as func-
tions of a control variable. The most famous example is
the eight vertex model solved exactly by Baxter [1]; there
are other scattered cases, all in dimension two as far as
we are aware.
For Ising Spin Glasses (ISGs), the form of the interac-
tion distribution is a microscopic control parameter. It
has been assumed tacitly or explicitly that the members
of the ISG family of transitions obey standard univer-
sality rules, following the generally accepted statement
that “Empirically, one finds that all systems in nature
belong to one of a comparatively small number of univer-
sality classes”[2]. However, we know of no formal proof
that universality must hold in ISGs; it was found thirty
years ago that the ǫ-expansion for the critical exponents
[3] in ISGs is not predictive since the first few orders
have a non-convergent behavior and higher orders are
not known. This can be taken as an indication that a
fundamentally different theoretical approach is required
for spin glass transitions. Indeed ”Classical tools of RG
analysis are not suitable for spin glasses” [4–6].
ISG transition simulations are much more demand-
ing numerically than are those on, say, pure ferromagnet
transitions with no interaction disorder. The traditional
approach in ISGs has been to study the temperature and
size dependence of observables in the near-transition re-
gion and to estimate the critical temperature and ex-
ponents through finite size scaling relations after taking
means over large numbers of samples. Finite size correc-
tions to scaling should be allowed for explicitly which can
be delicate. From numerical data, claims of universality
have been made repeatedly for ISGs [7–10] even though
the estimates of the critical exponents are very sensitive
to the precise value of the critical temperature and have
varied over the years (see Ref. [8] for a tabulation of his-
toric estimates).
We have estimated the critical exponents of the bi-
modal ISG in dimension 4 using complementary strate-
gies. First we use the standard finite size crossing points
of the Binder cumulant and other phenomenological cou-
plings to obtain estimates for the critical temperature
βc through finite size scaling [15]. We also register the
size dependence of the peaks of thermodynamic deriva-
tives which give independent estimates for βc and for ν
[13, 14].
We finally measure the temperature dependence of the
thermodynamic limit (ThL) ISG susceptibility χ(β,∞)
and second moment correlation length ξ(β,∞) over a
wide temperature range. Using the scaling variable and
scaling expressions appropriate for ISGs as cited below
[16, 17] together with the optimal βc from the above mea-
surements, we estimate the critical exponents and the
confluent corrections to scaling [19] from data taken over
almost the entire paramagnetic temperature range.
The numerical data on different ISGs in dimension 4
show conclusively that the critical exponents depend on
the form of the interaction distribution. It is relevant that
it has been shown experimentally that in Heisenberg spin
glasses the critical exponents depend on the strength of
the Dzyaloshinski-Moriya interaction [18].
ISING SPIN GLASS SIMULATIONS
The Hamiltonian is as usual
H = −
∑
ij
JijSiSj (1)
with the near neighbor symmetric distributions normal-
ized to 〈J2ij〉 = 1. The Ising spins live on simple hyper-
2cubic lattices with periodic boundary conditions. We
have studied bimodal (±J), Gaussian, and Laplacian dis-
tributions in 4d. Here we will discuss the bimodal ISG
and will compare with published measurements on two
other 4d ISGs [10].
The simulations were carried out using the exchange
Monte-Carlo method for equilibration, on 512 individual
samples at each size. Data were registered after equilibra-
tion for the energyE(β, L), correlation length ξ(β, L), for
the spin overlap moments 〈|q|〉, 〈q2〉, 〈|q3|〉, 〈q4〉, and for
the link overlap qℓ moments. In addition the correlations
between the energy and certain observables 〈E U〉 were
also registered so that thermodynamic derivatives could
be evaluated using the relation ∂U/∂β = 〈U E〉−〈U〉〈E〉
where E is the energy [13]. Bootstrap analyses of the er-
rors in the derivatives as well as in the observables them-
selves were carried out.
For the present analysis we have observed the behav-
ior of various ”phenomenological couplings”, not only
the familiar Binder cumulant and correlation length ra-
tio ξ(β, L)/L but also other observables showing critical
behavior such as the kurtosis of the spin overlap distri-
bution, the kurtosis of the absolute spin overlap distri-
bution, and the variance and kurtosis of the link overlap
distribution. Only part of these data are reported here.
Near criticality in a ferromagnet the heights of the
peaks of the thermodynamic derivative of many observ-
ables ∂U(β, L)/∂β scale for large L as [13, 14]
[∂U(β, L)/∂β]max ∝ L
1/ν
(
1 + b L−ω/ν
)
and the temperature location of the derivative peak
βmax(L) scales as βc − βmax(L) ∝ L
−1/ν
(
1 + b′ L−ω/ν
)
The observables used for U(β, L) [13] can be for instance
the Binder cumulant g(β, L) = (3 − 〈q4〉/〈q2〉2)/2, the
logarithm of the finite size susceptibility ln(χ(β, L)), or
the logarithm of the absolute value of the spin overlap
ln(|q|(β, L)). Each of these data sets can give indepen-
dent estimates of ν and βc without any initial knowledge
of either parameter.
For the present analysis we note that both the mini-
mum of the inverse derivative [∂β/∂U(β, L)]min and the
temperature location difference βc− βmin(L) are propor-
tional to L−1/ν to leading order. Hence [∂β/∂U(β, L)]min
plotted against βmin(L) with L as an implicit variable
must tend linearly to an intercept [∂β/∂U(β, L)]min = 0
at βmin ≡ βc for large L. All [∂β/∂U(β, L)]min against
βmin(L) plots should extrapolate consistently to the true
βc.
Turning to spin glasses, for ISGs with symmetric in-
teraction distributions and a non-zero βc a general nat-
ural scaling variable is τ = 1 − (β/βc)
2 (w = 1 −
(tanh(β)/ tanh(βc))
2 is also suitable for the bimodal
case) [16, 17, 27].
In the ISG context β2 replaces β in the thermodynamic
derivative scaling rules but otherwise the same method-
ology can be used as in the ferromagnet. The thermody-
namic derivative analysis, which as far as we are aware
has not been used previously in spin glasses, provides reli-
able and precise estimates for β2c . These β
2
c estimates are
consistent with those from the traditional crossing point
approach; which method has the least sensitivity to finite
size corrections depends on the individual system.
The ThL SG susceptibility χ(τ) including the leading
nonanalytic confluent correction term [19] can be written
χ(β) = Cχτ
−γ
(
1 + aχτ
θ + · · ·
)
(2)
where γ is the critical exponent and θ the Wegner non-
analytic correction exponent, both of which are char-
acteristic of a universality class. Following a protocol
well-established in ferromagnets [28, 29] one can de-
fine a temperature dependent effective ThL exponent
γ(β) = −∂ lnχ(β)/∂ ln τ . γ(β) tends to the critical γ as
β2 → β2c and to 2dβ
2
c as β
2 → 0 in simple [hyper]-cubic
lattices.
As long as samples of finite size L are in the ThL
regime, χ(β, L), ξ(β.L) and other observables are inde-
pendent of L. Working in the ThL has a number of
advantages: the temperatures studied are higher than
the critical temperature so equilibration is facilitated,
the sample to sample variations are automatically much
weaker than at criticality, and there are no finite size scal-
ing corrections to take into account although the conflu-
ent correction terms must be allowed for. In ferromagnets
the ThL susceptibility and correlation length data can be
fitted accurately over the entire paramagnetic tempera-
ture range [20–22] by including just one further effec-
tive correction term kτλ beyond the leading non-analytic
term, which bundles together all the higher order correc-
tion terms. We use this approximation also in the ISGs.
Hence
γβ = γ −
(
aχθτ
θ + kλτλ
)
/
(
1 + aχτ
θ + kτλ
)
(3)
A very effective method for analysing the ThL suscep-
tibility data is to plot y = ∂β2/∂ lnχ(β) against x = β2.
With the two correction terms the expression used to fit
the ThL regime data is:
∂β2
lnχ(β)
=
(β2 − β2c )(1 + aχτ
θ + kχτ
λχ)
γ + (γ − θ)aχτθ + (γ − λχ)kχτλχ
(4)
The critical intercept y = 0 occurs when x = β2c , and the
initial slope starting at the intercept is ∂y/∂x = −1/γ.
The analogous natural scaling expression for the ISG
second moment correlation length ξ(β) is [17]
ξ(β)/β = Cξτ
−ν
(
1 + aξτ
θ + kξτ
λ
)
(5)
with a temperature dependent effective exponent de-
fined as ν(β) = −∂ ln(ξ(β)/β)/∂ ln τ . The reason for
the factor 1/β arises from the generic form of the ISG
ξ(β) high temperature series [17]. The β = 0 limit in
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FIG. 1: (Color online) The Binder cumulant g(β,L) for even L
4d bimodal interaction samples. Symbol coding: blue squares
L = 4, red circles L = 6, black triangles L = 8, down triangles
L = 10, olive diamonds L = 12, purple left triangles L = 14.
The vertical red line corresponds to βc = 0.505.
ISGs in simple hyper-cubic lattices of dimension d is
ν(β = 0) = (d −K/3)β2c where K is the kurtosis of the
interaction distribution. The derivative corresponding to
Eq. (4) takes the form
∂β2
ln(ξ(β)/β)
=
β2c τ(1 + aξτ
θ)
ν + (ν − θ)aξτθ
(6)
with the same β2c and θ as for χ(β). The y = 0 intercept
is again x = β2c , with an initial slope at the intercept
equal to ∂y/∂x = −1/ν.
ISG TRANSITIONS IN DIMENSION 4
High precision simulation measurements have been
published on the 4d Gaussian ISG, and on a 4d bi-
modal ISG with diluted interactions (65% of the inter-
actions having J = 0) [10]. The critical temperature
for the 4d Gaussian ISG was estimated from Binder pa-
rameter and correlation length ratio measurements to
be β2c = 0.307(3) in full agreement with earlier simu-
lation estimates 0.308(3) [11, 12] and with the HTSE
estimate β2c = 0.314(4). The simulations gave essen-
tially identical exponents for the two systems ν = 1.02(2)
η = −0.275(25) so indirectly γ = 2.32(8). Present data
on the 4d Gaussian (not shown) using the thermal deriva-
tive analysis as above lead to a β2c in full agreement with
that of Ref [10], and γ = 2.36(3), with very weak cor-
rections. It seems very reasonable to assume that if the
present procedure were applied to the diluted bimodal
system, it would confirm the conclusions of Ref. [10] for
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FIG. 2: (Color online) The 4d bimodal ISG thermodynamic
derivative peak height [∂ ln(χ(L))∂β2]max as a function of size
L. Black squares : measured, red circles : fit.
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FIG. 3: (Color online) ∂β2/∂ lnχ(β) for 4d bimodal interac-
tion samples. Even L data only are shown to avoid clutter.
Symbol coding as in Fig. 1. Large navy squares are the min-
ima locations, odd and even L. The full red curve is the
the ThL calculated directly from HTSE [16]. Blue curve: fit
Eq. (4).
that system also. It can be noted that for this system the
finite size correction to scaling in the Binder cumulant is
so small as to be unobservable.
For the 4d bimodal ISG the HTSE critical temperature
and exponent estimates are [16] β2c = 0.26(2), γ = 2.5(3),
and θ ∼ 1.5. From extensive domain wall free energy
measurements to L = 10 Hukushima gave an estimate
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FIG. 4: (Color online) ∂β2/∂ ln(ξ(β)/β) for 4d bimodal inter-
action samples. Even L data only are shown to avoid clutter.
Symbol coding as in Fig. 1. Large navy squares are the min-
ima locations, odd and even L. Blue curve: fit Eq. (6).
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FIG. 5: (Color online) The effective exponent 2 − η(β, L)
Eq. (7) for 4d bimodal interaction samples. Even L data only
are shown to avoid clutter. Symbol coding as in Fig. 1. Red
curve: fit through the ThL regime data. Red arrow : exact
high temperature limit. The estimate of Ref. [25] for the
critical value 2− η(βc) is 2.320(13).
β2c = 0.25(1) [23]. Inspection of the raw data show strong
finite size corrections; extrapolation to larger L leads to
an infinite size limit definitely greater than 0.25.
From early simulation measurements up to L = 10 a
critical temperature β2c = 0.243(7) was estimated [24] us-
ing the Binder parameter crossing point criterion. How-
ever, finite size corrections to scaling were not allowed
for. Recent simulations up to L = 16 [25] show large
L Binder cumulant crossings up to β2 = 0.252. Our
present Binder cumulant data up to L = 14 show very
similar results, Figure 1. In this figure crossing points for
the largest L can be seen to cluster around β2 = 0.255,
which provides a lower limit on β2c .
In addition, it can be seen that the value of the cumu-
lant at the present high L crossing points is gcross(β
2) =
0.520(3), which is a lower limit on the infinite size criti-
cal gc(β
2
c ). In comparison gc(β
2
c ) has been estimated at
0.470(5) and 0.472(2) for the 4d Gaussian and diluted bi-
modal ISG respectively [10]. The bimodal critical cross-
ing point is thus 25 standard deviations above the di-
luted bimodal critical value. As the critical gc(β
2
c ) is,
for a given geometry, a parameter characteristic of a uni-
versality class, the bimodal and diluted bimodal systems
are not in the same universality class; neither are the
bimodal and the Gaussian ISGs.
We will now turn to the inverse susceptibility
derivative data, Figures 2, 3 and 4. In Figure 2
the thermodynamic derivative peak height y(L) =
[∂ ln(χ(β2, L))/∂β2]max is fitted by y(L) = 11.0L
1/ν(1 −
0.95Lθ/ν) with ν = 1.20(2) and θ fixed at 1.75, from
ThL data discussed below. The value of the estimate for
ν requires no information on the critical temperature βc.
It is significantly higher than the estimate ν = 1.068(7)
given by Ref. [25].
In Figure 3 the [∂β2/∂ lnχ(β2, L)]min points for differ-
ent L have a straight line limit at large L which tends
to an intercept at x = 0.258(1). Derivative minima plots
of the same type for other observables (not shown) con-
firm this value for β2c . These estimates are very reliable
as they come from parameter free straight line limit fits.
The estimate of Ref. [25] is β2c = 0.2523(6); this value
is sensitive to the estimate for the correction to scaling
exponent.
The curves for individual L and the HTSE curve all
lie on a size independent ThL envelope curve to the left
of the figure. A satisfactory fit passing through all the
ThL data and the critical point can be made with a sin-
gle correction term only. The optimal fit parameters are
γ = 3.05(5), θ = 1.75(5), aχ = 1.40(3). A similar anal-
ysis made on the correlation length data, Figure 4, pro-
vides a completely consistent estimate for β2c from the
linear variation of the minima points. The ThL data are
fitted with the parameters ν = 1.20(3) and aξ = 0.17(2)
together with the same θ = 1.75 as for the susceptibility
fit.
An estimate of the exponent η can be made from a plot
of
2− η(β, L) = ∂ ln(χ(β, L))/∂ ln(ξ(β, L)/β) (7)
against β/ξ(β, L), Figure 5. Extrapolating the ThL
regime data to criticality at β/ξ(β, L) = 0 leads to a
direct estimate η = −0.48(3) without needing any as-
sumption concerning β2c or finite size corrections. The
5data clearly show that the estimate η = −0.320(13) of
Ref. [25] is low.
The present exponents are reliable and much more ac-
curate than the HTSE estimates principally because the
uncertainty in β2c is reduced by a factor of more than 10
thanks principally to the thermal derivative peak sim-
ulation data. The exponents can be compared to the
values found [10] for the 4d Gaussian and diluted bi-
modal systems which were almost identical to each other
: γ = 2.32(8) and ν = 1.02(2) for the Gaussian and
γ = 2.33(6), ν = 1.025(15) for the diluted bimodal. The
critical exponents of the 4d bimodal ISG are quite differ-
ent from those of the 4d Gaussian and diluted bimodal
ISGs.
CONCLUSIONS
Simulations on the 4d bimodal ISG up to size L = 14
provide numerical data on finite size scaling observables,
on the ISG susceptibility and on the correlation length.
The critical temperature βc derived from the simulation
data using a thermodynamic derivative technique [13] is
in full agreement with, but is considerably more precise
than, the estimate from HTSE alone [16]. Because of the
analysis techniques used it is also more reliable than pre-
vious numerical estimates. Data in the thermodynamic
limit regime were analysed to obtain considerably im-
proved critical exponent γ, ν and θ estimates together
with the strengths of leading confluent correction terms.
The accurate estimates of γ and ν and the critical value
of the Binder cumulant show that the 4d bimodal ISG is
in a different universality class from the 4d Gaussian or
diluted bimodal ISGs [10]. Other results on ISGs in di-
mension 4 [31] and in dimension 5 [32] confirm that spin
glasses with different interaction distributions have differ-
ent critical exponents. These results clearly demonstrate
that the standard RGT universality rules do not apply
in ISGs.
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