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This work is a four article compilation, published in international journals, and two 
additional chapters to the studies performed with Fast Independent Component Analysis 
(FastICA) and Discrete Cosine Transform (DCT) over well-log data and seismic data. 
The first article aims to automatic classification well log data using FastICA and K-
Nearest Neighbor (K-NN), a supervised spatial classifier, subdividing data set in sub datasets for 
training and classification. 
The second, adds data thresholds hypotheses to improve the output accuracy level of 
the classification method and noise removal purposes. 
The third article tests for noise suppression and smoothing processes through DCT, 
with the intention of improve the automatic classification success rate over well log data. 
The fourth paper shows the FastICA association with Wavelet decomposition to form 
the Independent Component Spectral Analysis (ICSA), an spectral multivariate analysis, to 
visualize different geological characteristics in different frequency bands. The Fast ICA 
application method is also important in the next chapters. 
Chapter 5 complements and tests the well log data stationary conditions, as well as the 
subsets of data created during the application of automatic classification. The FastICA method 
is a computational optimization that assumes the stationarity of the data used, if this is not 
observed, the method loses its robustness. 
Chapter 6, also complementary to the four articles above, uses a related mechanism to 
the article four FastICA application. Using DCT to generate different Smoothed Seismic Lines, 
FastICA correlates all in one smoothed image that carries information from all smoothed lines. 
 





Este trabalho é uma compilação de quatro artigos, publicados em revistas 
internacionais, e dois capítulos adicionais aos estudos realizados com Análise de Componentes 
Independentes Rápida (FastICA) e Transformada Discreta de Cosseno (DCT) sobre os dados de 
poço e dados sísmicos. 
O primeiro artigo visa a classificação automática de dados de poços usando FastICA e 
K-Vizinhos Mais Próximos (K-NN), um classificador espacial supervisionado, subdividindo o 
conjunto de dados em sub-conjuntos de dados para treinamento e classificação. 
O segundo acrescenta hipóteses sobre limiares em dados, para melhorar o nível de 
precisão da resposta do método de classificação e proposições de remoção de ruído. 
O terceiro artigo testa os processos de supressão e suavização do ruído através da DCT, 
com a intenção de melhorar a taxa de sucesso da classificação automática em relação aos dados 
dos poços. 
O quarto trabalho mostra a associação FastICA com a decomposição Wavelet para 
formar a Análise Espectral de Componentes Independentes (ICSA), uma análise multivariada 
espectral, para visualizar diferentes características geológicas em diferentes bandas de 
frequência. O método de aplicação da FastICA nesse artigo é utilizado no capítulo 6. 
O Capítulo 5 complementa o estudo e testa as condições estacionárias dos dados de 
poços, bem como os subconjuntos de dados criados durante a aplicação da classificação 
automática. O método FastICA é uma otimização computacional que assume a estacionariedade 
dos dados utilizados, se isso não for observado, o método perde sua robustez. 
O Capítulo 6, também complementar aos quatro artigos acima, utiliza um mecanismo 
relacionado à aplicação da FastICA do artigo quatro. Usando DCT para gerar diferentes linhas 
sísmicas suavizadas, FastICA correlaciona tudo em uma imagem suavizada que carrega 
informações de todas as linhas suavizadas. 
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Multivariate Analysis applications are useful instruments to predict, classify, choose, 
separate and generate metadata of, practically, any kind of physical observation (in data 
format). The wide range of methods and the dynamic applicability of each methodology 
allows a great control over the operations applied in the data, generating solid material to be 
interpreted. Geophysical data are widely analyzed through statistical applications of a 
multivariate nature, including Principal Component Analysis, Independent Component 
Analysis, Neural Networks, etc., and each analysis tool produces information to aid in 
geophysical data analysis (BACK., WEIGEND, 1997; SANCHETTA, 2010; SANCHETTA 
et. al, 2013) 
The dynamism of the multivariate analysis is captured in the present work, this set of 
papers, when observing the different types of data analyzed and the abundant types of 
generated results, initially, focused on well log data and classifications over core data, the 
research encompassed seismic data under spectral and multivariate context. In between, 
Multivariate Analysis proved to be ancillary to address uncertainties and gaps within a set of 
data. 
The main tool for all proposed methodology is the Independent Component Analysis 
(ICA), in a format optimized for computer application, the Fast Independent Component 
Analysis (FastICA). The use of FastICA is endorsed due to its calculation agility, which 
allows more time to produce more tests and analyzes; Its structural simplicity, which receives 
most of all available geophysical data; and presents great control over its variables, it is 
possible to abstain from choosing the multivariate methods internal parameters, in cases 
without additional information correlated to the analyzed data, or, is also possible, to modify 
the parameters of each methodology step in order to modify the outcome 
result(HYVÄRINEN, et al. 2001; SANCHETTA, el al, 2015). 
It is interesting to note that the results generated by FastICA allow other posterior 
methods applications, that is, it can be considered as a pre-processing of data and, to a large 
extent of the present work, was used for this purpose. Initially, the main idea was to apply 
FastICA to well-log data, and through dimensionality reduction, decrease the noise level 
present in data and then, classify samples using the available well core data in conjunction 
with the spatial data classifier K-Nearest Neighbors (K-NN). The almost infinite range of 
possibilities in generating some different results based on the chosen parameters pointed to 




empirical attempts for the best result. At this point, it was not possible to determine a 
workflow to find such threshold, since the data were not consistent for this and the adaptive 
principle of FastICA, in relation to its results, suggested other actions and theories about its 
applicability, rather than noise reduction with thresholds. In fact, more than a product with 
reduced dimensions, the results showed a mechanism to gather different information about the 
same subject at once. With this new context, the relevance of the analyzed product was no 
longer the amount of information saved, but the quality with which the results translated other 
information, a priori, hidden or scattered in the data. Such latent statistical and mathematical 
relationships proved to be efficient in improving the classification of well log data via K-NN 
and opened up huge space to think of other ways to use FastICA results in an attempt to 
uncover patterns and data behaviors when utilized in conjunction with other 
methods(HYVÄRINEN, et al.2000; TOUSSAINT, 2005),. 
In reassessing the research objectives, the initial theory, based on lowering the noise 
level over the geophysical data in an attempt to improve the classification success levels for 
well log data samples, regained strength again and FastICA as a pre-processing, coupled with 
data noise reduction improved even more the previous results, those with multivariate analysis 
only. The method of noise reduction chosen was the Discrete Cosine Transform (DCT), 
widely used in the signals treatment and compression (RAO, YIP, 1990; TOUSSAINT, 2005) 
The best improvements observed in the classifications pointed to a new approach to 
the methodology, since, unlike the expected, the best data classifications occurred in the 
minimum presence of original used information, that is, the improvement in the results was 
not related to small changes in the high amplitudes of each signal, but in the basal and 
primordial behavior that the signal itself presents when it carries a small percentage of its 
original information. Given the original information utilization conditions, the method could 
no longer be considered only a noise reduction process at this noise level usage, being 
considered as a smoothing signal method. Further researches on the joint utilization of 
FastICA and DCT methods, as well as their separate use and tests under different ordering 
and variable conditions, showed that the greatest weight in the best results came from the use 
of DCT alone and the FastICA functionality tended to be null. 
The method depletion with well log data also demanded its use in other types of data. 
The ability to aggregate scattered information into results with less dimensions was once 
again exploited as a pre-processing for Wavelet Transform processes and the new conjecture 
allowed the analysis of frequencies in Seismic Data, a method that was called Independent 




frequencies, generates a set of several seismic panels that can be re-synthesized in a single 
panel, but carrying the spectral information found previously. This makes it easier to interpret 
patterns and details.  
FastICA with the renewed role in this proposal has added an interesting mechanism 
for its use in abundant circumstances of data of the same nature. Based on this premise, the 
same mechanism used to create seismic panels of several spectral orders was used, but in 
order to seek the reduction of noise in seismic data by varying the intensity of the smoothing 
process via DCT, several seismic panels are created where each one presents a percentage of 
use of its original information. That is, each panel is made from a threshold in the data and 
FastICA captures the elements that are most important in all of them(SIMONOFF, 1996; 
SANCHETTA, et al., 2013). 
This final movement ties all the studied topics since the first research and deliveries 
more than a methodology to reduce noise of seismic data, since its process can be used 




The motivation of this work is to generate pre-processing methods to interpret 
geophysical data. Multivariate analyzes are the basis of these pre-processes, which in addition 
to other methods generate better results and higher success rates for analysis. With more 
information on the data basic aspects, it is expected that decision-making will be facilitated 




The objective of this work is to create and test a full set of multivariate analysis to 
provide best geophysical data to interpreters. With more statistical information on the data 
basics, it is expected that decision-making will be facilitated and help in analyzing the data. 
Create data approach options to construct mathematical and statistical mechanics for 
geophysical data analysis. Develop alternatives for interpreting metadata to be added to 
models, classifications, and predictions. The goal is to create a wide application of varied 







This thesis is structured in five scientific papers and two appendixes with 
complementary information. Main contributions, highlights, summaries and the papers 
interconnections are explained below in separate. The complete papers are presented on next 
chapters and are not in chronological order, but in an ordering that allows the evolution of 
ideas as the research was given. 
 
1.3.1. Paper 1: “Automatic classification of lithofaciesusing Fast Independent 
Component Analysis” 
 
Alexandre Cruz Sanchetta, Emilson Pereira Leite, Bruno César Zanardo Honório, 
Alexandre Campane Vidal 
Revista Brasileira de Geofísica, Número 33-1. 2015, p. 119-126 
 
Research Beginning on Independent Components Analysis and its computerized 
optimization Fast Independent Components Analysis. This article builds the first 
methodology proposed for well log data classification through the K -Nearest Neighbors, 
using ICA as a pre-processing. Since not much bibliography was available about the subject, 
the tests were primarily empirical and tried to test all dimensional nature of the data.Tests 
involving the use of a given number of dimensions and the comparison between the results 
promoted the basis for the first analysis of the method: the use of all dimensions in the ICA 
domain, without reduction of dimensionality had the best performances and evidenced the 
behavior of Spatial rearrangement occurred in the data. Real well log data from Namorado 
Field, Campos Basin, and obtained an interesting classification performance, although the 
structural complexity that does not allow apparent linear relations for the classifiers to 
perform a good separation in the data and its later classification. Other aspects were also 
tested: production of test sets and how they affect the method success; which profiles 
presented greater statistical variance; classification behavior given the number of neighbors 
used within the K-NN and the relationships between distance and number of samples. 
Finally, the article compares the average classification success rate when the data is 
preprocessed with Principal Component Analysis and Independent Component Analysis - 
PCA is the most well-known multivariate analysis with solid bibliography, so it is the most 
used in academic work. The better ICA performance against PCA made it clear that its use 




1.3.2.  Paper2: “Well log denoising and geological enhancement based on 
discrete wavelet transform and hybrid thresholding” 
 
Bruno C. Z. Honório, Rodrigo D. Drummond, Alexandre C. Vidal, Alexandre C. 
Sanchetta; Emilson P. Leite 
Energy Exploration & Exploitation, Volume 30, Number 3, 2012, p. 417-434  
 
The second paper already contains more in-depth ideas on the use of multivariate 
methods and seeks to gather strategies to improve the performance of noise reduction methods 
and improvement of images. Although it does not contain a methodology to assign 
improvements to automatic classifications, the idea of applying a threshold in the data, aiming 
at noise reduction, was the idea that later allowed the research with Discrete Cosine 
Transform and its correlated studies. By using statistical methods to uncover the data subsets 
that maximize the expected results, usually using variance as a regulatory parameter, it is 
possible to identify the strategies for multivariate analyzes to perform better and faster. 
Relationships between different threshold types and those which best apply to 
geophysical data were also tested and the results allowed performance analyzes of well log 
data automatic classifications.In this sense, the research serves as a basis for looking for other 
statistical influences in the data and which are the elements that most influence, positively or 
negatively, the classification success rate. It is important to note that noise reduction method 
applications to better interpret data are not a, necessarily, new idea, but the context of using it 
as classification preprocessing is still in its preliminary stages and with various strategies. 
 The context of using it as classification preprocessing marks a new paradigm within its 
field of study. The results were actually better, which evidenced the improvement that the 
noise reduction per threshold allowed.  
 
1.3.3. Paper 3: “Facies recognition using a smoothing process through Fast 
Independent Component Analysis and Discrete Cosine Transform” 
 
Alexandre Cruz Sanchetta, Emilson Pereira Leite, Bruno César Zanardo Honório 
Computers & Geosciences, Number 57, 2013, p. 175–182 
 
From the ideas union of the first article with the ideas of the second article, the pre-
processing of the data with FastICA and some method to reduce the data noise seemed an 




reduction was demonstrated by reducing the dimensionality of the data via FastICA and as 
this approach had a very well established limit by the cast structure with which it tries to 
eliminate the noise of high frequencies. This happens because an entire data dimension 
represents much more than high frequencies information, the noise reduction must be 
meticulous and based on statistical apparatuses for its use. That is why FastICA was utilyzed 
as an improvement in the data spatial structure while the noise reduction was performed by 
the Discrete Cosine Transform (DCT). 
Even using the threshold idea, an equal application to that one of the second article 
was not possible, since FastICA, due to its optimized character, randomizes its outcome and, 
sometimes, presents signals with reverse directions.Tests with empirical thresholds made up 
the first analyze on noise reduction vi DCT. Each test was tied to the information use 
percentage in relation to the original data, i.e., by varying threshold, starting from zero 
information eliminated up to the complete elimination of information, a data set is constructed 
that starts without any reduction of noise and ends with no information. Each of these 
situations tested for automatic classification of well log data presented the best performance 
with only 1% of the original information, which conjecture a smoothing process. Thus, 
aiming exclusively at better automatic classifications, the low frequencies information has a 
greater influence to a better classification than those of high frequency. 
The article also compares the data application structure, taking turns between 
FastICA and DCT, and when both are applied separately. Results point to the isolated use of 
DCT as the best scenario for automatic classification, which led to another search for the 
application of multivariate analysis, since limitations occurred once again. The limitations led 
to a view change on the FastICA use and also the data change itself, aiming for seismic data, 
after all the more in-depth analysis made over well log data through the first three papers. 
Appendix A carries an analysis on the test sets composition and the direct impact in 
attempting to automatically classify samples of well log data. This discussion is broad, 
because the situations of high success rate contains well controlled statistical parameters, i.e., 
cases when samples from the same well are used to classify other samples from that same 
well. Limitations begin to appear with the attempt to classify samples from a particular well 
with samples from other wells, embedded in another structural context. 
Complementary results in Appendix B, discuss the use of FastICA for well sample 
classifications using other wells to assemble the test set. The application of FastICA assumes 




situations where the stationary is not maintained, FastICA method robustness cannot be 
attested. 
 
1.3.4. Paper 4:”Independent component spectral analysis” 
 
Bruno César Zanardo Honório, Alexandre Cruz Sanchetta, Emilson Pereira Leite1, 
Alexandre Campane Vidal 
Interpretation, , v. 2, 2014. p. SA21-SA29 
 
The search for a new application manage to another interesting aspect of FastICA, 
but no longer as a preprocessing, as an integral part of the main method employed. The union 
of the Wavelet Transform method with FastICA and a threshold strategy constitutes the basis 
for the Independent Components Spectral Analysis. By using seismic volumes decomposed 
through the wavelet transform, FastICA selects more representative data features when 
considering all spectral frequencies. Applying FastICA dimensionality reduction strategy, all 
spectral dimensions are assembled in three dimensions and through statistical analysis, it is 
possible to link each one of the three dimensions to the RGB color scheme (Red, Green and 
Blue). Each volume now represents a color hue and will be related to a type of spectrum, 
presenting different visualization conditions for each color hue.   
The main limitation appear precisely in the ordering of the Independent Components. 
Again, FastICA randomization does not allow the method to find porosity thickness relations, 
such as PCA, but even though the necessary qualitative analysis, the connections between 
each spectral frequency panel and the features particular visualization are notorious and it is 
possible to notice it in all RGB colors. 
The biggest advantage is, probably, the method dynamism to transform 3D data into 
metadata that can be applied under FastICA conditions. Well log data tests were under one-
dimensional systematization and have a relatively simple application. Using this same 
strategy it is possible to work with seismic data panels in two dimensions or even data in more 









1.3.5. Chapter 6: “Stationarity in well log data automatic classification via FastICA 
and DCT” 
 
The satisfactory results with the automatic classification of well data, when classifying 
samples from a well with a training set constructed with data from that well, raised another 
the automatic classification hypothesis:  classify data of a certain well using information from 
another well, present in the same Field. 
Yests on the data stationarity were applied, because the FastICA method is based on  
stationary optimization. Such tests show the circumstances whreFastICA is being applied 
taking into account the premises seen in Paper 1. 
The attempt to classify samples from one well, with data from another well, runs into 
problems of wells vertical and horizontal correlation, since wells may be encountered  in 
completely different geological situations. We tested the stationarity of the sets of tests and 
training created for the operation of the method..  
 
1.3.6. Chapter 7: “ FastICA and DCT noise reduction method for seismic denoising” 
 
Based on the Independent Component Spectral Analysis data restructuring properties, 
the latter paper applies FastICA in bi-dimensional data, a line of seismic data volume, seeking 
to reduce noise through the use of DCT and thresholds. Even though noise removal could be 
applied directly to the data in three dimensions, the application on the seismic line allowed 
more basic method analysis at this application preliminary stage.  
The final step of this present work ties the topics studied in the other articles, making 
sense as a whole. From the FastICA beginning on the first paper, using the threshold ideas of 
the second paper, the DCT implementation in the third and, finally, the data restructuring idea 
in the fourth paper culminate in this last methodology to remove noise from seismic data.  A 
sequence of empirical thresholds, within the context of data used information from the third 
paper, applied on a single seismic line, generates the same number of seismic panels based on 
the percentage of information maintained. By adopting all the seismic panels, FastICA can 
reduce its dimensionality to only one panel that will constitute the final panel with noise 
removal through DCT and FastICA. In fact, dimensionality reduction is not necessary because 
in any scenario, using a dimension, all dimensions, or even any number of dimension 
combinations, the randomization of the FastICA method allows only one panel with 





2. PAPER 1: “Automatic classification of lithofaciesusing Fast 
Independent Component Analysis” 
 
Alexandre Cruz Sanchetta, Emilson Pereira Leite, Bruno César Zanardo Honório, 
Alexandre Campane Vidal 























































3. PAPER 2: “Well log denoising and geological enhancement 
based on discrete wavelet transform and hybrid thresholding” 
 
 Bruno C. Z. Honório, Rodrigo D. Drummond, Alexandre C. Vidal, Alexandre C. 
Sanchetta; Emilson P. Leite 























































































4. PAPER 3: “Facies recognition using a smoothing process 
through Fast Independent Component Analysis and Discrete Cosine 
Transform” 
 
 Alexandre Cruz Sanchetta, Emilson Pereira Leite, Bruno César Zanardo Honório 

















































5. PAPER 4: “Independent component spectral analysis” 
 
Bruno César Zanardo Honório, Alexandre Cruz Sanchetta, Emilson Pereira Leite, 
Alexandre Campane Vidal 

























































6. STATIONARITY IN WELL LOG DATA AUTOMATIC 





Multivariate Analysis, applied in Geophysical data, gained importance with the 
geostatisticmethodsincreasing use. The utilizations of such methods have a great motivation 
on the mathematical-statistical approximations and the multiple interpretations, applications 
and combinations of different multivariate analysis as interpretation tools in various 
knowledge fields.(DUMAY; FOURNIER, 1988). 
The dynamical Multivariate Analysis characteristics are observed by analyzing the 
operation of the Independent Component Analysis (ICA) and Discrete Cosine Transform 
(DCT). Both methods are used in different forms and contexts, in some cases, tested to choose 
the one with better performance for the same predefined task. (HOYER; HYVÄRINEN, 
2000). This present study on Multivariate Analysis began researching methods for noise 
reduction context, aiming for a more accurate automatic classification response applied in 
well-log data. Before reach the actual stage, the research was conducted to areas of spectral 
analysis, choice mechanisms, dimension reduction among others.  
To be specific, a more optimized version of ICA is used, the Fast Independent 
Component Analysis (FastICA) thus avoiding convergence problems and mathematical 
matrices inversions, something that could complicate the calculations in situations with high 
data volume. FastICA works closely with Principal Component Analysis (PCA), one of the 
most widely used statistical methods for analyzing correlated or uncorrelated data 
(HYVÄRINEN; KARHUNEN, 2001). DCT is a data transformation widely used for data 
compression, dimensionality reduction and noise reduction, the latter the main reason for its 
application in geophysical data. Although DCT has already been applied to a Neural Network 
(Pan; Bolouri, 1999), its use in well data is of rare use and lacks more material.  
To automatically classify samples of well-log data, FastICA and DCT were tested 
together and also separately, for reasons of comparison. Starting with FastICA and K-nearest 
neighbor method (K-NN) combination or PCA and K-NN method combination, later, DCT 
application worked as data pre-processing prior to the application of FastICA/PCA methods. 
The results obtained in the classification with and without DCT application were compared to 




quantitatively by the final success rate of the process, i.e., by the method correctness 
percentage over the known core samples. 
In an unexpected way, looking for the best pre-processing scenario for automatic 
classification, the results pointed to a more acute method than noise reduction. The best 
results observed with original information few volumes from the signals created from the well 
log data. This characterized a smoothing signal method situation and confronted the 
hypothesis that removing the signal noise would set the best case to classify such samples 
(DASARATHY, 1991; SANCEVERO et al., 2008). The new hypothesis raised, at the time, 
after data analysis, relates the method success with the most basic wave information because 
smoothing processes approximates the original samples in a configuration that decreases 
disparities between signal samples with the same characteristic for classification. The points 
approximation suggests the automatic classification improvement due to increase in data 
stationary because the data would be statistically less variant. Even though in most cases the 
data set is non-stationary, due to geological faults and other complexities found in lithological 
facies, it is possible to choose a subset of data that represents the total set in a statistically 
satisfactory way (CHEENEY, 1983). 
The attempt to classify non-stationary data results in small accuracy rates because 
data do not meet the aforementioned methods premises. (WACKERNAGEL, 2003). This is 
the scenario encountered in a full well-log automatic classification using another wells, the 
data heterogeneity data creates an intrinsic difficulty and the violation of stationarity premises 
was studied in the application of several empirical or statically guided tests to built a strategy 
to classification.  In fact, the complexity of the problem cannot find a single data set that 




Stationary data is an expected conjecture in almost all of the modeling processfor 
multivariate analysis, not only ICA (BACK; WEIGEND, 1997).Stationary processes 
areprincipallystudied, an assumed mathematical restriction for measured random 
data(BROERSEN, 2002), becauseitcan be naturallynonstationary. In some cases, the data is 
stationary over a small interval inside its own domain and windowed computational 
applications are very useful for statistical analysis for these situations. In fact, most of the 
available well log profiles have, at least, one valid stationary interval, but using only a portion 




information and, subsequently, the probable method’s success rate decrease.With some effort, 
it is possible to apply statistical analysis for covariance, standard deviation, among other 
variables, and build a specific data subset for each automatic classification round, but scope of 
this studyaimsaninterpretation that does not depend on the data or train particularities.  
 
6.2.1. Statistical Stationarity in Geophysical Modeling 
 
The data provide information on regionalized variables, that is, functions z(x) 
(continuous in time or space) whose behavior is characterized (MATHERON, 1965). In 
probabilistic models, a regionalized variable is considered as an achievement of a random 
function Z(x) (the infinite set of random variables constructed with all points found in the 
domain). In other words, the data values are samples of a particular realization z(x) of all 
possible contained in Z(x). Multivariate analysis can be interpreted in these ways when each 
profile of a well is interpreted as a realization 𝑧𝑚  where m = 1,2,3 ..., M; with M equal to the 
number of profiles available. If each profile has N samples, a particular sample of a given 
well can be specified by the symbol 𝑧𝑛
𝑚 where n = 1, 2, 3, ... N. By grouping the data in 
matrix format, one can construct the AM Matrix of Multivariate analysis samples,  
 













   (1) 








The regionalized variable is independent in time and within the context shown in 
equation 1 can be represented as Z (𝑥𝑛) with n = 1,2,3, ..., N. Samples in a specific region D 
(which is contained in the complete data domain) are fragments of a much larger objects 
collection and if the objects in a collection are points, there are infinite possible realizations in 
any complete domain. Thus, much more possible observations could be made in a data 
survey, but due to the costs and efforts involved in the processes, only a few samples are 
collected and a specific realization will be interpreted as z (x) where x ∈ D e is called 
independent regionalized variable. Each profile is considered as a regionalized value, and 
each generalized value can be interpreted as an output of some random mechanism. This 
mechanism is known as random variable and, in particular, z (𝑥𝑛) represents a random 




possible random variables contained in the complete set of Random Function Z (x) 
(Wakernagel, 2003). Random functions are randomized into two levels, through the 
regionalized variable and the random variable. The first is based on the physical space 
understanding (time, 2D or 3D space) and its dependence on the region. The second level of 
randomization is in the impossibility of using a deterministic function, because the behavior 
of the data is very complex. If 𝑥0 is an arbitrary point in the D region, which may or may not 
have been sampled, the randomized mechanism Z (𝑥0) has the probability distribution 
function F given by: 
𝑃(𝑍(𝑥0) < 𝑧 = 𝐹𝑥0(𝑧)(2) 
where P is the probability that an outcome of Z at the point 𝑥0 is less than the fixed value z. 
Following this logic, the bivariate probability distribution function for two random variables 
Z (𝑥1) and Z (𝑥2) in two different locations is described by 
𝑃(𝑍(𝑥1) < 𝑧1 , 𝑍(𝑥2) < 𝑧2)  = 𝐹𝑥1,𝑥2(𝑧1, 𝑧2) (3) 
Generalizing (3) for M random variables, we obtain 
𝐹𝑥1,𝑥2,,..,𝑥𝑀(𝑧1, 𝑧2,, … , 𝑧𝑀) = 𝑃(𝑍(𝑥1) < 𝑧1 , 𝑍(𝑥2) < 𝑧2 , … , , 𝑍(𝑥𝑀) < 𝑧𝑀)       (4) 
Data are said to be stationary when the characteristics of an random function remain 
unchanged when a given subset of points is shifted from one part of the region D to the other. 
In other words, the data is invariant to the translation in the data. The random function is 
strictly stationary if for any set of n points 𝑥1, ..., 𝑥𝑛, and for any vector h        
𝐹𝑥1,𝑥2,,..,𝑥𝑛(𝑧1, 𝑧2,, … , 𝑧𝑛) = 𝐹𝑥1+ℎ ,𝑥2+ℎ,,..,𝑥𝑛+ℎ(𝑧1, 𝑧2,, … , 𝑧𝑛) (5) 
That is, the translation of a configuration of points in a particular direction does not 
change the distribution of the same. It is possible to conjecture some types and degrees of 
stationarity for the data in question: Taking into account that the objects or samples are 
spatially correlated and regionalized, their characteristics cannot fundamentally change when 
any variation in their data is noticed, which would be the case of Non-stationarity, i.e. the case 









Stationary processes are commonly analysed in the time domain and it is proper of a 
large number of time series, butthis notable use intime-dependent data is not exclusive: 
Spatial Data are stationary within a multi-dimensional geostatistical context of higher order 
(HONARKHAH; CAERS, 2010). In fact, the stationarity is a key prerequisite for spatial data 
analysis and geophysical data are, at least, weakly stationary in the same context of statistics 
of higher order.This hypothesis allows data automaticclassification and the analysis of the 
uncertainties generated by the implementation of this classifier method(JARKSA et al, 1997).  
Awidely used alternative for the stationary study is the unit roots tests. Statically, a unit root 
test tests whether a time series is stationary using autoregressive models,assuming that a unit 
root causes deviations from data background trend (DICKIE; FULLER, 1979). Probably, the 
Augmented Dickey-Fuller test is the best-known and used method to analyse the unit roots 
from a given data. The original Dickey-Fuller test, published in 1979, relies on a simple 
autoregressive model𝑧𝑡 = 𝛼𝑧𝑡−1 + 𝜖𝑡, where 𝑦𝑡 is related to the data, 𝑡 isthe time 
variable, 𝜇 is a constant coefficient, and 𝜖𝑡is the error term. The first difference operator 
model is 
∇𝑧𝑡 = ( 𝜇 − 1)𝑧𝑡−1 + 𝜖𝑡 =  φ𝑦𝑡−1 + 𝜖𝑡 
The unit root is considered present if 𝜇 = 1, in other words, ifφ = 0. Although useful 
in some cases, the method has serious limitations such the low statistical power, the inability 
to determine whether the data has a true unit root or a near unit root (φ ≈ 0)and the lack of 
critical values, since the method does not accept standard t-distribution. 
Looking for a deeper analysis, the Augmented Dickie-Fuller method has p-order lags 
that allows higher-order autoregressive processes. For time series with a trend in it and is 
virtually slow-turning around a trend line, the model is 
 
∇𝑧𝑡 =  𝛼0 + φ𝑡 +  𝛾𝑦𝑡 +  𝛼1∇𝑧𝑡−1 + … +  𝛼𝑃∇𝑧𝑡−𝑝 + 𝜖𝑡 
𝛼 is constant, φ is the time trend coefficient and 𝑝 is the lag order of the 
autoregressive process. The lag order has to be determined and an approach is to test down 
from high orders and examine values through t-student. Tests for spurious regression in time 
series data are validto spatial data, configuring spatial unit roots (FINGLETON, 1999).For 





1/4]where T is the sample size been tested and a well 
with n profiles generates a logical matrixM℘ 𝑥𝑛.  
 
6.2.3 Seismic Data Stationarity and Automatic Classification 
  
Any statistical approach would require the consideration of non-stationary processes. 
An approximate method of treating non-stationary data is the separation of data into many 
intervals, where the data observed is approximately stationary (SILVIA; ROBINSON, 1979). 
The automatic classification of Seismic data is more complex than well-log data because its 
scale does not allow core data as label for seismic samples,even if it is possible to apply the 
multivariate analysis to the set of seismic variables, it would need a scale change process to 




Based on the previous successful applications directly correlated to this research 
(SANCEVERO, et al., 2008, SANCHETTA, 2010) this  present work stage aims at the 
automatic classification analysis performance over the data stationarity characteristics and 
possible guidelines or methods to further improve the automatic classification success rate. 
Stationarity tests are made to determine if well log data is naturally stationary and if during 
some data transformation process, the data could become non-stationary. Regardless of the 
stationarity condition, it is always possible to generate an output using FastICA, with the 
proviso that, not being stationary, we cannot attest to the method's efficacy. After this initial 
stationary tests over a single well, tests looking for some steady consistency between two or 
more distinct wells in the same classification round. To show the application's robustness in 
the used data, an automatic classification mechanism reproduction with data classified with 
samples from the same well (Figure 3.1 – SANCHETTA et al, 2015). Then, tests were made 
between two wells, while one wells is considered the training set, the other well is considered 
test set for automatic classification (SANCHETTA et al, 2010) and the results on success 
rates were compared with the wells' distance. By hypothesis, within the stationarity context, 
the nearest wells are potentially stationary if considered as a set of points containing both 
wells. Therefore, the more distant wells would be less stationary by geological 
heterogeneities. Another hypothesis tested, taken from (SANCHETTA et al, 2013), is the 




with the two nearest wells and tests with the three nearest wells of a fixed well were 
constructed to test the aforementioned hypothesis. 
 
Figure 6.3. DCT/FastICA/K-NN Automatic Classification Workflow, correlated with distinct method's phases 
over user control structure  
 
 The difficulties generated by non-stationarity well log data, after going through 
the classification mechanization, raised the need to look for new applications involving 







6.3.1. Well Log Database 
  
The data used were from Field A, Brazil, totalizing 26 wells (in order: 'A_1' , 'A_2' , 
'A_3' , 'A_4' , 'A_5' , 'A_6' , 'A_7' , 'A_8' , 'A_9' , 'A_10' , 'A_11D' , 'A_12D' , 'A_13D' , 
'A_14' , 'A_15D' , 'A_16D' ,' A_17D' , 'A_74' , 'A_78' , 'A_139A' , 'A_140D' , 'A_153' , 
'A_156’ , 'A_157C' , 'A_167' e 'A_168').Most of the data is discretized in such way that the 
samples are 20 cm apart each other. For simplicity and computational effort economy, even 
the samples that presented a small variation of the standard distance value were considered 
with distance of 20 cm. The depths vary from 109 m to 3409.6 m and the wells show great 
variation in depth distribution. The classification used is based on the successful automatic 
classification using 5 specific well profiles (DT, GR, NPHI, ILD and RHOB - Sanchetta, 




6.4.1. Stationary Tests 
 
To interpret the stationary analysis of each well, a table was created with the values 
obtained in the Augmented Dickie-Fuller test. Table 4.1 contains values equal to 1 for wells 
that are stationary, 0 for non-stationary wells, 2 for wells with incomplete information and 3 
for wells that have been reduced to an empty data set, since it has no core data to link it to a 
classification label, as mentioned in the above method. Clearly, the automatic classification 
mechanism generates non-stationary signals, violating the FastICA premises and, thus, 
becoming unsuitable for use in the FastICA method for automatic classification. Figure 4.1 
shows the original stationary NPHI signal, but it is not complete and must go through the 
adequacy process to be used as input in the FastICA method. This new reduced NPHI signal 
is non-stationary and weakens the automatic classification performance. In order to preserve 
the original stationary characteristics, entries without numerical value of amplitude can fill the 
gaps without information, however, this action generates a classification that will take into 
account these entries without numerical values as legitimate information, resulting in 
dimensions and classification labels also without numerical value, that is, it is impossible to 





Table 6.4.1.Table containing the Augmented Dickie-Fuller stationary test responses for all available wells. On 
the left , original signals responses and on the right answers for wells prepared for the automatic sorting method. 
It is clear that the method generates non-stationary reduced signals, disrupting the calculations. 
Original Signals 
 
Signals after preprocessing 
WELL DT GR ILD NPHI RHOB DEPTH LITO  DT GR ILD NPHI RHOB DEPTH LITO 
1º 1 1 1 0 0 0 1 
 
0 0 1 0 0 0 1 
2º 1 1 1 1 0 0 1 
 
0 1 1 1 0 0 1 
3º 1 1 1 1 0 0 2 
 
0 1 1 1 0 0 2 
4º 1 1 1 1 0 0 1 
 
3 3 3 3 3 3 3 
5º 1 1 1 1 0 0 1 
 
0 0 1 1 0 0 1 
6º 0 1 0 0 0 0 2 
 
3 3 3 3 3 3 3 
7º 0 1 1 1 0 0 2 
 
0 0 0 0 0 0 2 
8º 1 1 1 1 0 0 1 
 
0 0 0 1 0 0 1 
9º 0 1 1 0 0 0 2 
 
0 0 0 0 0 0 2 
10º 0 1 1 1 0 0 2 
 
0 1 1 0 0 0 2 
11º 0 0 0 0 0 0 2 
 
0 0 0 0 0 0 2 
12º 0 0 0 0 0 0 2 
 
0 0 0 0 0 0 2 
13º 0 0 1 1 0 0 2 
 
0 0 1 0 0 0 2 
14º 0 0 0 0 0 0 2 
 
0 0 0 0 0 0 2 
15º 0 1 0 1 0 0 2 
 
3 3 3 3 3 3 3 
16º 1 1 1 1 0 0 2 
 
0 0 0 1 0 0 2 
17º 1 1 1 1 0 0 2 
 
0 0 1 0 0 0 2 
18º 1 1 1 1 0 0 1 
 
0 1 1 0 0 0 1 
19º 1 1 1 0 0 0 1 
 
0 0 1 0 0 0 1 
20º 0 1 1 1 0 0 1 
 
0 0 1 0 0 0 1 
21º 1 1 1 1 0 0 1 
 
1 0 1 1 0 0 1 
22º 0 1 0 0 0 0 1 
 
0 0 0 0 0 0 1 
23º 1 1 1 1 0 0 1 
 
0 1 1 1 0 0 1 
24º 1 1 1 1 0 0 1 
 
0 0 1 1 0 0 1 
25º 1 1 1 1 0 0 1 
 
1 0 1 1 0 0 1 
26º 1 1 1 1 0 0 1 
 
0 1 1 1 0 0 1 
  
  
             Label 
0 Non-Stationary 1 Stationary 
 















Figure6.4.1: Well A_74 NPHI Profile Analysis and preparation for Automatic Classification via FastICA.  The 
samples are incomplete and therefore undergo a process of adequacy to be used in automatic classification. 
 
Classification labels also without numerical value, that is, it is impossible to 
determine the correct output. As the process itself generates inconsistencies with its premises, 
other way for automatic classification problem must be created and analyzed, since the 
success rate improve attempt, given this conceptual problem, will only be related to the 
particular aspects of each given data. Thus, taking into account the methods potential as 
multivariate analyzes, the subsequent research covered other aspects and type of geological 

























Based on the ICSA method (HONÓRIO, et al, 2012) and the Automatic 
classification smoothing method (SANCHETTA et al, 2013), a new approach development to 
generate denoised seismic panels started to gain form. While the DCT method generates 
seismic panels with different smoothing levels, depending on a threshold, the FastICA, 
adapted from the ICSA method, can reveal what information is consistently observed in all 
panels to be considered.  The independence conditions for a large number of dimensions in 
FastICA generates only one output panel with valid information, while all other output panels 
are just noise. This happens because all seismic panels were generated from the same source, 
there is only one possible independent response to FastICA to determine, while any other 
panel in the output does not contain any valid information. This outcome type has a great 
quality, the interpreter does not need, empirically, to choose a threshold for the noise 
reduction method application, as mentioned in (SANCHETTA et al, 2013). Some limitations 
are observed in oversized data (too many seismic panels) and wide-range or close-range 
thresholds, where some artifacts may appear due the statistical limitations (only one original 
information source).This initial limitation led to a new search for FastICA and DCT 
applications, the first one was developed as a choice mechanism, or as a characteristics more 
prominent mixer for a specific data set. From these observations was constructed the 
Independent Component Spectral Analysis (ICSA), where the FastICAmethod searches for 
characteristics seen in different wavelet transform images on seismic data (HYVÄRINEN, 
2000).The great success on reveal those wavelet panel features and in associate each response 
with a color of the RGB spectrum allowed greater clarity to analyze certain situations that did 
not have a good resolution originally. It was also interesting to note that certain frequency-
related particularities actually associate themselves with specific colors in the RGB spectrum 
and FastICA efficiently finds them.  
This idea maturation guided researches in choice mechanisms for other situations, 
although in the image analysis area and seismic amplitudes. Since the method can reveal the 
characteristics of a large number of information, any type of analysis that generates multiple 
responses to the same scenario is also apt to be analyzed by these methods (COMMER; 
NEWMAN, 2014). Noise reduction through DCT simply needs an empirical threshold on 




than the original. By choosing different thresholds, different information panels are created 
and can be analyzed by the above methods. While this application is totally free of the needs 
for other physical or statistical information for threshold selection, which is an asset in cases 
with rare information, some tests on threshold impact over data should be done to test 
possible artifacts generated in the resulting panels. Such limitations may occur if the data are 
extremely distinct or similar, or in the attempt to analyze a very large data amount that may 
end up hiding the primordial characteristics that are sought in this cases. 
 
7.1. Seismic Database 
 
The Taubaté Basin is located in the State of São Paulo, Brazil and has an 
approximate size of 170 km in length and an average width of 25 km. The work was 
developed using Line 55, one of eleven 2D seismic sections acquired by PETROBRAS in 
1988 and Granted by the ANP. The analysis of the seismic sections was performed with 
OpendTectsoftware (CARVALHO et al, 2011). 
 
Figura 7.1. .2D Taubaté Basin Seismic - Line 55(adapted from CARVALHO et al, 2011) The highlighted 
horizontal line indicates the top of the basement and thethe main faults. 
 
7.2. Seismic Data Noise Reduction Tests 
 
Well data smoothing process paved the way for the same performance with seismic 




amplitude matrixes, and their header information reapplied in the smoothed image re-
construct. Amplitude information in matrix format allows the DCT method to be applied 
without restriction at any level and the most relevant information reallocated in few 
dimensions, allowing a amplitude numerical threshold to eliminate only the information that, 
hypothetically, does not fit the statistical context. Figure 4.2 shows SeisLABSeimicAmplitude 
Panel related to Figure 3.2, also shows the greatest interest region for interpretation, due to the 
geological conjuncture, and the smoothed seismic panels.  
 
Figure 7.2.1. Seismic Panel visualized in SeisLAB / MATLAB, emphasizing the region of interest in this 
seismic line. By choosing different thresholds, different smoothened seismic panels are generated and become  




The smoothing situation setback is associated with the lack of information capable of 
pointto specific threshold. All information comes exclusively from the same source (Line 55), 
which is reinterpreted through the DCT, and, at this stage, the interpreter's action is final in 
adopting a threshold value.Bruno et al, adopts an FastICAadaptation to solve the lack of 
statistical information and choose a fixed threshold value. Independent Component Spectral 
Analysis (ICSA) was applied on seismic data interpreted spectrally with wavelet 
transformation. Seismic images generated with discrete wavelet transform, associated with 
frequency bands, reformatted into vectors, are organized in a large data matrix, where each 
column relates itself to a different seismic panel and each line relates the same portion of the 
space interpreted by the different wavelet panels.In a simplified way, this method was applied 
in this researchcontent. Different smoothed seismic panels by different thresholds are 
organized in a data matrix format, in such way that, each column is associated with one 
remodeled seismic panel.  
As ICSA method works, in this case, space regions are interpreted by the multiple 
information generated by the smoothing method.There is no dimensionality reduction, the 
FastICA output method have the same size as the input matrix and it is transformed back into 
the same amount of seismic panels at the beginning, using the reverse principle that 
transformed it into vectors. These new processed panels with FastICA were shaped to aim for 
the independent components (dimensions) that, given a linear mixture, formed the observed 
signals (inputs). As already mentioned above, the only possible independent source, in this 
case, is the approximated original panel itself before being smoothed. Thus, only one of the 
panels processed with FastICA has valid independent component information, all other panels 
generated have just noise. This comes in line with the physical precepts, because if the 
method presented two panels with valid information, it would mean that the method 
understands that two different sources have perpetuated information, which is not the case. 
Figure 4.3 shows the methodology behind the FastICA source search over the smoothed 
seismic panels. Knowing the well definedmethodlimits on the informationexclusion, it is 
possible to estimate the maximum information reach and create a number of smoothed panels, 
according to the interest of the interpreter. That is, the threshold values will be given by the 
number of panels searched for the method and, more than that, the exact value does not 
matter, because FastICA method will analyze several thresholdvalues at the same time, with 





Figure 7.2.2. Complete Methodology for noise attenuation in Seismic Data. From an original data, several 
smoothed seismic panels are generated, according to several thresholds. The panels are reshaped into vectors to 
create an input matrix for FastICA, that will find the statistically most relevant elements for all panels. At the 
end, only one output panel has valid information and will be the method's response, while all other panels 
contain only noise. 
 
A priori, the number of chosen panels, given the method maximum limit mentioned 
above, sets each smoothed panel threshold. However, nothing prevents the interpreter from 
choosing first the thresholds and then assembling a specific panel sequence, as long as the 
panels characteristics are observed and a consistent dataset is formed for the FastICA method, 
i.e., if the thresholds are well spread in the amplitude range of amplitudes in the domain DCT, 
or if they cover a good length of data. It is noted that the panels number is directly linked to 
the intensity of the noise attenuation, since the distinct elements have less relevant 
information in common and, subsequently, less information will appear in the response panel. 
This type of control is under interpreter's guidance and can complete the method action 
seeking a mild, moderate or heavy attenuation. Figure 4.4 shows the attenuation panels 












The present work shows different methodologies for different purposes: The first 
paper, the embryo of this research, attempts to automatically classify well data, to be used in 
other geophysical calculations or interpretation. The second article is related to the attempt to 
improve the multivariate analysis success rates applied to geological concepts. The third paper 
presents the smoothing signal notion and how the signal preprocessing are useful in noise 
attenuation, automatic classification, compression, among others possible applications. The 
fourth paper contains an interesting new methodology for analyzing multiple spectral panels 
with same source and how to extract as much information as possible from the original data, 
aiming different visualizations. The fifth paper, still under review, ties all the themes and 
concepts presented in the other papers, at least partially, and gives this work greatest meaning: 
dynamic application for various themes and a multi-faceted work, with several appointments 
in data and geophysical concepts. 
Following the timeline, each step logical construction can be visualizes as the 
previous work continuation, always seeking for quantitative and qualitative method 
improvements through mathematical-statistical analysis. The dynamism quoted above is noted 
in the reasearch development, which began by seeking to automatically classify well log data 
and, to the present moment, is aiming to attenuate seismic data noise. Despite some methods 
limitations, the multivariate analysis applications versatility stands out in most geophyscal 
data problems. In a general, paper 1 presents the automatic classification problem and tries to 
relate the data with physical responses to the lithology or materials. Paper 2 has a more 
elaborate approach and already presents statistical improvement notions, through threshold 
and cutoff use, trying to improve data visualization, and paper 2 methods adequacies for 
chapter 6 proposal is direct 
Paper 3 carries the discrete cosine transform notions and its unfolding effects. During 
this stage, it also had a idea changing and application, after all, originally, the hypothesis was 
that a noise attenuation would be the best scenario for automatic classification. In contrast, 
analyzes using FastICA / DCT and K-NN present best results using signals with less than 
10% of their original information, i.e., smoothed signals have gained strenght in automatic 
classification process because is the best case for automatic classification, only the signal 
basic , Besides its notorious use in areas of compression and analysis.. In paper 4, ICSA is a 




method simple and dynamic structure, almost neural like the FastICA, allows its use in 
various data types and strategiy visualization. Chapter 6and 7 contain the present reserach - at 
least for now - of this long multivariate analysis work. The most important aspects of each 
articles are observed, and somewhat debated in the last paper. A large number of tests and 
statistical calculations proved the method's robustness. 
In general, all processes seek concrete improvements in the respective application 
areas, and also make chronological and cohesive reaserch. 
The stationary tests proved that the automatic classification process that combines 
FastICA, DCT and K-NN methods have great limitations because the calculations are 
proposed in stationarity violated assumption in necessary preprocessing statistical conditions. 
Although it is possible to improve the automatic classification method success rate by 
applying DCT smoothing signal processes, the signals are largely non-stationary and do not 
conjecture a homogeneous unit that can be replicated in other data, even data of same context. 
Such methods' problems require another approach - preventing preprocessing from 
generates non-stationary signals - or, perhaps, another type of multivariate analysis- that does 
not need stationarity signal premisses. FastICA Automatic classification, due to these 
problems, reached a great application limit, and given this conclusion, raised another 
application hypothesis in seismic data. FastICA and DCT methods combination, in signal 
interpretation without adding statistical information, attenuates noise seismic panels noise 
with control, agility and statistical robustness. ICSA provides such application statistical base 
and the present work expands its concepts to other geophysical areas. The ICSA method 
adaptation is identical in both researches, only changing the signal interpretation type.  
The results show that the FastICA/DCT noise attenuation effects are notorious, 
including the modifying variables possibilities - based on amplitude range and panels' number 
- combining the statistical robustness necessary with the method control. This present work 
next step relies on variance ranking, or other statistical calculations, to find the best amplitude 
ranges, best panels number and what kind of attenuation the interpreter desires. In summary, 
various mathematical-statistical methods that generate more security in applying FASTICA / 
DCT attenuation in other seismic data and with other method output possible interpretations 
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Complementary results of the Paper 3 and Chapter 6 
 
Aiming to expand the use of automatic well data classification methodology for 
situations with less statistical control, tests were proposed to classify samples from a given 
well only with samples from other wells. Due to the FastICA calculations stationary nature, 
the hypothesis constructed considered the closest wells, to the one being tested, as the 
principal source of information. This would maintain the data structural design. 
Each well had three different types of training set: The training set containing 
samples from the nearest well, the two nearest wells, and the three nearest wells. The figures 
below represent the rate of correctness of the automatic classification when the number K of 
nearest neighbors and also variable 'a' is changed. 
The variable 'a' controls the amount of original matrix rows that are not zeroed for 
matrix reconstruction in the DCT domain. All tests begin with a DCT reconstruction matrix 
with a number of non-zero lines equal to 5 (five). If the variable a = 1, then the reconstruction 
matrix contains 6 (5 + 1) lines that have not been zeroed. All other lines had their amplitudes 
canceled. If the variable a = 2, then 7 (5 + 2) lines maintained their amplitudes while all other 
amplitudes were zeroed. Following this logic, if a = 2000, then 2005 (5 +2000) lines 
maintained their amplitudes and the other few remaining lines had their amplitudes zeroed. 
Proportionally, the smaller the 'a' variable, the less information of the original data is 
maintained. When 'a' is sufficiently large, the reconstruction is done with the total of original 
information, having no effect on the automatic classification result. 
Below is the example of the complete analysis of well 1, which illustrates the level of 
detail of each FastICA test. Table A1.1 shows  wells renaming for citation simplicity. 
 
TableA1– Wells List used in automatic classification  and respective designations for each 
well  
Well 1 A_1' Well 5 A_74' Well 9 A_153' Well 13 A_168' 
Well 2 A_2' Well 6 A_78' Well 10 A_156'   
Well 3 A_5' Well 7 A_139A' Well 11 A_157C'   












Well nº1 has an interesting behavior and is in line with the hypotheses created in 
previous chapters. When the training set is formed by only 1 well (Figure A.1a), the method 
had low performance, hitting at most 35% of the samples tested. When 2 wells are used 
(Figure A.1b), the set-up rate rises considerably, reaching almost 60% and presenting very 
similar signals, which appear to have quasi-stationary spatial characteristics. When using 3 
wells (Figure A.1c), the hit rate drops once again, reaching at most about 45% accuracy 
while the signals already exhibit varied behaviors, unlike training set with 2 nearest wells. It 
is notable that the addition of the third well disrupted the automatic classification and 
generated non-stationary data. Future research is intended to relate this to the existence of 
drastic changes in space, and may contain information on geological structures that cause 
this type of behavior (faults, salt banks, etc.).global matching (black diamond) is 
considerably better than the one from the base model (solid blue). The average pressure 
curve of this updated model closely follows the expected behavior of the history data (red 
circles). Below is Table A.2. which contains a summary of the highlights found in all tests 
applied to each well. 
The results found in the previous chapters show the clear difficulties that the 
automatic classification method faces. The efficiency of this kind of preprocessing was 
evident in all tests, and even those who did not perform brilliantly, the behavior of their 
signals demonstrate that the classification makes sense if the assumptions of the methods 
are met. 
If there is information for sorting well data samples with samples from the same 
well, the chance of such a classification is good, if applied with suitable parameters, is large 
and it is very likely that the signal that has been reconstructed for classification is a signal 
containing few original information, that is, highly smoothed. 
With the robustness of the consolidated method, the low performance of it should 
be explained by the 'quality' of the Training Set. By placing samples of other spatial 
configurations in the same training set, the K-NN gets confused and does not perform well. 
The choice of a good Training set appears as an interesting alternative to optimize the 








Table A. 2.Informationcontainedin the automatic classification tests. The maximum  success rate value, the 
smoothing level - based on how many dimensions areset to zero before the IDCT and how many K-NN 
mamimize each well situation. 
WELL 1  1 well 2 wells 3 wells 
 
WELL 8 1 well 2 wells 3 wells 
Max 0.3487  0.5583 0.4325 
 
Max 0.3279 0.3401 0.3486 
a 4 2 7 
 
a 100 2 5 
K 2601 1201 7701 
 
K 201 3901 4601 
WELL 2 1 well 2 wells 3 wells 
 
WELL 9 1 well 2 wells 3 wells 
Max 0.3815 0.6231 0.5055 
 
Max 0.4042 0.3905   0.4425 
a 1 2 5 
 
a 700 400 30 
K 4401 5801 2501 
 
K 2601 901 5101 
WELL 3 1 well 2 wells 3 wells 
 
WELL 10 1 well 2 wells 3 wells 
Max  0.4173 0.6072 0.4384 
 
Max 0.3817 0.3434 0.3564 
a 8 3 5 
 
a 2 400 200 
K 1401 1001 4601 
 
K 3201 201 1401 
WELL 4 1 well 2 wells 3 wells 
 
WELL 11 1 well 2 wells 3 wells 
Max 0.6248 0.5635 0.6326 
 
Max  0.3043 0.3081 0.3014 
a 200 900 1 
 
a 60 800 70 
K 101 201 501 
 
K 201 201 301 
WELL 5  1 well 2 wells 3 wells 
 
WELL 12 1 well 2 wells 3 wells 
Max 0.3512 0.3685 0.3600 
 
Max  0.3249 0.3623 0.4783 
a 10 1 1400 
 
a 4 2 10 
K 201 2501 401 
 
K 401 2901 11901 
WELL 6 1 well 2 wells 3 wells 
 
WELL 13 1 well 2 wells 3 wells 
Max 0.3006 0.2857 0.3098 
 
Max  0.2451 0.3665 0.2722 
a 1 700 10 
 
a 6 6 8 
K 1801 1001 1901 
 
K 2201 1401 301 
WELL 7  1 well 2 wells 3 wells 
     
Max 0.4559 0.4386 0.4386 
     
a 8 2 5 
     
K 1701 5701 5501 






Figure A.2:  Automatic Classification using (a) nearest well (b) 2 nearest wells (c) 3 nearest wells 
 
Figure A.2. shows that there is a well-defined trend in distance, the nearer end up, 
being ranked among the best ranks and the most distant ranked among the worst. This is not a 
rule and also depends on the quality of the data (eg: well 4 has few samples) and it shows that 
the proximity of the wells actually has relation to the stationary nature and the impact on the 
automatic classification success rate indicates the possible proximity between 2 wells. 
 
 
 
 
 
 
 
 
 
