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Institute of Informatics
Slovak Academy of Sciences
Dúbravská cesta 9
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Abstract. Advances in CFD (Computational Fluid Dynamics) and significant in-
crease of computational power of current computers have led to widespread use of
CFD in aerodynamics, fluid dynamics, combustion engineering and other academic
disciplines. One of such disciplines is computer modelling and simulation of fire
in human structures. Fire is a very complicated and complex phenomenon. Fire
research deals with such processes as combustion, radiation, heat transfer, turbu-
lence, fluid dynamics, and other physical and chemical processes. Several advanced
fire and smoke simulation systems have been developed to solve various aspects of
fire safety in various conditions and environments. In this paper, the use of parallel
version of the CFD simulator FDS (Fire Dynamics Simulator) for the simulation
of fire spread and smoke development in a short road tunnel is described. In order
to study the impact of the computational domain decomposition on the accuracy
and reliability of simulation results, several simulations of a chosen fire scenario ran
on the HP blade cluster utilizing different numbers of processors. The obtained
parameters of fire and smoke were used to investigate the influence of the fire on
people evacuation in the tunnel with active ventilation for a given traffic situation.
Keywords: Computer simulation, tunnel fire, people evacuation, FDS+Evac, CFD,
agent system, parallel calculation, fire safety
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1 INTRODUCTION
Tunnel is generally a very complex and robust structure which requires enormous
investment costs. Therefore, a high degree of protection is required for each tunnel in
operation. However, the growth of the number of cars on roads and also the number
of tunnels cause the growth of car incidents. One of the most destructive events
in tunnel is fire of a car or a group of cars. Therefore, the interest to investigate
possible course of fire in each tunnel is increasing.
There are different possibilities how to study the course of fire and its conse-
quences. An important form of fire study is to prepare a fire as a full-scale or
small-scale experiment with various measuring instruments. Full-scale experiment
is a copy of a fire in real or very similar geometric dimensions. Small-scale expe-
riment is a copy of a fire in reduced geometric dimensions with some other input
variables included. Consistent analysis of obtained experimental data often helps to
formulate laws and description of combustion products, their range and other fire
properties. However, fire experiment in a tunnel in operation is very expensive be-
cause it would cause material damage and even lead to the tunnel failure. Moreover,
tunnels differ from each other by their shape, spatial dimensions, slope, ventilation,
and so on. For this reason, the results of a full-scale fire experiment in one tunnel
cannot be automatically applied to another tunnel. Another possibility is to use
theoretical laws and the knowledge about physical modelling of fire which can be
used as a test or demonstration of fire in given tunnel utilizing the main advantage
of this approach, the flexible use of different distributions of flammable materials in
the tunnel and different fire scenarios.
At present, several physical models which are used for such purposes are avail-
able. They are based on CFD (Computational Fluid Dynamics) and are known as
field models unlike zone models which separate compartment into two zones (upper
and lower layer) only. On the other hand, field models separate the whole space into
thousands or more of small cuboids (cells) which are associated into computational
meshes. In each cell, the basic conservation laws of mass, momentum and energy are
applied with the aim to fulfill the fundamental conservation equations and relevant
physical and chemical laws. They are widely used for fire modelling and evaluation
of consequences of fire in buildings, tunnels and other structures.
There are many different field models. For instance, FDS, JASMINE, PHOEN-
ICS and some others are very popular. They are generally accepted to investigate
and test the fire dynamics, smoke and temperature distribution and other param-
eters of fire and its behaviour. As a result, a lot of articles have been published
regarding the methodology, validation, verification and testing the reliability of com-
puter fire models. Moreover, the organizations that develop computer fire models
make a continual upgrade of program versions of their products. Computer fire
simulation cannot completely replace well-prepared real fire experiments; however,
it is still a unique, sophisticated, low-cost and feasible instrument for studying the
fire course in different environments with excellent ability to define different input
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conditions and fire parameters. Therefore, during the last decades the interest in
computer fire simulation has significantly increased.
There are many papers which deal with different aspects of fire in tunnels. For
example, important studies on fire in a full-scale as well as in a reduced-scale tunnel
have been published [24, 21, 22]. In [46, 2, 45, 19], validation of computer simulation
procedures for a full-scale fire test related to the Memorial Tunnel Fire Ventilation
Test Program was analyzed. Very important issues are also the optimization of
ventilation system and investigation of the effect of jet fans distribution and their
position on fire in given tunnel [1, 44, 47]. A good overview of the state of the
art of the tunnel fire research can be found e.g. in [3, 20]. In this paper, we use
the actual parallel version of FDS (Fire Dynamics Simulator) for the simulation
of fire in a short road tunnel. In order to study the impact of the computational
domain decomposition on the accuracy and reliability of simulation results, several
simulations of a chosen fire scenario ran on the HP blade cluster utilizing different
numbers of processors.
Modelling of evacuation in fire conditions is also a complex, challenging problem.
Most existing evacuation models employ an agent-based approach to the pedestrian
crowd dynamics. Pedestrian crowds, like many self-organizing systems consisting
of individual entities, show complex emergent modes of behaviour based on simple
deterministic and non-deterministic principles followed by the individuals making
up the population. The agent-based models give more realistic representation of
pedestrian movement and allow to better elucidate subtle but important details of
pedestrian behaviour. Several evacuation simulators have been developed utilizing
cellular automata or social force model, for instance CAFE, FDS+Evac, STEPS,
building EXODUS, Simulex and Pathfinder. These models represent various ap-
proaches to reproducing the effect of fire (e.g. reduced visibility, smoke toxicity and
irritation, increasing temperature) on the walking speed of evacuees and their be-
haviour. However, only few papers deal with the simulation of people evacuation in
case of tunnel fire (see e.g. the papers [20, 42, 41, 43]). In this paper, we demonstrate
the use of FDS+Evac which allows not only to study the fire and smoke dynamics
but also to analyse people evacuation and the conditions under which people are
evacuated and the effect of ventilation in tunnel. Verification and validation of com-
bination of the FDS fire simulator and its evacuation module, Evac (or combination
of FDS output data with other existing systems developed for crowd dynamics sim-
ulation) is an important issue for tunnel fire research. As the length of existing
tunnels often reaches 1 km and more, it is necessary to calculate the FDS simula-
tion in parallel. However, the current 5.5.3 version of FDS shows some inaccuracies
related to dividing the computational space into sub-spaces (computational meshes)
when compared to sequential calculation. These inaccuracies can have an influence
on people evacuation strategies and thus on the whole evacuation. That is why the
study of this issue is of great importance.
The paper is organized as follows. The next section briefly describes basic infor-
mation about FDS+Evac. Section 3 describes a fire scenario in a road tunnel and its
simulation using FDS, where the focus is on investigation of the impact of parallel
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calculation of the simulation on the reliability and accuracy of simulation results.
The use of FDS+Evac for the simulation of people evacuation in the tunnel under
fire conditions is also illustrated. In Section 4, the main conclusions are summarized
and some concluding remarks are added.
2 FDS
The main features of FDS are described in [35, 34, 14]. FDS solves a form of
conservation equations for low speed, thermally driven flow. Although it is focused
mainly on smoke and heat transfer from fires, it also includes modules for physical
and chemical processes like thermal radiation, pyrolysis, combustion of the pyrolysis
products, conductive heat transfer and fire suppression by sprinklers. The basic set
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b,α is the production rate of species by evaporating droplets or
particles; ρ is the density; u = (u, v, w) is the velocity vector; Yα, Dα, and ṁ
′′′
b,α are
the mass fraction, diffusion coefficient, and the mass production rate of αth species
per unit volume, respectively; p is the pressure; fb is the external force vector; τij
is the viscous stress tensor; hs is the sensible enthalpy; and g is the acceleration of
gravity. The term q̇′′′ is the heat release rate per unit volume from a chemical reaction
and q̇′′′b is the energy transferred to the evaporating droplets. The term q̇
′′ represents
the conductive and radiative heat fluxes. Note that D()/Dt = ∂()/∂t + u.∇(). To





in which R is the universal gas constant, T is the temperature and W̄ is the molecular
weight of gas mixture, is added. The pressure equation is obtained by taking the




In this equation the value H represents the total pressure divided by the density and
vector F represents the convective and diffusive term in the momentum equation.
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Finally we obtain a system of equations for these unknowns: the density ρ,
three components of the velocity u = (u1, u2, u3), temperature T , pressure p and
mass fractions Yα; all functions of three spatial dimensions and time. These equa-
tions must be simplified, in order to filter out sound waves, which are much faster
than typical flow speed in fire conditions. Final numerical scheme is an explicit
predictor-corrector finite difference scheme, which is second order accurate in space
and time. The variables are updated in time using an explicit second-order Runge-
Kutta scheme. The Poisson equation (6) for modified pressure is solved in every
time step by a direct FFT-based solver that is a part of the CRAYFISHPAK li-
brary. Boundary conditions are prescribed on the walls and vents.
All input data for a simulation are conveyed in the form of a text file in pre-
scribed format, which describes the coordinate system, geometry of the domain and
its location in the given coordinates, mesh resolution, obstructions and their ma-
terial properties, vents, boundary conditions, and different simulation parameters,
including desired output quantities. An important limitation of the program is that
the domain must be rectilinear, conforming with the underlying grid. The domain
is filled with rectangular obstructions representing real objects, which can burn,
heat up, conduct heat, etc. Describing their burning parameters properly is prob-
ably the most challenging task for the user. Simulation output includes quantities
for gas phase (temperature, velocity, smoke volume fractions, visibility, pressure,
heat release rate per unit volume, etc.), for solid surfaces (temperature, heat flux,
burning rate) as well as global quantities (total heat release rate, mass and energy
fluxes through openings, etc.). During the simulation, these outputs are saved in
prescribed format in the output files and some of them can be visualised by the
Smokeview program [7].
The aim of FDS is to solve practical problems in fire protection engineering as
well as to provide a tool to study basic processes in combustion and fire dynam-
ics. It is well known that the accuracy of simulating fires highly depends on the
grid resolution. Therefore, in many papers authors investigate effects of the grid
resolution on the different fire parameters, such as the flame height, radiative heat
fluxes, temperature distribution and so on. Another serious problem is computation
of the total pressure value H which fulfills Equation (6). The numerical scheme
solving this Poisson equation is based on a fast Fourier transform (FFT). The pre-
cision of this solution is very important and has a marked influence on simulation
outputs. During the last years, a parallel version of FDS, which makes possible to
use this simulation program also for simulation of fire in large areas such as build-
ings, garages, tunnels, and so on, has been available. It is not surprising that the
decomposition of large computational domain on tens or much more sub-domains
requiring mutual communications is also a problem which must be thoroughly ana-
lysed. Especially, the coupling of the pressure solver across the mesh boundaries in
a multi-mesh simulation must be tested and verified. Our analysis presented in this
paper confirms that the different scalability of computational domain has an influ-
ence on the computed value of temperature and consequently also on another output
quantities.
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A similar result has been published in other papers [33, 6]. It is very important to
develop a new parallel concept for the pressure equation because in the actual parallel
version FDS 5.5.3 it does not meet the basic requirement of the physical principle on
which it is based on, that the pressure at every point of experimental space depends
on the pressure in all other points of this space including the boundaries of the whole
domain. This principle is not successfully applied in the current FDS version. Thus,
the error of the pressure value has an influence on the precision of the temperature
and other output quantities.
2.1 Realization of FDS Simulations
The FDS model has been developed to run on a variety of platforms, and operat-
ing systems MS Windows, Mac OS X, and Unix/Linux. To effectively exploit all
available computing resources with the view of gaining the best performance, FDS
supports the configuration of four programming models.
A sequential model is designed for running on a single CPU. A parallel MPI
model is designed for running on distributed memory systems, e.g. a computer clus-
ter. To execute FDS as a single parallel job on a distributed memory system, the
MPI (Message-Passing Interface) [38] is applied. The main strategy consists in de-
composition of the computational domain into multiple meshes and computation of
the flow field in each mesh performed as an individual MPI process. MPI routines
handle the transfer of information between these processes. Usually, each mesh is
assigned to its own MPI process, but it is also possible to allocate multiple meshes
to a single MPI process. In this way, large meshes can be computed on dedicated
processors, while smaller meshes can be grouped together in one process running
on a single processor. A multi-threading OpenMP model is designed for running on
shared memory systems, e.g. a multi-core CPU. FDS multi-threading is implemented
through the OpenMP library [37], which allows the concurrent execution of multi-
ple threads within the context of a single process. It enables to employ all available
processors or cores on a given machine. A hybrid MPI & OpenMP model is designed
for running on distributed shared memory systems, e.g. an HPC multi-core cluster,
which may include a shared memory between cores within a node, and a distributed
memory between nodes. The combination of MPI and OpenMP approaches enables
to apply a two-level parallelization: first the computational domain is decomposed
into multiple meshes for distributed memory (MPI), and then within each mesh the
multi-threading on some selected code regions is used for shared memory (OpenMP).
For simulations referred to in this paper, the FDS package version 5.5.3 was
utilized. All programming models were compiled by means of GNU compilers version
4.4.6 (gcc, gfortran, OpenMP) and Open MPI version 1.4.
FDS simulations of real fire scenarios represent long-time, computationally in-
tensive, and memory consuming jobs. Experiments were carried out on the local
HPC cluster using the PBS (Portable Batch System) [39], and also on the grid
infrastructure EGI (European Grid Infrastructure) [4] using the EMI 2 [5] grid mid-
dleware.
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2.1.1 Running FDS on Local Cluster
The HP blade cluster employed is located at the Institute of Informatics, Slovak
Academy of Sciences, Bratislava. It consists of 54 compute nodes, each comprising
of two 6-core 2.4 GHz processor Intel Xeon X5645 and 48 GB of RAM. All nodes
are connected by the Infiniband interconnection network with the bandwidth of
40 Gbit/s per link and direction.
To submit and start a batch job on a computer cluster the qsub command is
used, to which a job submission script is passed as argument. Typically, the job
submission script for the PBS server represents a Shell script including PBS com-
mands. A number of options on qsub allow the specification of attributes which may
affect the behavior of the job execution. The sequential model of FDS is executed
on one processor-core. The OpenMP model of FDS is executed on one node, where
the number of threads may range from two to the maximum number of cores per
node. When running the MPI model of FDS, MPI processes are allocated by de-
fault applying the slots-strategy, where one MPI process is launched per processor
core. It is also possible to launch MPI processes one per node (nodes-strategy), cy-
cling by node in a round-robin fashion. When running the hybrid MPI & OpenMP
model of FDS, MPI processes are launched using the nodes-strategy, where each node
has a sufficient number of cores available (free cores are reserved to fork OpenMP
threads).
2.1.2 Running FDS on Grid Infrastructure
All FDS models were ported into grid infrastructure EGI [4]. Jobs to be executed
on the grid are described in the language JDL (Job Description Language) [23].
JDL represents a flexible, high-level language based on the Condor classified ad-
vertisement, which enables to describe jobs and aggregates of jobs with arbitrary
dependency relations, and to express any requirements and constraints on the com-
puting and storage resource.
EGI operates using the grid middleware EMI 2 (Matterhorn) [5]. For the sub-
mission of a job to EGI the client command glite-wms-job-submit is used, to which
a job description in JDL is passed as input argument. Commands glite-wms-job-
status and glite-wms-job-output are used for monitoring the status of submitted jobs
and retrieving a possible output of finished jobs.
The invocation of the actual FDS executable is done within a wrapper script
which also handles the post-processing of output data files. MPI and
MPI & OpenMP models of FDS are initialized by means of the MPI-Start [36] rep-
resenting an abstract software layer that offers a unique interface to the grid middle-
ware to start MPI programs with various execution environments implementations.
MPI-Start is a fixed part of the EMI 2 middleware.
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2.1.3 FDS Running Support
In order to facilitate the process of simulation runs, for each FDS model we have
developed a supporting tool – a pair of fds-master scripts written in Shell, which
provide for the fully automatic submission of FDS jobs to the local cluster or to
EGI. Each of the fds-master scripts accomplishes the following actions. It accepts
and checks input arguments specifying the FDS input file, and required running
configuration (the number of nodes, the number of cores, and eventually, the number
of MPI processes and number of threads); arguments are passed to the subsequent
operations. Based on given input arguments, it produces the corresponding fds-
submission script which serves as the input to the qsub command in case of running
FDS on the local cluster, or to the glite-wms-job-submit command in case of running
FDS on EGI. Finally, it provides for the execution of the FDS simulation using
the previously generated fds-submission script. From the user point of view the
realization of the FDS simulation represents the call of the fds-master script with
needed input parameters.
2.2 FDS+EVAC
FDS+Evac [25] is a combined agent-based egress calculation model and a CFD
model of fire-driven fluid flow, where the fire and egress parts interact. The evacu-
ation module of FDS was developed and is currently maintained by VTT Technical
Research Centre of Finland. It is intended to the simulation of egress problem in
fire conditions (fire evacuation), but can also be used just to simulate egress without
any fire calculation (fire drill) [26, 28, 29, 30, 27].
FDS+Evac treats each evacuee as a separate entity (agent), which has its own
personal properties and escape strategies. The basic algorithm for modelling the
agents movement solves an equation of motion for each agent in a continuous 2D
space and time, doing some kind of an artificial molecular dynamics for agents. The
model behind the movement algorithm is the social force model [18, 16, 17, 50]
taking into account motive and physical forces, such as for instance contact forces,
and psychological forces exerted by the environment and other agents. The model
was modified to better describe the shape of the human body [32, 28, 29, 30, 27].
The integration of the evacuation calculation into the fire calculation allows to use
the quantities relevant to fire to model the behaviour of evacuating people and
the impact of fire onto their behaviour. Gas phase concentrations of O2, CO2,
and CO are used to calculate Purser’s Fractional Effective Dose (FED) index [40]
indicating the human incapacitation. Smoke density affects the walking speed and
the exit selection algorithm of the agents and speed up the detection of the fire [8].
The evacuation part of FDS+Evac is stochastic, i.e., it uses random numbers to
generate the initial position and properties of the agents and add a small random
force on each agent’s equation of motion. All input parameters required by the
evacuation module of FDS to describe a particular scenario are conveyed via the
input FDS file. A complete description of the input parameters can be found in [25].
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FDS+Evac computes the position, velocity and toxic gases dose of each agent inside
the computational domain at each discrete time step. The movement of agents and
selected quantities related to evacuation can be visualised by Smokeview [7]. Some
other detailed information which include e.g. the initial positions and properties of
the agents can be found in the diagnostic FDS+Evac output text file.
The shape of the human body is approximated by a combination of three over-
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vi(t) = dxi(t)/dt is the velocity of agent i at time t; v
0
i is the value of agent’s
own specific unimpeded walking speed; τi is the relaxation time parameter deter-
mining the strength of the motive force which makes an agent to accelerate (for
more details about the form of the particular components of the social, contact and
attraction/repulsion agent-agent and agent-wall forces, see [25]).
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and the motive torque is determined analogously as the motive force (for more details
see [25]).
In FDS+Evac, agents are guided to exit doors using a preferred walking direction
vector field calculated by the flow solver of FDS as an approximation to potential
flow problem of 2D incompressible fluid in given boundary conditions, where walls
and obstructions are inert and exit doors act as fans in FDS. A short range collision
avoidance model is also included, where the area in front of the agent i is divided
into three overlapping sectors. The algorithm selects the sector with the least coun-
terflow; taking into account the agents’ location and velocity. The exit selection is
modelled as an optimization problem, where the exit that minimizes the evacuation
time of the agent is selected taking into account the estimated walking time and
estimated time of queueing. Other factors influencing the decision making process
of the agent, such as the familiarity of the agent with an exit, the visibility of exits
and the blocking effect of smoke and obstacles are also covered in FDS+Evac adding
constraints to the evacuation time minimization problem.
The evacuation model briefly described above has been tested, validated and
compared with various available egress models. The most significant benefit of using
FDS as the platform of egress model is the direct and easy access to the fire related
properties, such as gas temperatures, smoke and gas densities, and radiation levels
at each point in the computational mesh. The FDS+Evac system is under intensive
research and validation in order to increase the model accuracy and reliability and
include new features and abilities of higher FDS versions.
Proper and easy modelling of phenomena related to the crowd dynamics, i.e., the
behaviour of idividuals, crowds and groups of people in fire conditions is a complex,
challenging problem in each evacuation simulator. In the following section, we show
some simple examples of modelling of such behaviour for the case of fire evacuation
in tunnel.
3 COMPUTER SIMULATION OF FIRE IN ROAD TUNNEL
In this section, we briefly describe a simple fire scenario in a full-scale model of
a short, 2-lane road tunnel with two double jet fans. The fire which is to be modelled
corresponds to a car fire with 10 MW total heat release rate.
The aim od this paper is not to optimize the tunnel ventilation system setting
the critical velocity for the simulated fire scenario. We rather study the impact of
parallelization of the calculation on the simulation accuracy and reliability. There-
fore, we select a fire scenario which shows a more complex smoke behaviour in some
parts of the tunnel. Some preliminary results of parallel simulation of tunnel fires
summarized in this section have been published in [14, 48, 49].
3.1 Fire Scenario in Tunnel
Let us consider a 180 m long 2-lane road tunnel model with the dimensions of 10 m×
180 m×7.2 m (see Figure 1). The tunnel ventilation system is longitudinal consisting
Parallel Computer Simulation of Fire in Road Tunnel and People Evacuation 1247
Figure 1. Tunel model and its FDS representation
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of two double jet fans located under the ceiling at the distances of 49.2 m and 139.2 m
from the left entrance of the tunnel, respectively.
We consider the initial fire source corresponding to an automobile fire. In simu-
lation, it was represented by burning of a 2 m × 3 m plane placed 1.1 m above the
floor at the 92 m distance from the left entrance of the tunnel (see Figure 1). The
maximum heat release rate per unit area (HRRPUA) and the total heat release rate
(HRR) of the fire was 1 666.67 kW/m2 and 10 MW, respectively. The fire produced
a large amount of smoke which was represented in simulation by setting up the soot
yield parameter of the fire to 0.2. We assume that during the simulation the fire
did not spread along the tunnel. That is why other flammable materials were not
placed at any other places in the tunnel. In this part dealing with the parallelization
investigation, no vehicles influencing the air flow in the tunnel were included. The
ambient tunnel air temperature was set to 20◦C. Total duration of simulation was
150 s.
We assume the following fire dynamics and jet fans operation. At time t = 0 s,
both fans started to blow with the velocity of 5 m/s in the y direction. They worked
for 50 s in order to ensure a steady air circulation in the whole tunnel. At time
t = 40 s, the fire source was initiated with linearly increasing intensity till it achieved
the 10 MW maximal HRR at time t = 45 s. Since that time, the fire intensity
remained constant until the end of the simulation. At time t = 50 s (i.e., 10 s after
the fire start), both fans started to increase their power linearly achieving 20 m/s
(the maximal value of their velocity) at time t = 55 s. Since that time their velocity
was not changed until the end of the simulation.
In order to record some selected quantities that were significant to further simula-
tion results investigation, several control devices were placed in the simulation. Mean
values of selected gas phase quantities (soot volume fraction, visibility, temperature
and carbon monoxide mass fraction) were measured inside small testing volumes
placed under the ceiling and at human head level (see Figure 1). Slices of the gas
temperature, and oxygen and carbon monoxide mass fractions were recorded for
several planes. The wall temperature of the tunnel ceiling was also determined at
the place above the fire.
3.2 Paralellization of the Calculation and Simulation Results Analysis
We performed eleven variants of the simulation which differ from each other in
the way how the computational domain was divided into particular computational
meshes and in the number and size of cells used for calculation (see Table 1). Each
computational mesh was assigned to one CPU core or thread.
The simulation 1 M, in which the computational mesh with the 10 cm resolution
was used, is sequential. We use this simulation as a reference calculation and com-
pare it with the parallel variants of the simulation performed. In the simulations
3 M, 4 M, 8 M and 24 M, the computational domain is divided regularly into 3, 4, 8
and 24 meshes in y direction, respectively, which have 10 cm resolution. In order to
test the case in which the distance between the fire and the nearest mesh bound-
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Simulation Number of meshes: length in y direction (mesh resolution)
1 M 1 mesh: 180 m (10 cm× 10 cm× 10 cm)
3 M 3 meshes: 60 m (10 cm× 10 cm× 10 cm)
4 M 4 meshes: 45 m (10 cm× 10 cm× 10 cm)
8 M 8 meshes: 22.5 m (10 cm× 10 cm× 10 cm)
9 M 1 mesh: 7.5 m (10 cm× 10 cm× 10 cm)
7 meshes: 22.5 m (10 cm× 10 cm× 10 cm)
1 mesh: 15 m (10 cm× 10 cm× 10 cm)
10 M 1 mesh: 60 m (10 cm× 10 cm× 10 cm)
8 meshes: 7.5 m (5 cm× 5 cm× 5 cm)
1 mesh: 60 m (10 cm× 10 cm× 10 cm)
24 M 24 meshes: 7.5 m (10 cm× 10 cm× 10 cm)
48 M 48 meshes: 3.75 m (10 cm× 5 cm× 10 cm)
1 M∗ 1 mesh: 180 m (10 cm× 10 cm× 10 cm)
8 M∗ 1 mesh: 64 m (10 cm× 10 cm× 10 cm)
2 meshes: 8 m (5 cm× 5 cm× 5 cm)
4 meshes: 9 m (5 cm× 5 cm× 5 cm)
1 mesh: 64 m (10 cm× 10 cm× 10 cm)
3 ML 1 mesh: 48 m (10 cm× 10 cm× 10 cm)
1 mesh: 60 m (10 cm× 10 cm× 10 cm)
1 mesh: 60 m (10 cm× 10 cm× 10 cm) → (10 cm× 14 cm× 10 cm)
Table 1. Computational domain partition: computational meshes description
ary is greater than in the other simulations, we consider the simulation 9 M, where
the domain division is not regular. The meshes have the same 10 cm resolution.
However, the meshes do not have the same number of cells (see Tables 1 and 2).
The simulation 10 M includes two meshes (60 m long in y direction with 10 cm re-
solution) assigned to both side parts of the tunnel and 8 meshes (7.5 m long with
MPI OpenMP CPU Cells Cells per mesh (max)
Simulation proc threads cores [mil] [mil]
1 M – – 1 12.96 12.96
3 M 3 – 3 12.96 4.32
4 M 4 – 4 12.96 3.24
8 M 8 – 8 12.96 1.62
9 M 8 – 8 12.96 1.62
10 M 10 – 10 43.20 4.32
24 M 24 – 24 12.96 0.54
48 M 48 – 48 25.92 0.54
1 M∗ – 8 8 12.96 12.96
8 M∗ 8 4 32 39.17 5.18
3 ML 3 – 3 12.96 4.32
Table 2. Tunnel fire simulations characteristics
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5 cm resolution) assigned to the 60 m central part of the tunnel. In the simulation
48 M, the domain is divided regularly in y direction into 48 meshes with resolution
of 10 cm× 5 cm× 10 cm.
The simulations 1 M∗ and 8 M∗ are designed to study the performance and preci-
sion of the Open MP version of FDS. The 1-mesh and 8-mesh calculation is assigned
to 8 and 32 Open MP threads (4 Open MP threads per one MPI process), respec-
tively (see Tables 1 and 2). We tested also the performance of the linearly decreasing
mesh resolution in the simulation 3ML (see Tables 1 and 2).
In the sequel, we briefly summarize the obtained results for the described cal-
culation parallelizations. For all cases, we calculate the measure D∗/δ, where D∗ is
the characteristic diameter of fire and δ is the grid size, which describes how well the
flow field is resolved [35]. As D∗ = 2.4 m, both the 10 cm and 5 cm mesh resolutions
used in simulations could be considered as fine (D∗/δ > 10).
The way of the computational domain division has a direct impact on the com-
putational load and performance. The main computational characteristics of the
simulation variants described above are summarized in Tables 2, 3 and 4.
In Table 2, the number of MPI processes, OpenMP threads per MPI process
and CPU cores used in the particular simulation are specified. The information
about the total number of cells and maximal number of cells per single mesh is also
included.
Time Wall Max CPU time Min CPU time
Simulation steps time per mesh per mesh
[hrs] [hrs] [hrs]
1 M 33 041 377.2 375.8 375.8
3 M 31 905 172.4 169.5 165.6
4 M 32 839 130.9 128.6 125.5
8 M 31 277 68.2 67.2 63.2
9 M 30 947 69.8 68.9 –
10 M 60 727 313.6 309.6 289.4
24 M 31 206 32.6 32.0 26.9
48 M 68 759 63.2 61.5 53.8
1 M∗ 32 881 247.1 247.0 247.0
8 M∗ 60 054 203.8 199.2 194.1
3 ML 31 358 150.9 149.8 145.5
Table 3. Tunnel fire simulations characteristics
Simulation 1 M 3 M 4 M 8 M 9 M 10 M 24 M 48 M 1 M∗ 8 M∗ 3 ML
Speedup 1.00 2.19 2.88 5.53 5.40 1.20 11.57 5.97 1.53 1.85 2.50
c1M/c 1.00 0.73 0.72 0.69 0.68 0.80 0.48 0.50 1.53 1.48 0.83
Table 4. Parallelization efficiency characterization
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In Table 3, the number of time steps needed for the whole 150 s simulation cal-
culation is shown. All processors operate in fully synchronized manner. This means
that the simulation time step used for the integration of the system of partial differ-
ential equations that are to be solved is variable during the calculation; however, at
given time it is the same for each particular computational mesh. The simulation
time steps directly correspond to the mesh resolution. Therefore, the time steps
in the simulations 10 M, 48 M and 8 M∗ (with 5 cm minimal resolution) are approx-
imately one half of the values used for the rest of the simulations (see Table 3),
whose resolution is 10 cm in all directions. That is why the number of parallel steps
of the simulations with the 5 cm resolution is approximately two times larger than
in the rest of the simulations. Consequently, the total execution time (see the va-
lues for the wall time and the CPU times per mesh in Table 3) is proportionally
larger, while the number of cells also increases with finer resolution (compare with
Table 2).
Taking into account these considerations and denoting the maximal cells number
per mesh by Nmax and the minimal mesh resolution by δmin, we can assume that





where the parameter c involves all other influences such as e. g. a delay caused
by communication between MPI processes. Comparing the value c obtained for all
particular parallel simulations with the value c1M for the sequential simulation, we
can roughly characterize the efficiency of parallelization determining the ratio c1M/c
(see Table 4). The values of the speedup of all parallel simulations in comparison
with the sequential calculation are also shown there.
The smoke development and the slices of the air flow velocity and temperature
distribution in y direction at different time of the sequential simulation 1 M are
shown in Figures 2, 3 and 4. The simulation illustrates the impact of ventilation
on the course of fire. Smoke is slightly influenced by the steady air circulation in
the first seconds after the fire start and then after the ventilation acceleration it is
pushed away from the tunnel to the right part of the tunnel. Parallel simulations
show qualitatively similar course of fire. They differ from the sequential simulation
particularly in some quantities which capture local, highly variable characteristics of
fire (such as the temperature, gas species volume fraction and others) at the places
where intensive mixing of cold and hot gases appears. In the following, we focus on
these differencies.
Figure 5 illustrates a comparison between the sequentional simulation 1 M and
two parallel simulations which use 3 and 24 computational meshes. The gas tem-
perature curves at the place at the right from the fire source (see Figure 1) show
that the sequential simulation tends to reach larger values of temperature fluctu-
ations in some phases of burning. However, the shape of the temperature curve
corresponding to the sequential simulation seems to be smoother than the ones of
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Figure 2. Smoke development in selected part of the tunnel at the 50th, 53th, 55th and
137th second of the simulation
parallel simulations (see Figure 5). It is probably due to the numerical approach
used to resolve processes at boundaries of computational meshes. Nevertheless, the
overall behaviour of all simulations is very similar (see the complete temperature
curves in Figure 6).
Mesh boundaries have a similar effect on the simulation calculation as permeable
barriers. They slightly slow down the heat transfer and smoke spread. In Figure 7,
the temperature curves of the simulations 1 M, 3 M, 10 M, 24 M and 48 M related
to the gas temperature at the farther place at the right from the fire source (see
Figure 1) are shown. A noticeable delay of the temperature increase depending on
the number of meshes in particular simulations can be observed (see Figure 7). The
value of maximum delay is about 1 s (about 27 m far from the fire source). Although
these delays affect the simulation accuracy, their effect is not critical. However, the
impact of mesh boundaries on the computation precision is a nontrivial problem
which requires further research [48].
The aim of the simulation 48 M analysis is to investigate the impact of deviation
from cube meshes on the simulation results accuracy (see Figure 8). In 48 M, we
used the 2 : 1 cells aspect ratio. It is not recommended to use too large values of the
ratio because of the turbulence model implemented in FDS [35]. This is a probable
cause of the physically not well-founded fluctuations which can be observed in the
temperature curve just in the area, where a turbulent mixing of gases, which is
caused by interaction of the ventilation and fire, occurs (see Figure 8).
The simulation 48 M has a substantially greater division of the computational
domain compared with other simulations. However, the impact of this division
on overall simulation results is not considerable (see the temperature curves of the
simulations 1 M, 24 M and 48 M in Figure 9). This behaviour indicates that FDS can
Parallel Computer Simulation of Fire in Road Tunnel and People Evacuation 1253
Figure 3. Slice of the air velocity in y direction in selected part of the tunnel at the 50th,
53th, 55th and 137th second of the simulation: the air velocity values represented
by the grey level bar shown at the right vary from −0.5 m/s to 19.5 m/s
be used for long tunnel simulations with relatively high number of computational
meshes to obtain reliable description of fire behaviour [48].
However, it is illustrated in Figures 10 and 11 that some quantities show a dif-
ferent behaviour for different parallel simulations. The problem is illustrated by the
CO volume fraction (this problem requires further investigation) and wall tempera-
ture curves. A probable reason of the different behaviour of the wall temperature of
the simulation 3 M in Figure 11 is the used finer mesh resolution (see also Tables 1
and 2). Nevertheless, the simulations provide reasonably rough estimates of these
quantities [48].
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Figure 4. Temperature distribution in y direction in selected part of the tunnel at the 50th,
53th, 55th and 137th second of the simulation: the temperature values represented
by the grey level bar shown at the right vary from 20oC to 170oC
3.3 People Evacuation in Tunnel
In this section, we use the tunnel fire described above to demonstrate the use of
FDS+Evac for modelling a simple evacuation scenario. We insert traffic into the
tunnel and consider the movement of people leaving vehicles in the tunnel as follows.
We follow the fire scenario described in the previous part (see Figure 2) con-
sidering steady air circulation in the whole tunnel by operating two double jet fans
for the first 40 s. At time t = 40 s, the fire started achieving its total HRR at time
t = 45 s as before. The fire ventilation operates since time t = 50 s as above. We
consider 22 vehicles (two buses and 20 cars) and 116 persons in the scenario. Since
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Figure 5. Comparison of temperature curves of the simulations 1 M, 3 M and 24 M: frag-
ment of the curves
time t = 43 s, particular vehicles stop (are inserted into the simulation) at their po-
sitions according to Figure 12. Their arrival times are listed in Table 5. The time of
the beginning of vehicles evacuation is set to 5 s after the vehicle stop. In Tables 6
and 7, the persons in particular vehicles and their evacuation time are specified,
respectively.
Particular vehicle B1 A1 A2 A3 B2 A4 A5 A6 . . . A20
Arrival time [s] 43 44 45 46 47 48 49 50 . . . 64
Table 5. Arival time for particular vehicles in tunnel
We assume in the first evacuation scenario that passengers in all cars know (are
familiar with) the tunnel portal through which they came into the tunnel (they
saw the tunnel portal). At the right side of the tunnel at the distance of 73 m
from the tunnel portal, there is a single 1.5 m wide exit door. We assume that
it is visible from some of the first vehicles arrived. It is important to note here
that we use the 2.3.1 version of FDS+Evac which still has its particularities that
must be taken into account to set some parameters correctly. In this version, the
same height (z-level) is assumed for the movement and for the visibility. At this
level, the data affecting the agents behaviour (smoke and FED information) and the
information about obstacles inhibiting agents from movement (walls, cars, buses) are
collected. The points associated with exits (exit signs) used in the exit door selection
algorithm (to decide if an exit is visible or not) are also considered as placed at that
level. However, the current version of FDS+Evac does not distinguish between
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Figure 6. Comparison of temperature curves of the simulations 1 M, 3 M and 24 M
B1 A1 A2 A3 B2 A4 A5 A6 A7 A8 A9
LFD – 1 A 1 A 1 A – 1 A 1 M 1 M 1 M 1 M 1 M
RFD 10 A 1 A 1 E 1 A – 1 A 1 A 1 A 1 A 1 A 1 A
LBD – 1 CH – 1 CH – – – 1 M 1 M – 1 M
RBD 20 A – – 1 CH 25 A – – 1 A 1 A 2 CH –
A10 A11 A12 A13 A14 A15 A16 A17 A18 A19 A20
LFD 1 M 1 M 1 M 1 M 1 M 1 M 1 M 1 M 1 M 1 M 1 M
RFD 1 A 1 A 1 A 1 A 1 A 1 A 1 A 1 A 1 A 1 A 1 A
LBD 1 M 1 M 1 M 1 M 1 M 1 M 1 M 1 M 1 M 1 M 1 M
RBD – – – – – – – – – – –
Table 6. Scheme of persons in particular vehicles, where LFD is the left front door, RFD
is the right front door, LBD is the left back door, RBD is the right back door, and
M, A, E and CH means the passenger group types Male, Adult, Elderly and Child
from FDS+Evac, respectively
high obstacles (walls, buses) and lower obstacles (cars). Both types of obstacles are
supposed to inhibit agents from seeing exit doors. Therefore, to ensure the portal
visibility through cars we represent it by three individual 2 m wide exit doors. This
representation provides that the evacuees escaping in three streams in the direction
to the portal can see the portal. It is necessary to represent the exit width of the
portal taking into account restrictions of pedestrian flow caused by standing vehicles
in the tunnel to set correctly the FDS flow solver calculating the direction vector
field. In the first evacuation scenario, we assume that the passengers in the vehicles
A1, A2, A3, B1 and B2 also know the exit door (they can see it).
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Figure 7. Impact of the domain division on the temperature time behaviour
B1 A1 A2 A3 B2 A4 A5 A6 A7 A8 A9
LFD – 49 50 51 – 53 54 55 56 57 58
RFD 48 49 51 51 – 53 54 55 56 57 58
LBD – 49 – 51 – – – 55 56 – 58
RBD 48 – – 51 52 – – 55 56 57,58 –
A10 A11 A12 A13 A14 A15 A16 A17 A18 A19 A20
LFD 59 60 61 62 63 64 65 66 67 68 69
RFD 59 60 61 62 63 64 65 66 67 68 69
LBD 59 60 61 62 63 64 65 66 67 68 69
RBD – – – – – – – – – – –
Table 7. Scheme of the persons starting evacuation times (in seconds) in particular vehi-
cles, where LFD is the left front door, RFD is the right front door, LBD is the left
back door, RBD is the right back door
Figure 13 illustrates the course of evacuation at the 56th, 66th, 76th and 86th s
of simulation. The evacuation started by the evacuation of the bus B1 at time
t = 48 s. At the next seconds, the evacuation of other vehicles started (see Table 7).
It follows from the analysis of this simulation that all passengers from the vehicles
B1, A1, A2 and B2, as well as some of the passengers from the car A3 used the exit
door placed at the right side of the tunnel. This exit door was the nearest available
exit for escaping from the tunnel. The rest of passengers (two passengers from the
car A3 and all passengers from the cars A4–A20) used the tunnel portal. The total
evacuation time was 122.8 s.
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Figure 8. Comparison of the simulation 48 M with the sequential simulation
In Figure 14, the evacuation of four passengers from the car A3 is highlighted.
They move in couples of the Adult-Child type. The picture shows the situation of
the evacuation at the 51th, 56th, 59th and 61th s. One can easily see that the couple
getting out from the left side door escaped using the tunnel portal while the couple
from the right side door used the exit door for evacuation.
Figure 9. Temperature curves of the simulations 1 M, 24 M and 48 M
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Figure 10. CO volume fraction above the fire source
However, there are situations in which the passengers from a given vehicle move
and escape as a single group (for instance members of a family). FDS+Evac allows
to set the agents inserted into evacuation to show such behaviour.
Figure 15 illustrates such evacuation scenario in which all passengers from the
car A3 escaped through the exit door. Such behaviour was achieved by setting the
Figure 11. Wall temperature above the fire source
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Figure 12. Scheme of traffic situation in tunnel: stopped vehicles positions
Figure 13. Course of evacuation at the 56th, 66th, 76th and 86th s
passengers from the car A3 to know (be familiar with) the exit and move according
to the exit direction flow field. It can be observed in Figure 15 that both couples
showed an autonomous movement to the exit. The total evacuation time was 126.6 s.
For more reliable movement of groups of evacuees, FDS+Evac is able to model
the group behaviour involving group forces into the evacuation calculation. However,
the existing model implemented in the current FDS+Evac version does not allow
to insert members of a group into evacuation at different time and supposes that
the whole group is inserted into the evacuation at the beginning of the calculation.
Moreover, all members of a group must have the same personal properties. Note
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Figure 14. Course of evacuation of the passengers from the car A3 at the 51th, 56th, 59th
and 61th s
Figure 15. Course of evacuation of the passengers from the car A3 at the 51th, 53th, 54th
and 57th s
Figure 16. Fragment of evacuation at the 54th s
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Figure 17. FED index curves for two evacuation scenarios
that a better treatment of the group force as well as the use of two z-levels for the
movement and for the visibility will appear soon in the next FDS+Evac version.
In FDS+Evac, the evacuation simulation is directly affected by the fire and
smoke development (see Figure 16). In Figure 17, the FED index curves describing
the maximal value of agents intoxication in the area in time are shown. The index
rapidly grows in both evacuation scenarios at the same time and drops down when
the intoxicated agents escape (are erased from the simulation domain).
4 CONCLUSION
In this paper, we tested one sequential and ten parallel FDS simulations of smoke
transfer in a road tunnel during a 10 MW fire. Parallel calculations include eight MPI
simulations, one 8-threading OpenMP simulation and one hybrid MPI & OpenMP
simulation. The impact of partitioning the computational domain on the simulation
results reliability was investigated. All simulations led to realistic smoke transfer
behaviour and confirmed that the parallel version 5.5.3 of FDS is able to provide
results with reasonable precision even for simulations with a considerable number
of computational meshes. The simulation results indicate that significant computa-
tional time savings can be achieved without severe impact on the simulation pre-
cision. Some specific features of particular parallel simulations were demonstrated
and analysed. Further research is needed to evaluate the impact of parallelization
of the computation on the results precision. Especially, study of the influence of the
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numerical approach describing physical processes on mesh boundaries implemented
in the current parallel FDS version is a challenging problem. Next, we evaluated
the performance of the particular parallel simulations and compared them with the
sequential version of the calculation. The simulation results confirmed that the MPI
version of the simulation is most efficient with regard to the number of used com-
putational cores. In comparison with the sequential version, the MPI versions show
a speedup of 2 to 11 times depending on the way of domain decomposition. The per-
formance improvement achieved by the OpenMP implementation of the calculation
is not so significant (the simulation using 8 OpenMP threads reached the speedup
of 1.5 times). The question whether a combination of both parallelization strategies
can be beneficial requires additional testing.
We used the tunnel fire scenario used for the study of the impact of paralleliza-
tion on fire simulation results and considered simple evacuation of 116 passengers
from 20 cars and two buses. The use of FDS+Evac for two evacuation scenarios is
illustrated to demonstrate the ability of the evacuation FDS module Evac to directly
involve the related fire parameters into evacuation simulation. We add some specific
remarks about selected features relevant to tunnel evacuation in fire conditions (fol-
lowed from some particularities of the current version of Evac), which can be useful
for FDS+Evac users. We also comment the problem of evacuees’ personal settings
(which must be handled properly not to distort the evacuation simulation results)
and their group behaviour during tunnel evacuation.
In this research, we utilize our actual experience with analysis of current models
for fire and crowd dynamics [10, 9, 11, 12, 13, 14], and testing FDS and FDS+Evac
for fire simulation in various environments and evacuation simulation in the case
of road tunnel fire, respectively. The results presented here indicate that proper
parallelization of calaculation can have substantial impact on efficiency and accu-
racy of simulation of road tunnel fires as well as on reliability of modelling people
evacuation. Note that reaction times of fire detection and alarm system considered
in this study were relatively short to keep the total computational time of simula-
tion acceptable considering the available computational power. In real situations,
however, many other factors were observed which influence the fans activating times
and smokiness of tunnel tube even before open flames appear [15], and various psy-
chological, physiological and physical impacts on evacuees’ behavior, movement and
decision making were investigated (see e.g. [41, 43, 31]).
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