High-level replacement systems are an axiomatic categorical framework based on double-pushouts in order to unify replacement systems like grammars for di erent kinds of graphs and relational structures or other types of structures like algebraic speci cations. Parallel high-level replacement systems are introduced to formalize parallel rewriting of these high-level structures. On one hand this concept generalizes and extends parallel graph grammars presented so far in the algebraic approach by allowing other structures than graphs, on the other hand the kinds of replacement introduced for high-level replacement systems are extended by di erent types of parallel replacement which are compared to each other in di erent parallel replacement theorems.
Introduction
Parallel graph grammars as described by Ehrig and Kreowski in 11] introduce the concept of parallel replacement of graphs in an algebraic framework. Other approaches to parallel replacement of graphs are given by Nakamura and Aizawa 27], Nagl 26] , Kreowski 20] , Bailey et.al. 3] , etc. Parallel graph grammars can be seen as an extension of sequential graph grammars (see Ehrig 8] ) on one hand, on the other hand parallel graph grammars generalize Lindenmayer{systems. L{systems describe a kind of context{free parallel replacement on strings and were introduced to model the development of organisms. A large survey over di erent kinds of L{systems is given by Rozenberg and Salomaa in 36] and 35] .
Until now, the concept of parallel rewriting is introduced only for the basic type of algebraic graph grammars which uses directed graphs with colored nodes and edges and color{preserving graph morphisms. In order to extend the eld of applications for parallel rewriting the concept of parallel graph grammars is generalized to parallel high{level replacement systems (PHLR-systems). This concept allows other structures than this kind of graphs like graphs with partially ordered color alphabets, relational structures, hypergraphs, di erent kinds of Petri nets, algebraic speci cations, etc. For example, in 38] Schween and Taentzer de ned parallel replacement for graphs with a particular node color set which is partially ordered to model the movement of objects in con guration spaces.
High{level replacement systems (HLR-systems) generalize the algebraic approach to graph grammars to other types of replacement systems. A lot of properties like Church{ Rosser{Properties, Parallelism Theorem and Concurrency Theorem, as they are known for the graph case are shown for HLR{systems by Ehrig et al. in 10] .
In this paper di erent kinds of parallel rewriting are introduced for HLR{systems. Before we start to describe the principles of parallel rewriting formally a short introduction to derivation concepts in high{level replacement systems is given in gure 1. The arrows between di erent types of derivations are concerned to the generative power of high-level replacement systems de ned on these types.
The basic kind of rewriting is the direct derivation where one production is applied to an object. It is introduced in various approaches to graph grammars (by Ehrig 8] , L owe 22], Janssens and Rozenberg 25], Nagl 26] ,etc.) and in high{level replacement systems ( 10] ).
Direct derivations via productions which are independent of each other can be combined to derivations with parallel productions. The parallel production combines several productions to a new one. Applying it in the usual sequential way the result shows the e ect of applying all corresponding productions in parallel. This type is also formulated for graphs and high{level replacement systems (in 8], 22] and 10]).
In 11] a basic version of parallel rewriting is introduced where the whole graph has to be covered by occurrences of left hand sides of productions. Interfaces between the di erent occurrences have to remain constant during parallel replacement. This type of parallel rewriting is formulated as a special kind of star-parallel derivations and is generalized in the framework of HLR{systems.
If the interfaces between di erent occurrences of productions do not need to be constant during the replacement we have general star-parallel derivations. Here all interfaces Figure 1: Overview of derivation types in high-level replacement systems are speci ed by subproductions which implies that existing interfaces can be dissolved and new ones established.
In most cases only a part of an object should be replaced. There, the context has to be determined and joined unchanged to the object derived in parallel. This is done in a special kind of star-parallel derivation, the so-called contextual parallel derivations. This kind of derivation corresponds to the type of amalgamated derivations where rst a new (amalgamated) production is generated from a set of elementary productions and then this production is applied to the given object by a direct derivation. The very close relationship between contextual parallel derivations and amalgamated derivations is shown in the Parallel Replacement Theorem II.
Amalgamated derivations combine the concepts of parallel and sequential rewriting. On the rst level an amalgamated production is constructed doing a complete parallel derivation. On the second level this production is applied in a sequential way. (See also mixed rewriting in 26] .) This type of derivation is already examined for special graphs with partial ordered node labels (in 38]). In the following it is also generalize to high{level replacement systems.
Amalgamated derivations with constant interfaces are related to direct derivations with parallel productions which are introduced for HLR{structures in 10]. This relationship is shown in the Parallel Replacement Theorem I. It turns out that overlappings of occurrences which are explicitly given by interfaces in amalgamated derivations are handled implicitly in direct derivations with parallel productions. Especially this result overcomes the gap between the sequential and parallel graph grammars.
These correspondences between di erent derivation types open the possibility to carry over the theory of sequential rewriting { like Church-Rosser-Properties, analysis and synthesis constructions stated in the Parallelism Theorem and concepts of concurrency, embedding and distribution { to parallel derivations under suitable conditions.
Examples of PHLR-Systems can be given, for example, on the basis of graphs, hypergraphs, relational structures, Petri nets or algebraic speci cations. An abstract version of a window-based graph editor and movement of objects in con guration spaces are presented as examples of PHLR-systems. They are based on graphs which are probably the most intuitive and easy to visualize structures. Moreover, the theory of graph grammars set going a theoretical approach to high-level replacement.
An appendix presents all concepts from category theory needed in this paper. A short version of this paper is presented by Ehrig and Taentzer in 17] while 40] presents PHLR-systems more detailed.
Basic concepts of high-level replacement systems
In this section basic concepts of HLR{systems like productions and derivations introduced in 10] are reviewed. They are formulated for an arbitrary category and follow the double-pushout approach. This theory about HLR{systems is extended in 10] by concepts for independence and parallelism. Properties like Church{Rosser and the Parallelism Theorem are shown under suitable conditions. HLR{systems which are formulated in a category that satis es these conditions are called HLR1{systems.
Let CAT be a category where the objects can be regarded as high-level structures and the morphisms as structure preserving functions between high-level structures.
Additionally, we want to distinguish a class M of morphisms which are used in the productions while general morphisms in CAT are used to de ne applications of productions to high{level structures. (2) in the gure above is a pushout. An HLR{system HLRS = (S; P; T) in a category CAT is given by a start object S, a production set P and a class T of objects in CAT, called terminal objects. The language L(HLRS) of such an HLR{system is then de ned by the set of all terminal colored objects in CAT derivable from S by a sequence of direct derivations via productions of P.
De nition
Adding the concept of sequential independence the Parallelism Theorem is formulated under additional conditions, the HLR1{conditions which are presented in 10]. An HLR{ system that satis es these conditions is called HLR1-category.
Given two productions p = (L Morphisms l+l 0 and r+r 0 are uniquely determined according to the universal property of coproducts.
A parallel production p + p 0 is an M-production if p and p 0 are M-productions, CAT has binary coproducts L+L 0 , I +I 0 and R +R 0 and M is closed under binary coproducts. (See 10] for details.) The construction of parallel productions can be iterated leading to productions p1 + p2 + : : : + pn with n 1 which are also called parallel productions, written P n 1 p i = ( P n 1 L i P l ? P n 1 I i P r ?! P n 1 R i ).
Direct derivations via parallel productions show the application of several productions in parallel where interfaces are not modeled explicitly but implicitly by overlappings of corresponding occurrences of productions in the given object. The proof of this theorem is given in 10]. This result is related to amalgamated derivations with constant interfaces later on.
HLRS+ denotes an HLR-system (S; P+; T) where the set P+ of productions is the closure of P wrt. parallel productions. On this basis we can formulate the following result. 3 Parallel high-level replacement systems
Corollary
In the last section, we had derivations via parallel productions which do not show interfaces explicitly. Now we want to study parallel rewriting where the interfaces are modeled explicitly by interface objects showing overlappings of occurrences of productions in the given object. Moreover, productions are applied which are not independent of each other.
All the following types of parallel replacement are formulated for arbitrary categories. Given a set of so-called component productions with occurrences in a given object there may be interfaces which show overlappings of the productions in the object. If the interfaces are preserved during the derivation we have parallel rewriting with constant interfaces modeled by interface objects showing the same overlappings between the left and right hand sides of the component productions.
Otherwise the interfaces can be dissolved or extended during the derivations. In this case, an interface is not modeled by only one object but by a production which has to be a subproduction of all component productions that use it as interface. These interface productions are used to amalgamate parts of the component productions in order to avoid deletion or addition of subobjects inside the whole object several times.
If an object is not covered completely by occurrences the context has to be determined and joined unchanged to the transformed object.
In this section three kinds of parallel replacement are presented which cover the aspects mentioned above. These are star-parallel derivations where the whole object given is replaced in parallel. The amalgamated derivation consists of the generation of a new production that amalgamates the component productions according to their interface productions. Afterwards, this new production can be applied to the whole object by a direct derivation. The advantage of these amalgamated derivations is the e cient possibility of frequent reusage of the production generated if the covered part occurs in di erent contexts.
For the last kind of parallel replacement presented, the contextual parallel derivation, the context is determined and joined unchanged to the object derived in parallel.
First 
The component production set T of COV provides also a complete covering for S 0 and the POS{object of (R i The star-parallel derivation over a covering with constant interfaces was rst de ned as parallel replacement on graphs in 11].
If only a part of object S has to be covered by occurrences of productions we de ne an amalgamated derivation and a contextual parallel derivation. ? ?
The r{amalgamated derivation de ned with additional application conditions concerning the subproduction relation in 6] is a special case of the amalgamated derivation if n = 2.
While for each amalgamated derivation a direct derivation can uniquely be related a direct derivation can be the second part of di erent amalgamated derivations.
Amalgamated derivations can be compared with a special kind of star-parallel derivations where the given coverings are completed.
3.7 De nition Given a covering COV of an object S such that COV can be completed to a covering COV 0 as in de nition 3.3 a contextual parallel derivation S =) con S 0 is given by the star-parallel derivation S =) sp S 0 via COV 0 .
Remark: By de nition each contextual parallel derivation S =) con S 0 is a starparallel derivation S =) sp S 0 . The other way around, for each S =) sp S 0 over a covering COV there is also a contextual parallel derivation S =) con S 0 via completed covering COV 0 of COV if C being the POS-object of (I i A system where objects can be derived via parallel replacement shall form a PHLRsystem. The e ects of parallel replacement are speci ed very concretely by component production sets where each production is applied exactly once. Comparing this with the L-systems way of parallel replacement productions can be applied more than once in one step. Generalizing this for PHLR-systems the notion of synchronization rules is introduced. Such a rule is the basis for the construction of coverings dependent of the given object.
There are a lot of possibilities to construct a covering from such a synchronization rule even if the object that has to be covered is xed. In the following di erent covering constructions are presented.
For the description of a complex operation, the elementary rules which can be applied in principle are summarized in synchronization rules. Moreover, all interaction possibilities with other elementary rules are described by specifying the subrule embeddings allowed. One of the interaction possibilities has to be used for synchronizing the elementary rules. If interaction is not required the empty rule has to be subrule of the corresponding rules. If we want to describe coverings by a functor similar to synchronization rules we consider the category APAIR S (CAT) of application pairs. Each application pair consists of a production with its occurrence in object S. Morphisms in APAIR S (CAT) are described by subproduction embeddings which have to commute with the corresponding occurrences. A covering can be described then also by a functor CG ! APAIR S (CAT) from a special graph CG. This kind of description is used in the following to de ne a special covering construction. Now, we describe all coverings over a given synchronization rule.
De nition
3.9 De nition Given a synchronization rule SR = (E; S;SE) and an object S the covering set COV(SR;S) of S by SR consists of all partial coverings COV = ((P; SP;E);O)
such that there are mappings m p : P ! E with m p (p i ) = p i , 1 i n, m sp : SP ! S with m sp (s ij ) = s ij , 1 i < j n and m se : E ! SE with m se (se ij ) = se ij , 1 i 6 = j n such that dom(m se (se ij )) = m p (dom(se ij )) and cod(m se (se ij )) = m sp (cod(se ij )), 81 i 6 = j n.
Some coverings which are interesting with regard to the examples that will be investigated later on are described in the following de nition.
3.10 De nition We distinguish the following special sets of coverings which are subsets of COV(SR;S) and de ned as in 3.2:
1. A basic covering is exactly one production and its occurrence to an object S.
Complete coverings cover the whole object S, thus, they are real coverings. In coverings which are fully synchronized, the images of all subproductions in S describe exactly the overlapping of images of corresponding elementary productions.
Region-coverings describe coverings where a whole region, i.e. a connected part of object S, is covered.
Di erent-match-coverings are not allowed to contain isomorphic occurrence for isomorphic elementary productions.
The algorithmic way of constructing all-occurrence-coverings for a given synchronization rule SR and an object S is the following:
Look rst for all occurrences of all elementary productions of E in S. For 
which are generated using basic, complete, fully synchronized, region-, di erentoccurrence-, all-occurrence-, local-di erent-occurrence-or local-all-occurrence-coverings, only.
Relations between di erent parallel replacement concepts
In this section we want to relate the di erent kinds of parallel replacement given in the last sections. If all interfaces are constant amalgamated derivations can be compared with direct derivations via parallel productions. In theorem 4.1 we show that there is a correspondence between these two kinds of derivation and it turns out that the explicitly given interfaces in amalgamated derivations are handled implicitly in direct derivations via parallel productions. This theorem gives information when an amalgamated derivation can be decomposed using Parallelism Theorem 2.5. This means that for each given amalgamated derivation with constant interfaces there is a direct derivation via a parallel production which can be sequentialized by the`analysis'-construction of the Parallelism Theorem.
Amalgamated derivations and contextual parallel derivations correspond to each other bijectively. This is shown in theorem 4.4. 1. Implicate: Given an amalgamated derivation S =) a S 0 via COV there is a direct derivation S=) d S 0 via parallel production P n 1 p i = ( P n 1 L i P l ? P n 1 I i P r ?! P n 1 R i ) with p i 2 P, 81 i n.
2. Explicate: Given a direct derivation S=) d S 0 via parallel production P n 1 p i there is an amalgamated derivation S =) a S 0 via COV 0 .
3. E/I-Identity: Let S=) d S 0 be a direct derivation via parallel production P n 1 p i . Doing rst`explicate' and afterwards`implicate' the derivation S=) d S 0 via P n 1 p i is constructed again.
We cannot state I/E-Identity because for the construction`explicate' there are di erent possibilities of choosing interfaces I ij between the I i 's. Among others there are two distinguished ways to choose interfaces I ij :
1. All I ij are equal to the initial object J which means purely implicit handling of overlapping of I i and I j .
2. All I ij are pullback objects of (I i If both squares (1) and (2) in the diagram above are pushouts the direct derivation S=) d S 0 via parallel production P n 1 p i = ( P n 1 L i P l ? P n 1 I i P r ?! P n 1 R i ) is constructed.
Commutativity can be stated for (1) and (2) since the universal property of P n 1 I i holds for S and S 0 . Proving the universal property of (1) we can state the following:
Given an object X with morphisms P n 1 L i ox 0 ?! X and C cx ?! X satisfying ox 0 P l = cx P c we can state ox i e ij = ox j e ji , 81 i < j n. The universal property of (2) can be proven analogously. 3. All colimit constructions are unique up to isomorphism. Applying the constructioǹ explicate' does not result into any object or morphism newly constructed. By using construction`implicate' the coproducts P n 1 L i , P n 1 I i and P n 1 R i are reconstructed.
2
The 'explicate'-construction is possible if the corresponding covering does not have to ful ll special properties. The following example shows a situation where 'explicate' is not possible if it has to yield a special covering. The following Parallel Replacement Theorem II shows the very close relationship between amalgamated derivations and contextual parallel derivations.
Example

Parallel Replacement Theorem II
Let CAT be a nitely cocomplete category and COV a partial covering.
1. Decapsulate: Given an amalgamated derivation S =) a S 0 via COV there is a contextual parallel derivation S =) con S 0 via COV . 2. Encapsulate: Given a contextual parallel derivation S =) con S 0 via COV there is an amalgamated derivation S =) a S 0 via COV . 3. Bijective Correspondence: The constructions`decapsulate' and`encapsulate' are inverse to each other which means that there is a bijective correspondence between amalgamated derivations S =) a S 0 and contextual parallel derivations S =) con S 0 via COV . The proof of theorem 4.4 makes use of commutativity properties of colimits (7.20, 23] ) which are also used, for example, in the framework of module speci cations in 14]. In our case we have to apply it to pushouts and pushout{stars which are special colimits. Proof: So there exists a contextual parallel derivation S =) con S 0 via COV consisting of ELS, CS, ERS, the rule morphisms in between and pushout-stars of ELS and ERS.
Encapsulate:
Given a contextual parallel derivation S =) con S 0 over COV and T as in de nition 3.7.
Restricting the morphism stars of S and S 0 and the interface-star to size n yields the morphism stars LS 
Examples of underlying categories for PHLR-systems
Comparing the literature concerning category theory there are a lot of nitely cocomplete categories. In the following paragraph some cocomplete categories are listed which are already presented in the framework of HLR-systems in 10] and 31]. This editor supports several views on graphs which can be considered in di erent windows. Nodes and arcs inserted or deleted in the current window are also inserted or deleted in all other windows that show the current graph. This graph can be saved or deleted and a new graph can be loaded into the current window.
The user interface operations comprise the insertion, deletion, selection and deselection of nodes and arcs, movement and copy operations, creation and deletion of windows, change of the current window, creation and deletion of graphs, change to another graph and many more. The operations just mentioned belong mostly to the editor operations which are described below.
The abstract speci cation of a graph editor which does not care of the layout and position of graphs and windows but only of the relation structure of objects taking part is presented as a PHLR-system based on the category GRAPHS. This means that the internal high-level states of the editor are modeled by graphs where objects like windows, graphs, nodes, edges, etc. are presented by nodes and their relations to each other by arcs. The editor operations introduced are described by synchronization rules that induce parallel replacement on graphs showing internal states as just described.
The initial state
The initial state G 0 of the graph editor consists of an empty graph viewed in one initial window which is the current window because the cursor points to it. The cursor points always to the current graph and the current window and a window points always to that graph which it is showing. Arcs which describe relations between di erent items are usually not labeled except for loops. Here we have one loop labeled by \initial" describing the status of windows. Loops describe attributes of the object to which they belong. A window can be \initial" or \non-initial" if it is created later on.
Insertion and deletion of objects
Now a node (which is simply an object) can be inserted into the current graph. It is automatically selected, as indicated by the loop with label \selected". 
Numbers at the above nodes indicate which items are mapped to each other via graph morphisms I s1 ?! L s1 and I s1 ?! R s1 . For this production and all following the indication is restricted to nodes. A node insertion as described above implies that for each window that shows this graph a node image (object image) is created belonging to that window. Such an object image stores layout and position of the object in this particular window. However, this low level information is not shown on this level of abstraction. Note that graphs L e1 , I e1 and R e1 of e 1 have L s1 , I s1 and R s1 in s 1 as subgraphs such that s 1 is a subproduction of e 1 . The subgraphs are shown with a grey background in the above diagram. They are indicated in the same way in all following diagrams.
As shown above node insertion is described by subproduction s 1 Since s 1 should be applied once and e 1 as often as there are windows we are interested in local-all-occurrence-coverings.
For each node insertion the object and all its object images are newly created. A node which is selected can be deleted by using the above productions in the inverse direction. This implies that the objects and object images are destroyed.
SR DELNODE = (fe ?1 1 g;fs ?1 1 g;finc ?1 1 : s ?1 1 ! e ?1 1 g) Insertion of arcs is similar to the insertion of nodes. The newly created arc (object) is related to that graph which comprises the two adjacent objects. For the distinction of source and target of the newly created arc corresponding objects have to be selected di erently. Note that the selected objects can be nodes or arcs. Thus, this operation allows higher-order arcs. After insertion the new arc is selected as well as a new node after insertion.
Similarly to node insertion, an arc image (object image) has to be created for each window that shows this graph.
Selection and deselection of objects
Selection and deselection of an object is modeled by the following production p and the inverse production p ?1 : The corresponding basic synchronization rules are the following: SR SELECT = (fp 2 g;;;;) SR DESELECT = (fp ?1 2 g;;;;)
Creation of windows
The contents of the current window can be copied to a new non-initial window which is then the current one.
Such a window creation means that a new object image belonging to the new window is created for all objects (nodes and arcs) of the current graph.
Again s 3 is subproduction of e 3 . The corresponding synchronization rule is the following:
SR CREATEWIN = (fe 3 ; s 3 g;fs 3 g;finc 3 : s 3 ! e 3 ; id s 3 g) If there does not exist any occurrence of elementary production e 3 we look at least for an occurrence of the subproduction s 3 . This is the case for example if a new window is created for a graph which is empty. Thus, similarly to insertion of objects local-alloccurrence-coverings are interesting.
Copy operations via selection are performed in a similar way. Deletion of a current window is only permitted if it is non-initial and implies the deletion of all object images belonging to it. The cursor is set to the initial window. This kind of operation is not explicitly shown here.
Change of the current window
The change of the current window can be performed by one production that changes the cursor position.
In order to use this production for changing between windows viewing the same graph both \graph"-nodes of the following left hand side of q have to be identi ed in the application of q. SR CHANGECURWIN = (fq 4 g;;;;)
Change to another graph
The change of the current to another graph means that it is replaced in the current window by the other one. This means that all object images are deleted which are images of objects of the current graph. Additionally, all objects of the new graph have to be imaged in the current window. This is modeled by inverse production e ?1 5 .
The production s 5 is subproduction of e 5 and e ?1 5 . Both, the deletion of old object images and the creation of new object images have to be done, thus the synchronization rule SR CHANGEGRAPH looks slightly more complex than the other ones.
SR CHANGEGRAPH = (fe 5 The deletion of the only node in the current graph of G 1 is now done with a contextual parallel derivation. The current graph is shown in both windows so there are two di erent occurrences of e ?1 1 which overlap in an occurrence of their subproduction s ?1 1 . The context graph C is generated by the POS-complement construction described in 3.3. Thus we get the pushout-star of G 1 depicted below.
The construction of a pushout-star and a POS-complement in category GRAPHS is outlined in the appendix. The context graph C is the corresponding POS-complement graph. Its construction is described in the appendix. Here, it is that subgraph of G 1 where the only object of the current graph is left out together with all its object images in the windows showing the current graph. The new state G 2 is obtained by the second pushout-star shown below.
Note that here a local-all-occurrence-covering is used. In this special case an alloccurrence-covering would yield the same result since there is only one occurrence of s ?1 1 in G 1 . For example, for the insertion of an arc between selected objects di erent results can be obtained. A derivation via a local-all-occurrence-covering would model the insertion of exactly one arc while that via an all-occurrence-covering would describe the insertion of several arcs.
Other operations mentioned above can also be modeled by contextual parallel derivations using local-all-occurrence-coverings, only. According to the Parallel Replacement Theorem II these operations can be described equivalently by amalgamated derivations and contextual parallel derivations. But there is only little advantage of using amalgamated derivations in this example since the amalgamated production constructed cannot be reused frequently.
Initial state G 0 of the editor together with the set of all synchronization rules introduced above form a PHLR-system using contextual parallel derivations. All objects Obj(GRAPHS) of the category GRAPHS are allowed as terminal objects.
L locall ((G 0 ; R;Obj(GRAPHS)) con ) with R being the set of all synchronization rules introduced above describes all possible editor states.
In 39] Taentzer and Beyer speci ed an abstraction concept on the basis given in this example. In that context, amalgamated derivations are used to describe corresponding editor operations. Movement of objects would not cause any changes in the internal state of the editor introduced so far because it is only related to the layout of a graph. This is treated in the next example.
Movement of objects in con guration spaces
In this example the shape and position of arbitrary objects in two-dimensional con guration spaces are modeled (see also 38]). The objects are allowed to move via translations within this space if there is no collision with each other. Amalgamated derivations are used to model basic motions via a nite set of elementary productions. The example is based on category CPOGRAPHS of graphs with completely partially ordered label alphabet and label compatible graph morphisms. In 37] and 38] also rotation of objects based on parallel derivations is considered.
To model the layout of con guration spaces (which are, for example, windows that show graphs) by graphs a Cartesian grid is laid in the space and this space which is made discrete is mapped to a graph in the following way. Each grid square is modeled by a node. If there is a part of an object in the square then the node is black otherwise it is white. Horizontically or vertically neighboring squares are mapped to nodes which are connected by \h"-colored (horizontal) or \v"-colored (vertical) arcs, respectively. Thus, the node label alphabet consists of black ( ) and white ( ) with the complete partial order
The arc label alphabet is SC A = fh;vg. Actually, there is not any complete partial order of SC A , however, it can be extended to SC 0 A = f ; h; v; fh;vgg with > A h > A fh;vg and > A v > A fh;vg. But label and fh;vg will not be needed because each graph morphism used is color preserving on arc labels. On the node labels, the graph morphisms are allowed to change labels according to the partial order given above.
The con guration space is not modeled by only one graph but by a graph morphism star and its parallel gluing which yields the con guration space. Such a graph morphism star consists of a graph which models the con guration space without any object, a set of object graphs modeling arbitrary objects and interface graphs with corresponding graph morphisms used to determine the position of objects in the con guration space. All graphs have Cartesian grid like structures as described above. The parallel gluing of these graphs is described by a pushout-star in category CPOGRAPHS which di ers from a pushout-star in GRAPHS in the construction of node labels obtained by greatest lower bounds.
The following con guration C consists of two objects which are non-overlapping. Object graphs O 1 and O 2 are connected graphs with more than one node where all nodes are black. The empty space is modeled by graph G where all nodes are white. Each con guration space where no two objects overlap is called consistent. All \h"-colored (\v"-colored) arcs are drawn horizontically (vertically). Object interfaces OI 1 and OI 2 have the same structure than their object graphs O 1 and O 2 but all their nodes are colored white. Interface OI 3 is empty. The morphisms between these interface graphs and graph G determine the positions of the objects. Each object graph consisting of more than one node can also be described as a con guration consisting of all its handles (i.e. two nodes with one arc between them) and single nodes or empty graphs as interfaces. (See gure above.)
Basic motions like translations about one step to the right dependent on the neness of the grid used are modeled by amalgamated derivations using all-occurrence coverings that are fully synchronized for a certain region with the following underlying synchronization rule: SR TRANS = (fe 1 ; e 2 ; s 1 g;fs 1 ; s 2 g;finc 11 : s 1 Translations into other directions can be described in a similar way. The partial covering is constructed by looking for all di erent occurrences of e 1 and e 2 for handles which belong to that object which has to be moved. If A direct derivation via production p performs the translation of O 2 in con guration space C. This is possible if an occurrence of L in C can be found which is color preserving. Otherwise this would model a collision between objects. In general, it is useful to describe the movement of objects by amalgamated derivations because it is expectable that the amalgamated production is frequently reused for moving the same object within the con guration space. But of course, due to the Parallel Replacement Theorem II also contextual parallel derivations can be used everywhere where amalgamated derivations perform movement of objects.
For translations about more than one step elementary productions or amalgamated productions have to be sequentially composed by constructing concurrent productions ( 15] , 10]).
Each con guration space together with synchronization rule SR TRANS form a PHLRsystem based on category CPOGRAPH. All objects T =Obj(CPOGRAPHS) are allowed as terminal objects. Coverings are constructed in the way described above. Let PHLRS a = (C; fSR TRANS g;T) a be the corresponding PHLR-system. If 6 Conclusions
In this paper we have introduced parallel rewriting for HLR-systems. According to the Parallel Replacement Theorem I amalgamated derivations with constant interfaces can also be performed by direct derivations via parallel productions. This fact gives us a hint how such amalgamated derivations with constant interfaces can be sequentialized using the analysis construction of the Parallelism Theorem. Moreover, amalgamated derivations combine concepts of parallel and sequential rewriting. Here, rst a new production is generated by a complete parallel derivation and then this production is applied using a direct derivation. So, on one hand we have the advantage of using parallel replacements speeding up the derivation process, on the other hand all results which are known for direct derivations (like Church{Rosser{Properties, Parallelism Theorem and Concurrency Theorem, etc.) can be used also for this type of derivation if the corresponding conditions for HLR{systems (see 10]) are satis ed.
These properties give information about when derivations can be used in arbitrary order and moreover, in parallel. Thus, future work would be to describe the composition and decomposition of derivations in PHLR-systems under suitable conditions. An amalgamated production can be generated from a set of elementary productions. So, the amalgamated derivations can also be used to describe derivations over production families. Dependent on the actual structure a suitable amalgamated production is generated from a given set of productions described by synchronization rules specifying an operation independent of particular structures.
The examples introduced use special constructions to get partial coverings. It remains open to consider other constructions in detail to get more information about uniqueness of covering constructions.
The di erent kinds of parallel replacement introduced in this paper can also be regarded as concepts to model some ideas of distribution. A global state object can be split into local structures which are transformed in parallel, each independent of the others. Each pair of local objects is combined by an interface which can be transformed, too. After the local transformations all objects obtained are joined again to a global state according to the interfaces obtained. All local transformations run concurrently without any synchronization. So, the only way to synchronize the local transformations is to switch to the global state. (See also 4], 13] .) It would be an interesting task to combine the concepts of parallel rewriting in this paper with those of distribution ( 29] ) to get a nice abstract framework for the description of distributed systems. This work has been started by Taentzer in 41] for graph grammars in the single-pushout approach.
7 Appendix: Concepts of category theory 7.5 De nition A diagram in a category C is a functor 4 : I?! C from a small category I which is called diagramscheme to C. 7.6 De nition Given categories C 1 ; :::; C n the product category C 1 ::: C n is a category whose objects (C 1 ; :::; C n ) are tupel of objects C 1 ; :::; C n and where the morphisms (f 1 ; :::; f n ) are tupel of morphisms f 1 ; :::; f n of the given categories. In the case n = 1 a pushout-star complement is called pushout complement. 
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