A bundle view of boundary-value problems: generalizing the Gardner–Jones bundle  by Austin, Francis R. & Bridges, Thomas J.
J. Differential Equations 189 (2003) 412–439
A bundle view of boundary-value problems:
generalizing the Gardner–Jones bundle
Francis R. Austin and Thomas J. Bridges*
Department of Mathematics and Statistics, University of Surrey, Guildford, Surrey GU2 7XH, UK
Received July 30, 2001; revised June 20, 2002
Abstract
Holomorphic families of linear ordinary differential equations on a ﬁnite interval with
prescribed parameter-dependent boundary conditions are considered from a geometrical
viewpoint. The Gardner–Jones bundle, which was introduced for linearized reaction–diffusion
equations, is generalized and applied to this abstract class of l-dependent boundary-value
problems, where l is a complex eigenvalue parameter. The fundamental analytical object of
such boundary-value problems (BVPs) is the characteristic determinant, and it is proved that
any characteristic determinant on a Jordan curve can be characterized geometrically as the
determinant of a transition function associated with the Gardner–Jones bundle. The topology
of the bundle, represented by the Chern number, then yields precise information about the
number of eigenvalues in a prescribed subset of the complex l-plane. This result shows that the
Gardner–Jones bundle is an intrinsic geometric property of such l-dependent BVPs. The
bundle framework is applied to examples from hydrodynamic stability theory and the
linearized complex Ginzburg–Landau equation.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
The subject of this paper is a general class of boundary-value problems (BVPs) of
the form
ux ¼ Aðx; lÞu; 0oxo1
depending holomorphically on a parameter lALCC; with uACn for each ðx; lÞ: At
x ¼ 0 and 1 there are prescribed l-dependent homogeneous boundary conditions
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(whose precise form will be given below). For such BVPs, an aim is to ﬁnd those lAL
such that the BVP has a nontrivial solution. Our main result is a geometric
formulation of this abstract class of problems. We prove, under general hypotheses,
that every such BVP has a characterization as a Gardner–Jones bundle, and given
any Jordan curve in L; there exists an eigenvalue (or eigenvalues) if and only if the
Gardner–Jones bundle is nontrivial: indeed, the number of eigenvalues in the interior
is a topological property of the bundle.
The Gardner–Jones bundle [9] was introduced in the following setting. The
linearization about an x-dependent steady-state solution of reaction–diffusion
equations on a ﬁnite interval leads to spectral problems of the form
Lp ¼defDp00 þ cðxÞp0 þ dðxÞp ¼ lp; pACm; 0oxo1; ð1:1Þ
where D is a positive deﬁnite matrix and cðxÞ and dðxÞ are given continous matrix-
valued functions, with associated boundary conditions
a0i pið0; lÞ þ b0i p0ið0; lÞ ¼ 0; a1i pið1; lÞ þ b1i p0ið1; lÞ ¼ 0; i ¼ 1;y; m ð1:2Þ
with the real parameters aji ; b
j
i; j ¼ 0; 1; given. The pair ð#l; #pðx; #lÞÞACH; where H
is some suitably deﬁned function space, is said to be an eigenstate if #p satisﬁes (1.2)
and L#p ¼ #l#p:
Gardner and Jones [9] introduced a geometric formulation of this class of
eigenvalue problems. First, this boundary value problem can be formulated as a ﬁrst-
order system
ux ¼ Aðx; lÞu; u ¼
p
q
 !
ACn; 0oxo1; n ¼ 2m ð1:3Þ
with Aðx; lÞ a continuous function of x and a linear (and therefore entire
holomorphic) function of l; with associated boundary conditions
/ani ; uð0; lÞS ¼ 0 and /bni ; uð1; lÞS ¼ 0; ani ; bni ARn; i ¼ 1;y; m ð1:4Þ
with ani and b
n
i formed from the coefﬁcients in (1.2). The superscript * represents the
fact that each ani and b
n
i are elements of a dual space. For the present purposes, /; S
can be interpreted as a standard Hermitian inner product on Cn with conjugation on
the ﬁrst element (the precise form of the bilinear form is given in Section 2).
Let Uðx; lÞACnn2 have columns which are solutions of (1.3) and satisfy the
boundary conditions at x ¼ 0: Then lAC is an eigenvalue of (1.1)–(1.2) if Uð1; lÞ lies
in the subspace deﬁned by the boundary conditions at x ¼ 1: Analytically this
condition is
WðlÞ ¼ det½BTUð1; lÞ	 ¼ 0; ð1:5Þ
where the columns of the n  n
2
matrix B are bni ; i ¼ 1;y; n2:
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Let LAC be a simply-connected subset of C; and let K be any Jordan curve in L
with the property that WðlÞa0 for all lAK: Gardner and Jones [9] introduce a
rank-n
2
vector bundle with a ﬁber which is associated with the space spanned by the
columns of Uðx; lÞ: The base manifold is a cylinder in R C with sides
ðx; lÞA½0; 1	 K and endcaps ðx; lÞAf0g K0 and ðx; lÞAf1g K0; where K0 is
the region interior to K: Topologically, this construction leads to a rank-n
2
complex
vector bundle over a 2-sphere, and each isomorphism class of such bundles has a
unique integer—the Chern number—associated with it. Gardner and Jones prove the
remarkable result that the Chern number of this vector bundle is equal to the number
of eigenvalues of (1.1)–(1.2) in the region K0:
The main result of this paper is to generalize this bundle formulation of boundary
value problems in three distinct directions. First, we take as starting point system
(1.3) as an abstract class of differential equations with nX2 arbitrary, and the matrix
Aðx; lÞ is any n  n matrix depending holomorphically on l for all lALCC and
depending continuously on x: Secondly, we allow for complete generality in the
boundary conditions: there is a k; n  k splitting of the boundary conditions. More
importantly, the boundary conditions are allowed to depend on l: There are given
linearly independent vector-valued functions ani ð%lÞ; i ¼ 1;y; n  k and bni ð%lÞ; i ¼
1;y; k; which are holomorphic functions of %l for all l in a subset of L; with
/ani ð%lÞ; uð0; lÞS ¼ 0; i ¼ 1;y; n  k ð1:6Þ
and
/bni ð%lÞ; uð1; lÞS ¼ 0; i ¼ 1;y; k: ð1:7Þ
Thirdly, we give a new construction of the ﬁber: the x-dependent ambient bundle in
[9] is replaced by the space of sections of a holomorphic bundle which is more
natural for a geometric formulation of boundary conditions, and the quotient space
subbundle in [9] is replaced by a direct construction of the ﬁber, which is constructed
in a such a way that the matrix in the characteristic determinant in (1.5) is directly
related to the transition function for the bundle. Given any Jordan curve K in L; the
characteristic determinant restricted to K can always be expressed in the form
WðlÞ ¼ det½gðlÞ	; where g : KDS1-GLðk;CÞ:
The mapping gðlÞ is a transition function for the Gardner–Jones bundle. The main
consequence for l-dependent boundary value problems is that the Chern number of
the Gardner–Jones bundle associated with this general class of l-dependent
boundary value problems is equal to the number of eigenvalues inside a speciﬁed
Jordan curve K in L:
An outline of the paper is as follows. In Section 2 the analytical features of l-
dependent boundary value problems are outlined, and precise hypotheses stated. In
Section 3 the geometry of l-dependent boundary conditions is presented. This
geometry is more technical than might be expected, because of the requirement that
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the subspaces deﬁned by the boundary conditions, and their complements, be
holomorphic. In Section 4 the new construction of the Gardner–Jones bundle is
presented, and in Section 5 the connection between the topology of the bundle and
eigenvalues of the BVP is established.
In Sections 6–8 three applications of the theory are presented. These examples are
chosen to illustrate facets of the theory. The ﬁrst example is elementary, but is chosen
because the previous construction of Gardner and Jones [9] does not work for this
example.
The second example is an application to a fundamental differential equation
from hydrodynamic stability, the Orr–Sommerfeld equation. This is the ﬁrst
topological interpretation of hydrodynamic stability and suggests intriguing
generalizations.
The third example arises from the linearization about pulses in the complex
Ginzburg–Landau equation. Here the full generality of the l-dependent boundary
conditions is needed. This example also leads to an interesting question about the
implications for the Gardner–Jones bundle in the limit as the length of the x-domain
goes to inﬁnity.
Throughout, we will use the terms analytic and holomorphic interchangeably (cf.
[13,25, p. 3; p. 84]).
2. k-Dependent boundary value problems
The starting point is the general class of linear systems dependent on a complex
parameter
ux ¼ Aðx; lÞu; uAGðL;XnÞ; 0oxo1; lAL; ð2:1Þ
where L is an open simply connected subset of the complex l-plane. The matrix
Aðx; lÞ has complex entries which are continuous for xA½0; 1	 and holomorphic
functions of l:
2.1.1. The ambient space Xn
The ambient space Xn is the trivial complex vector bundle, Xn ¼ L S; where S
is the solution space which can be identiﬁed with Cn: The base is L; the ﬁber is a copy
of SDCn attached at each point lAL; and the projection p : Xn-L is taken to be
holomorphic. Denote by GðL;XnÞ the set of all holomorphic sections of Xn;
GðL;XnÞ ¼ fðl; xðlÞÞAL S: xðlÞ is holomorphic for all lALg: ð2:2Þ
Let OðLÞ be the set of all scalar-value holomorphic functions on L: Then the set
GðL;XnÞ is an inﬁnite-dimensional vector space and a module over OðLÞ [25]. (We
will not need this structure explicitly in the sequel.)
Although the bundle Xn is trivial, it will be important to distinguish between
copies of S at different values of l; and its subbundles are central to the geometry of
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the boundary conditions. Denote by Xnn ¼ L Sn the dual bundle associated
with Xn; with S
nDCn the dual of S; and denote the anti-holomorphic sections
of Xnn by
GnðL;XnnÞ ¼ fðl; Zð%lÞÞAL Sn : Zð%lÞ is anti-holomorphic for all lALg: ð2:3Þ
Remark. A smooth function f ðl; %lÞ is holomorphic if @
@ %l
f ðl; %lÞ ¼ 0; and anti-
holomorphic if @@l f ðl; %lÞ ¼ 0: If l ¼ x þ iy and f ¼ uðx; yÞ þ ivðx; yÞ then f is anti-
holomorphic if ux þ vy ¼ uy  vx ¼ 0: For anti-holomorphic functions, the non-
constant mappings ðx; yÞ/ðu; vÞ are orientation reversing (whereas for holomophic
functions this mapping is orientation preserving).
The pairing between an element in GðL;XnÞ and an element in GnðL;XnnÞ is
deﬁned by
/Z; xSl ¼
Xn
j¼1
Zjð%lÞxjðlÞ; Zð%lÞAGnðL;XnnÞ; xðlÞAGðL;XnÞ: ð2:4Þ
This pairing is a holomorphic function for all lAL:
2.2. The boundary conditions
The boundary value problem is (2.1) along with the boundary conditions
/ani ð%lÞ; uð0; lÞSl ¼ 0; i ¼ 1;y; n  k; ð2:5Þ
/bnj ð%lÞ; uð1; lÞSl ¼ 0; j ¼ 1;y; k: ð2:6Þ
The vector-valued functions ani ð%lÞAGnðL;XnnÞ and bnj ð%lÞAGnðL;XnnÞ are given anti-
holomorphic sections. Moreover, for each %l; the n  k vectors ani ð%lÞ are linearly
independent, and the k vectors bnj ð%lÞ are linearly independent. Let BðlÞACnk be
deﬁned by
BðlÞ ¼ ½bn1ð%lÞj?jbnkð%lÞ	: ð2:7Þ
Then the linear independence hypothesis is equivalent to this matrix having
rank-k for each l; and because of the way it is deﬁned, BðlÞ is a holomorphic
function of l:
The reason for the pedantic representation of the boundary conditions is twofold:
the given boundary operators are elements of the dual space of sections GnðL;XnnÞ
associated with (2.1), and secondly, this is the way that l-dependent boundary
conditions arise in applications (see the example in Section 8). Each boundary
condition /ani ð%lÞ; uð0; lÞSl and /bni ð%lÞ; uð1; lÞSl is a holomorphic function of l:
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For example, consider the l-dependent BVP
fxx þ lf ¼ 0; 0oxo1; lAL ¼ C;
fxð0; lÞ þ lfð0; lÞ ¼ 0 and fð1; lÞ ¼ 0:
It can be put into the standard form (2.1), (2.5) and (2.6) by taking n ¼ 2; k ¼ 1;
uðx; lÞ ¼ fðx; lÞ
fxðx; lÞ
 !
AGðL;X2Þ; an1ð%lÞ ¼
%l
1
 !
and bn1ð%lÞ ¼
1
0
 !
:
With X2 ¼ L spanfe1; e2g;
an1ð%lÞ ¼ %le1 þ e2AGnðL;Xn2Þ; bn1ð%lÞ ¼ e1AGnðL;Xn2Þ:
Remark. In general, the matrix Aðx; lÞ will be holomorphic on a subset L1CC; the
functions ani ð%lÞ may be holomorphic on a different subset L2CC; and the functions
bnj ð%lÞ may be holomorphic on a third subset L3CC: Henceforth, the set L will be
taken to be a subset of L1-L2-L3: It will be assumed that this subset is not empty.
2.3. Eigenvalues and the characteristic determinant
Denote the boundary value problem (2.1), (2.5) and (2.6) by ðwÞ: The BVP is
homogeneous, and therefore solutions may not exist for all values of l: A value of
the complex parameter l for which there exists a solution uðx; lÞa0 of ðwÞ is called
an eigenvalue, and the collection of all eigenvalues will be called the spectrum of ðwÞ:
Remark. The word spectrum is used here in a nonstandard way. One normally
considers the spectrum of an operator, whereas here the spectral parameter appears
nonlinearly, and so we are considering the spectral values of a ‘‘problem’’. The
distinction is similar to the distinction in ﬁnite dimensions between ﬁnding the
spectrum of an N  N matrix L; the elements of which satisfy det½L lI	 ¼ 0; and
ﬁnding those values of lAC which satisfy det½MðlÞ	 ¼ 0 where MðlÞ is any N  N
matrix that is a holomorphic function of l: The spectrum of L consists of exactly N
numbers (counting multiplicity) whereas the ‘‘spectrum of MðlÞ’’ may be greater
than N and even (countably) inﬁnite. Moreover, for such nonlinear (in the
parameter) spectral problems, it is possible for two distinct eigenvalues to have
linearly dependent eigenfunctions. This can already be seen in low dimension:
consider the system
MðlÞu ¼ 0; MðlÞ ¼
lþ 1 6l2  6l 0
2l 6l2  7lþ 1 0
0 0 l2 þ 1
2
664
3
775; uAC3:
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The spectrum of MðlÞ; denoted by sðMðlÞÞ; is
sðMðlÞÞ ¼ flAC : detðMðlÞÞ ¼ 0g ¼ fi; i; 1; 1
2
; 1
3
g
and the distinct eigenvalues 1
2
and 1
3
share the same eigenspace, which is spanned by
ð1; 1; 0ÞT ; cf. [23].
Based on the hypotheses on ðwÞ; it follows from standard existence theory for
ordinary differential equations [5], that given an analytic starting vector, uð0; lÞ ¼
xðlÞ; for each lAL; there exists a unique solution of (2.1) for 0pxp1; and the
solution uðx; lÞ is a holomorphic function of l:
Suppose x1ðlÞ;y; xkðlÞ is a holomorphic basis for the k-dimensional space in Xn
satisfying the boundary condition at x ¼ 0: (The existence of this basis is nontrivial
and a proof that such a basis can always be found is given in Section 3.) Then there
exist k solutions of (2.1), denoted ujðx; lÞ; which are holomorphic functions of l and
satisfy ujð0; lÞ ¼ xjðlÞ; j ¼ 1;y; k: Deﬁne
Uðx; lÞ ¼ ½u1ðx; lÞj?jukðx; lÞ	: ð2:8Þ
Then the columns of Uðx; lÞ satisfy (2.1) and (2.5). The complex function W :
LCC-C deﬁned by
WðlÞ :¼ det½BðlÞTUð1; lÞ	 ð2:9Þ
is called a characteristic determinant of the boundary value problem [16,18,19]. Since
Uð1; lÞ and BðlÞ are holomorphic, a characteristic determinant is holomorphic. To
avoid trivialities, we will assume that WðlÞ is not identically zero. Then, from
standard results in complex function theory [17], WðlÞ will have at most a ﬁnite
number of zeros in any compact subset of L:
Remark. In [9], the characteristic determinant is called the Evans function because of
the association there of the spectral problem with the stability of waves.
Lemma 2.1. The zeros of a characteristic determinant of ðwÞ are eigenvalues of ðwÞ:
Proof. For any lAL; the general holomorphic solution uðx; lÞ of the initial value
problem (2.1)–(2.5) can be expanded in terms of the columns of Uðx; lÞ;
uðx; lÞ ¼
Xk
c¼1
ccðlÞucðx; lÞ ð2:10Þ
with the complex functions c1ðlÞ;y; ckðlÞ arbitrary holomorphic functions. Clearly,
uð0; lÞ satisﬁes the boundary condition at x ¼ 0: Therefore l is an eigenvalue of ðwÞ if
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and only if there exist c1ðlÞ;y; ckðlÞ; not all zero, such that
0 ¼ /bnj ð%lÞ; uð1; lÞSl ¼
Xk
c¼1
ccðlÞ/bnj ð%lÞ; ucð1; lÞSl; j ¼ 1;y; k:
In matrix notation, this condition is equivalent to
BðlÞTUð1; lÞcðlÞ ¼ 0; cðlÞ ¼ ðc1ðlÞ;y; ckðlÞÞ ð2:11Þ
and this algebraic equation has a nonzero solution cðlÞ if and only if the
characteristic determinant vanishes. &
Corollary. Suppose u1ðx; lÞ;y; ukðx; lÞ satisfy (2.1) and (2.5). If lAL is not an
eigenvalue of ðwÞ; then u1ð1; lÞ;y; ukð1; lÞ are linearly independent.
Proof. If l is not an eigenvalue, then WðlÞa0: Linear independence then follows
from (2.10) and (2.11). &
Remark. So far, only the analyticity of WðlÞ has been used. When more is known
about the analyticity of ðwÞ and the extent of L; stronger results are possible. For
example, if Aðx; lÞ is an entire function of l; and the boundary conditions are entire
(for example, when the boundary conditions are independent of l), thenWðlÞ is also
entire. In that case either all lAC are eigenvalues (the trivial case referred to earlier),
or the spectrum of ðwÞ is countable with no ﬁnite limit point (cf. [3,16,18,19]). To
obtain the latter case, it is necessary and sufﬁcient that there exists at least one point
l0AC with Wðl0Þa0:
Proposition 2.2. Let XðlÞ and #XðlÞ be n  k matrices whose columns form a
holomorphic basis for the k-dimensional subspace of solutions satisfying (2.5). Then
there exists an invertible k  k matrix RðlÞ depending holomorphically on l such that
XðlÞ ¼ #XðlÞRðlÞ: ð2:12Þ
Proof. Pointwise in l the existence of RðlÞ is an elementary proposition from linear
algebra, following from the hypothesis that the columns of XðlÞ and #XðlÞ span the
same space. Analyticity is proved as follows. Since #XðlÞ is of rank k; there exists a
k  k submatrix of #XðlÞ which is invertible. Permuting the rows of #XðlÞ if necessary,
we can assume that the ﬁrst k rows of #XðlÞ form a k  k invertible matrix, denoted
by #X1ðlÞ: Introduce the k  n matrix ½ #X1ðlÞ1 j 0	 where the last ðn  kÞ columns are
zero. Multiplication of the left and right-hand side of (2.12) by this k  n matrix
results in
RðlÞ ¼ ½ #X1ðlÞ1 j 0	XðlÞ;
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proving that RðlÞ is holomorphic, since holomorphicity is preserved by the
inversion. &
Remark. The existence of such holomorphic n  k matrices is a hypothesis in
Proposition 2.2. In Section 3, an existence theory for such holomorphic bases will be
introduced.
Proposition 2.3. The characteristic determinant of ðwÞ is not unique. But every
characteristic determinant of ðwÞ has the same set of zeros, and the order of each zero is
the same.
Proof. The nonuniqueness arises because there is an equivalence class of solutions
satisfying the boundary conditions. Let XðlÞ and #XðlÞ be any two n  k matrices
whose columns are a holomorphic basis for the k-dimensional subspace of solutions
satisfying (2.5). By Proposition 2.2 there exists a holomorphic invertible k  k matrix
RðlÞ such that XðlÞ ¼ #XðlÞRðlÞ: Taking XðlÞ and #XðlÞ as initial data, there exist
solutions Uðx; lÞ and #Uðx; lÞ of (2.1) with Uð0; lÞ ¼ XðlÞ; #Uð0; lÞ ¼ #XðlÞ and
Uðx; lÞ ¼ #Uðx; lÞRðlÞ: The two solution matrices Uðx; lÞ and #Uðx; lÞ generate
characteristic determinants
WðlÞ ¼ det½BðlÞTUð1; lÞ	 and W1ðlÞ ¼ det½BðlÞT #Uð1; lÞ	;
but clearly WðlÞ ¼W1ðlÞdetðRðlÞÞ and since detðRðlÞÞa0 for lAL; W1ðlÞ and
WðlÞ have the same zeros and order. A similar argument applies to the
nonuniqueness associated with the boundary condition at x ¼ 1: The columns of
BðlÞ span a k-dimensional subspace of Cn: Let #BðlÞ be an n  k matrix depending
holomorphically on l whose columns also span the same k-dimensional subspace.
Then by Proposition 2.2, there exists a k  k invertible matrix SðlÞ such that BðlÞ ¼
#BðlÞSðlÞ: The matrix #BðlÞ then generates a characteristic determinant
W2ðlÞ ¼ det½ #BðlÞT #Uð1; lÞ	 ¼WðlÞ=det½SðlÞ	:
In general any two characteristic determinants WðlÞ and #WðlÞ are related by a
nonzero holomorphic function,
WðlÞ ¼ tðlÞ #WðlÞ; tðlÞa0 in L
and therefore, by standard results in complex function theory [17], they have the
same zeros and order of each zero. &
When l is an eigenvalue of an operator, the concept of geometric and algebraic
multiplicity have precise deﬁnitions. In the present case, because the eigenvalue
parameter appears nonlinearly, a nonstandard deﬁnition of algebraic multiplicity
would be required. For the purposes of this paper, we will deﬁne multiplicity in terms
of the characteristic determinant.
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Deﬁnition. Suppose that l is an eigenvalue of ðwÞ: Then l is said to have algebraic
multiplicity m when l is a zero of WðlÞ of order m:
The following result is an immediate consequence of the above deﬁnition,
Proposition 2.3 and Cauchy’s Theorem.
Lemma 2.4. Let K be a simple closed curve in L with WðlÞa0 on K: The
number of eigenvalues, N; of ðwÞ interior to K; counting algebraic multiplicity, is finite
and is given by
N ¼ 1
2pi
Z
K
W0ðlÞ
WðlÞ dl: ð2:13Þ
Corollary. The number N is independent of the choice of characteristic determinant.
Proof. Let WðlÞ and #WðlÞ be any two characteristic determinants. Then by
Proposition 2.3, WðlÞ ¼ tðlÞ #WðlÞ; and so
1
2pi
Z
K
W0ðlÞ
WðlÞ dl ¼
1
2pi
Z
K
t0ðlÞ #WðlÞ þ tðlÞ #W0ðlÞ
tðlÞ #WðlÞ dl
¼ 1
2pi
Z
K
t0ðlÞ
tðlÞ dlþ
1
2pi
Z
K
#W0ðlÞ
#WðlÞ dl:
But by Proposition 2.3, tðlÞ has no zeros inside the curve K; and so the result
follows. &
Henceforth, we will not discriminate between characteristic determinants of the
eigenvalue problem ðwÞ: This class of maps will be referred to simply as the
characteristic determinant WðlÞ of ðwÞ:
3. Geometry of k-dependent boundary conditions
The speciﬁed linear mappings ani ð%lÞ and bnj ð%lÞ which deﬁne the boundary
conditions at x ¼ 0 and 1 deﬁne subbundles of Xnn : First consider the boundary
conditions at x ¼ 0 and deﬁne
V0ð%lÞn ¼ spanfan1ð%lÞ;y; annkð%lÞg: ð3:1Þ
Clearly V0ð%lÞn is an ðn  kÞ-dimensional complex subspace of Sn for each l and
Vn0 ¼
[
lAL
ðl; V0ð%lÞnÞ
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is a subbundle of Xnn : In order to prove that there exists a complement of V0ð%lÞn for
each l which is also anti-holomorphic, we will need the following preliminary lemma
due to Gohberg and Rodman [12]. The form of the result we need is Lemma S6.2 on
p. 389 in [11].
Lemma 3.1 (Gohberg et al. [11]; Gohberg and Rodman [12]). Suppose L is an open
simply-connected subset of the complex l-plane and let v1ðlÞ;y; vpðlÞ be n-
dimensional vector-valued functions which are holomorphic for all lAL: Suppose that
for some l0AL the vectors v1ðl0Þ;y; vpðl0Þ are linearly independent, and let
L0 ¼ flAL : v1ðlÞ;y; vpðlÞ are linearly dependentg:
Then there exist n-dimensional vector-valued functions w1ðlÞ;y;wpðlÞ with the
properties: w1ðlÞ;y;wpðlÞ are holomorphic and linearly independent for all lAL; and
spanfw1ðlÞ;y;wpðlÞg ¼ spanfv1ðlÞ;y; vpðlÞg for every lALWL0:
Remark. The proof of this lemma is given in [11, p. 389–392]. The proof is inductive.
It counts and systematically divides out each singularity using a variant of
Weierstrass’s Theorem. Moreover, if for some cpp; the vector functions
v1ðlÞ;y; vcðlÞ are linearly independent for all lAL; then wiðlÞ ¼ viðlÞ for i ¼
1;y; c:
Lemma 3.2. For each lAL there exists a complement U0ð%lÞ0 of V0ð%lÞ0 in Cn such that
Xnn ¼ Un0"Vn0 ; with
Un0 ¼
[
lAL
ðl; U0ð%lÞ0Þ and Vn0 ¼
[
lAL
ðl; V0ð%lÞ0Þ;
and U0ð%lÞ0 is anti-holomorphic.
Proof. Deﬁne viðlÞ ¼ ani ð%lÞ for i ¼ 1;y; n  k: Then the vectors v1ðlÞ;y; vnkðlÞ
are analytic and linearly independent for all lAL: Pick any value of l1AL and
extend the basis to all of Cn at that point. Then the set
fv1ðlÞ;y; vnkðlÞ; vnkþ1ðl1Þ;y; vnðl1Þg
is a set of n vectors which is analytic for all lAL: This set is linearly independent at
l ¼ l1 but will not in general be linearly independent for all lAL; but the function
dðlÞ ¼ det½v1ðlÞj?jvnkðlÞjvnkþ1ðl1Þj?jvnðl1Þ	
is analytic for all lAL and nonzero for at least one point in L: Therefore dðlÞ will
have at most a ﬁnite number of zeros in any compact subset of L: Now apply Lemma
3.1 to conclude that the set v1ðlÞ;y; vnðlÞ can be replaced by w1ðlÞ;y;wnðlÞ with
the properties stated. Moreover, by the remark after Lemma 3.1, the ﬁrst n  k wi
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vectors can be taken equal to the ﬁrst n  k vi vectors. Deﬁne
anj ð%lÞ ¼ wjðlÞ; j ¼ n  k þ 1;y; n:
Then these k vectors form a basis for the complement of V0ð%lÞ0 and they are are anti-
holomorphic functions for all lAL: &
Lemma 3.3. For each lAL there exists a k-dimensional subspace U0ðlÞ of Cn and a
ðn  kÞ-dimensional subspace V0ðlÞ such that Xn ¼ U0"V0; with
U0 ¼
[
lAL
ðl; U0ðlÞÞ and V0 ¼
[
lAL
ðl; V0ðlÞÞ:
Moreover, U0ðlÞ and V0ðlÞ vary holomorphically in L; and there exist holomorphic
bases
U0ðlÞ ¼ spanfx1ðlÞ;y; xkðlÞg and V0ðlÞ ¼ spanfn1ðlÞ;y; nnkðlÞg
with the properties
/ani ð%lÞ; xjðlÞSl ¼
0 if i ¼ 1;y; n; j ¼ 1;y; k and i  n þ kaj;
1 if i ¼ j þ n  k; j ¼ 1;y; k
(
and
/ani ð%lÞ; njðlÞSl ¼
0 if i ¼ 1;y; n; j ¼ 1;y; n  k and iaj;
1 if i ¼ j ¼ 1;y; n  k
(
Proof. Deﬁne the l-dependent matrix
YðlÞ ¼
an1ð%lÞ
T
^
annð%lÞ
T
2
664
3
775:
Then YðlÞ is invertible and holomorphic for all lAL; and therefore the inverse
YðlÞ1 is holomorphic. Let the ﬁrst n  k columns of YðlÞ1 be n1ðlÞ;y; nnkðlÞ
and let the last k columns be x1ðlÞ;y; xkðlÞ: Then these two sets of l-dependent
vectors satisfy all the requirements of the Lemma. &
Remark. The vector spaces U0ðlÞ and V0ðlÞ at each l are not unique, although they
are uniquely deﬁned by U0ð%lÞ0 and V0ð%lÞ0: The nonuniqueness arises in two ways:
the arbitrariness in the choice of basis for the space V0ð%lÞ0; and the arbitrariness in
the choice of complement of V0ð%lÞ0:
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At x ¼ 1; there is a similar geometric formulation of the boundary conditions. The
boundary condition operators deﬁne a k-dimensional subspace
U1ð%lÞn ¼ spanfbn1ð%lÞ;y; bnkð%lÞg: ð3:2Þ
Using a minor modiﬁcation of Lemma 3.2, there exists a complement V1ð%lÞn of
U1ð%lÞn such that Xnn ¼ Un1"Vn1: By a minor modiﬁcation of Lemma 3.3, there exists
a decomposition of Xn at x ¼ 1 such that Xn ¼ U1"V1:
The boundary conditions at x ¼ 0 and 1 associated with a solution of (2.1) can
now be described geometrically as
uð0; lÞAGðL;U0Þ and uð1; lÞAGðL;V1Þ:
4. A bundle view of boundary value problems
In this section, a new construction and generalization of the vector bundle
introduced by Gardner and Jones [9] is presented for the class of l-dependent
boundary value problems introduced in Section 2. The bundle is a rank-k complex
vector bundle over the 2-sphere, with the ﬁber constructed using solutions of the
boundary-value problem.
Let KCL be an arbitrary simple closed curve which is disjoint from the spectrum
of ðwÞ: The number of eigenvalues of ðwÞ interior to K is ﬁnite.
The base manifold B for the bundle is a cylinder,
B ¼ B0,Bx,B1; ð4:1Þ
where Bx is the tube
Bx ¼ fðx; lÞA½0; 1	  L: lAKg:
Denote the interior of the curve K by K0: Then B0 and B1 are copies of K
0 attached
at the ends of the cylinder Bx: B is a cylinder with caps glued on at each end. It is a
piecewise smooth manifold, and is homeomorphic to S2: Let B ¼ B0,Bx and let
Bþ ¼ B1,K: Then B ¼ B,Bþ and B will be called the lower hemisphere and Bþ
the upper hemisphere.
Consider the following three local vector bundles over B:
E0 ¼
[
x;lAB0
ðx; l; U0ðlÞÞ; Ex ¼
[
x;lABx
ðx; l;UxðlÞÞ;
E1 ¼
[
x;lAB1
ðx; l; U1ðlÞÞ: ð4:2Þ
The ﬁber UxðlÞ over Bx is the k-dimensional space at each ðx; lÞABx spanned by the
columns of Uðx; lÞ; which satisfy (2.1) and (2.5).
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Proposition 4.1. limx-0 Ex ¼ E0:
Proof. The only issue is the sense in which this convergence is achieved, since by
construction the columns of Uðx; lÞ lie in U0ðlÞ when x ¼ 0: By Lemma 3.3, an
analytic basis for U0ðlÞ can always be found, which in turn is initial data for Uðx; lÞ:
Therefore, given any basis uiðx; lÞ; i ¼ 1;y; k for UxðlÞ there is a basis for U0ðlÞ
such that the ui converge to this basis. More precisely, this convergence is in the
Grassmannian GkðCnÞ: a metric can be introduced on the Grassmannian (cf. [24])
and then UxðlÞ-U0ðlÞ in this metric. &
It remains to prove that the local bundles Ex and E1 can be glued together
in a suitable way to form a global bundle. This question reduces to
limx-1 Ex ¼ E1? However, it is not true in general that limx-1 UxðlÞ ¼ U1ðlÞ:
To see this we need to look more closely at the geometry of the boundary conditions
at x ¼ 1:
4.1. The l-dependent boundary conditions at x ¼ 1
Geometrically, a solution uðx; lÞ of (2.1), which satisﬁes (2.5), will be an
eigenfunction with eigenvalue lAL if uð1; lÞAV1ðlÞ: However, if lAK; then by
hypothesis l is not an eigenvalue. Therefore, for each lAK; uðx; lÞ will not satisfy
the boundary condition at x ¼ 1 and so uð1; lÞAXn=V1ðlÞ: This observation
motivated Gardner and Jones to introduce a bundle where the ﬁber is a suitable
quotient space at each point in B:
We approach this problem as follows. When uð1; lÞ does not satisfy the boundary
condition at x ¼ 1; then uð1; lÞ will lie in some complement of V1ðlÞ; and it does not
matter which complement. Therefore, we will introduce a reference complement
U ref1 ðlÞ and then prove that the ﬁber over Bx can always be twisted in a smooth and
nondegenerate way so that limx-1 UxðlÞ ¼ U ref1 ðlÞ:
Given a vector wðlÞAXn; we will say that it is horizontal if wðlÞAU ref1 ðlÞ and
vertical if wðlÞAV1ðlÞ: With this terminology, a solution uðx; lÞ of (2.1) is an
eigenfunction corresponding to eigenvalue l if uð0; lÞAU0ðlÞ and uð1; lÞ is vertical.
On the other hand, if l is not an eigenvalue, uð1; lÞ is not necessarily horizontal: it is
however not vertical.
Let U ref1 ðlÞ be any linear complement of V1ðlÞ: Deﬁne the projection
operator
Q1ðlÞ : Cn-U ref1 ðlÞ; for each lAL:
This projection can also be deﬁned as a section of a holomorphic vector bundle, but
this level of detail will not be needed. The projection has rank-k and can always be
constructed to be holomorphic (using a basis for the spaces at x ¼ 1; and the
construction in Lemma 3.3). This projection has the property that ImðQ1ðlÞÞ ¼
U ref1 ðlÞ and KerðQ1ðlÞÞ ¼ V1ðlÞ:
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The space U ref1 ðlÞ could be deﬁned, perhaps more naturally, from a complemen-
tary perspective: let P1ðlÞ be any projection onto V1ðlÞ; and then U ref1 ðlÞ is the
image of the projection complementary to P1ðlÞ:
We will need some of the geometry of linear complements ([20, Chapter 8]).
Lemma 4.2. Let W1ðlÞ be any linear complement of V1ðlÞ in Xn; and suppose
g1ðlÞ;y; gkðlÞ is a holomorphic basis for W1ðlÞ: Then #gjðlÞ ¼ Q1ðlÞgjðlÞ; j ¼ 1;y; k
is a holomorphic basis for U ref1 ðlÞ:
Proof. It is clear that each #gjðlÞ is holomorphic. It remains only to prove that they
are linearly independent. They are linearly independent for each l if and only if
c1 #g1ðlÞ þ?þ ck #gkðlÞ ¼ 0 ) c1 ¼? ¼ ck ¼ 0:
Now,
c1 #g1ðlÞ þ?þ ck #gkðlÞ ¼ Q1ðlÞðc1g1ðlÞ þ?þ ckgkðlÞÞ ¼ 0
if and only if c1g1ðlÞ þ?þ ckgkðlÞAKerðQ1ðlÞÞ: But
KerðQ1ðlÞÞ ¼ V1ðlÞ; each gjðlÞAW1ðlÞ and V1ðlÞ-W1ðlÞ ¼ f0g:
Hence c1 ¼? ¼ ck ¼ 0 and for each l; #g1ðlÞ;y; #gkðlÞ are a basis for U ref1 ðlÞ: &
Since the space U ref1 ðlÞ can be any complement, it will henceforth be denoted by
U1ðlÞ:
4.2. Twisting the fiber over Bx
For the ﬁber over Bx; we introduce a twisted ﬁber. Let
*ujðx; lÞ ¼ ðI xP1ðlÞÞujðx; lÞ; j ¼ 1;y; k; ð4:3Þ
where P1ðlÞ :Cn-V1ðlÞ is the projection complementary to Q1ðlÞ:
Lemma 4.3. For each lAL; suppose u1ðx; lÞ;y; ukðx; lÞ are linearly independent for
0pxp1: Then *u1ðx; lÞ;y; *ukðx; lÞ are linearly independent.
Proof. For x ¼ 0 the result is clear. When x ¼ 1; ðI xP1ðlÞÞ ¼ Q1ðlÞ; and with the
hypothesis that lAK implies l is not an eigenvalue, the result follows from the
Corollary of Lemmas 2.1 and 4.2. Now suppose 0oxo1: Since xa0;
det½I xP1ðlÞ	 ¼ xn det½1x I P1ðlÞ	:
This latter determinant can vanish only if 1
x
is an eigenvalue of P1ðlÞ: But the only
eigenvalues of a projection operator are 0 and 1; corresponding to x ¼ 1 or x ¼N:
F.R. Austin, T.J. Bridges / J. Differential Equations 189 (2003) 412–439426
Therefore for 0oxo1 the matrix ðI xP1ðlÞÞ is invertible and the result
follows. &
Corollary. The vectors *u1ð1; lÞ;y; *ukð1; lÞ are horizontal.
Proof. *ujð1; lÞ ¼ ðI P1ðlÞÞujð1; lÞ ¼ Q1ðlÞujð1; lÞAU1ðlÞ; j ¼ 1;y; k: &
Let *Uxðx; lÞ ¼ spanf*u1ðx; lÞ;y; *ukðx; lÞg: Then the appropriate ﬁber over Bx is
*Uxðx; lÞ and Ex in (4.2) is replaced by *Ex ¼
S
ðl;xÞABxðx; l; *Uxðx; lÞÞ:
Proposition 4.4. limx-1 *Ex ¼ E1:
Proof. With the Corollary to Lemma 4.3, it is similar to the proof of Proposition
4.1. &
4.3. The induced bundle EðKÞ associated with ðwÞ
We now have enough information to prove that every l-dependent boundary
value problem of the form ðwÞ induces a Gardner–Jones bundle, EðKÞ; associated
with every Jordan curve KAL:
The rank-k bundle EðKÞ can be considered to be made up of two parts, by
splitting the base manifold into a lower and upper hemisphere. This part of the
construction follows [9] closely, although the transition function constructed here
using the twisted ﬁber has a new form with a precise connection to the characteristic
determinant.
Since both the lower hemisphere, B; and the upper hemisphere, Bþ; are
contractible, every vector bundle over these bases is necessarily trivial. So the
following two rank-k vector bundles are trivial,
E ¼
[
ðx;lÞAB
ððx; lÞ; *Uxðx; lÞÞDB  Ck;
Eþ ¼
[
ðx;lÞABþ
ððx; lÞ; U1ðlÞÞDBþ  Ck:
The union of these two trivial bundles by gluing along the equator may be nontrivial.
Theorem 4.5. The union EðKÞ ¼ E,Eþ is a rank-k complex vector bundle over B:
The bundle EðKÞ is unique up to isomorphism class.
Proof. It sufﬁces to show that there exists a transition function
g : B-BþDS1-GLðk;CÞ
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on the overlap B-Bþ: The ﬁbers of E and Eþ restricted to the equator are
required to span the same space for each lAK;
*Uxðx; lÞjx¼1 ¼ spanf*u1ð1; lÞ;y; *ukð1; lÞg ¼ spanfz1ðlÞ;y; zkðlÞg ¼ U1ðlÞ; ð4:4Þ
where z1ðlÞ;y; zkðlÞ is any basis for U1ðlÞ (we will show shortly that the transition
function is independent of this basis). Therefore, there exists a k  k invertible
matrix gðlÞ such that
*Uð1; lÞ :¼ ½*u1ð1; lÞj?j*ukð1; lÞ	 ¼ ½z1ðlÞj?jzkðlÞ	gðlÞ:
That gðlÞ is holomorphic follows from an argument as in the proof of Proposition
2.2. Now, U1ð%lÞn is dual to U1ðlÞ and so /bni ð%lÞ; zjðlÞSl ¼ dij : Therefore
gðlÞ ¼ BðlÞT *Uð1; lÞ; lAK: ð4:5Þ
It is straightforward to show that g satisﬁes the required cocycle conditions. The
existence of gðlÞ is independent of the choice of basis for U1ðlÞ: Let #z1ðlÞ;y; #zkðlÞ
be any other basis for U1ðlÞ: Then, since the basis for U1ð%lÞn is ﬁxed (given), and it is
dual to the basis for U1ðlÞ; /bni ð%lÞ; #zjðlÞSl ¼ dij; and so the new basis leads to the
same transition function. The uniqueness up to isomorphism class follows from
standard results (cf. [9] and references therein). &
4.4. Topology and the Chern number
The transition function is not unique. It is unique up to isomorphism class, and
each isomorphism class has a unique Chern number associated with it. There is an
equivalence class of transition functions all of which are associated with the same
Chern number [2,9,22].
Since B is a compact orientable 2-manifold without boundary, the ﬁrst Chern
number c1ðEðKÞÞ of the bundle EðKÞ is characterized by the winding number of the
determinant of the transition function. Without loss of generality, the orientation of
the base B can be chosen so that the ﬁrst Chern number c1ðEðKÞÞ of EðKÞ is positive.
Topologically, the Chern number coincides with the integer with which the
homotopy class ½gðKÞ	 is identiﬁed via the isomorphism of the ﬁrst fundamental
groups p1ðGLðk;CÞ; gðl0ÞÞ and p1ðCWf0g; det gðl0ÞÞ; for any point l0AK; induced
by the determinant map
det : GLðk;CÞ-CWf0g:
Now, both the homotopy classes as well as the orders of the elements of the cyclic
groups p1ðGLðk;CÞÞDp1ðCWf0gÞDZ are preserved under an isomorphism. Hence,
we have that ½gðKÞ	  ½detðgðKÞÞ	AZ and correspondingly
c1ðEðKÞÞ ¼ WðdetðgðKÞÞ; 0ÞAZ; ð4:6Þ
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where Wð; 0Þ is the winding number about the origin (cf. [2,9,22]). This completes
the proof that every l-dependent BVP of the form ðwÞ induces a Gardner–Jones
bundle on every Jordan curve KAL; and every such bundle has a Chern number
associated with it. It remains to determine the signiﬁcance of this topologically
obtained integer for the ðwÞ:
5. Topology of boundary-value problems
This section establishes the essential link between the bundle EðKÞ and
the eigenvalue problem ðwÞ: The connection is established by relating analytic
properties of WðlÞ with the topological properties of the bundle through the
transition function g:
Theorem 5.1. Given a boundary value problem of the form ðwÞ; suppose that KCL
is a simple closed curve which is disjoint from the spectrum of ðwÞ: Then the
determinant of any transition function in the isomorphism class of the Gardner–Jones
bundle for ðwÞ is equal to the characteristic determinant of ðwÞ on K; and the Chern
number of EðKÞ is equal to the number of eigenvalues of ðwÞ interior to K counting
multiplicity.
Proof. Writing out the expression for gðlÞ in (4.5),
gðlÞ ¼BðlÞT *Uð1; lÞ
¼BðlÞT ½*u1ð1; lÞj?j*ukð1; lÞ	
¼BðlÞT ½I P1ðlÞ	½u1ð1; lÞj?jukð1; lÞ	:
But ImðP1ðlÞÞ ¼ V1ðlÞ and the (complex-conjugate) of the columns of BðlÞ are a
basis for U1ð%lÞn and U1ð%lÞn is an annihilator for V1ðlÞ: Hence the above expression
reduces to
gðlÞ ¼ BðlÞTUð1; lÞ;
and so detðgðlÞÞ ‘‘equals’’ WðlÞ: The equality is in quotes because neither gðlÞ
nor WðlÞ are unique. But the determinant of every other gðlÞ in the
same isomorphism class has the same winding number, and therefore
det½gðlÞ	 ¼WðlÞ for some characteristic determinant on K; and hence by the
Corollary to Lemma 2.4 the characteristic determinant. Since the Chern
number is equal to the winding number of detðgðlÞÞ; it follows that it also counts
eigenvalues of ðwÞ: &
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6. An elementary example
Consider the l-dependent BVP
fxx þ lf ¼ 0; 0oxo1; fAC; lAL ¼ C; ð6:1Þ
subject to the boundary conditions
fxð0; lÞ þ lfð0; lÞ ¼ 0 and fð1; lÞ ¼ 0: ð6:2Þ
Abstractly, this l-dependent problem can be considered as an operator LðlÞf ¼ 0 in
L2ð½0; 1	Þ with the domain of LðlÞ the set of all functions in H2ð½0; 1	Þ satisfying the
boundary conditions. See [8] for an abstract framework for BVPs of this type.
This example is elementary, with complete spectral information readily available
analytically. However, it is interesting because the original construction of the
Gardner–Jones bundle in [9] could not treat this example. Because of the l-
dependent boundary conditions, the generalization proposed in this paper is
required.
This example can be put into standard form of Section 2 by taking uðx; lÞ ¼
ðfðx; lÞ;fxðx; lÞÞ with n ¼ 2 and k ¼ 1;
ux ¼ Aðx; lÞu; uAGðL;X2Þ; Aðx; lÞ ¼
0 1
l 0
 !
ð6:3Þ
with boundary conditions
/an1ð%lÞ; uð0; lÞSl ¼ 0; where an1ð%lÞ ¼
%l
1
 !
AGnðL;Xn2Þ ð6:4Þ
and
/bn1ð%lÞ; uð1; lÞSl ¼ 0; where bn1ð%lÞ ¼
1
0
 !
AGnðL;Xn2Þ: ð6:5Þ
The boundary conditions at x ¼ 0 and 1 can be described geometrically by
uð0; lÞAGðL;U0Þ with U0ðlÞ ¼ spanfxðlÞg; xðlÞ ¼
1
l
 !
and
uð1; lÞAGðL;V1Þ with V1ðlÞ ¼ spanfe2g; e2 ¼
0
1
 !
:
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Both Aðx; lÞ and the boundary conditions are entire functions of l: Therefore, L ¼
C and K can be any Jordan curve in C:
Since the solutions of this BVP can be explicitly constructed, it can be used to
illustrate some features of the bundle formulation. The general solution of (6.3)
satisfying the boundary condition at x ¼ 0 is
uðx; lÞ ¼ C
*
cos
ﬃﬃﬃ
l
p
x  ﬃﬃﬃlp sin ﬃﬃﬃlp x
 ﬃﬃﬃlp sin ﬃﬃﬃlp x  l cos ﬃﬃﬃlp x
 !
; ð6:6Þ
where C
*
represents any nonzero complex analytic function. Although there are
square roots present in the above expression, uðx; lÞ is an entire function of l:
Taking the limit as x-1 in (6.6) results in
uð1; lÞ ¼ C
*
WðlÞ
 ﬃﬃﬃlp sin ﬃﬃﬃlp  l cos ﬃﬃﬃlp
 !
; WðlÞ ¼ cos
ﬃﬃﬃ
l
p

ﬃﬃﬃ
l
p
sin
ﬃﬃﬃ
l
p
:
Clearly, uð1; lÞ is vertical if and only ifWðlÞ ¼ 0: On the other hand, if l is not an
eigenvalue, then uð1; lÞ is not horizontal in general, although it will be horizontal for
exceptional values of l:
The projection operator P1ðlÞ used in the construction of the twisted ﬁber is given
explicitly by P1ðlÞ ¼ e2eT2 and so the ﬁber over Bx takes the form
*Uxðx; lÞ ¼ spanf*uðx; lÞg; *uðx; lÞ ¼ C*
cos
ﬃﬃﬃ
l
p
x  ﬃﬃﬃlp sin ﬃﬃﬃlp x
ð1 xÞð ﬃﬃﬃlp sin ﬃﬃﬃlp x þ l cos ﬃﬃﬃlp xÞ
 !
:
Clearly limx-1 *Uxðx; lÞ is horizontal when WðlÞa0: Moreover, since U1ðlÞ ¼
spanfe1g it is clear that the transition function for the Gardner–Jones bundle is
gðlÞ ¼ C
*
WðlÞjK; and since the characteristic determinants are equivalent in the
sense described in Section 2,
gðlÞ ¼WðlÞjK:
We complete this example by computing the Chern number for the bundle on a
particular Jordan curve K:
Proposition 6.1. Let K be a circle about the origin of radius p2=9: Then c1ðEðKÞÞ ¼ 1:
Proof. Multiplication of (6.1) by fðx; lÞ; integration over the interval ½0; 1	; and
application of the boundary conditions leads to
Z 1
0
jfxðx; lÞj2 dx ¼ l jfð0; lÞj2 þ
Z 1
0
jfðx; lÞj2 dx
 
;
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proving that the spectrum lies on the nonnegative real axis. On the real axis, the
characteristic determinant has the following properties:
Wð0Þ ¼ 1; Wðþp2
9
Þ ¼ 1
2
ð1 pﬃﬃ
3
p Þo0
and it is locally monotone,
W0ðlÞ ¼ sin
ﬃﬃﬃ
l
p
ﬃﬃﬃ
l
p  1
2
cos
ﬃﬃﬃ
l
p
p0 for 0plpp
2
9
:
It now follows from the intermediate value theorem that there is exactly one zero of
WðlÞ in the interior of K: Hence by Theorem 5.1
c1ðEðKÞÞ ¼ 1
2pi
Z
K
W0ðlÞ
WðlÞ dl ¼
1
4pi
Z
K
2 sin
ﬃﬃﬃ
l
p þ ﬃﬃﬃlp cos ﬃﬃﬃlp
cos
ﬃﬃﬃ
l
p  ﬃﬃﬃlp sin ﬃﬃﬃlp
1ﬃﬃﬃ
l
p dl ¼ 1: &
7. Topology of the Orr–Sommerfeld equation
The Orr–Sommerfeld equation is a fundamental equation in ﬂuid dynamics. It
arises from the linearization of the Navier–Stokes equations about a parallel shear
ﬂow (cf. [4,6,7,14] and references therein),
fxxxx þ pðx; lÞfxx þ qðx; lÞf ¼ 0; fAC; 0oxo1; ð7:1Þ
where l is a complex parameter representing a stability exponent, and pðx; lÞ and
qðx; lÞ are complex C2 functions given by
pðx; lÞ ¼ 2a2  iaRUðxÞ  lR; qðx; lÞ ¼ iaRU 00ðxÞ þ ia3RUðxÞ þ a2Rlþ a4:
The parameters a and R are positive real parameters representing a wavenumber and
the Reynolds number, respectively. The C2 function UðxÞ represents the velocity
proﬁle of the basic shear ﬂow. Typical boundary conditions for f are
fð0; lÞ ¼ fxð0; lÞ ¼ 0; fð1; lÞ ¼ fxð1; lÞ ¼ 0: ð7:2Þ
The ﬂow represented by UðxÞ is said to be stable if ReðlÞp0 for every solution
fðx; lÞ of (7.1) and (7.2). The abstract spectral properties of the Orr–Sommerfeld
equation with the boundary conditions (7.2) in L2ð½0; 1	Þ are well understood; for
example, the spectrum is countable, and the eigenvectors of the Orr–Sommerfeld
equation form a complete set (cf. [6, Section 4]). The spectrum of the Orr–
Sommerfeld problem will be denoted by sOS:
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Expressing the Orr–Sommerfeld equation in the standard form of Section 2 leads
to the ﬁrst-order system
ux ¼
0 1 0 0
0 0 1 0
0 0 0 1
qðx; lÞ 0 pðx; lÞ 0
0
BBB@
1
CCCAu; uAGðL;X4Þ;
0oxo1; lAL ¼ C; ð7:3Þ
where u ¼ ðf;fx;fxx;fxxxÞ: The boundary conditions (7.2) can be expressed in the
form
/e1; uð0; lÞSl ¼ /e2; uð0; lÞSl ¼ 0 and /e1; uð1; lÞSl ¼ /e2; uð1; lÞSl ¼ 0;
where e1;y; e4 will represent the canonical basis for C
4: Therefore geometrically, the
boundary conditions can be expressed as
uð0; lÞAGðL;U0Þ and uð1; lÞAGðL;V1Þ; ð7:4Þ
where
U0ðlÞ ¼ spanfe3; e4g and V1ðlÞ ¼ spanfe3; e4g:
Hence, U1ðlÞ can be taken to be spanfe1; e2g; and the projection operator,
P1ðlÞ : C4-V1ðlÞ is P1ðlÞ ¼ e3eT3 þ e4eT4 :
The boundary conditions and coefﬁcient matrix are entire functions of l and
therefore L ¼ C; and K can be taken to be any Jordan curve in C: For this problem,
there is a particularly interesting K which is suggested by Joseph’s inequalities. First,
deﬁne the following constants associated with (7.1):
k0ða; RÞ ¼ 1
2
Umaxx 
p2 þ a2
R
and
k1ða; RÞ ¼ aUmax  aU
max
xx
2ðp2 þ a2Þ; k2ða; RÞ ¼ aU
min if Uminxx X0;
k1ða; RÞ ¼  aUmax  aU
max
xx
2ðp2 þ a2Þ; k2ða; RÞ ¼ aU
min  aU
min
xx
2ðp2 þ a2Þ
if Uminxx p0pUmaxxx
k1ða; RÞ ¼ aUmax; k2ða; RÞ ¼ aUmin  aU
min
xx
2ðp2 þ a2Þ if U
max
xx p0;
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where the max (respectively, min) superscripts indicate the maximum (minimum)
value over xA½0; 1	: The proof of the following result is given in [14].
Lemma 7.1 (Joseph [14]). For any fixed a40 and R40; the spectrum of the Orr–
Sommerfeld problem (7.1) and (7.2) lies in the semi-strip
ReðlÞok0ða; RÞ and k1ða; RÞoImðlÞok2ða; RÞ:
It follows from Joseph’s inequalities that there is at most a ﬁnite number of
unstable eigenvalues of the Orr–Sommerfeld problem, and they lie in a well-deﬁned
bounded subset of the right half-plane, see Fig. 1. There is a natural contour—
denoted by KJ—associated with the stability analysis of this problem and it is shown
in Fig. 1.
Joseph’s inequalities and Theorem 5.1 combine to prove the following theorem,
which presents a topological view of hydrodynamic stability.
Theorem 7.2. Let U : ½0; 1	-R be any twice continuously differentiable function
representing a shear flow. Suppose sOS-iR is empty. Then for any fixed a40 and
R40 the shear flow UðxÞ is stable if and only if the bundle EðKJÞ is trivial.
An intriguing direction is to introduce homotopy to the analysis. In other words,
to consider velocity ﬁelds of the form ð1 tÞVðxÞ þ tUðxÞ for 0ptp1; where sOS for
VðxÞ is known, and to determine conditions for UðxÞ and VðxÞ to generate
topologically equivalent bundles. This would bring topology into the analysis of
hydrodynamic stability problems in a practical way.
Another intriguing direction is to study the singular perturbation problem
associated with the limit R-N; topologically. In hydrodynamic stability this limit is
important and reduces the Orr–Sommerfeld equation to the Rayleigh equation, but
this limit is not well understood using classical methods [7]. However, it is known
that topological methods offer a powerful alternative to studying the singular
Fig. 1. A rectangular path KJCC suggested by Joseph’s inequalities [14] for counting the unstable
eigenvalues of the Orr–Sommerfeld problem. The shaded region is the open set in which all the eigenvalues
of this problem lie.
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perturbation, see for example [10]. Therefore analysis of the Orr–Sommerfeld
equation in the limit R-N using a geometric approach would be an interesting new
direction.
The Orr–Sommerfeld equation on a semi-inﬁnite domain is also of great interest
(cf. [15]), and a ﬁnite domain approximation, to an interval ½0; L	 for some L40; of
this problem requires asymptotic boundary conditions of the form
fxxx þ bfxx  a2fx  ba2f ¼ 0; x ¼ L;
fxxx þ afxx  b2fx  ab2f ¼ 0; x ¼ L;
where b2 ¼ a2 þ iRðUN  cÞ and UN ¼ limx-NUðxÞ (assuming this limit exists).
For any ﬁxed L; these boundary conditions can be put into the general form of
Section 2, and a Gardner–Jones bundle formulation of this problem constructed. A
particularly interesting limit is to take L-N: The issues associated with limits of
this type also arise in the next example.
8. Linearization about the Hocking–Stewartson pulse
The purpose of this third example is to show an example where nontrivial
parameter-dependent boundary conditions can arise in applications, and to consider
the implication as the length of the x-domain goes to inﬁnity.
The complex Ginzburg–Landau (cGL) equation is a nonlinear partial differential
equation which is a model equation for a wide range of physical phenomena. In one
space dimension, the cGL equation can be cast in to the following dimensionless
form:
reicCt ¼ Cxx  ð1þ ioÞ2Cþ ð1þ ioÞð2þ ioÞjCj2C; ð8:1Þ
where Cðx; tÞ is complex valued, r40; o; c are speciﬁed real parameters. This
equation has an exact solution, the Hocking–Stewartson pulse,
Cðx; tÞ ¼ #CðxÞ ¼ ðcosh xÞ1io: ð8:2Þ
Converting (8.1) into a real system on R4; and then linearizing it about (8.2) and
introducing a spectral parameter leads to the ﬁrst-order system
ux ¼ Aðx; lÞu; uAGðL;X4Þ; xAR; ð8:3Þ
where l is a complex parameter representing the stability exponent (cf. [1]). The
matrix Aðx; lÞ is given explicitly by
Aðx; lÞ ¼ 0 I
PðxÞ þ lrRðcÞ 0
 !
ð8:4Þ
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with
RðcÞ ¼ cos c sin c
sin c cos c
 !
; PðxÞ ¼ BðoÞ2  BðoÞðIþ BðoÞÞðj#qj2Iþ 2#q#qTÞ
and
BðoÞ ¼ 1 o
o 1
 !
; #qðxÞ ¼ sech x cosðo ln cosh xÞsech x sinðo ln cosh xÞ
 !
; I ¼ 1 0
0 1
 !
:
As far as we are aware, a detailed rigorous study of this spectral problem has never
been given, although there are some results on location of parts of the spectrum [1].
Consider system (8.3) restricted to some ﬁnite interval,
ux ¼ Aðx; lÞu; uAGðL;X4Þ; coxoc; c40: ð8:5Þ
It is straightforward to transform the interval ½c; c	 to ½0; 1	 but this will not be
necessary.
Rigorous asymptotic boundary conditions for this system can be derived [1],
which factor out exponentially growing solutions, and they can be cast into the
standard form in Section 2,
/an1ð%lÞ; uðc; lÞSl ¼ /an2ð%lÞ; uðc; lÞSl ¼ 0 ð8:6Þ
with
an1ð%lÞ ¼
im1ðlÞ
m1ðlÞ
i
1
0
BBBB@
1
CCCCA; an2ð%lÞ :¼
im2ðlÞ
m2ðlÞ
i
1
0
BBBB@
1
CCCCA; ð8:7Þ
where
m1ðlÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1 ioÞ2 þ lreic
q
and m2ðlÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð1þ ioÞ2 þ lreic
q
:
Similarly, at x ¼ c;
/bn1ð%lÞ; uðc; lÞSl ¼ /bn2ð%lÞ; uðc; lÞSl ¼ 0 ð8:8Þ
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with
bn1ð%lÞ ¼
im1ðlÞ
m1ðlÞ
i
1
0
BBBB@
1
CCCCA; bn2ð%lÞ ¼
im2ðlÞ
m2ðlÞ
i
1
0
BBBB@
1
CCCCA: ð8:9Þ
These boundary conditions are derived by computing the adjoint eigenvectors—
corresponding to the exponentially growing eigenvalues—of the matrix ANðlÞ;
given by,
ANðlÞ ¼ lim
x-7N
Aðx; lÞ ¼ 0 I
BðoÞ2 þ lrRðcÞ 0
 !
:
We now consider this system from the viewpoint of this paper. System (8.5),
(8.6)–(8.8) is in the standard form given in Section 2 (assuming the interval
½c; c	 is transformed to ½0; 1	). The matrix Aðx; lÞ is an entire function of l;
but the boundary conditions are not. There exist values of the parameters
where the boundary conditions have branch points in the right half-complex
plane. Taking these potential singularities into account, the subset L can be
chosen as any subset of the right half-plane (since this is the region of interest for
stability questions) which avoids the branch cuts associated with the boundary
conditions.
With the set L ﬁxed, and c ﬁxed, we have satisﬁed all the hypotheses for
the existence of a Gardner–Jones bundle. Given any Jordan curve KAL the system
has a well-deﬁned Chern number, which identiﬁes the number of eigenvalues (for the
given c).
For some K; estimates of the Chern number can be obtained, but will
not be considered here. For example in [1], the number of unstable
eigenvalues is determined exactly for the case l ¼N when the parameters
take certain speciﬁed values. These eigenvalues will persist for l ﬁnite and
large, but the detailed calculations would take us outside the scope of this
paper.
One of the reasons that this example was chosen is that there is an intriguing
question that arises from this example. It is straightforward to verify that system
(8.3) with c ¼N satisﬁes all the hypotheses of the bundle formulation of Alexander
et al. [2]. While it is not clear how to extend the bundle formulation of Gardner and
Jones [9] to an inﬁnite interval, it appears that the variation of the Gardner–Jones
bundle presented in this paper may have a well-deﬁned limit as c-N: We will raise
this question in the context of the cGL equation, but it is apparent that it could be
asked in a wider context.
Open question. Fix the contour K: Consider the Gardner–Jones bundle formulation of
(8.5) for any fixed c: Suppose that for every c sufficiently large, the spectrum is disjoint
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from K: Does the limit as c-N of this bundle exist? If it does exist, does it converge,
and in what sense does it converge, to the Alexander–Gardner–Jones bundle
formulation of (8.5)?
Remark. There are several issues associated with the above limit as c-N: The limit
of the characteristic determinantWðlÞ as c-N has been studied in other contexts,
e.g. [21], and it is likely that hypotheses can be identiﬁed such that the limit as c-N
of WðlÞ is the Evans function. The more delicate limit is the bundle geometry, in
particular, the smoothness of ﬁber as c-N near x ¼7N; see Lemma 3.1 in [2] for
a discussion of the smoothness issue.
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