A simulated annealing procedure with acceptance-probability control instead of the usual temperature control is proposed. The algorithm presented here has proved to be fully insensitive to initial parameters values, free of local-minima trapping problems, and shows superior convergence compared to adaptive-step classical simulated annealing with exponential cooling schedule. Experiments on computer generated synthetic data (with noise), closely resembling the optical constants of a metal, were performed to verify the effectiveness of the algorithm. The algorithm is then applied to parameter estimation of the model of optical constants of aluminum.
I. INTRODUCTION
Fitting the optical constants of solids to a specified model is a task that is frequently performed. A model parameter estimation is performed. by minimizing the merit or cost function, which is usually a y function. When the cost function has a single mininum, the conventional downhill methods can locate it. However, when the cost function has multiple minima, a nonconvex optimization technique that allows hill climbing for escaping from local minima is required. When using conventional algorithms for such problems, it is necessary to provide good initial estimates of the parameter values to locate the valley containing the global minimum. It is sometimes very dificult to supply such initial guesses.
The simulated annealing [1] (SA), having its origins in the work of Metropolis et al. [2] , is a powerful combinatorial optimization technique that overcomes the initial state estimation problem. Starting &om an arbitrary initial state, the algorithm generates a sequence of changes of mod. el parameters or "moves" in parameter state space. The success of this approach lies in the probabilistic hill climbing capability of a SA algorithm. The search process of the simulated annealing is usually controlled by an externally specified parameter, called temperature T, with the same units as the cost function. The plan for changing the temperature with time is termed the cooling schedule.
If the initial temperature T'"' is high enough, according to the cooling theorem of Geman and Geman [3] , the global minimum is obtained asymptotically if the cooling is not faster than T(t) = T'"' /ln(1 + t). The standard, or exponential, cooling schedule by Kirkpatrick, Gelatt, and Vecchi [1] is widely accepted [4 -8] . A variation of the exponential sched. ule is the adaptive temperature scalefactor schedule given by Catthoor et al. [9, 10] . Szu and Hartley [11, 12] have proposed the annealing schedule T(t) = T'"'~/(1 + t), called fast simulated annealing.
All of the above algorithms have two major problems. First, these schedules imply only the reduction of the temperature with time. In metallurgical annealing it is not unusual to inspect the structure of the system during the cooling process in order to detect the polycrystalline state and to increase the temperature to remelt it. This concept was applied by Matsuba [13] to simulated annealing. He varied temperature according to the decrement in cost function E. Thus, when the system has to climb hills, the schedule increases the temperature, allowing occasional hill climbing. The solution suggested in Ref. [13] requires substantial analytical eKort even for the simplest one-dimensional problem. It is obvious that this method could be of no use for real-size problems.
The second problem is related. to the traditional choice of the temperature as a control parameter. The temperature is varied in one way or another during the simulation in order to reduce the acceptance probability (AP) and conGne the system in the vicinity of the already located global minimum. However, it is evident that the really important parameter is not the temperature itself but the acceptance probability. Therefore, we suggest that the AP be used as a control parameter instead of temperature.
In this paper we present an eKcient simulated annealing algorithm.
This algorithm uses acceptanceprobability control for the cooling schedule rather than temperature. The main feature of our annealing schedule is that the AP is varied in a prescribed manner in time while the temperature is adaptively changed in accordance with the average change in cost function. This schedule also performs the occasional heating of the system, solving both problems observed with temperaturecontrolled algorithms simultaneously.
In the following section we describe the acceptanceprobability controlled simulated annealing 
Reducing the number of parameters to be altered in one iteration contributes to the stability of the solution and was employed by Hsu et al. [8] and Wu et al. [14] .
We use the state generation procedure of Hsu et aL [8] with a randomly reduced number of parameters to be changed in one move . This procedure is of a local nature, allowing only the transitions from the current state g; to the neighboring state g . ,
where r is an integer chosen randomly in the set ( -1,1).
The impact of the step size on the quality of the solution has been addressed before [9, 11,12, 1 5] . A comparatively large step is needed in the initial stage of the procedure to provide sufhcient mobility of the algorithm to cover the entire parameter space . At the same time, it is important to perform some kind of move-range reduction with time in order to reduce the fluctuations during the final stages of annealing. Here we adopt the suggestion of Catthoor et al. [9] and reduce the step in "nearly inverse quadratic" manner. When the ratio 6 (k) /p (k) is less than 0.005 further reduction of the move step for that parameter is stopped.
The initial temperature is determined by employing the procedure of Rees and Ball [16] . with the lower acceptance ratio. This leads to the concept of the acceptance-probability controlled simulated annealing.
The acceptance probability is lowered. in each outer loop cycle. One of the well known annealing schedules, such as, the exponential [1, 6, 5] , linear [17] , or inverse logarithmic schedule [3] , can be used to lower the AP. Here we use the Gaussian function to generate the sequence of acceptance probabilities depending on the outer loop counter M:
The temperature TM is then determined by employing the average of the absolute change in the cost function at the preceding temperature (~AE~") and the desired acceptance probability AM In(AM) (6) 
III. TEST OF THE APCSA TECHNIQUE
To investigate the performance of the APCSA algorithm we performed two experiments on synthetic data, with and without noise. We shall briefly discuss the applied model, which was employed for parametrization of the optical constants of metals [18] . It was shown [19 -22] that e"(ur) could be expressed in a form that separates exThe monotonically decreasing function [ -1/ 1n(vrM)] provides the needed average reduction of the temperature.
It was already correctly noted by Catthoor et al. [9] In the next step we used the synthetic data for e (w) with Monte Carlo generated additive Gaussian noise with &equency-dependent variance, determined in such a manner to give uncertainties of 0.5% in the reflectance calculated &om the e" " (u) values. As expected, it was impossible to fit the data with noise to the model and obtain the target parameter values employing the Levenberg-Marquardt algorithm.
Both problems were successfully solved with the APCSA technique. Annealing was performed starting from the same initial configuration, far &om the global minimum.
We examined the impact of the inner-loop stopping criterion b on the convergence rate. Figure 1 shows the number of iterations the APCSA algorithm needed to find the solution as a function of h. For b above the 0.05 the convergence fails; there is not enough time spent at each temperature for the system to reach the equilibrium. ture vs number of iterations for both APCSA and CSA schedules for synthetic data with noise, using optimal b for both algorithms, are presented in Fig. 2 . It is evident that, in spite of the occasional increase of temperature, the APCSA algorithm provides faster cooling. Figure 3 shows the cost function for the same data. The CSA cost function curve shows a typical transition &om the high cost plateau to the low cost region. The adaptive change of the temperature in the APCSA results in the absence of the plateau and apparently superior convergence. Figures 4 and 5 emphasize the time evolution of the &ee electron parameters of the semiquantum model. 
IV. APPLICATION TO ALUMINUM
Finally, we applied the APCSA technique to the estimation of the parameters of the model of the optical constants of aluminum. There has been considerable theoretical and experimental interest in the optical properties of aluminum (for review see Ref. [18] of the optical constants of solids but also for a computeraided design of the optical thin film coatings and filters.
