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One and two sample rank statistics are shown in general to be more efficient in 
the Bahadur sense than their sequential rank statistic analogues as defined by 
Mason (1981, Ann. Statist. 9 424436) and Lombard (198 1, South African Statist. 
J. 15 129-152), even though the two families of statistics (those based on full ranks 
and those based on sequential ranks) have the same Pitman efficiency against local 
alternatives. In the process, general results on large deviation probabilities and laws 
of large numbers for statistics based on sequential ranks are obtained. 
1. INTRODUCTION AND PRELIMINARIES 
Let Z,, Z, ,..., be a sequence of independent random variables such that 
each Zi has a continuous distribution Fi. For i = l,..., n let Ri, denoted the 
rank of Zi among Z1,..., Z, and IR Iin denote the rank of 1 Zil among 
/Z1l,.., IZ,l. RI,, . . . . R,, and IRIII,..., IRI,, will be called the sequential ranks 
of z r ,..., Z, and 1 Z, I,..., I Z, 1, respectively. 
Consider a simple linear rank statistic of the form 
Tn = 5 CinJn(Rin/(n + I>>, 
i=l 
where c,,, ,..., c,, are known regression constants and J,(i/(n + 1)) for 
i = l,..., n, are scores. Also consider the signed-rank statistic 
S, = ,f skn(Zi) J,(IR li,/(n + l>>, 
i=l 
where sign(x) = 1 if x > 0 and -1 otherwise. 
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Recently there has been interest in two families of statistics analogous to 
T,, and S, that are based on sequential ranks. These are statistics of the two 
forms 
M, = S (Gin - Ff- l,n> Ji(Rif/(i + l)), 
i=l 
where 15-r.~ =Cj::cj,/(i--l) for 2<i<n and CO,,=O, which is a 
sequential rank version of the simple linear rank statistic T,; and 
L, = f Sign(Zi)Ji(lR liJ(i + I)), 
i=l 
which is a sequential signed-rank version of the signed-rank statistic S,. 
Nonparametric sequential hypothesis testing procedures based on M, and 
L, appear to have an obvious advantage over procedures based on T,, and 
S,, since with the arrival of each new observation only one new rank must 
be computed to reevaluate the sequential rank statistic. For this reason, a 
number of workers have investigated sequential hypothesis testing procedures 
based on various versions of these sequential rank statistics. In particular, 
see Parent [17], Reynolds (201, Lombard [13, 141, Sen [24], and Bhat- 
tacharya and Frierson [4]. 
Under the null hypothesis that the Z’s are identically distributed with 
common distribution F the sequential ranks have another convenient 
property. They are independent random variables that have distributions 
given by P(Rii = j) = P(] R Iii = j) = i- ’ for 1 < j < i. For several alternate 
proofs of this fact, refer to Renyi [ 191, Barndorff-Nielsen [3], or Parent [ 171. 
This property was crucial in Mason [ 161 to show that under the null 
hypothesis M, and T, are in many ways asymptotically equivalent. 
Assume now that the scores are generated in any of the following three 
ways: 
Let J be a real-valued measurable function defined on (0, 1) such that 
0 < ‘J2(u)du=02(J) < 00. i (A) 0 
Then 
J,(i/(n + 1)) = EJ(U’,“) for i = I,..., n, (1) 
where Uf’ is the ith order statistic of n independent uniform (0, 1) random 
variables: 
for i = l,..., n; (11) 
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J,(i/(n + 1)) = J(i/(n + 1)) for i = l,..., n, (III) 
when J is expressible as the finite sum of square integrable monotone 
functions. 
If in addition it is assumed that 
i 
1 
J(u) du = 0, 
0 
5 Gin = 0, 
i-l 
(B) 
w 
and 
I 
n 
max 
l<i<n 
cz” 2 c;~ = o(l); CD) 
j=l 
Mason ] 161 has shown that M,, has the same Pitman efficiency against local 
regression alternatives as T,,. See Corollary 3.2 of 1161. Assuming condition 
(A) Lombard 1141 has shown that under the null hypothesis that the Z’s 
have a common distribution F symmetric about zero that 
L, - 2 sign(Zi) J(F(Z,)) = o(n ‘I’) 
i=l 
in mean square. (1) 
This fact is enough to conclude that L, and S, have the same Pitman 
efficiency against local shifts of the median. Refer to p. 249 of Hajek and 
Sidak [7]. 
The various forms of asymptotic equivalence between h4,, and T,, and L, 
and S, as shown in [ 14, 151 should not be too surprising, since knowledge of 
the sequential ranks of a set of data is equivalent to knowledge of the full 
ranks. It would seem reasonable then to surmise that A4,, and T, and L, and 
S, should be asymptotically equivalent in every sense. We will demonstrate 
that this is not the case with respect to Bahadur efficiency. It will be proven 
that in general that the two sample version of T, is more efficient in the 
Bahadur sense than the corresponding version of it4,, and likewise that S, is 
more efficient in the Bahadur sense than L n ; even though in both cases they 
have the same Pitman efficiencies against the appropriate local alternatives. 
We will follow the steps as prescribed by Bahadur [ 1, 21 to compute the 
exact slope of M,, and L, for the appropriate alternatives. For instance, 
consider M, ; let Ho denote the null hypothesis that the F:s are equal to a 
common continuous distribution F, and H, denotes the alternative hypothesis 
that {Fi}z i is an element of some given class Q of sequences of nonidentical 
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continuous distributions. We will establish that under very general conditions 
there exists a continuous function f defined on an open interval Y such that 
(9 n - I log P(M” > na) + -f(a), 
for every a in I; and 
(ii) for each 8~ (J’i}E, E ‘Z n-‘M,-+ b(8) in probability ISI. 
From (i) and (ii) we will conclude then the whenever b(0) E 7 the exact 
slope of M, for the fixed alternative 19 is 2f(b(0)). 
In Section 2 we will derive the appropriate large deviation result (i) for the 
two sample version of M,; in Section 3 we will derive the law of large 
numbers result (ii) for M, (we will show in fact almost sure convergence); 
and then in Section 4 we will compute the exact slope of M, and compare it 
to the exact slope of the two sample version of T,,. This same procedure for 
the sequential signed-rank statistic L, will be briefly outlined and the 
corresponding results and conclusions stated in Section 5. 
2. PROBABILITY OF LARGE DEVIATION FOR THE Two SAMPLE VERSION 
OF kf, 
Let Xi, X, ,..., and Y,, Y, ,..., be sequences of independent random 
variables with continuous distributions functions F and G, respectively. Also 
let s,, s2 ,..., be a sequence of O’s and 1%. For each integer i > 1 let 
i 
mi= s sj and ffi=i-mid 
j=l 
Form a sequence of independent random variables 2,) Z, ,..., associated with 
s,, s2 ,..., as follows: 
For each integer i > 1 let Zi = Ymi ifs,. = 1 and Zi = X,si if si = 0. 
Consider the two sample rank statistic 
Tn = E CinJ”(RiJ(n + I)), 
i=l 
where tin = (fins, - s;m,)/n and Fi = I - si for i = l,..., n. 
The sequential rank analogue to T, is 
M, = i (Gin - Pii- I,,) Ji(R,J(i + l>>T 
i=l 
where for i ) 2 ?ii-,,n = (rii,mi-l- tii-,m,)/(n(i - 1)). 
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From now on i;, and M, will refer only to these two sample versions. 
Assume that 
m$n+p with 0 <p < 1 w 
@- will denote 1 - p). 
It is well known that under the null hypothesis that F = G that if the 
scores are given by (I), (II), or (III) and conditions (A), (B), and (E) hold 
that 
n -“*T,, -% N(0, p@*(J)). 
(See Hajek and Sidak [7].) The same is true for M,, 
n-“*M, A N(0, ppb*(J)). 
(See Mason [ 161.) 
For the remainder of this section to avoid needless technicalities it will be 
assumed that the moment generating function of J satisfies 
6-(A) = 6 exp(U(u)) du < co w 
for all -co < 1 < co. 
The typical score functions J satisfy (F). In particular J(u) = sign(u - l/2) 
(corresponding to the median test), J(u) = u - l/2 (the Wilcoxon two sample 
test) and J(u) = Q-‘(u), where Qp-’ is the inverse of the standard normal 
distribution (the normal scores test). 
It is easy to verify that conditions (A), (B), and (F) imply that for each 
O<p<l 
w,(~)=PlogI;(-PAI fPl% w-ii> 
is strictly convex on [0, co) and I,U; is strictly increasing and positive on 
(0, co). In addition it can be shown without too much trouble that 
a” = !‘“, y;(A)=p@-(J)+p/M+(J), 
where M+(J) and M-(J) are the essential supremums of J and -J, respec- 
tively. 
Still assuming (A), (B), and (F) we have by the above remarks that for 
eachO<a<a* 
u/,*(a) = sup{aA - w,(A): /I > O} 
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is finite and v,*(u) = a& - w,(A,), where II, > 0 is the unique solution to 
v:(A) = a. Also observe that w,* is convex and hence continuous on (0, a*). 
For 0 < a < a*, let 
P,(a) = P(M, > na). 
THEOREM 1. Assume that the scores are given by (I), (II), or (III), 
conditions (A), (B), (E), and (F) hold, and F = G. Then for every a E (0, a*) 
and sequence of a, E (0, a*) such that a, --) a, 
n-l log P,(a,) -+ -w:(a). 
Proof: By the previous remarks it is enough to show that for each J > 0 
that 
n-l log@ exp(ilMJ) -+ vp(lL). (2) 
(Refer to an improvement of a theorem of Sievers [25] due to Plachky and 
Steinebach [ 181. Also see Lynch [ 151.) 
First assume that the scores are generated as in (II). Observe that since 
F=G 
n-l ln(E exp(U4J) 
=n- ' i log [i-’ i eXp(l(Ci, -Cl-l,,)Ji(j/(i + I)))]. (3) 
i=l j=l 
Let di, = n-‘fi, - Ci-,,, and ei, = -n-‘m, - C;.-l,n, SO that Gin - Fi-i,, = 
sidi, + fie,. With this change of notation the right side of expression (3) 
equals 
(4) 
(5) 
n -’ 2 s,log i- 
i=l 
[ ’ i exPtW,Jd~/(i + 1))) ] 
j=l 
+ n-’ fJ Silog i-l i exP(k,JiU/Ci + l)))] a 
i=l 
[ 
j=l 
We will show that expression (4) converges to p log &Xl). A similar proof 
shows that expression (5) converges to olog ((+A). We will use the 
following elementary lemma which we state without proof. 
LEMMA 1. Let aini = l,..., n, n 2 1 be a double sequence of uniformly 
bounded numbers such that for every E > 0 there exists an N and an I such 
that for all n > N and Z < i < n (a - a,( < E, .where --03 < a < 03. Also let 
s, , s, ,**-, be a sequence of O’s and l’s such that n-l Cy=, si-+ p with 
O<pQ 1. Then n-‘CyE,siain+pa. 
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We will first show that for each fixed v 
wi(U)= In 2 [*-I i eXp(UJi(j/(i + I))] + In t(V). 
j=l 
Note that 
(6) 
i-’ + exp(vJ,(j/(i+ l)))= i-l i exp [ivj;:i,~,iJ-(,)~~) 
,z j=l 
which by Jensen’s inequality is <lt exp(vJ(u)) du. Hence 
lim+s,“p w,(v) < In C(v). 
Application of Lemma b, p. 157 of [7], gives 
eXp(VJi( [iU]/(j + 1))) --t exp(uJ@)) a.e. (0, 1). 
Fatou’s lemma now completes the proof of (6). The proof that (6) holds for 
scores given by (I) is almost the same. When the scores are given by (III), 
(6) is also true since in this case for each fixed v exp(vJ(u)) is Riemann 
integrable. 
Since each vi is convex, vi converges uniformly to In 6 on any bounded 
closed interval containing g,l. (See p. 17 of Roberts and Varberg [22].) 
Observe that (E) implies that for every E > 0 there exist I and N such that 
for all n 2 N and I < i < n ]&i - M,, ] < E. These last two observations in 
combination with lemma 1 and the fact that In C is continuous, hence 
uniformly continuous on bound closed intervals, complete the proof of 
Theorem 1. i 
3. A STRONG LAW OF LARGE NUMBERS FORTHE Two SAMPLE VERSION 
OF ikf, 
In this section we will assume that the scores are generated in a slightly 
more general manner than (I), (II), or (III). For a given choice of scores 
J,(i/(n + 1)) for i= l,..., n, let J,(U) be the function defined on (0, 1) such 
that J,(U) =J,(i/(n + 1)) w h enever (i - 1)/n < u < i/n for i = l,..., n. It will 
be assumed that there exists a function J satisfying (A) and (B) such that 
I ’ (J,(u) - J(u))2 du + 0. (G) 0 
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For each function J, 0 < p < 1, and continuous distribution functions F 
and G let 
cl(J, P, F, G) = P jm JW(x)) dG@), 
-m 
where 
H(x) = pF(x) + pG(x). (7) 
THEOREM 2. If the scores satisfy (G), J satisfies (A) and (B), and if 
condition (E) holds, then 
n-‘M, -+ ,u(J, p, F, G) a.s. (8) 
Prooj For each i > 1 let Hi denote i/(i + 1) times the empirical 
distribution of Z, ,..., Zi. With this notation we write 
Mn = k (C;n - F;,n- 1) J;(H,(Zi))s 
i=l 
(9) 
We will first consider a modified version of M,, that is, 
n-‘&f* = n-’ 
R i psi Ji(Hi(Zi)) - n-’ i p& J,(H,(Z,)) 
i=l ;=I 
= n-‘M,*, + n-‘M* 2,tl’ 
We will show that 
(10) 
n-‘MF,, -+ p;U(J,p, F, G) as. (11) 
An identical proof in combination with assumption (B) shows that n- ‘MC, 
converges a.s. to pp(J, p, G, F), which will imply that 
n-‘M,* -p(J,p, F, G) a.s. (12) 
For each integer i > 1 let 6 denote the a-field generated by Ygl) < v. * < 
Yky;‘, Yj for j> m, + 1, and Xj for j> 1; where Y$ for j= l,..., mi are the 
order statistics of Y, ,..., Ymi. [.pO” = 01. Observe that T+ I C& for every 
i> 1, and if mi> 1 
E(Ji(H,(Y,i)) ( &) = m; ’ 2 J;(Hi(Yj)) 
j=l 
a.s. (13) 
To avoid some awkward notation we will assume from now on that s, = 1. 
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In particular we have that 
Note that whenever si = 1 for i > 2, Ji(Hi(Ymi)) is q-measurable for all 
l<j<i. 
Observe that 
12-‘Mtn=n --I i PSi Ji(Hi(Ymj))* 
i=l 
Let 
wi =Dsisi[Ji(Hi(ymi)) - E(Ji(Hi(Ymi) I TIl, 
and 
A,,= i wi. 
i=l 
By the above remarks it is easy to show that A,, is a sum of uncorrelated 
random variables each with mean zero. 
Observe that by the c,-inequality and Jensen’s inequality 
Ew,’ Q 2EJt(Hi(Y,i)) = 2 2 Jt(j/(i + 1)) P(Rank(Ymi) = j). 
j=l 
But the P(Rank(Ymi) = j) = m,:‘P(Zj” is a Y), where Zfj) is the jth order 
statistic of Z, ,..., Zi. Hence 
Ewf < k i Jf(j/(i + l))/i. 
lJ-1 
By assumption (G) we see that the right side of expression (14) is uniformly 
bounded. Hence the strong law of large numbers for uncorrected random 
variables (see p. 103 of Chung [6]), gives 
&A,+0 a.s. 
Therefore to show (11) it is enough to prove that 
(15) 
n-l 5 m;‘si 2 Ji(Hi(Yi))-+,u(J,p,F, G) a.s. (16) 
i=l j=l 
Lemma 1 in combination with the following lemma will imply (16) and 
hence (11). 
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LEMMA 2. Under the conditions of Theorem 2 
mi - ‘Tmi = m,: I 2 J,(H,( Yj)) --) iz’ f(H(x)) dG(x) 
j= 1 -a? 
U.S. (17) 
Proof: Postponed until the Appendix. 
To complete the proof of Theorem 2, observe that 
n-‘pf,-ftfM,*I<n-’ + ;~~ jCin -ci-I.n-~iP+ FiPl IJi(Rii/Ci+ l>>I- (18) 
Since for every E > 0 there exist I and N such that for every n > N and 
I<i<n Ic~~--I?-~,~- sip + Fip] < E, it is straightforward now to see that 
the right side of (18) converges almost surely to zero. 1 
Remark 1. With more effort Theorem 2 can undoubtably be shown to be 
true under the conditions of Theorem 1 of Hajek [8] or Rieder [21], but for 
all practical purposes the present conditions are more than sufficient. 
4. A BAHADUR EFFICIENCY COMPARISON BETWEEN T,, AND M, 
We will assume throughout this section that conditions (A), (B), (E), (F) 
hold and the scores are generated as in (I), (II), or (III). 
Let F and G be two continuous distribution functions such that F # G. Let 
8 = (Fi}f?, denote the alternative that Fi = G if si = 1 and Fi = F if si = 0. 
By Theorem 2 we have 
K’M,, + ,u(J, p, F, G) s b(B) a.s. (19) 
(We will assume that b(B) > 0, otherwise we can reverse the roles of F and 
G.) Expression (19) along with Theorem 1 implies that the exact slope of M, 
for the alternative 8 is 21+z,*(b(@). 
By the results of Woodworth [29, p. 2641, 
n-‘T, + b(B) in probability [@I. (20) 
(Actually almost sure convergence is true by Lemma 2. Incidently (19) and 
(20) demonstrate another asymptotic equivalence between M, and T,,.) 
Choose any r such that 
O<r<r*=sup pI’J(u)f(u)du:OgS(u)~p-’ and 
0 I 
f f(u) du = 1 
(21) 
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and for A> 0 and ---co < s < co let 
v(r, p, I, s) = (r - ps)l - ,(I ln[p + p exp(A(J(u) - s))] du. 
0 
By Woodworth [29, p. 2591, 
-n -’ log P(T, > nr) + v+-, p, A,, so), (22) 
where (3Lo, so) is the unique solution to 
(23) 
and 
(24) 
(For I, > 0.) In fact, (Ao, so) is that unique element in (0, oo) X (--00, co) 
that maximizes y(r, p, A, s) in this region. 
Remark 2. Woodworth’s result is based on a large deviation theorem for 
the multinomial distribution due to Hoeffding [ 111. We could have obtained 
Woodworth’s theorem for two sample rank statistics by application of the 
Plachky-Steinebach theorem in the same manner as we obtained the result 
for the two sample sequential rank statistics. We did not pursue such a 
unified approach here, since the technical details are quite lengthly. On the 
other hand, since the proofs are elementary, in Section 5 we apply a unified 
approach to obtain the large deviation result for the signed-rank statistics 
and their sequential rank analogues. 
By (20) and (22) the exact slope of T,, for the fixed alternative 0 is 
2v(b(B), p, A,, so). We will show that the exact slope of T,, is always greater 
than or equal to the exact slope of M, for the fixed alternative 8. By (19), 
(20), Theorem 1, and the previous observation it is enough to prove 
THEOREM 3. For every 0 < r < r* and 0 ( p < 1 
SUP v(r,bJ, ~12 Sup $(r3P,~), 
a>o,s a>0 
(25) 
where #(r, p, A) = rL - w,(A). (ty, is defined as in Section 2.) 
Proof: It is sufficient to show that for each 1 > 0 there exists an s such 
that 
v(r, P, 1, s>  d(r, p, A>. 
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By assumption (B) we can write 
ty(r, p, A, s) = rL - I1 In [~exp(+(J(u) - 8)) + p exp(@(J(u) - s))] du. 
0 
Since -In x is strictly convex on (0, co), we have by Jensen’s inequality that 
for each s 
v(r, P, J., s>  rJ - ln [j’ Dev(-W(u) - s)) + P expMJ@) - s))] h. 
0 
(26) 
In particular for s’= A - ’ In [ &?A)/[(--&)], we have by substituting this value 
of s into inequality (26) that 
In general the inequality in Theorem 3 is strict. To see this, suppose 
0 < r < r* and 0 < p < 1 are such that equality holds in (25). Let (A,, s,) 
and A, be such that ty(r, p, A,, si) equals the left side of (25) and #(r, p, 1,) is 
equal to the right side of (25). In the proof of Theorem 3 it is shown that 
where s, = A;’ ln[<($,)/C(-pll,)]. S ince we are assuming equality in (25), 
we have by the uniqueness of (A,, s,) that (A,, s,) = (A,, s,). This says that 
-w,&> = - j1 ln[~ew(-MJ(~) - SJ) + p exp@,PexiW(u) - Q>l du 
0 
+ P exp(~2~~(U))(r@iZ2))-’ 1 du. 
Since -In x is strictly convex on (0, co) this occurs if and only if 
pexp(-~,~J(u))(r(-~~,))~’ + P exp(n,p;r(u))(r@~,>)-’ = 1 (27) 
a.e. on (0, 1). (Refer to p. 15 1 of Hardy et al. [9].) Since for each 0 < p < 1, 
A > 0, and B > 0 the equation 
pA exp(-px) + pB exp@x) = 1 
has at most two roots, the only possible functions J that can satisfy (27) and 
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condition (B) are those that assume at most two distinct values except 
perhaps on a set of measure zero. 
It can be shown by example that condition (27) though necessary is not 
sufficient for equality in (25). Necessary and sufficient conditions for 
equality in (25) are somewhat involved to derive and are not of practical 
interest, since the only commonly used score function J that satisfies (27) is 
the score function for the median test 
J(u) = sign(u - 4) for O<u<l, (28) 
and this occurs only when p = 4. We leave it to the reader to verify this. 
We will show that when p = 4 that in fact equality holds in (25) for all 
0 < r < I* for the sequential rank version of the median test. Choose any 
0 < r < r*, since J as defined in (28) is symmetric about 4 and p = 4 
sup y(r, f, A, s) = sup u/(r, f, A, 0) 
A>O.s A>0 
(Refer to the top of p. 260 of Woodworth [29].) But 
sup I//@, 4, A, 0) = sup 1 r;l - 
I>0 A>0 
I,’ ~n~(fw(-W>P> + expWWW2)l du/. 
(29) 
Since (28) satisfies (27) when p = 4, expression (29) equals sup, ,. #(r, $, A). 
Hence the sequential rank version of the median test has the same exact 
slopes as the full rank version of the median test when p = 4. 
To see how sequential rank tests compare with full rank tests with respect 
to Bahadur efficiency when the inequality in (25) is strict, we will consider 
the sequential rank version of the Wilcoxon two sample test. In this case 
J(u) = 24 - f for O<u<l. (301 
We will assume p = f . 
By the necessary condition for equality in (25) given in (27) we know that 
the inequality in (25) is strict. So that the sequential rank version of the 
Wilcoxon two sample test will always be less efficient in the Bahadur sense 
than the full rank version. In the accompanying table f of the exact slopes 
for M, and T, are tabulated for normal shift alternatives, i.e., F = Cp is 
standard normal and G,(x) = @(x -cc) for ,u > 0. For the corresponding 
values of ,D in column 1, the numbers in column 2 are 601) =,u(J, 4, F, G,), 
the number in column 3 are i of the exact slopes of the sequential rank 
version of M, labeled 1,,@), the numbers in column 4 are i of the exact 
slopes of the full rank version T, labeled I,,,(U), and the numbers in the last 
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TABLE I 
Exact Slopes (times i) and Bahadur Efficiencies for the Two Sample 
Wilcoxon Statistic and the Sequential Rank Wilcoxon Test for the Normal 
Shift Alternative: F(x) = a(x), G,(x) = @(x - ,D) with p = 4 
bo1) 
.25 .0175 .001738 .001754 ,991 
.50 .03454 .0288 .02914 ,988 
.75 .0505 1 ,062 .06368 .914 
1.00 .06506 .I037 .1087 ,954 
1.50 .08889 .1975 .2189 .902 
2.00 .10534 .2823 .3360 .840 
2.50 .11536 .3431 .4416 ,777 
3.00 .12076 .3789 .5262 .720 
3.50 .12333 .3968 .5885 ,674 
4.00 .12442 .4045 .6311 ,641 
4.50 .12482 .4073 .6585 .619 
5.00 .I2495 .4083 .6749 ,605 
al .125 .4086 .6932 .589 
I,,.@) R01) 
column are the Bahadur efficiencies of M, relative to T, for the fixed alter- 
native ,U labeled R(u). The figures in columns 1, 2, and 4 are from Table 2c 
of Woodworth [29]. 
Notice that R(D) is always strictly less than 1 (see Table I), though R(p) 
approaches 1 as ,U 1 0. This is because M, and T,, have the same Pitman 
efficiency against local shift alternative. To prove rigourously that Bahadur 
efficiency for shift alternatives will always approach Pitman efficiency as the 
shift parameter approaches zero requires verification of the conditions of the 
theorem of Wieand [28]. To accomplish this it is sufficient to establish a 
Chernoff-Savage [5] type theorem for M, with the corresponding uniformity 
given in Corollary 1 of [5]. See the lemma in Wieand. This can be done 
without too much trouble at least under the conditions of Theorem 1 of [5]. 
5. A BAHADUR EFFICIENCY COMPARISON BETWEEN S, AND L, 
The following results for L, are proved by techniques very similar to those 
used for M,, subsequently we will only briefly sketch their proofs. In this 
section, we will assume that 0 < J < co. 
For 0 < A < 00 let 
wl(A) = j”l ln((exp(-W)) + exp(W)))P) du 
0 
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and 
Under condition (A) v/l is strictly convex and finite on [0, 00) with a strictly 
increasing positive derivative v/i on (0, co). The same is true for cy, under 
conditions (A) and (F). For i = 1,2 let 
It can be shown that c: = ii J(u) du and c: = the essential supremum of J. 
Assuming (A) if i = 1, and both (A) and (F) if i = 2, for 0 < c < c,?, let 
‘y,*(c) = sup{cL - vi(n) : 12 0). 
By the previous remarks 
where 1, > 0 is the unique solution to #(A) = c. Observe that w,F is convex 
and hence continuous on (0, ~7). 
For 0 <c < c;” let P,,,(c) = P(S, > nc); and for 0 < c < cf let P&c) = 
P(L, > nc). 
The following is our required large deviation result. 
THEOREM 4. Assume that Z,, Z2,..., is a sequence of independent 
random variables with common continuous distribution function F symmetric 
about zero. Also assume that the scores are given by (I), (II), or (III), and 
condition (A) if i = 1 and conditions (A) and (F) if i = 2. Then for any 
c E (0, c,?) and sequence of c, E (0, CT) such that c, + c, 
n - ’ log Pi,&,) -+ -v/i”(c) for i-1,2. (31) 
Proof: As in the proof of Theorem I we must only establish that for 
every 0 < 2. < co 
n-’ ln[E exp@S,)] -+ v,(L) (32) 
and 
n-’ ln[E exp(LL,)] + v*(L). (33) 
Since the signs of the Z’s are independent and also independent of the 
ranks of the 1 Z I’s, the left side of expression (32) equals 
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n-’ + ln[(exp(-W,(i/(n + 1))) + exp(J..IJi/(n + 1))))/2]. 
lT, 
The proof that the convergence in (32) holds, now proceeds much as in the 
proof of Theorem 1 using, when necessary, the fact that ln(exp(-x) + exp(x)) 
is a convex function. 
After observing that the signs of the Z’s are also independent of the 
sequential ranks of the 1 Z/‘s (see Parent [ 171) the convergence in (33) is also 
proven in much the same way as in Theorem 1. 1 
Remark 3. Klotz [ 121 and Bahadur [2], pp. 14-15 prove versions and 
special cases of this theorem. Also refer to Ho [lo] where a large deviation 
result for a slightly more general class of signed rank statistics is obtained. 
The following is our required law of large numbers result. 
THEOREM 5. Assume that Z,, Z2,..., are independent with common 
continuous distribution F (not necessarily symmetric about zero). Also 
assume that the scores satisfy condition (G). Then 
where 
n-‘L,-+,u(J,F) a.s., (34) 
W~=jm sign(x) J(H’(x)) dF(x), 
-m 
and H+(x) = F(lxl) - F(-ixi)for --oo < x < co. 
ProoJ For i 2 1 let $ be the a-field generated by Zj” < ee. < Zj” 
and Zj for j> i + 1, where Zij’ for j = l,..., i, are the order satistics of 
Z , )...) zi. 
Observe that x+ 1 c <$ for i > 1, 
E(sign(ZJ i(IR liJ(i + 1)) I %I 
= i- ’ x sign(Zj) Ji(] R Iji/(i + 1)) = i- ‘Si 
j=l 
a.s., 
and sign(Zi+,)Ji+r(IR ]i+l,i+ J(i + 1)) is 3 measurable for all i > 1. With 
these observations the proof proceeds as in Theorem 2 after the following 
lemma is established. 
LEMMA 3. Under the conditions of Theorem 5 
i-‘Si + ,u(J, F) a.s. (35) 
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ProoJ: Postponed until the Appendix. 
By the same discussion as in Section 4 Theorem 6 shows that the exact 
slope of S, is always greater than or equal to the exact slope of L, for any 
fixed alternative. 
THEOREM 6. Under conditions (A) and (F) for each 0 < c < cf, 
vctc> 2 wz*(c)* (36) 
Proof: By Jensen’s inequality for each 12 0, -w,(n) > -v,(n). m 
Equality holds in (36) if and only if 
expt-J(u)) + expV(u)) 
is constant a.e. on (0, l), but by the assumption that 0 <J < co and 
condition (A) this occurs if and only if 0 < J(U) z C a.e. on (0, 1). Notice 
that in this case L, and S, are exactly the same statistics, that is, the sign 
test. Thus we see in general that S, is more efficient in the Bahadur sense 
than L,. 
This final result has an interesting interpretation. Assume that the Z’s are 
independent with common continuous distribution F symmetric about an 
unknown value ,u,,. For --co < ,U < co, let 
h,Jp) = ,$, sign(Zi -p>J,(IR li,/(n + 1)) 
and 
&,&I = ,$ skn@i -PI JAR lii/‘ti + 1)). 
Observe that h,,, and h,,, are both nonincreasing functions of ,u. We 
construct the following nonparametric estimates of p: Let pzn = inf{p: 
hi,nCu) G O}, Y~Z = sup{,~ : hi,,@) > 0}, and pi,, = @tn + p&*)/2 for i = 1,2. 
It can be shown, at least under the conditions on J and F given on 
pp. 796-797 of Van Eeden [27], that n”2@i,n -p,,) for i = 1,2, are both 
asymptotically normal with mean zero and the same variance, i.e., the two 
estimates have the same asymptotic relative efficiency. Yet unless h,,, and 
h,,, are identical (the case when M, = T,, = the sign test) a straightforward 
application of Theorem 3.1 of Sievers [26] says that the inaccuracy rate of 1 ,~r,~ is always greater than the inaccuracy rate of ,G2,n, which means that $,,n 
performs better as an estimate of cl0 than ,i& in terms of the inaccuracy rate. 
Refer to Sievers [26] for a discussion of the inaccuracy rate. 
683/14/2-5 
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APPENDIX 
In this section we supply proofs for Lemmas 2 and 3. These lemmas turn 
out to be corollaries to a recent result of Rieder \ 2 11. 
Proof of Lemma 2. Let J satisfy condition (A) and Ji satisfy condition 
(G). Set 
m:lT,“i= m;’ ? J~(Hi(Yj)), I 
j=l 
where JT(j/(i + 1)) is defined through J as in (II). By Schwarz’s inequality 
rn;‘ITz,,- T,j< m;’ 5 
j= 1 (Ji*WdYj)) - Ji(ffi’CY,)))2) I” 
< rm; (. I[: (J(u) -J,(u))’ du) I” a.s. (37) 
Condition (E) and the fact that Ji satisfies (G) imply that expression (37) 
converges to zero. Hence 
m,:‘(T,*i-T,il-O a.s. (38) 
Thus it is sufficient to show that the convergence in (17) is true for m; IT,,. 
Choose any E > 0. Since the polynomials are dense in L2(0, 1) we can 
choose a function a(u) of bounded variation on (0, 1) such that 
I l (J(u) - a(u))2 du < E. 0 
Now consider the statistic 
m;‘T,,,,i = m;’ 1 ai(Hi(Yj)), 
j=l 
where ai(j/(i + 1)) for j = l,..., i, are generated through a(u) as in (II). 
Proceeding as above we see that 
lim+“,“p m;’ 1 T,,,i - T&I < E a.s. 
Since T,,,i is a version of the two sample rank statistic and a(u) is of 
bounded variation, we have by the results of Rieder (198 1) that 
m;‘T,,,i --) I a a(H(x)) dG(x) as. -cc 
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Since E > 0 can be made arbitrarily small the proof of Lemma 2 is 
complete. I 
After the appropriate changes of notation are made, the proof of Lemma 3 
is much the same as that for Lemma 2. Now at the last step the strong law 
for the signed-rank statistic of Rieder [21] or Sen [23] is applied. 
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