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Abs t rac t This report falls within the general field of ordering processes and 
.i'!i-'-'iui!ihnimi properties of lattice gas models. It is divided into three main 
parts First. the theory of diffuse scattering of lattice gas models originating from 
i random distribution of clusters is considered. We obtain relations between the 
diffuse part of the structure factor S.i-.f(ij). the correlation function C(r). and the 
size distribution of clusters'P( n)- Fora number of distribut ions we calculate •$!,?(</) 
exactly in one dimension, and discuss the possibility for having a Lorentzian and 
a I.orrntzian square lineshape. We discuss the two- and three-dimensional oxygen 
ordering processes in the high Tc superconductor YBa2Cu30g+ r based on a simple 
anisotropic lattice gas model, known as the ASYNNNI model. We calculate the 
structural phase diagram by Monte Carlo simulation of both the ASYNNNI mod-
el and an extension of the model to three dimensions. The results are compared 
with experimental data. The structure factor of the oxygen ordering properties 
has been calculated in both two and three dimensions by Monte Carlo simulation. 
We report on results obtained from large scale computations on the Connection 
Machine, which are in excellent agreement with recent neutron diffraction data. 
As a subject of particular interest, we consider the effect of the diffusive motion 
of metal-ion dopants on the oxygen ordering properties of YBajCuaOg+x . Sec-
ond, the stationary properties of metastability in long-range interaction models 
are studied by application of a constrained transfer matrix (CTAI) formalism. The 
model considered, which exhibits several metastable states, is an extension of the 
Hliime Cape! model to include weak long-range interactions. We show, that the 
decay rate of the metastable states is closely related to the imaginary part of 
the equilibrium free-energy density obtained from the CTM formalism. Third, we 
discuss a class of lattice gas model for dissipative transport in the framework of 
a Langevin description, which is capable of producing power law spectra for the 
density fluctuations. We compare with numerical results obtained from simula-
tions of a lattice gas model consisting of repulsive particles obeying deterministic 
dynamics, driven by a white noise boundary condition 
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1 General Introduction 
Ih- ;o-«-i:f tI:--M> ft!!- m the i'-ifrai field i»f equilibrium ordering phenomena 
::. i •: r;-•-ptilil-riiim pr-'p-Ttioi of physical systems, which haw been the focus 
•:" ::,:-::« r--~-:ir--h It has !»•»•» known for a h.ng time that ordering phenomena 
;r:-- i- t r-^ uSt •{' .1comparative phenomenon and is therefore intimat.iy related 
f- rF--- -isi r >••'['!•• mtT-K'tioii* between the constituents of the material (irneraHy. 
>>••.!••!:.'. l".-ni'' more ordered as the temperature is lowered, because the inter-
p.trti'!-- mt.-ra-turns . fat ing tht- order, can overcome th* thermal motion. The 
til-.,r. t-.-.'ii l-.tsis for a description of these phenomena, is by means of statistical 
m>---h:ii!i'\<. which has proven to be a highly successful tool in characterizing the 
' ;uiUbiinm behavior of thermodynamic systems. The behavior of thermodynamic 
sy>tfin> sufficiently close to the equilibrium state, can also be treated within the 
•-'•nr.-xt i,f statistical mechanics. By perturbing the system by a weak external 
field, tli-- system responds in a way. which depends entirely on the spectrum of the 
equilibrium fluctuations. However, no such general formalism exist for describing 
t he ii' >ii-e>|iiiiibrium beh.ivior of systems far trom equilibrium. As we shall see. some 
of the most striking phenomena exist in system, that are far from equilibrium. 
Computer simulation studies have found widespread applications in particular 
within the !i-id of statistical physics, see Refs. [I. 2. 3]. The reason for this is that 
•-ompuler simulation yields exact information on ideal model systems. Despite the 
fact that analytical results are often desirable from a theoretical point of view, such 
results i-.m only be obtained in very few and specialized cases. From the experi-
mental point of vie«- the information obtained is often hampered by an influence 
of unwanted effects from impurities ami other imperfections of the system. Obvi-
ously, computer simulation has a great advantages here, since the calculations do 
not suffer from these problems. A particular application of computer simulations 
which we shall consider is the calculation of the diffuse part of the structure factor 
•
s
"::fMl)- This is of particular importance because the information obtained from 
diffraction experiments is given in reciprocal space. Since in computer simulation 
we have ,-irress to both real space and reciprocal space, the computer simulations 
••orne in as an important tool in the interpretation of the experimental data. 
The computer simulation of systems undergoing structural transformations. 
usually proceed by the use of a simplified statistical mechanical model in which the 
particles and their degrees of freedom are placed on a regular lattice. The inter-
actions between the particles is givrn by an effective Hamiltonian, which is often 
tailored on the basis of a lattice gas model, which captures the essential structural 
properties of the system. The formulation of the problem as a lattice gas implies 
some major reduction of the computational effort. On a serial computer the CPU 
time for one Monte Carlo step per site increases as Sd, where ;V is the linear 
extension of the system and d is the dimension. But more seriously the intrinsic 
relaxation time required to reach equilibrium also increases with the system size. 
Therefore, in order to obtain reliable statistical information on particle ensembles 
which are sufficiently large to give an accurate description, we need to make use 
of optimized programs on supercomputers. We will report on such studies making 
use of some of the fastest vector and parallel computers available today. 
In Chap. 3 we investigate by Monte Carlo simulation the two- and three-
dimensional oxygen ordering processes in the ceramic copper-oxide superconduc-
tor YHa3Cii;IOf,+r . based on the anisotropic two-dimensionai lattice gas model, 
known as the ASYNNNI model. In addition we discuss the effects of the diffu-
sive motion of metal-ion dopants on the two-dimensional oxygen ordering process, 
based on simulation studies on a massively parallel computer, the Connection 
Machine. 
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Ih'>-- ••r-i-riti^ [.r-•••• >>••> iti Ylia^Cu^O.;... are of particular interest, because 
th-r>- i^  •x;"T!!ii'-n'al evidence, that not only the oxygen contents x but also the 
natur«- "f \\v ••xys'-n ordering is important for the superconducting transition 
!t-ni{..-ranirt- Experimentally there have been many attempts to change the *u-
j»T-- •:• i:i.-t»n properties of YBajCujO-r+r by chemical substitution- In principle 
it >h"iiM !••' possible to increase the superconducting transition temperature 7^ -
by addi'ional h-de doping, but in all cases 71- has been found to decrease Doping 
with M _= ('i.. IV. and Al is in particular interesting for the studies of the oxygen 
-tni'-tiiral ordering and its influence on 7^ .-. because they substitute predominantly 
f<-r ("II in the ("siO- basal planes of the structure, and consequently they cause 
oxygen disordering. 
In the Monte Carlo simulation studies of •equilibrium statistical physics, the 
•'iiiphasis is to achieve a realistic statistical distribution of particle configurations 
at a given temperature. From such single configurations one can get a physical 
insight in the problem, however they are not very useful in a statistical sense and 
therefore one needs to condense the information. Traditionally this is done by 
calculating order parameters, susceptibilities, correlation functions etc. However. 
when it comes to comparison with experimental data obtained by diffraction tech-
niques, such as neutron scattering and X-ray scattering, the above methods have 
serious shortcomings. This is because th<* experimental information is obtained in 
reciprocal space in terms of the structure factor .*»(q). 
Kven though the theories for analysing i"(q) were developed a long time ago. 
there still exist unsolved questions about how to characterize the corresponding 
real space behavior. We have tried to answer some of these questions, by analyz-
ing the diffuse scattering, that arises from a random distribution of clusters in 
an undistorted one-dimensional crystal, see Chap. 2. Our viewpoint is somewhat 
different from the traditional way of describing a system in terms of the pair cor-
relation function. We focus on the cluster size distribution function P(n). which 
measures the probability of finding a cluster of size n. Since in these simple models 
f<>r the cluster distributions we have access to both real space and reciprocal space 
we have gained some insight into which real-space properties that determine the 
behavior of the structure factor. 
In computer simulation of SM(q) using serial computers a direct Fourier trans-
formation of the real space information is generally very inefficient, since only the 
total projection of the real space information along the q-direct ion is needed. This 
means that for a (/-dimensional system with \ d lattice sites only .V numbers need 
to be Fourier transformed. However on the Connection Machine (CM), it is equal-
ly fast to Fourier transform the entire real-space configuration. In Chap. 3 we will 
discuss the results of a three-dimensional simulation of 5<j,f (q) on a 256x256x 16 
lattice for the oxygen ordering properties in YBa^CusOg+x using the CM. The re-
sults from this study have contributed in a decisive way to interpret experimental 
neutron diffraction data. 
So far we have considered statistical mechanical systems in equilibrium. As we 
drive the system away from its thermodynamic regime, the system may change 
dramatically. Some of the most striking phenomena of this kind associated with 
phase transitions are hysteresis and metastability. Experimentally, metastable 
states have been found in a variety of systems, e.g. parts of the hysteresis loop 
associated with the magnetization reversal in a ferromagnet, or phase separation 
in alloys, supercooled vapor etc. Metastable states can be characterized as long-
lived non-equilibrium states, that exist in a kind of quasi-equilibrium. Under small 
changes of the intensive variables of the system, the metastable state responds by 
small reversible changes. However, tinder large changes the system changes irre-
versibly (escapes) out of the metastable state. 
The description of mctastable states at a fundamental level, is both an interest-
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:::.; -.:: ! •::••>-•'•.•- i i-r-•*.-l-in :n %ra!isti.-ai mechanics The very i.>ng lifetime..ii*«-r\e.i 
'. : ::;--r-s>:.i! !- >r:t:-> •:: many .->>t»i!i>. suggests th.it equilibrium statistical inr-
:
. •.:.:• •- :>niiit !•• --xt-ii!- d (•• include these stales On«- way this can he .Ion*-, i* 
: > :::•• ::ST r •• hi- t;-u ..fa r»-sinv-t«-d statistical rnsrinWr-. which excludes or severely 
r-iu •-••>. ih-- ^ttfi>ti-:tl w>-t«hts "f lhi>se interstate*, that correspond to the true 
••:uii:i'ri'.ii:i »Taft- I his approach was followed hy Langer '•!] in a study of the 
t::i'>'i.::! j.r-.j>»-rn>-> "f fr>->- energy at th«- condensation point. Langer considered 
?h- imaginary part <-f th'- r^«i/j4nnm free energy Ini/. which is th«* analytical 
•is'iisu.iti..ii i.f thai for the equilibrium stale. Langer suggested that Ini/may bf 
asv ••ia:>-.i with the d«-cay rate of the met astable stale 
hi •-••III|.IU'T simulations, th«- equilibrium free energy / is most easily obtains! 
fr.'iii ih«- tars'-si eigenvalue A,, of the equilibrium transfer matrix by / = tBnn(A.]) 
Ir iva> th»-n ••..nj.vtiir«'d by V-wman and Schulman [5j. that th«* remaining eigen-
values ••( ih>- transfer matrix might provide useful information about the m»»-
t.juilt/Tinm i»-havi<>r <>f the system. By analogy they defined a set of generalized 
fr.-.- '-ii.-rgi'-s by /., = ti-TlntA,,). n>0. However, since these eigenvalues are in 
*• H'-ral ni.t positive, the generalized free energies are complex. The method by 
Newman and Scfiiilman clearly showed some promise in the characterization of 
!ii'-ta>table stat«-s. although >|iiantitative agreement with mo<lel systems could not 
!•'• •-lami-'l. 
Al< -us the same line of thoughts, a constrained transfer-matrix (C*TM) formalism 
was r.-'-ntly t|ev«-ii>pe<|. Fnlike the method of Newman and Schulman. the ( T M 
formalism focuses on non-equilibrium probability densities, which are generated 
through tl>.'- const met ion of non-equilibrium transfer matrices, which in turn are 
obtained from the eigenvalues and eigenvectors of the equilibrium transfer matrix. 
In this fashion, the ( T M formalism provides us with a set of non-equilibrium 
fr»f-ri»i-rgy densiti.-s 
In a recent study of an Ising model with weak, long-range interactions. Gorman 
<t al. V.] found strong quantitative agreement between the imaginary part of the 
!i'>!i-'-qiii!i!:rimii free-energy density from the CTM formalismand the decay rate 
density of the metastable state as measured from the activation barrier. However. 
f.-r systems with several metastable states, Caveau and Schiilman [7] have argued 
that the analytical continuation of the free energy is not a valid measure of the 
decay rate density. Motivated by this, we consider in Chap. -I the application of 
the ("I'M formalism to a Hliime-fapel model, in order to establish to what extent 
the imaginary part of the free energy from the CTM formalism can be interpreted 
as a decay rate in more complicated systems, containing several metastable states. 
We have studied an extension of the Blume-Capel model to include weak, long-
rangi interactions. The reasons are that for a certain field-range a region with two 
competing metastable states exists, and that the model is simple enough to allow 
extensive symmetry reduction of the transfer matrix so that large systems can be 
considered. 
We will now turn to the description of dynamical systems, that are driven into 
a iion-f-qiiilihriiitn steady state. Dynamical systems are fundamentally different 
from systems being in an equilibrium or qiiasi-equilibriiim state. As we shall see 
dynamical systems open up a whole new world of phenomena. Despite, or because 
of the complexity and non-linearity of the dynamical system, they can self-organize 
in ordered non-equilibrium structures which act as attractors for the dynamics. 
In certain chemical reactions, which are driven by a constant flow of chemicals, 
the self-organized structures may he steady states in which the relative concen-
trations of the constituents vary in space, creating non-linear traveling waves in 
the concentrations of some constituents. Other phenomena include examples from 
biological evolution, economics rfr. 
From a theoretical point of view, the description of dynamical systems with few 
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:--r--~ ' fr— i ru ha> -s i -n rise to A whole B ™ fieUI in physics This SrlJ. by 
:: •-.•„• »!, v.. i> ••h-f». ha> (•-••n hai'ed .-»s one of the most irii|> *tan* breakthroughs 
i:: t.!iy.i.-- I» --'-ti>r:i>t the de^-ripts.-n of dynamical systems c: th a huge number 
•! i-i.:-— -f Ir---i.-HI has j'T-ven to be exceedingly • •i!h\ult. »ru! our knowledge ES 
aim--^- »-x--Iii>!\'-!> restricted to computer simulations. 
A f-w y-ar-> !*•• Hak I hang. and Wiesenfelu iHTWi [SJ suggesled that »he 
Sr-ju-ii? ••-'iirr-ni'- >-f I /-nois«- an-I fractal structures ar.' the j;rn-n<" tempora! 
•tul ^[•:i»i:ti characteristic of dynamical »Inver. sys'ems with maav ~patiai degrees 
•'f fr-T->»••!!». They use«! a lattice gas model or cellular automaton, as ll»ey are 
• • rii:u-.iily railed, to illustrate the idea, -vhich has now become the paradigm of 
self-organized criticality. 
Motivated by the self-organized-critical model st idird by Bak. Thang. and 
\Vi.>.-[if.-Il. we consider in ("hap. 5 a »let munis tic lattice gas model The de-
terministic lattice »as model consists of repulsive particles following deterministic 
dynamics ilrivrn hy particles, which are injecting stochastically at the boundary. 
Kv»ii this >imple model exhibits a remarkable complex spatial and temporal be-
havior, as the boundary drive exceeds a critical value, which gives rise to a I / / 
(«>u>-r spectrum for the density fluctuations This is interesting because such a 
(M.vv.-r spectrum does not contain any characteristic frequency. Moreover, the au-
tocorrelation function of the time signal is a constant, which implies that the 
correlations among the particles are preserve«! in lime. By studying this and other 
related models, we have gained insight into how the nature of the microscopic dy-
namics influence the collective behavior of the system and thereby also the power 
spertrum of the density fluctuations 
This thesis is based on research work reported in the journal papers: I. II, III. 
IV and V. which are incliid ' in appendix A. The thesis is organized as follows. 
In Chap. 2 we discuss the theory of diffuse scattering of iattice-gas models. <*• 
nymaling from spatial inh<>mogeneities in the material composition as clusters 
m an iindisiorted periodic lattice. !n Chap. 3 we consider the oxygen ordering 
processes both in the pure and in the metal-ion doped YBa3C*U30<+x .Specif-
ically we calculate the three-dimensional structure factor. In Chap 4 we apply 
the constrained transfer-matrix formalism to study metastability in an extension 
of the Hluine-Capel model to include weak, long-range interactions. Chapter 5 
contains a discussion of boundary driven deterministic lattice gas model. In addi-
tion we analyze a specific class of driven systems in the framework of a Langevin 
description. 
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2 Theory of Diffuse Scattering of 
Lattice Gas Models 
!:: "i.:- :. :\ r-r •.•••• •!:«.-.:»> th>- th"-ry "f diffuv scattering ••( lattice-gas models. 
ruir^i!:!:; fr-i:i spatial mhonio».-neities in the material composition as clusler-
- i:i n< ::!i!i-vt-r!--i j«-n-"l:." lattice, based on the results of paper I. In Sec 2.1 
A- !•!:;:•• the structure factor for an arbitrary crystal sy»tem. and review ba-
•>!.- pr,,j.-rfi»-> of structure factor calculation* <>n lattice-gas models. In Sec. 2.2. 
-.:• • btain i decomposition of the structure factor ->"(q) into two contributions 
."•". .|r = -%"i'.r*i<'«|! -^  -""-tf'.q)- where the first part represents the Bragg scattering 
fr-'in ii;-- av.-ras- particle configuration and the second part represents the diffuse 
-.-.•»!t'-rms. which carries information about the correlation lengths. Section 2.2 
— 'tit-tins >.tir main n-sul!s In the approximation, where the clusters are assume«! 
t<> (••• iion-interacting, so that overlapping clusters are allowed, we obtain for a one-
• iiiii>-n>i->nal lattice gas a relation between 5*f(q). the correlation function C(r\. 
an-1 the •liL-wtrr size distribution P(n). which can be generalized to higher dimen-
>i"h* Th«->- relations are then used to calculate the cluster sile distributions, that 
give rise '•• a !.<T.-nl7ian. and a Lorentzian square- lineshape for >".bc(q)- We then 
generalize there relations to the case where the interference effects between diftVr-
•-nt -lusters are included, and calculate exactly for a number of one-dimensional 
• !ii.-:-T distributions thf line shapes of .*».«( q). 
2.1 Introduction 
111'- diffuse scattering of X-rays and neutrons provides a powerful tool to investi-
g.-tf- disorder and defects in structure at a microscopic level in condensed matter 
physics. The full treatment of the theoretical background for the diffuse diffraction 
pattern lies beyond the scope of this thesis, and we will only consider the situation 
wln-re the diffuse scattering is due to spatial inhon.ogeneities in the material com-
position as clusters wi:h a given distribution in a periodic lattice. For a discussion 
• •I" 'he diffuse scattering arising from elastic deformations, defects, impurities and 
other imperfections of the lattice, the reader is referred to Ref. [9]. Cnlike oth-
• r experimental metho<ls. such as optical, electronic, and tunneling microsropy 
techtii<|iies. the information obtained from a diffraction experiment is given in re-
ciprocal space. This is often preferable to a description of the order parameters 
and correlation functions. However, when it comes to obtaining a physical intu-
ition of the system, real space information is generally much more useful. In order 
to fU! in this gap computer simulations of model systems have been of increasing 
importance. The simulation usually proceeds by the use of a simplified statistical 
mechanical model, t.q. a latticr-ga* model, in which the particles are placed on a 
regular lattice, where the interactions are given by an effective flamiltonian [2, 3J. 
in ('hap. 3 we calculate the diffuse part of the structure factor of the ceramic 
high-temperature superconductor YBaifii-jOi!+, by the use of Monte Carlo sim-
ulations of an anisotropic lattice-gas model, the ASYXNNI model and compare 
the results with recent neutron diffraction data. In order to discuss the simulation 
results of the diffuse part of the structure factor, we wish to start with a quan-
titative discussion of the interpretation of diffuse scatting on the basis of exactly-
solvable models in one dimension. Before doing so, we need to briefly review some 
of the fundamental concepts and basic results in structure factor calculations of 
lattice-gas models. 
The unit ce|l r,f a crystal is spanned by the primitive vectors »\. »2. and s*-|. 
along the crystallographs axis If we havep atomic sites in the unit cell, the atomic 
Hisn H 7:M(FN) 9 
-:•-- '.:• ;:•.--:• 5-> r - •!.. j = I .p. where r = itr«, -» n-a? -f »ja^. with n-. n~ 
<:: i •-.. !--mi itit- -^r-> ;«.:;•! «I. .ir»- th»* p<-sit!.wi vectors in the unit cell the crystal 
»>»r--:!i:% tr--.»T--l a> .-«laii-ce-gas. where theoccupation numbers <rir-rd.) = {1.0} 
.:••-•»•:i-ii:i- ••'.'. u. h-t !i--r the site is occupied or nol. tVtmitive vectors in reciprocal 
-;•.•• MH t ••..-!• ':•• -*—fin»->! -i« h; = "-Ir-a; » a3) -'(a, a^ x a3). and analogous for 
l>_ .-.•••! I».; by ••;.••!!•• permutation "f the indices In general, the structure factor 
i-« •{•{:!»•••! i_- 'h'- F<-urter transform «>f th«" density-density correlation function 
''. . • r. r'*» = • «rt r -r ti. 'et r' + d7- )}. where •(• • } denote ensemble average. ' l •* 
-li- -.vri m paper I. that by assuming transnational invariant"«- of th* correlation 
fiiif-ti<-n if ( "(r. r') - ("ir - r') th*- structure factor can be written as: 
, !
 ? , i ' 
Si
*»' = T E L ' " * r+d':»<r + di)*i| } . (I) 
i r -=: j 
wli-T'- .^ is th»* coherent scattering amplitude for neutron diffraction, and .V is the 
number of unit ceils. Equation (I) is equally valid for X-ray diffraction provided 
that bj is replaced by the atomic form factor / ;(q)- Consider first the case, where 
tlv- crystal structure itself can be described as a Bravats lattice. Then the number 
of .it--ins in the unit cell is p = 1 and «li - 0. Hence >"(q) is a periodic function 
with periodicity given by the primitive reciprocal lattice vectors. The structure 
fact-.r >"t«|) '"an then be uniquely specified with only the q-vectors in the first 
Hniloiun zone, assuming that no o»her symmetry element exists For a general 
crystal system with a basis, the structure factor -s"(q) will possess translafional 
symmetry if and only if the basis vectors occupy rational fractional positions. 
2.2 Disorder Diffuse Scattering 
Diffuse scattering is due to disorder phenomena, which result from deviations 
from perfect transiational invariant scattering objects. Fluctuations in scattering 
amplitudes and phase shifts reduce the intensities of the Bragg rrflections, and 
are responsible for the diffuse scattering at the non-Bragg positions in reciprocal 
space. Thermal motion of the atoms in the crystal around their equilibrium po-
sitions gives rise to a reduction in the intensities of the Bragg reflections, and to 
inelastic ami <-nasi elastic diffuse scattering at the non Bragg positions in the rest 
of r--ripr,>cal space, if true elastic scattering conditions are not assured. However. 
the contributions from thermal motion are absent in the lattice gas approximation 
considered here, because the atoms are assumed to occupy fixed positions. We will 
restrict ourselves to the situation where the deviation from iranslational invariance 
only arises from spatial inhotnogeneities in the material composition. We then pro-
ceed by separating the structure factor into two parts: S(q) = .VBr*«(fl) -r •<><tif(q)-
where the first part represents the coherent contribution from the average atomic 
configuration, and the second part is the diffuse part, which carries information 
about the flnctuations of the atomic configurations from the average, and hence 
the correlation lengths Formally this is done by separating the occupation num-
bers into two terms <r(r + d,) = r} + A<r(r + d7). where the first term is the 
average occupation at the atomic site j . and A«r(r + d ; ) is the deviation from 
average occupation. As shown in Ref [10] the separation yields 
1 
•StrWn) = T E5> , q , r M , , vA 




) - (2) 
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U- :. .•- :__-•; r ::• hm--::*-: -;:\l jit.~i-l» f »r which the difFus«- part of ihestruc-
•-..-- :: • r •.:. !••- ^ r.-i •x^-tiy W- consider an intimt«- one diiiK-rvsimal lattice 
12 -•..•;•: ; • • : : - -;..i--i::- c \Y«- •-.in treat the system a* a chain with .V sitr* f.»r 
*. -y W- ::..v.- 7_-_ Y i!~n*:.\il -.arti--I«-s. with scattering amplitude 6 Ile«-.-«-
• ::• ::•-::• r •': :i • f part•••[•-> i> x = hi : i \_
 v i .V- '.V i. The distribution of th«-
; -.:': '.• - n '!:•- '- tiis— ;:v«^ n**- t>- formation "f •"lii>l»-r>. separated l«y vacancies. 
Ir vi;:-. ::tl>. ••M): a y^%t--m w..uM have Ke«-n described in terms of the dt-nstty-
•'• r:-i-i. rr- !tt!..n f"u!i-t:-.n ( "• ri. which naturally arises in linear response theory. 
v.: [ ar«- r-lat-l to the diffuse part i>f 'h«- structure factor .S^if) by the Wiener-
khin--hi!t sh"-r«-i!i tsee r. j . Ref. ^l!]). However tb* approach which we shall fo!I».»w 
•••.•i-.£Nr> of characterizing ihe system by the cluster size distribution P(n). In th«? 
approximation, where th«- »lusters ar«* assumed to be non-interact mg. so that over-
lappin* -Iii-t.r> ar«- allowed, we will show that the description of the system is 
••••supl'-t.- in t.-rnis ..f any of the functions Pin), ."».wtf). ami C(r). since each one 
• -tii t-- f uii-i from the knowledge <>f one of the others. For the relation between 
th-- str.i-tur«- factor an-1 the correlation function, the reader is referred to paper 
I At a fundamental level, the description of the system in terms of the cluster 
distribution Pint rather that the corr«*lation function C(r) s«--ms physically to 
!••• th«- iin-st ap'-ealing. even though gui«b- lines exist for choosing C*(r) such as 
n>«a:i-hVid theories, «•.•*. Ornstein-Zernite and the cluster variation metho<l. This 
point he.-onies .->p«-i-ially clear in the rase where interactions between clusters are 
taken into account In this case the relation between P(n) and >4rf(f) becomes 
n--n linear, so t tat the cluster distribution fin) cannot in general be obtained 
from »h«- >tru-ttire factor However the correlation function (~(r) can always be 
obtain«--! from th«- knowledge of >".srf(f)- Physically a description of the system 
from Pirn .-an !>•• mu-h simpler, t "onsider for example a ran>!om distribution of 
partiel«--., which l«-ads to a l*««isson •listribution of the cluster sires. This follow* 
fr -isi th«- fact that the l'<>issf>n 'listribution. with an average cluster size of fa. 
••an i ..tamed from the Binomial distribution in the limit p—0. an«! X—x. 
>U'"h that / = .Vj.'g.Y. where p is th«> probability that a particle occupy a given 
lattice site, and .V is the number of lattice sites. A ilescription in terms of the 
•' •rr«latio|| function would be very complicated. The problem with using the cor-
relation function at a fundamental level for «!escribing the system, is that Swiq) 
will d«-p«-nd on the details of C{r) especially for large r. which are troublesome 
m <""i!iputer simrlations. On tlie other hand, the cluster size distribution P[n) ts 
ri-adily determined from computer simulations up to a maximal cluster size nraM 
•i'-p« tiding on tit«- system size used in the simulations. By truncating the cluster 
>!/•• distribution. s-> that Pin) = 0. for n>n- ,„ . the relative error in >",|1f(<() for 
l.ir^ «- n_-.„ b«-«-om«-> ) 1 - j-)"1 V_^ - P(n). which shows that >".Sif(«7) is insensitive 
to ti,.- detai's of the cluster distribution for large n. 
Mathematically a single cluster Jn.n{r) can be represented as a box An.n(r) *>f 
unit 1 -igth and length na centere.| at R containing n delta functions with spacing 
<r 
fHn(r) = YfJr-R+('^±- i\A=AKn(r)D(r). 
Ihr) = Y. f{r-Jn) <3> 
• = - " » 
In th«- following discussion we will only be interested in diffuse scattering, so that 
<t dors not coincide with the Bragg positions <\ ^ Qm = 2xrn/ti. where m is an 
integer The Fourier transform of / , , ( r | . is given by a folding of the Fourier 
transform of the box function An„(r) and that of the perfect structure D(r) [12]. 
Urns /» , ( • ( ) = .-ifin(«7, :•: Wq) The Fourier transform of / „ „ ( r ) can also be 
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evaluated directly [12] and yields 
/«„('/> = ^ t « ' « f l • (4) 
sin(?a/2) 
Consider a distribution of randomly placed clusters / / j„(r) with a size distribu-
tion P('i) The distribution is normalized, so that the concentration of particles is 
i - limv—^(-Vp/.V) which gives the constraint: ^T^L, nV(n) = x In the approx-
imation where we neglect interference phenomena between clusters (overlapping 
clusters are accepted), we can apply Campbell's theorem, which calculates the 
power spectrum of a function consisting of a random repetition of elementary sig-
nals (see appendix L in Ref. [12]). The structure factor normalized to one lattice 
site can then be written as 
DO 
Sd,f(<7) = i 2 X>HI/« ,n (? ) | 2 , (5) 
n=0 
which is just a weighted average of the structure factors arising from a single clus-
ter containing n delta functions. Equation (5) is valid without any restriction of 
dimensionality. In one dimension the applicability of Eq. (5) is restricted to the 
limit x—0, since overlapping, clusters are not physically acceptable. In higher di-
mensions, for q in the direction where all mass points in planes perpendicular to q 
can be projected onto the delta functions of a lir ?ar chain, overlap naturally aris-
es and the modification is simply that instead of using //?,n(?) as evaluated from 
Eq. (4) we have to consider the folding fn,n(q) = Ajin(q) 0 D(q), with AR„(q) 
replaced by the Fourier transform of the projected shape function. Naturally it is 
interesting to be able to invert Eq. (5), so that given 5dif (?) we are able to deter-
mine the cluster size distribution function V(n). If we assume that the projected 
shape function is that of a box function, Eq. (4), this can be done analytically. 
For details of the derivation the reader is referred to paper I. We obtain 
( " ) = ^ 7 / /
 ( / r S d l f ( 0 s i n 2 f M c o s ( n 0 , (n > 1 P ( " ) = ^ y dt SM(t) sin'I-)cos(nt), (n > 1) . (6) 
Data from diffraction experiments are often fitted to a Lorentzian Ll(q) oc (q2 + 
K 2 ) - 1 , or a Lorentzian square Lr(q) oc (q2 + KT)~2. It is interesting to determine 
the cluster size distributions, that give rise to these lineshapes. It is important to 
note that since Sd>f (</) in Eq. (6) is periodic, i.e. Sdif (</ + Qm) - Sdif(?), we must 
chose the lineshapes, so that they satisfy this constraint. As discussed in paper I, 
the proper choice for Sdif(?) rnay be written: 
S,M{q) = x6- L"p (1 + a2-2acos(ga))>' ' 
(7) 
with p = 1 for a Lorentzian, and p — 2 for a Lorentzian square, and normalization 
constants Cp. Obviously Eq. (7) has the correct periodicity, and by expanding Eq. 
(7) to second order in K and q we obtain the expected limiting behavior Lp(q), 
p — 1,2. From Eq. (6) we obtain 
T>tn\ - -2lC" i2' „ sin2(</2)cos(nt) 
This integral can be calculated analytically, see Ref. [13] p. 369. The normalized 
duster distributions may then be written for n > 1: 
r(°-'>3 
*>(*) = < ,(.:.,(„..,», , , . . „ , _ - „ (») 
^ r / [ « ( « ' - ! ) - 2 a ] « - "
 P = 2 . 
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lims from F.q. (9) wc .set- that a Lcrentzian lincshapc (p = 1) gives rise to a cluster 
size distribution, that decays exponentially. The condition for a non-negative clus-
ter distribution yields x < l/(2-eKa), which means that for a given x, there exists 
;i maximum value for K. This cat, easily be understood as follows: In the limit where 
the particles occupy all sites on the lattice x—1, it follows from the inequality that 
K—0. corresponding to a delta function as expected. The cluster distribution for 
.i Lorentzian square (p = 2) unlike the exponential distribution is suppressed at 
small 'i and has a maximum at nm a x = ( -1 + a 2 + 2alna)/[( — 1 + a2)Ina]. For 
«>'inuiK tlie distribution decays exponentially. The condition for a non-negative 
cluster distribution gives KO > ln(l + v2)- The physical consequence of the lower 
bound in K is that only a narrow distribution around small cluster sizes is com-
patible with an exact Lorentzian square. At lower temperatures the cluster sizes 
become larger and the correlation length diverges (K—• 0), in which case the criteri-
on for a non-negative distribution is violated, and the Lorentzian square lineshape 
is not supported. In other words if an experiment results in a Lorentzian square 
this implies that only short range order are present (at least in one-dimension). 
We now turn to a discussion of the structure factor calculation, in one-dimen-
sional models, where the interference effect between different clusters are taken 
into account. The problem is stated as follows: determine Sdir(g) for a distribution 
of unequally sized clusters /fl,^(r) separated by vacancies, not allowing overlaps. 
A simple solution considered in Ref. [14] is to include a vacancy to the right of 
the cluster in the definition. A problem with this approach arises, since it cannot 
account for the observed interconnected, sponge-like domain structures which oc-
cur in simulations as well as in experiments in many systems of phase separation. 
This feature can only be included, if correlations between the distribution of the 
ordered and the vacant regions are taken into account. Experimentally a charac-
teristic limiting behavior for S&tiq) oc q~4 for large q, called Porod's law [15, 16] 
(for meso-scopic domains and narrow linewidths, so q<g.2ir/a) arises as a result of 
sharp domain walls; and S,ut(q) <x g4 for small q, called Pego's law [17] (for locally 
conserved order parameters) arises due to the above mentioned correlations. This 
problem has not been solved in general, even in the one-dimensional case. How-
ever, in Ref. [18] it was shown, that by filling the boxes An„(r) symmetrically 
around R and leaving the remaining part as vacancies at x = 1/2, one obtains 
sufficient of the required correlations to obtain the expected limiting behavior of 
.V,t,r (q). However, both methods of including the vacancies yield qualitatively iden-
tical results for intermediate (/-values. For mathematical simplicity we will follow 
the approach of including vacancies to the right of a cluster. This means that the 
cluster size distribution, in addition to the normalization 5^°_i riV{n) — x, has 
to satisfy the constraint £n°=o^( n ) = 1 - x. The structure factor for the diffuse 
scattering can be determined exactly [19, 14] and takes the form 
S.lif(7) = b2(l - x) 2 1 - " 2 t ie" = - i - Y v i n y ' W , (10) 
1 +ul - 2ucos(ø) 1 - x ^ 
where <!> and u are real and defined as phase and modulus of the complex num-
ber from the summation over the cluster size distribution in Eq. (10). The nor-
malization condition gives the following constraint: 0 < u < 1. In paper I, we 
calculated exactly S^[(q) for three different cluster size distributions: X*dcita(i) = 
W„,o + Af6n.it corresponding to a random distribution of clusters of equal length 
fa; Vetp{n) = V6n,o + Afe~Kna, corresponding to an exponential distribution of 
cluster sizes with width l//c; and Z>p0i5,on(") = V6„,o + Aft1/"!, corresponding 
to the situation where each particle randomly occupies the lattice sites, with an 
average cluster size of (a. The average cluster length (n), and its variance <r2 = 
(rr) - (n)2 of the distributions are easily determined. For large I and small K we 
obtain: {n)rMlA = t, <Tjeka = 0 for the delta function distribution; (n)exp = («a) _ 1 , 
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<T; = (KU)~J for the exponential distribution; and (Ti)p01MOn = t, 0polMon = £ for 
the Poisson distribution. We see that by choosing Ka = \/t all distributions have 
the same average cluster length. However the location Df where the distributions 
have maximal weight as well as the variance is quite different. Since the expressions 
for .V.jif ('/) are rather complicated they are noi repeated here. The lineshapes orig-
inating from the different distributions are denoted as follows: S^leflta(?), S^f'(q), 
and .^i'f1,5on(7)- The lineshapes are displayed in Fig. 1 on a linear scale versus the 
(/-vector in the first Brillouin zone q £ [—jr/a;ir/a]. It should be noted, that since 
the cluster size distributions are normalized, for a particular value of the particle 
concentration x, the integrated intensities of the different structure factors are also 
the same. The lineshapes presented are calculated with £ = 5, and na = \/£, -*nd 
a particie concentrations of x = 0.1, x = 0.3, and x = 0.5 respectively. In addi-
tion, we have added a Lorentzian lineshape for comparison. In panel (a) x = 0.1, 
we see that S^'f(q) appears to have a Lorentzian lineshape, with a much smaller 
full-width-half-maximum (FWHM) than both S$ i 55°n(?) and S$f*(q). This is 
remarkable, because P«xp(n) has a larger weight on the small cluster sizes, for 
the parameters chosen, which should give a broader lineshape. It is interesting 
to note, that the effect of taking the interference between different clusters into 
account, does not prohibit the intensity for 5^'/ta(q) to vanish at certain j-vectors. 
However for S^"3on(q), which includes a variation of the cluster sizes around la, 
the oscillatory behavior in Sffi*(q) is averaged out. In panel (b) and (c) the line-
shapes are shown for larger particle concentrations, where it is seen that Sffi*{q) 
and S*l°"ion{q) develops a satellite peak at a wave vector qiM. However in the 
case of the Poisson distribution, the particle concentration is much higher for a 
satellite to appear. This behavior is not found for the exponentially distributed 
clusters, which always has a maximum at q—0. The position of g,at is related to 
the inverse length I/(a of the clusters and the particle concentration x, because 
the cluster length and the packing density results in a characteristic separation 
between the clusters and therefore gives rise to apseudo periodicity. This behavior 
has been discussed by Guinier [19], who called it the formation of a 'para-lattice'. 
The relation between g,at and l/ta is not trivial and depends on the value of x. 
This is demonstrated in Fig. 2, where the position of gsat is plotted versus x, in 
the range 0 < x < £/(l -f £). The upper bound on x comes from the requirement 
of a non-negative distribution function. In panel (a) the position of qtat is shown 
for the delta function distribution for t = 5,10 and, 20. It is seen that <7!at=0 for 
x < X(je|,a. For x > Xddtai g»at becomes non-zero. Thus for x < xd e | t a there is no 
characteristic length scale in the problem except the cluster size la. For x > Xde[ta 
a new length scale enters: the characteristic separation between clusters given by 
i/lsm- The satellite position qiat increases monotonically with x, since naturally 
the distance between clusters becomes smaller at higher particle concentration. 
It is seen, that apart from the £ dependence of x<jeila the functional form of gsat 
scales with I. This has important consequences for the experimental situation, 
since it allows for a determination of the average cluster size from the particle 
concentration. In panel (b) the corresponding results are shown for the Poisson 
distribution. Apart from the fact that xp0jS50n show much less I dependence, the 
results are qualitatively the same as those for the delta function distribution. 
2.3 Discussion 
The basic theory for structure factor calculation of lattice-gas models has been 
reviewed. In the approximation of non-interacting clusters we have obtained linear 
relations between the difTuse part of the structure factor 5dir(<l), the correlation 
function C(r), and the cluster size distribution V(n). This means that the descrip-
tion of the system is complete in terms of any of the functions V(n), Sdit(q), and 
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Figure 1. Lineshapes of the structure factor from one-dimensional distributions of 
non-overlapping clusters. The cluster distributions are indicated as follows: expo-
nential distribution (long-dashed line); delta function distribution (dashed line); 
Potsson distribution (dashed-dotted line). For comparison we have included a 
Lortntzian lineshape (solid line). The parameters used are: t — 5 and na — l~x. 
The panels (a), (b) and (c) show the behavior for a particle concentration of 
x = 0.1, x — 0.3, and x = 0.5 respectively. 
C(r), since each one can be found from the knowledge of one of the others. On 
this basis we have discussed the possibility of having lineshapes of a Lorentzian 
and a Lorentzian square. In the one-dimensional case, the results are restricted 
to the li-.iit of low particle concentration, in order to assure that the clusters are 
non-overlapping. For larger particle concentration, the interactions between the 
clusters become important. The interactions give rise to interference phenomena, 
which introduces non-linearity in the problem. Only in the one-dimensional case, 







> • • - - " ' " »^•" 
,.•*"" 
10 _.. -*•"" 
/ . ."'*" 20 
• / .--'" 




















10 . , . ' - ' ' 
' ' 20 . 
0.0 0.2 0.4 0.6 0.8 
X 
1.0 
Figure 2. The location of the first maximum g$at of the structure factor S(q) within 
the Britloum zone. The satellite positions <jsat are displayed as function of particle 
concentration x, for different values of the average cluster size i = 5,10 and, 20. In 
panels (a) and (h) are shown the results obtained from the delta function distribu-
tion (dashed line), and the Poisson distribution (dashed-dotted line) respectively. 
sion for 5<j,f(7) in terms of the cluster size distribution X>(n). Consequently V(n) 
in contrast to C(r) cannot in general be obtained from the knowledge of Sdi({q)-
For particle concentrations exceeding a critical value, r»at, that depends on the 
details in the distribution function, satellite peaks develop in Sdif(?) for the delta 
function distributed and the Poisson distributed cluster sizes. These distribution 
functions have a maximum density for finite cluster length, and as a consequence 
of the 'excluded volume' effect they give rise to the formation of a para-lattice. The 
basic reason for the formation of a para-lattice is the tendency for the finite size 
clusters to pack in the lattice with a characteristic separation which is determined 
by the average cluster length and the particle density. 
The formalism presented so far is valid for a lattice-gas model, where the par-
ticles occupy fixed positions, which implies that the structure factor Sdif(q) is a 
periodic function, with periodicity given by the Bragg positions. Alternatively a 
continuum formulation could have been applied, by letting the lattice spacing a 
go to zero. All sums would then have been transformed into the corresponding 
integrals. It should be noted that in such a formulation Sdif (q) loses its periodici-
ty, since all Bragg positions except Qo — 0 moves to infinity. Naturally equations 
involving integrals would be much simpler to handle mathematically. However, the 
virtue of the discrete formulation besides being the exact solution, is that we can 
avoid unphysical divergence of the integrals. Let us elucidate this point further by 
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considering mi important example involving power law distributed cluster sizes. 
Such distribution would arise if the spatial cluster distribution was a fractal, since 
the characteristic feature of?, fractal is its self similarity, which means that the 
structure looks statistically the same independent of the length scale used. The 
lack of a characteristic length scale immediately implies that the cluster sizes are 
power law distributed P(t) x. t~a. It is therefore interesting to determine S&,f[q) 
for such a distribution. For the discrete fomuilation considered in Sec. 2.2 it can 
be proven that ?^.j,f(<?) cannot be obtained ir. Josed form, even in the limit where 
interaction between clusters is neglected. However, in the continuum formulation 
assuming non-interacting clusters, we obtain Sdif(?) ex | j L00 dtV(t)sil\2(qt/2). 
The solution of this integral yields1 5a,f (5) oc q~& with 0 = 3 - a for a > 1, and 
3 = 2 for a < I. This result showt that also Sdif(g) displays power law scaling, 
which is to be expected due to the absence of a characteristic length scale in the 
problem. In fact it was shown in Ref. [22] from an argument of the behavior of the 
pair correlation function, that the exponent j3 can be identified with the fractal 
dimension dj < d of the spatial cluster distribution. Power law scaling of SM(q) 
has been observed experinjentally in many systems, and the reader is referred to 
Ref. [22] for a review. 
'The integral for 5d,f (<j) was considered in a context of noise spectra originating from the 
flow of sand down a slope in a cellular automaton in Refs. [20, 21] 
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3 Oxygen Ordering Processes in 
YBa2Cu30 ( ;+r 
lit this chapter we consider the two- and three-dimensional oxygen ordering pro-
cesses jti rhe ceramic copper-oxide supercond ictor YBajCuaOs+r , bases on the 
results of the papers I. II. In addition we discuss the effects of metal-ion doping 
on tii- two-dimensional oxygen ordering properties based on results of paper III 
In Sec. 3.1. we discuss the applicability of the anisotropic two-dimensional lat-
tice gas model, known as the ASYNNNT model, to describe the structural and 
thermodynamic properties of YBajCuaOg+r . In Sec. 3.2 we briefly review the 
crystal structure of YBaiCuaOg+r , and discuss the experimentally observed oxy-
gen phases, which consist of a tetragonal disordered phase and two orthorhombic 
ordered phases ortho-l, and ortho-II. The structural transformation between the 
tetragonal phase and the orthorhombic phase is associated with the formation of 
long-range elastic forces, which are of three-dimensional nature. In a phenomeno-
logical way, we account for the three-dimensional oxygen ordering, by extending 
the ASYNNNI model into three dimensions, by adding a weak coupling term be-
tween the CuOr basal planes. In Sec. 3.3 we present our Monte Carlo simulation 
methods for studying the ASYNNNI model, including the histogram methods of 
Ferrenberg and Swcndsen. In Sec. 3.4 we report on the calculation of the structural 
phase diagram both in two and three dimensions, and compare the results with 
experimental data. Section 3.5 contains the structure factor calculations of the oxy-
gen ordering properties. In addition to a mean-field calculation, we describe how 
the Monte Carlo calculations are implemented on a Connection Machine (CM2). 
The numerical results are compared with recent experimental data. Section 3-6 
contains the results obtained from a Monte Carlo simulation with particular em-
phasis on the effects of metal-ion doping on the oxygen-ordering properties of 
YBajCunOij+r - The results are discussed in relation to experimental observations 
in Fe-doped systems. 
3.1 Introduction 
The discovery in 1986-87 [23, 24] of ceramic copper-oxide superconducters with 
superconducting transition temperatures Tc as high as 125K has led to an un-
precedented burst of scientific activity in the condensed matter community. De-
spite this interest, the physics behind the pairing mechanism leading to these 
unusual high transition temperatures remains elusive. In conventional so-called 
BCS superconductors the pairing mechanism is based on the interaction between 
the electrons and the lattice. Elucidating the relationship between structure and 
superconductivity in the present case has been a natural focus of both theoretical 
and experimental attention. 
The most obvious candidate for structural studies is the perovskite YBa2Cu3-
Or,+z , since in addition to being an almost ideal model system for two-dimensional 
structural ordering phenomena, there is experimental evidence, that not only the 
oxygen content x [25], but also the nature of the oxygen ordering [26, 27, 28] 
are important for the superconducting transition temperature Tc. The variable 
amount of oxygen (0 < x < 1) is located in the widely separated (as 11.7Å) CuO* 
basal planes of the structure and it acts as a charge reservoir creating the neces-
sary holes in the superconducting CuC>2 planes. For low x-values the material is 
an anti-ferromagnetic insulator/semiconductor with tetragonal symmetry, while 
for high oxygen contents it becomes orthorhombic, metallic and superconducting. 
At intermediate oxygen concentrations both the structural and the superconduct-
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ins; |iri>|>»-rti»-s exhibit a rich variety of features. For well equilibrated samples a 
[>!at.-:tii-lik<- deprn.letu-e of the superconducting transition temperature is observe«! 
with /: = MK fur i > OS. /:- = r>8K for 0.-15 < x < 0.65 and 71- = OK for x < 0.3. 
It is jji-iierally accepted that the oxygen ordering in the basal plane is the driv-
v.S. f->rce for the majority of the observed structural transformations and local 
ordering phetiuiiiena. 
Kor this reason it is natural that two-dimensional lattice gas models [29. 30. 31, 
32. 33. 31. 35. 36. 37. 3$, 3D], and notably the anisotropic nearest and next near-
est neighbor interaction model, the ASYNNNI model has attracted considerable 
interest. This simple model has been found to give a surprisingly good description 
of a majority of experimental data on the structural phases of the material. In 
addition, using the inherent features of this model, Poulsen ti at. [40] were able 
to propose a simple mechanism for the relationship between the oxygen ordered 
structure and superconductivity, in close agreement with experimental findings. 
However it was shown in paper II, using thermodynamic relations between the 
chemical potential and the measured oxygen-gas pressure, that the ASYNNNI 
model only qualitatively accounts for the experimental thermody nanr c data. 
The success of the two-dimensional ASYNNNI model in accounting for the struc-
tural properties is not surprising, since the degree of anisotropy is known to be very 
large; tlie oxygen mobility within the plane is 10 times higher that the mobility 
between the planes. However the structural transformation between the tetragonal 
phase and theorthorhombic phase is associated with a formation of oxygen-copper 
chains in the CuOx basal planes, which gives rise to a long-range strain field, which 
are of three-dimensional nature. It was argued in paper II, that in spite of the fact 
that the stress energy is relaxed by the formation of twin domains, a /pny-range 
strain field is reminiscent, creating an orthorhombic distortion. Lately it has be-
come urgent to investigate the three-dimensional nature of the oxygen ordering 
process, since recent neutron and X-ray diffraction results [41, 42] have shown the 
formation of three-dimensional long short-range orthorhombic order in a twinned 
crystal. One way of achieving this is by adding an effective attractive inter-plane 
coupling I4 to the well known ASYNNNI model. The effect of introducing even a 
weak interaction parameter V4 ^  0, indicates that the phase transition separating 
the disordered tetragonal phase from the orthorhombic ordered phase is shifted 
upwards in temperature, which causes the effective interaction parameters to be 
renormalized. This is of particular importance when comparing with interaction 
parameters obtained from first principles. As another subject of interest, we have 
calculated the diffuse part of the structure factor Sd,f(q) from the statistics of 
the oxygen-ordering properties, and found that it is in good agreement with the 
experimental findings. 
Experimentally there have been many attempts to change the superconducl ig 
properties of YBa2Cu306+i by chemical substitution. In principle it should be pos-
sible to increase the superconducting transition temperature Tc by additional hole 
doping, but in all cases Tc has been found to decrease. Doping with M = Co, Fe, 
and Al is in particular interesting for the studies of the oxygen structural ordering 
and its influence on Tc, because the metal ions substitute predominantly for Cu in 
the CuOr basal planes for the structure. The valence and the oxygen coordination 
number of these M-species tend to be larger than that of Cu, and consequently 
they cause oxygen disordering in the Cui_,MjOx basal plane of YBa2Cu3_yMy-
On+J-. In order to determine the effects of the diffusive metal-ion dopants on the 
oxygen ordering properties, we have performed a Monte Carlo simulation. The 
results are briefly discussed in relation to experiments on YBa2Cu3_yFeyOc5+r-
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3.2 Modeling of Oxygen Order 
Kxpermieutally the oxygen stoichiometry r of YBajCuaOs+x can only be varied 
between x=0 ami x=l . Under high pressure the compound is unstable towards 
formation of the superconducting material YBa2Cu40g [43]. The compound ex-
hibits two structural phases at high temperature. For small x values the compound 
is tetragonal with space group P4/mmm, while for higher x-values it becomes or-
tliorhonibic with space group Pmmm, due to oxygen chain formation in the CuOr 
basal plane This orthorhombic phase is also known as the ortho-I phase and has 
a stoichiometric composition of x = 1. At lower temperature the compound devel-
ops an oxygen structure known as the ortho-II phase, which has the stoichiometric 
composition x = 1/2. The crystallographic structure of YBajCuaOs+x is based on 
a unit cell, which consists of a stack of three perovskite cubes. The unit ce!' has 
almost ideal 1x1x3 dimensions. The primitive uni» vectors of the unit cell are 
|a| = 3 9 A, |b| = 3.9 A, and |c| = 11.7 A, and they are mutually orthogonal. 
The essential features of the crystal structure are described in Fig. 3, where the 
unit cell is indicated by solid lines. The interaction parameters Vi, Vj, V3, and 
l'i are discussed below. The notation A(x,y, z) denotes th?t atom A is located 
at the coordinates (x,y, r) with respect to the basis of the unit cell, and A refers 
to the site nomenclature from Jorgensen tt al. [44]. The unit cell is generated 
by Y(l/2,1/2,1/2) , Ba(l/2,1/2,0.19), Cul(0,0,0), Cu2(0,0,0.36), 01(0,1/2,0), 
02( 1/2.0.0.38), O3(0,1/2,0.38), 04(0,0,0.15), 05(1/2,0,0) and by applying the 
mirror plane symmetry at the level of the yttrium atom. All oxygen atoms assume 
perovskite positions located halfway between the copper atoms along the cube 
edges. There are no oxygens at the level of the Y atom, but the oxygen sites 0 2 
and 0 3 at the level of Cu2 are fully occupied. From recent single crystal neutron 
diffraction measurements [45] it is established that only the oxygen sites Ol and 
05 have a variable occupation. Writing the total number of oxygen atoms in the 
unit cell as c0, = 6 + x, it follows that the oxygen stoichiometry x is given by 
x — (ø-(Ol)) + ((T(OO)), where (• • •) denotes the average over all equivalent sites in 
the crystal. Therefore, in the modeling of the oxygen order for YBajCu306+x only 
the oxygf n sites located at Ol and 0 5 are taken into account. To model the oxygen 
order in YBajCiigOs+r , the oxygen sites located at Ol and 0 5 are treated within 
a lattice gas approximation, by introducing a site occupancy variable tr(r). This 
means that <r(r) is restricted to take on two possible values ff(r) = {1,0} depend-
ing on whether an oxygen atom is present or absent at site r. The modeling of the 
ordering of oxygen atoms in the CuO* basal planes of YBajCuaOs+x . is done by 
Monte Carlo simulation of an extension of the two-dimension««! ASYNNNI model, 
originally proposed by de Fontaine tt al. [46], into three dimensions. In Fig. 3 the 
basal planes can be seen to consist of a square lattice of copper atoms, with oxygen 
sites located halfway between the copper atoms along the square edges. The pair 
interaction parameters V\, V?, V3, and V4 are defined as follows: Vi is the nearest 
neighbor repulsion between to oxygen atoms. Vj is the next nearest neighbor at-
tractive interaction between pairs of oxygen atoms, which are bridged by a copper 
atom (NNNCu), while V3 a repulsive interaction between oxygen atoms which are 
not bridged by a copper atom (NNNV). In the three-dimensional extension of the 
ASYNNNI model we introduce an attractive interaction V4 between pairs of oxy-
gen atoms located on adjacent basal planes vertically above and below each other 
(NNPl). In the computer simulations it is convenient to introduce a new basis ei , 
o2, and es for the 01 and 0 5 sites, which is rotated 45* around the crystallo-
graphic oaxis. The new basis which given by ei = (a + b)/2, ej = (b —a)/2, and 
rv, = r, is an orthogonal lattice In this basis the oxygen sites at the Ol and 0 5 
ran be written r = njCi + n2e3 + n^e^, where ti\, nj, and nz are integers. This 
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Figure 3. The crystallographic structure of YBa^CuzO^z . The unit cell has al-
most ideal 1x1x3 dimensions, and is indicated by solid lines. All oxygen sites 
assume perovskite positions located halfway between the copper atoms along the 
square edges. The variable oxygen stoichiometry occur at the 01 and 05 sites in 
the basal planes, which are separated by |c| = 11.7 A along the c-axis. The oxygen 
pair interaction parameters Vj, \\, V3, and V4 are defined as follows: Vj 15 Me 
nearest neighbor repulsion; V2 is the next nearest neighbor attraction between pairs 
bridged by Cu; V3 is the next nearest neighbor repulsion between pairs not bridged 
by Cu; V'4 is the nearest neighbor attraction between pairs on adjacent basal planes. 
leads to a three-dimensional grand canonical Hamiltonian: 
NN NNNCu NNNV 
H = -K, £ *(rMr') - V2 £ <r(rMr') - V3 £ <r(r)<r(r') 




The sum runs over all oxygen pairs (r.r'), which are nearest neighbor (NN and 
NNPI) or next nearest neighbors (NNNV and NNNCu) respectively. The chemical 
potential /i acts as an external field, and can be related to the equilibrium oxygen 
partial pressure in the sample. For details the reader is referred to paper II. We 
have simulated the oxygen order in both two and three dimensions in order to 
study the effect of the inter-plane coupling V4 on the oxygen ordering process. In 
the two-dimensional simulation studies we set V4 = 0, which effectively decouples 
the CuOx basal planes. In this case the relative magnitude between the interaction 
parameters has been established by a comparison between experimental data and 
Ri»o-R-734(EN) 21 
-iiiiiil.iEiDii >tiulies ?3t>. 37. 47j and paper II. to be 
ir,. t,. r3, = (-r„.o.36r0, -o.m'o), (i>) 
with V.-fkn = ~>430K. In the three-dimensional study we have chosen to use the 
same intra-plane interaction parameters. For the inter-plane interaction parameter 
ive have used V, = 0.021J suggested by de Fontaine tt a/, in Ref. [48]. As a 
<-<ii!M'(|Urnce <>f the coupling between the basal planes, it is necessary to redefine 
ih- .-ii.Tgy scale, (see paper I), so that l '0 / iB = 4490K. 
In the M(' simulations, the stoichiometric factor x is calculated from the average 
number of oxygen atoms on the lattice by 
' = ^ - ( $ > ( r ) > . (13) 
•''lot *J* 
where .Vto, is the number of available oxygen sites. 
A full analysis of the ground state oxygen configurations arising from the two-
dimensional ASYNNNI model (Eq. (11) with V4 = 0) was given in Ref. [31]. For 
the interaction parameters chosen the ground states, in the CuOx basal plane are 
shown in Fig. 4. The ortho-I phase, which at perfect order corresponds to x = l , 
O r t h o - I I O r t h o - I 
l b 
. a 
Figure 4- Schematic presentation of the two ideal orthorhombic phases, the ortho-
II phase (x = 1/2) and the ortho-I phase (x = 1). The dots denote copper atoms, 
whtle circles denote oxygen sites. In the ortho-II phase, the domain shown is of the 
b-typt with oxygen chains in the b-direction. There are two possible b-type ortho-II 
domains and two a-type ortho-II domains. In the ortho-I phase, the grey sublatttce 
represents a b-domatn, while the white sublatiice represents an a-domain. 
is a two fold degenerate oxygen structure. The ortho-II phase, which at perfect 
order corresponds to x = l / 2 is a four fold degenerate oxygen structure. The ideal 
tetragonal phase consists of an empty oxygen lattice (x=0). For stoichiometrics 
deviating from the ideal ones (x = 0, 1/2, 1), the ASYNNNI model exhibits an 
infinite number of ground states. For stoichiometrics with 0 < x < l / 2 they are de-
generate with the ortho-II and the tetragonal ground states at the order-disorder 
transition, while for stoichiometrics with l /2<x<l , they are degenerate with the 
ortho-II and ortho-I ground states at the order-disorder transition. 
3.3 Monte Carlo Simulation Methods 
For a comprehensive review of the Monte Carlo techniques in statistical mechanics 
the reader is referred to Ref. [2, 49, 50]. The aim of a Monte Carlo simulation of 
a statistical mechanical model with Hamilton H is to provide a sequence of con-
figurations of the system, which are distributed with the appropriate Boltzmann 
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i r• :.,il iluj Att'-r hating r>tab!ish»-d equilibrium in the sysUm. the subsequent 
•»-.III.-H.-.- ,.f !i..:i>:ir>ni-!i's ».!" physical quantities corresponds to a time-averaging 
pr-•••••» !•>• w [a« ii the >>>t«-in evolves according to jtochastic dynamics. In the 
M-ir-.jM.Ii> algorithm the .-u,c--ssiv»- configurations ar? not chA*sen indepen<b-nlly 
• X <-~v\\ "ih'-r. but ratht-r -"..HtstriKled as a Markov chain, in which the transition 
|.r- .I.ar>ility i_- siv> n by 
,.-, .._/«p[-(wu')-wu)j/*«n if«(-••)>«(-•) 
" ' - - - ' - ( I otherwise. <"' 
We used the Metropolis algorithm with both Kawasaki and Glauber dynamics. 
(-orri-sponditij; to conserved «nd non-conserved number of oxygen atoms, respec-
tively fht' Monte Carlo simulation with Glauber dynamics is performed in the 
usual manner, where at each step in the Markov process individual oxygen atoms 
were attempted to be inserted and removed at random according to the transi-
tion probability. Eq. (14). Since the number of oxygen atoms are not conserved in 
this fashion. the corresponding ensemble average is taken from the grand canon-
ical ensemble. It should he noted, that in a Monte Carlo simulation process the 
emphasis is to achieve a realistic statistical distribution of the configurations at 
a given temperature. However, the updating procedure needs not be physically 
realistic, except for fulfillment of certain constraints. Such constraints could be 
to preserve the number of oxygen atoms at every new Monte Carlo step (MC-
S). A simple way of doing this is to use Kawasaki dynamics, which only allows 
interchange of particles and vacancies. 
lu t he real physical system the oxygen atoms have to jump from place to place. It 
might be a good approximation to consider only jumps to vacant nearest neighbor 
and next nearest neighbor sites. This can easily be simulated using the Kawasaki 
dynamics which allows only such interchanges; let us call this update (A). After 
many MCS it is expected that the phase space will be properly visited. However, 
a much faster method (D) is obtained by allowing oxygen atoms to jump' over 
arbitrary distances. This should not be considered as modeling the real oxygen 
diffusion, hut rather an efficient sampling procedure of other relevant independent 
configurations. The point is that as far as equilibrium properties are concerned. 
there should be no difference between (A) and (13), but clearly the equilibrium 
condition is much easier obtained by (B). The ensemble properties obtained by 
both these methods correspond to the canonical ensemble. An exception to this 
behavior may be introduced at the surface where a direct exchange of adsorbed 
oxygen atoms and the oxygen gas phase is possible. In this case the Glauber 
dynamics is realistic with a grand canonical Hamiltonian including a chemical 
potential for the oxygen exchange. 
In all the simulations we have enforced periodic boundary conditions (PBC). 
The simulations for the two-dimensional oxygen ordering process, where we set 
l!s = 0 were performed on a HP9000/735 workstation. The system sizes chosen 
were .Vx x .Yy x .V., with Sr = Nf = 32,60,100, and 200, and ;V. = 1,8. The 
decoupled X: planes were used in the averaging to gain better statistics. The 
performance was measured as the number of Monte Carlo steps per site (MCSS) 
updated each second, by which we obtain 5.4 • I04 MCSS/sec. For the three-
dimensional simulations, where \\ ^ 0 we used a system size of jV, x iVf x iV,, 
with .Vx = Ay = 64,100, and 256, and N, = 8,16. For the largest system sizes, 
the simulations were performed on a massively parallel computer, the Connection 
Machine using 16384 processors, where we obtained a peak performance of 8.7-10* 
MCSS/sec. For the results presented, the total number of Monte Carlo steps per 
site used in the calculations varied between 2 • I0* and 5 • 10s. 
The main drawback of the standard Monte Carlo simulation is its large demand 
for computer resources. The demand grows proportionally to the system size, but 
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!u-.f -.-ri'U-iv :ii»- tim-- fi-r rrarhin; equilibrium also grows with the system size 
F.\»-n f.-r iii'-i--r^t.-(y -mall >ystetn sizes several hours of C"Pl" lime are usually 
[[•-»-•'•••i f>r •:t<-h -lata |»«>ini Th«-rcfi»re. the development of more efficient M-mte 
<"ar!i> xli'-ni»-s has altra<-i.-d a lot of interest. Recently Ferrenberg and Swend-
-»-II ">I. -'»- -"»2_ proposed a r»-n,-eighting technique for studying phase transitions. 
Jh«- : i»-a i- t<> ra!<-tilat»- ih»- «-n«-rRy histogram //-,(£") at different temperatures 
1-. Typically :n standard M(" implementations only the first few moment* of 
th>- histogram ar»- -ti.roI The histograms are combined seif-conststently to obtain 
th-- probability distribution P{E. T) in the following way. The energy histograms 
//-,<£) at a particular temperature T„ with (m - I . . . , it) are most easily ac-
cumulated by initially calculating the total energy Ew of the start configuration. 
Subsequently for each Metropolis proposal E ( M is updated by the energy differ-
•-nee ArV (»lii-h is calculate«! anyway) between successive oxygen configurations. 
Then the lota! energy and the histograms are updated according to 
t:tM => E«* + ±E. ( i5) 
/'•»(C,*) =* IU(E,M)+1. (16) 
We will assume that all the histograms contain the same number of Monte Carlo 
updates n. Then the sum of all the histograms normalized by the number of 
updates can he written 
I " 
H(E) = -YH^F) (17) 
n *—' 
The multiple histograms equations, as formulated in the original work by Fer-
renberg and Swendsen are very troublesome in numerical calculations. This is 
-lu«- to the fact that the solutions of the equations cannot be represented with-
in the range of floating point numbers on the computer. The numerical problem 
resembles that of stiff differential equations, where the solutions comprise both 
exponential growth and decay. However, some of the numerical problems ran be 
bv-pa.-s.-<l by rewriting the equations in a slightly different manner. The multiple 
histogram equations then take the following form 
,>{E.T)= — . "lE) , , e. (18) 
E!..«pK*-ifc)-/-]' 
where the free energy term fm has to he calculated self-consistently. The normal-
ization condition gives rise to the following equations for determining fm, 
E _ , , ™ , , r.,. ». m ?E!!.i°l>[B(rf;-Ifc)-/- + /.] 
From Kq. (10) we see that only the difference (/«, — /„) enters in the equation. 
As a result only R - 1 equations are independent. Equation (19) was solved it-
rrativrly by the Newton-Raphson algorithm [54]. The convergence of the algo-
rithms depends crucially on how close the initial guess is to the solution. There-
fore, the equations were solved iterativcly by first solving for n = 2, and then 
we use the solutions as the starting point for solving the equations with n = 3, 
and so on. In Fig. 5 (a) and (b) the energy histograms Hm{E) and the heat 
rapacity C'v(T) for a particle concentration of x = 0.4 are shown. The system 
size is 32x32 with \\ = 0 and the energy histograms Hm(E) were accumulat-
ed at temperatures 7"m = (0.09 + 0.002- m) V0/kB, (m = 0 ,10). In each of 
the histograms 3 10s MCS5 were used In (a) the energy histograms Hm(E) are 
shown. The data has been lumped in small energy boxes in order to obtain a 
smooth distribution. Th* location of Te is determined below to be between TV 
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rh.-irnctrrizrd by an asymmetry around ihe mea>i. with a tail extending toward 
highrr mercies (positive skewness). This is caused by minority fluctuations of 
thr tetragonal phase into the ordered phase. Analogous, energy histograms for a 
trmperatiire above Tc (m > 8) are rhararlerized by a negative skewness, due to 
minority fluctuation* of the ordered phase into the tetragonal phase. For a single 
histogram (/? = I). //(E) is proportional to the probability P(T. E) of finding 
thi* system in an energy F. at temperature T. It was argued in Ref. [2] that away 
from first- and second-order phase transitions P[T. E) is approximately Gaussian 
P{ T. E) x .-xp [-(E - (E)r)2/(2CV(T)*Br ,)l. This shows, that the distribution 
at low temperature becomes narrow and sharply peaked around its mean value, 
in contrast to the behavior at high temperatures where the distribution is very 
broad. In Fig. 5 (b) the conventional Monte Carlo data points are shown for 
(\{T) obtained by utilizing only the first and the seconc* moments of the his-
togram*, while the solid curve represents the Ferrenberg-Swendsen interpolation 
formula F.<|. (|H). We see. that the data point are scattered around the interpolat-
ing ciirvr for (\{T). The reason for this is that unlike the average energy {£)•/•• 
whi<-h only involve the first moment of the distribution, the higher moments, or 
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statistics involving higher powers of the input data, are aimost always less robust 
than lower moments Therefore, the data points for Cv(T) appear much more 
scattered around the interpolation curve, than the corresponding results for ( £ ) r 
as discussed in paper II. From the interpolation curve, the peak position of Cv{T) 
may he determined very accurately to be, Tc = 0.1052Vo/itB- We shall see, that 
tins agrees very well with Tc estimated from the behavior of other quantities. 
3.4 Phase Diagram 
In this section we report on the calculation of the phase diagram using Monte 
Carlo simulation (MC) Several other methods have pre\ iously been applied to the 
ASYNNNI model, the most important are the cluster variation method (CVM), 
which is a mean field type of calculation, and the transfer matrix method (TM). 
Because of the different accuracy of the methods there exists several sets of values 
for the interaction parameters describing the oxygen ordering phenomena in YBa2-
CuaOe+r The transfer matrix and Monte Carlo method are generally accepted 
to give the most reliable results. 
We have calculated the phase diagram by Monte Carlo simulation of the Hamil-
tunian Eq. (11) with the interaction parameters given in Eq. (12), both in two-
dimensions, where V4 = OVb, and in three-dimensions with V4 — 0.02Vb, using 
Glauber as well as Kawasaki updating dynamics. The resulting x - T phase dia-
gram is shown in Fig. 6. Here x is the stoichiometric factor given by Eq. (13). The 
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Figure 6. Comparison of the phase diagrams in the x — T plane obtr.ined by the 
two- and the three-dimensional ASYNNNI model by Monte Carlo simulation. Cir-
cles and diamonds represent data obtained by Glauber dynamics and Kawasaki 
dynamics, model (B) respectively. The triangles are the experimental data points 
from Ref. [55], and the (*) indicate the position where the neutron diffraction data 
by Zeiske et al. [1,1] were obtained. The solid curve are the phase boundaries ob-
tained from the two-dimensional calculation on a 60x60 system, with interaction 
parameters V, = -V0, Vi = 0.36Vo, V3 = -0.12V0, and VA = 0. The dashed curve 
represent the phase boundaries obtained from a three-dimensional calculation on a 
64x64x8 system with V\, V2, and V3 as before, and V4 = 0.02Ko. The three oxygen 
phases shown are the disordered tetragonal phase (T), and the two orthorhombic 
phases ortho-l (01) and oriho-II (Oil) respectively. 
location of the phase boundary was determined by calculating the position of the 
peak in the fluctuations of the relevant order parameter. In the case of Glauber 
dynamics 1 is only indirectly determined from the x — /j relation. The solid cir-
cles and diamonds in Fig. 6 are the actual two-dimensional data points obtained 
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with (ilauber dynamics and Kawasaki dynamics, respectively. Open circles and 
diamonds, have the same meaning for the data points obtained from the three-
dimensional calculation. The Monte Carlo data presented have been calculated 
with a OUxliO system, in two dimensions and with a 64x64x8 system in three 
dimensions-. To check the finite size dependence of the results in two-dimensions, 
larger system sizes 100x100 and 200x200 were applied at x = 0.4 and x = 0.5 
for a complete temperature scan across the phase boundary. The differences in Tc 
were small and within the computational uncertainty. We did not pursue this for 
the three-dimensional case. 
The phase diagram contains the high temperature oxygen disordered tetragonal 
phase (T) and the two low temperature oxygen ordered orthorhombic phases, 
the ortho-I phase (OI) and ortho-II phase (Oil) as indicated in the figure. The 
solid and the dashed lines represent the phase boundaries for the two- and three-
dimensional calculation respectively. The lines shown in the phase diagram are all 
consistent with being of second order as expected from iinite size scaling analysis 
of the order parameter discussed by Aukrust el al. [56]. The triangles are the 
experimental points from Andersen et al. [55], which have been plotted by using 
an absolute temperature scale factor of Vo/fcs = 5430K. This value has been 
obtained by fitting at the calculated value of Tc at x = 0.4 in two-dimensions, 
Tc = 0.105Vo/fcfl, to the experimental value Tc = 570 K. For this reason the 
experimental data points coincide with the two-dimensional data (solid curve). 
As can be seen in Fig. 6, the three-dimensional phase diagram has the same 
topology as the two-dimensional case; the only difference is that the phase bound-
aries are shifted upwards with about 20%. This difference could not have been 
anticipated from a mean-field analysis, where the increase in Tc is expected to be 
a few percent, as will be discussed below in Sec. 3.5. 
The phase diagram for the ASVNNNI model presented in Fig. 6 does not ac-
count for the possibility of first-order phase transitions and phase coexistence at 
low temperatures. This is a severe problem, since it follows from the third law of 
thermodynamics, i.e. the Nernst principle, that »or stoichiometrics deviating from 
the ideal ones (x = 0, 1/2, 1), the low temperature phase must eventually de-
compose into a mixture of perfectly ordered phases. To elucidate this problem, an 
extension of the ASYNNNI model to include longer-range interactions within the 
CuOx basal plane was considered in Ref. [57, 58]. The extension was introduced 
as an addition term in the Hamiltonian Eq. (11), as a weak attractive interaction 
between next-nearest-iieighbor oxygen chains. The effect of these interactions is 
to lower the energies of the tetragonal and ortho-II states with respect to the 
states with x < l / 2 . In the same fashion the energies of the ortho-II and ortho-I 
states is lowered with respect to the states with 1 / 2 < X < 1 . For this reason a lift-
ing of the low-temperature degeneracies result, which causes the transition lines 
ortho-I/ortho-II and tetragonal/ortho-II to change from second order to first or-
der at low temperatures. In addition the phase diagram contains regions of phase 
coexistence between ortho-I and ortho-II, and between tetragonal and ortho-II. 
3.5 Structure Factor Calculations 
Recently, Zeiske et al. [41] measured the oxygen ordering in YBajCusOe+r (x = 
0.4) by neutron diffraction. The measurements were performed at room tempera-
ture, and in Fig. 6 the corresponding position in the phase diagram, indicated by 
an (*), makes it evident that they were expected to be taken well within the ortho-
II phase. By measuring the structure factor they observed diffuse superstructure 
3The reason why a 6 4 x 6 4 x 8 system has to be chosen is that the number of lattice sites are 
restricted to be powers of two in order to run on the Connection Machine. 
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reflect ions (/i. it./} nt (l/ '2,n,0). This superstructure reflection corresponds to a 
doubling of the unit cell along the crystallographic a axis (see Fig. 4), but the 
finite width and the fact that there was no evidence for a Bragg peak show that 
only short range ordered ortho-II domains are formed. By fitting the profile of 
the superstructure reflections to a Gaussian, they determined the widths A/i, Ait 
rind A/, where (h,k,l) are the reduced reciprocal lattice units3. They obtained 
A/i = 0.099, Ait = 0049 and A/ = 0.52 and deduced the correlation lengths 
£a = 10a, i^6 = 246, and £c = 2c showing a strong anisotropy of the correlation 
lengths {„ and £j in the basal plane. The small value of the inter-plane corre-
lation length £c shows that the oxygen order is predominantly two dimensional. 
In order to investigate to what extend the ASYNNNI model can account for the 
structural properties of Yl^CuaOe+j , we have calculated both the two- and 
three-dimensional structure factor from the simulations of the ASYNNNI model 
and compared the results with the above experimental values. 
Before turning to the results of the Monte Carlo simulation of the structure 
factor, it is instructive to consider the results of a mean-field calculation of the 
structure factor from the ASYNNNI model. We will follow the approach discussed 
in Ref. [59, 60]. In order to develop the theory, it is convenient to rewrite the 
ASYNNNI model Hamiltonian Eq. (11) by introducing R sublattices. The oxygen 
site occupation variables are then described by {<r0(r0)}, where a — 1 , . . . , R runs 
over the different sublattices, and r a , denote the position vector for the oxygen 
sites on the a sublattice. We obtain 
. R R 
n
 = - 2 £ E £ £ J O " ( r » " ^ K M ^ M , (20) 
with an RxR pair interaction matrix J, with matrix elements 3a^(ra -rp), which 
contains the pair interaction between oxygen sites rQ (on sublattice a) and TØ 
(on sublattice )3). We make a change of variables from {<x°(r0)}, to {<Tq} by 
a discrete Fourier transformation, given by <r°(ra) = (/v" tot//J)-1 £^_ e,fl °<TM, 
where .Vtot/.ft is the number of oxygen sites on sublattice a. In the same fashion 
the inverse Fourier transformation is given by aZ = £ r < > e~'tlv°<ra(ra). The 
Haimltonian then takes the form 
Jo;J(q) = £ J " W > e " 1 ' p - ' - (21) 
Pa) 
where pap = rQ -tø. The difFuse part of the structure factor Sdif(q) as discussed 
in Chap. 2 is defined as the square modulus of the Fourier transform of the particle 
fluctuations. In the case of only one lattice, R=l, this can be written as 
Sd,f ( q ) / & = NCI (A<7qA<7_q) = kBTX(q) , (22) 
where 60X is the scattering length for an oxygen atom and Affq = <7q - (<Tq). 
The second equality in Eq. (22) follows from the fluctuation dissipation theorem 
[61] and relates the particle fluctuations to the corresponding response function 
\(q) . The susceptibility function obeys a self-consistency relation (Dyson equa-
tion) \(q) = X°(T)[l + J(q)x{q)], relating the interacting and the non-interacting 
susceptibility x°(T), where 7(q) (to first order) is the Fourier transformed pair 
interaction function. The generalization to the situation with R>1 sublattices 
is straightforward. The susceptibility function becomes an RxR matrix \ , with 
'The widths along qt, qy, and q, urn conventionally expressed in reduced reciprocal lattice 
units h = fj,o/2ir, k = qyb/2r, I = <j,c/2ir and are denoted i / i (T) , Afc(T), and A/(T). 
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m-.tnx .-Hit'TiK x"-'(<i) = [(.V.a.//?U-B7'] ' (Ao-qAo^q) for the fluctuation be-
tui-.n sublattice <> and J (see Reichl [61] Chap. 15). In the same fashion the 
nrm-interacting susceptibility function becomes an RxR matrix x°, with matrix 
.-l-Mii.-nts (x")"J = [(.V tot/«)tflT]" l(A«T|Aa-lq)0, where (•••)<, denotes aver-
age taken over the non interacting system (J(q) = 0). Direct evaluation yields 
(X " ) " J = / V J W 1 - -O/taT), which is a diagonal RxR matrix, because the dif-
ferent sublattices are non-interacting4. The self-consistency relation remains valid, 
and it is interpreted as a matrix relation between the RxR matrices x°< X (q) 
and J(q). The solution for ;t(q) yields 
x (q ) = [ ( x T ' - J ( < i ) ] ~ ' • (23) 
Everything said so far about the mean-field theory is valid for any lattice gas 
model. We now consider the ASYNNNI model, and for simplicity we will assume 
that the repulsive interaction parameter l\, is so strong that the simultaneous 
occupation of nearest neighbor oxygen atoms are prohibited. For this reason, only 
the first four sublattices 1,2,3, and 4 in Fig. 3 in paper II are used. The Fourier 
transform of the pair interaction function J(q) yields 
•i(q) 
( l ^ c o s ^ c ) Vicosføyi) V'3cos(gra) O \ 
V'2cos((/y6) l^cosføjc) O V3Cosføra) 
V'3Cos(f,a) 0 V^cosfø.c) lAcosfa^) 
\ 0 V3cos(qza) Vncos{qyb) V4cos(q:c) ) 
(24) 
where q = ('/n'/yi?.-) can be confined to lie within the first Brillouin zone given 
by q S {(<7r.'/y.'/-•)! - */<* < Qx < n/a,-ir/b < qv < Jr/6, -ir/c < q2 < 7r/c}. The 
diagonalization yields four eigenvalues A±±(q) = ±V3Cos(<;ra) ± Vjcos(gyfe) + 
V'i cos(7..r). The physical relevant interaction parameters V-> > 0 > V3 > V\, 
and \\ > 0 stabilize the ortho-I and the ortho-II phase. In the discussion that 
follows we will restrict ourselves to the ortho-II phase. Therefore the relevant 
q-vector is the one that gives a maximum in J(q) for Q = (jr/a,0,0) (in re-
duced units (1/2,0,0)) and the symmetry related positions. The structure factor 
i'dif(q) is calculated as the sum of fluctuations of the individual sublattices, so 
that S,u((q) = A'flTTr [x (q)], where Tr denotes the trace. This is most easily done 
by diagonalization of ; t (q) . By expanding A+ +(q) around q — Q we obtain 
s- / v _ >>lxkBT 
' F f S ) ~ A+.+ (Q) + IV3|a2(?r - V«) 2 + \V2\bhl + \VA\c*ql ' l ' ' 
where A+ + (Q) = |l72 | -f- \Vs\ + JF4J. It seems appropriate to comment on the result 
of Eq. (25). The mean-field critical temperature XcMF(z) is given by tøT c M F ( i ) = 
J ( 1 - J ) A + I + ( Q ) = i ( l - x)(|V2| + IV3I + IV4I). By inserting the numerical values 
for the interaction parameters, we see that the mean-field estimate for TcMF(x) 
is a parabola with maximum for x = 1/2 with T™F(l/2) = O.I20Ko/*B in two-
dimensions. For 1 = 0.4 we obtain TCMF(0.4) = 0.115Vb/fcB> which is in remarkable 
agreement with the Monte Carlo result TCMP(0.4) = 0.1052Vb/JtB. It should be 
noted that this remarkable agreement may be fortuitous, because in the mean-field 
calculation, the simultaneous occupation on nearest neighbor sites was prohibited, 
while this was not the case in the Monte Carlo simulation. Further, from A + + ( Q ) 
the inclusion of a weak inter-plane coupling V4 only change Tc by jV4|/(|V2I + 
jV3[) as 4%, contrary to the results obtained by Monte Carlo simulation, where 
'This can be seen as follows: (A<r" Afff^Jo = la,ø ({"ciatq)° ~ ("SM'-qJo )• Inserting 
°q = £ r t , c ~ ' q r ' " j t , ( r ' *> yields <A<TqA<rfq)0 = *„,fli,,oEr. [<"a<r°>2>o - <-»°(r«))3]. 
The concentration of oxygen atoms is (oa(Ta))o = x. Since <r°(ra) = <ra{Ta)*, we have 
(ff"(r,,)2)o = x, and finally we obtain: (A<TqA(7^ q)o = 6a.øSq,o(N,0,/R)[x{\ - i)\. 
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i.- ituTr;t>r.s with 20%, see Sec. 3.4. This is because the transition temperature in 
mean-field theory only depends on the coordination number of the particles and 
the strength of the pair-interaction parameters, and not on the dimensionality of 
t he .system, which plays an important role for the critical fluctuations as described 
by our simulation results. 
As seen in Eq. (25) the line shape of Sdif(q) near a Bragg point Q, is expected 
to be a Loreutzian, with different full-width-half-maxima (FWHM), reflecting the 
anisotropy of J(q) in the different ^-directions. From Eq. (25) we see that the 
anisotropy is given by the square root of the ratio of the interaction parameters 
Afc(r)/AA(T)=y|V3|/|V2 | . Analogously we obtain Al(T)/Ah(T) = y/\V3\/\V4\. 
This fact is important, since it allows for a determination of the interaction pa-
rameters, from a measurement of the relative widths of the structure factor. Also 
it follows that the widths AA(T), Afc(T), and A/(T) should scale with the reduced 
temperature as a power law \T - Tc|", with v = 1/2. It is also important to note, 
that the mean-field theory, indicates that the anisotropies Ak/Ah and A//A/i 
in addition to being independent of dimensionality also might be independent of 
temperature and oxygen stoichiometry x. 
We now turn to a discussion of the computational aspects of calculating the 
structure factor based on Monte Carlo simulation of the ASYNNNI model. The 
calculation of the diffuse part of the structure factor was discussed in detail in 
Chap. 2. Using the basis vectors for the oxygen atoms at the 0 1 and 05 sites, 
given by clt = a/2 and d 2 = b /2 , the diffuse part of 5(q) for the oxygen atoms 
can be written 
Sdi f (q)= 77—( 
'Mot 
£JVa<r+d,)Mr + d.)to 
r > = i 
> • (26) 
In the computer simulations, we will consider a finite crystal system with yVtot = 
.Vj. x ,Vy x jV, lattice sites, and with periodic boundary conditions. In order to re-
move the shape dependence of the geometry used in the structure factor calcula-
tion, the finite system is extended by periodic boundary conditions to a system 
of P(P—"x) replica of our original finite system on a super lattice with lattice 
spacing jVra, Nyb, and Nzc. As discussed in detail in paper I, the structure factor 










+ i: c*' (27) 
where a*, b*, and c* are the primitive basis vectors in reciprocal space, and h, 
L-, and / are integers (not to be confused with the reduced reciprocal lattice units 
above). It is important to note that the resolution in q-space is given a prion by 
the system size of the finite crystal system, and that the resolution can only be 
enhanced by increasing the system size. 
The symmetries of a crystal play an important role in structure factor calcu-
lations. The orthorhombic YBa^uaOe+x compound is topologically almost iden-
tical to the tetragonal form. The a and 6 axis generally differ by less than 2%, 
giving a pseudo-tetragonal unit cell. In the computer simulations we will ignore 
this small f'iference and always consider the compound to be tetragonal using the 
symmetries o( space group P4/mmm. The point group symmetries corresponding 
to P4/mmm, see Ref. [62] consist of three perpendicular rotors 2X, 2y, and 22, in 
addition to a four fold rotor 4 l y . As discussed in paper I, Sdjf(q) will in general 
have the corresponding symmetries in reciprocal space. However the structure fac-
tor will not have the periodicity of the first Brillouin zone. For the P4/mmmspace 
group, the basis vectors di and d2 occupy high symmetry positions, leading to the 
following translational symmetry. For u* = a*,b*: Syif(q + 2u*) = Sdif(q), and 
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S.uf (q+<"*) = .9rt,r(q). The translational periodicity gives rise to an additional sym-
metry element, which is a mirror plane perpendicular to the endpoint of the prim-
itive reciprocal lattice vectors. This can be understood as follows: For u* = a*,b* 
we have 5,Jlf(q + u*) - S A r ( -q - u*) = 5 d l f ( -q - u* + 2u*) = Sd , r (-q + u*), 
where the inversion symmetry and the translational symmetry have been used. 
The symmetry elements define a minimal zone, or irreducible zone, in reciprocal 
space, which generates the entire structure factor by repetitive use of symmetries. 
Thus in the computer calculation of the structure factor only the q-vectors in this 
zone need to be calculated. 
As discussed above, the formation of domains of orthorhombic symmetry in the 
ortho-II phase shows up as a peak in Sdif (q) for q = Q. Therefore, the important 
information about the structural ordering phenomena is obtained by calculating 
•S*rf(q) f° r a s c a n along the main axis in reciprocal space through q = Q. In Fig. 
7 is shown the MC data for a two-dimensional calculation, by setting V4 = 0. 
The columns (a) and (b) show the profiles of the (1/2,0,0) superstructure reflec-
tions for scans along the a-axis (/i-scan) and 6-axis (fc-scan) at the temperatures 
T = 0.1250iy*B (T » Tc), T = O.U7bV0/kB (T ~ Tc), T = 0A025Vo/kB 
(T « Tc), and T = 0.080Ko/*B (T < Tc). Column (c) in Fig. 7 shows snap-shots 
of the corresponding real space oxygen configurations. The system size used in 
the calculations is 200x200 and the oxygen concentration is kept fixed at a value 
1 — O.'l corresponding to that of Zeiske et at. [41]. The points indicate the actual 
MC data points. In order to gain sufficient statistics in the calculation, the struc-
ture factor has been averaged over 100 configurations. In addition the symmetry 
properties of the lattice were utilized as discussed above. The solid line through 
the data points represents the best fit to a two dimensional Lorentzian line shape 
for the diffuse part of the structure factor (including a fitted Lorentzian at the 
(1,0,0) position and a background term). From the fit the amplitude A and the 
widths Ah and Ak along the main axis are determined. The amplitude is very 
small in comparison to a Bragg peak in the ordered phase, and will not be dis-
cussed here. For the details see paper II. In this context it should be mentioned 
that at T = 0.11751O/A*B the line shapes and widths of the diffuse scattering, 
Ah = 0.100±0.004 and Ak - 0.050± 0.001 agree very well with the experimental 
values, even though the experiment was performed at room temperature. We will 
comment on this below. 
A more extensive series of data showing the width of the diffuse scattering at 
q = Q and 1 = 0.4 as a function of temperature is presented in Fig. 8. The 
widths Ah (h-scan) and Ak (k-scan) have been calculated for several different 
system sizes in two-dimensions using both Kawasaki dynamics model (A) and 
(B) for the updating. For the Kawasaki dynamics model (A) the time to reach 
equilibrium is approximately 10 times longer than the corresponding model (B). 
However, the equilibrium results for the different updating methods agree both in 
value and in the trend of the finite size effects. In addition we show the analogous 
results for a three-dimensional calculation. The critical temperature Tc obtained 
from the three-dimensional calculation has increased with approximately 20%, 
even for the weak inter-plane coupling used, as compared with the corresponding 
two-dimensional result. Although the two-dimensional ASYNNNI model is of the 
Ising type (for which the exponents are v - 1 and 0 — 1/8), the universality class 
of the tetragonal to orthorhombic ortho-II phase transition has been suggested 
by Bartelt et al. [63] to be that of the AY-model with cubic anisotropy, with 
an exponent v =s 0.8 which depends on the oxygen concentration. The solid line 
in Fig. 8 (a) and (b), represents a best fit to the 200x200 data using v — 0.8, 
and using the value for Tc = 0.1052lo/tg obtained from the peak position of CV 
from the Fcrrcnberg-Swendsen interpolation formula. The two-dimensional data 
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T=01250 [Vg/'kgj k-scan h-scan 
(c) (b) (a) 
Figure 7. In (a) and (b) are shown a gallery of a two-dimensional calculation 
of the profiles of the (1/2,0,0) super structure reflections along the a-azis (h-
scan) and along the b-axts (k-scan) for different temperatures. In (c) is shown the 
corresponding real space snapshots of the oxygen configurations. The system size 
used in the MC calculation is 200x200 and the updating is performed by Kawasaki 
model (B), with a fixed oxygen concentration z=0.4 corresponding to that of the 
experimental sample, cf. Fig. 6. 
are consistent with this value of v, but might also be consistent with v = 1, i.e. 
a straight line. However, the temperature variation of the order parameter is not 
consistent with the Ising exponent; an approximate value of 0 ~ 0.2 is found. In 
the three-dimensional case, our numerical data are consistent, with the critical 
exponents v = 0.64, and /? « 0.31 from the three-dimensional Ising model. 
The dashed curve in Fig. 8 (a) and (b), represents a best fit to the lOOx 100x8 
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Figure S. Comparison between the two-dimensional and the three-dimensional cal-
culation of the peak width of the diffuse structure factor Sa,f(q) at (1/2,0,0) as 
function of temperature for the h-scan and the k-scan, respectively. Symbols are the 
actual data points, indicating the results from different system sizes and from the 
Monte Carlo Kawasaki updating method (A) and (B). The solid curves through 
the two-dimensional data points, are the best fit to the scaling relation \T — Ti|", 
with v = 0.8. Analogously, the dashed curves through the three-dimensional data 
points, are the best fit using u = 0.64. 
As can be seen from Fig. 8 (a) and (b) the anisotropy Ak(T)/Ah(T) is approx-
imately temperature independent. In addition the anisotropy is also independent 
of dimensionality, in agreement with the mean-field result. 
The structure factors presented so far, have been calculated on a serial work-
station. Due to limitations in CPU power, the calculations are limited to q-scans 
along the main crystallographic axis. The reason for this is, that since only the total 
projection of the oxygen configuration along the chosen q-direction is needed, only 
a sequence of jVt'0't values are actually Fourier transformed, for a (f-dimensionaJ 
system with jVtot lattice sites. The calculation of the structure factor in the entire 
q-space is far too demanding even for moderate system sizes, because the projec-
tion techniques cannot be used. Therefore we have developed a parallel updating 
algorithm for the three-dimensional extension of the ASYNNNI model, which nat-
urally maps on to the underlying architecture of the highly parallel computer, the 
Connection Machine (CM2). The Connection Machine is a SIMD computer with 
65536 bit-processors, and a hyper-cubic data router. In our simulations we have 
used 1638'1 processors. The program was implemented in Connection Machine 
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Fortran (CMF) with calls to the Connection Machine Scientific Software Library 
(CMSSL). 
To update tin- lattice we have used the Metropolis algorithm employing the stan-
dard method of dividing the lattice into non-interacting sublattices. We have used 
four siiblattices within each a-6 plane. However, due to the inter-plane coupling, 
two alternating sets are used along the c-axis, giving a total of eight sublattices. 
Since only one of the chosen sublattices is updated at a time, each one has been 
spread across all the available processors of the CM2. 
Using the data layout described above, each oxygen site interacts with ten neigh-
bouring oxygen sites located on eight different sublattices. This complicates the 
gathering of neighbours somewhat. The complication is, however, almost purely 
in programming effort, and does only marginally affect the performance of the 
local stencil. The performance gained by being able to keep all processors active 
at all times, far outweighs the loss from using a more complicated stencil. To max-
imize the bandwith of the inter processor communication needed to implement the 
stencil we have used communication primitives from CMSSL. 
The data organization used for Monte Carlo updating is, however, not the op-
timal one for calculating the structure factor. Before each determination of the 
structure factor the different sublattices are therefore reassembled into the full 
lattice. After the data reordering, the structure factor is found using a standard 
fast Fourier transform. 
For the results of the structure factors presented we have used 104 Monte Carlo 
steps per site (MCSS) for equilibration, followed by 5 • 104 MCSS with averaging 
taken every 10 MCSS. In all simulations we have used periodic boundary condi-
tions. 
The results for the structure factor are shown in Fig. 9 for x = 0.4 and in 
Fig. 10 for x — 0.5. The structure factors have been calculated for an 256x256x 16 
system at T — 0.15Vo/tfl, which is above the critical temperature: Tc(x — 0.4) = 
0.13V'o/itfl and Tc(x = 0.4) = 0.14KO/&B. Vertically, the logarithm of the intensity 
of the structure factor 5d,r(q) is shown in arbitrary units. In Figs. 9, and 10 top 
panels, are shown the result for the / = 0 plane in q-space, which extends over 
four Drillouin zones. The qz axis along (h,h,0) and the qv axis (it,— t ,0 ) in the 
plot are rotated 45° around the crystallographic e-axis, and the numbers on the 
axis refer to the values of h and k respectively. The five peaks shown are, using 
notation (h,k,l): (1/2,0,0), (1,0,0), (3/2,0,0), (1 ,-1/2,0) , and (1,1/2,0). The 
delta function contributions at (0,0,0) and (2,0,0) have been removed for clarity. 
In Figs. 9, and 10 bottom panels, are shown the corresponding k = 0 plane in 
q-space extending over two Brillouin zones. The axis in the plot are (h, 0,0) and 
(0,0,/). The three peaks shown are: (1/2,0,0), (1,0,0), and (3/2,0,0). The line 
scan at / = 0, for 0 < h < 2 in the bottom panel can be identified with the diagonal 
line through the peaks: (1/2,0,0), (1,0,0), and (3/2,0,0) in the top panel. Again 
the delta function contributions at (0,0,0) and (2,0,0) have been removed for 
clarity. 
By fitting the (1/2,0,0) peak to a three-dimensional Lorentzian line shape for 
the diffuse part of the structure factor (including a fitted Lorentzian at the (1,0,0) 
position and a background term), we havt determined the widths Ah, Ak, and 
A/ along the main crystallographic axis. For the structure factor presented in 
Fig. 9 at x = 0.4 we obtain Ah = 0.2738, Ak = 0.1285, and A/ = 0.5300, which 
gives the following values for the anisotropy Afc/A/i = 0.47, and Al/Ah = 1.94. 
In the same fashion we obtain for the structure factor presented in Fig. 10 at 
x = 0 5, A/i = 0.1274, A t = 0.0645, and A/ = 0.2970, which gives the following 
values for the anisotropy AkjAh = 0.51, and Al/Ah = 2.33. These values can 
be compared with the corresponding results from the mean-field theory, where we 
obtain Ak/Ah = s/\V3\/\V2\ = 0.58, and Al/Ah = y/\V3\/\V4\ - 2.45. This shows 
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Figure 9. Structure factor for an 256x256x16 system at T = O.lbVo/kg above 
Tc, with x — 0.4. Vertically, the logarithm of the intensity of the structure factor 
S,ut{f\) i* shown in arbitrary units. See detailed description in text. 
that the mean-field estimates are fairly good, however to obtain accurate values 
Monte Carlo simulations are necessary. 
The individual widths Ah, At , and A/ for the oxygen stoichiometry x — 0.5 are 
smaller than those for x = 0.4 by a factor of roughly two. This difference can be 
attributed to the curvature of the tetragonal/ortho-II phase boundary, see Fig. 6, 
which implies that the phase boundary for the x = 0.4 case is much further away 
than for the r = 0.5 case. 
The results for the anisotropy at x = 0.4 for the two-dimensional case, where 
we obtained Ak/Ah = 0.50 can be compared with the corresponding result for 
the three-dimensional calculation, with Ak/Ah = 0.47. We see, that although 
the inclusion of an weak inter-plane interaction term has a dramatic effect on the 
transition temperature Tc, it only marginally affects the anisotropy. Even though 
the individual widths cannot be compared as discussed above, we can use our 
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Figure 10. Structure factor for an 256x256x16 system at T = O.lbVo/kg above 
Tc, with x = 0.5. Vertically, the logarithm of the intensity of the structure factor 
.S',|lf(q) is shown in arbitrary units. See detailed description in text. 
results to determine the oxygen concentration dependence on the anisotropics. 
For the anisotropy within the basal plane, there appears to be no concentration 
dependence, as can be realized from the almost identical values Ak/Ah = 0.47 
for x — 0.4 and Ak/Ah — 0.51 for x = 0.5. For the inter-plane anisotropy, the 
difference between the results Al/Ah = 1.93 at x = 0.4 and Al/Ah = 2.33 at 
x — 0.5 seems to be too large to be explained by the statistical uncertainty and is 
probably due fo the fact that the two structure factors were calculated at different 
distances to the phase boundary. 
From the neutron diffraction measurements by Zeiske et al. [41] for YBa2Cu3-
Or>+r (x = 0.4), as discussed previously, we obtain the following values for the 
anisotropics: Ak/Ah = 0.50 and Al/Ah = 5.25. By comparing with the cor-
responding results from the three-dimensional calculation: Ak/Ah — 0.47 and 
Al/Ah - 1.93 we see that while the intra-plane anisotropy are in excellent agree-
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ni'iii rtåli 1-xprriiin-iit. t!i«- iiitiT-p'ane amsctropy is too small. The result injply 
that for particular values of the correlation lengths („ and(t. the correlation length 
£. along the r-axis in our Monte Carlo simulation is too large as compared to the 
experimental data. Therefore, the attractive inter-plane interaction parameter l!» 
-iniiiM he reduced. From our mean-field theory the interaction parameter 14 can 
\»- estimated to be |V"4| = |r3 | / (^/ /AA)2 = 0.00-Hl'o by inserting the values for 
the experimental widths. This value is smaller by a factor of five compared to 
l 4 = 0.U210 as suggested by de Fontaine et al. in Ref. [48]. 
It should be mentioned that the experimental data are measured at room tem-
perature, while the numerical data were obtained above the ortho-II ordering 
temperature. The rationale for this comparison is the observation that only short-
range ordering was observed experimentally, which indicates that short-range or-
dered domain structures are frozen in at the tetragonal to orthorhombic phase 
transition (see paper II). 
3.6 Metal-ion Doping Effects in YBa^Cus-yMyOg+x 
Many experiments have shown that the metal ions M = Co, Fe, and AI may sub-
stitute for Cu in the basal Cui_ sMgOr plane of YBa2Cui_yM,06+r- Because 
these dopants have a higher oxidation and oxygen coordination number than Cu 
they cause a reduction of the oxygen ordering, and as a consequence the supercon-
ducting transition temperature decreases, see Refs. [64, 65]. For samples prepared 
under standard oxidizing conditions orthorhombic structure and superconductivi-
ty with Tc = 90 K are maintained up to doping levels of y as 0.1; for higher doping 
levels the material becomes tetragonal and 7"c decreases to zero for yss 0.4. How-
ever, significant variations in the structural and superconducting properties are 
found as a result of different preparation processes. 
In particular experiments performed on the Fe-doped system by Katsuyama tt 
al. [116] have indicated that samples prepared in a reduced atmosphere at high 
temperatures (800*C) and subsequently oxidized at intermediate temperatures 
(l-r)0°C) maintain orthorhombic structure up to much higher doping levels, than 
samples prepared under high oxygen pressure. The experimental results may be 
understood by assuming that the Fe-atoms are mobile at high temperatures, and 
are randomly distributed in the oxygen rich phase, but tends to cluster when 
only few oxygen atoms are present. When samples with Fe clustering are oxi-
dized at lower temperatures, where the Fe-atoms are immobile, this may result in 
ortltorhomhic oxygen ordered phases that are considerably more spatially coher-
ent, than those ordered states that are formed under high oxygen pressure and 
high temperature, where the dopant ions are mobile. This is certainly consistent 
with the observation, that samples with orthorhombic structure and suggested Fe-
clustering have significantly higher superconducting transition temperature than 
those with a more random distribution of Fe-atoms [66]. 
In order to elucidate the effect on the material properties of the interplay 
between oxygen ordering and the diffusive motion of the metal ion dopants in 
YBa2Cii3_vMy06+x w'tb M=Co, Fe, Al, we have developed a Monte Carlo sim-
ulation program. 
In the absence of a detailed model for the covalent oxygen-metal interactions 
one has to look for a way of describing phenomenologically the fact that Co, 
Fe, and Al have higher oxidation and coordination numbers than Cu. We have 
chosen the simplest possible formulation [64], which can be made within a pairwise 
interaction scheme and which accounts for the tendency towards increased oxygen 
coordination around the M-sites. We assume the M-species to be distributed on the 
f'u sites, and adopt the model Hamiltonian given by Eq. (11) and the interaction 
parameters for the undoped material except for the inter-plane coupling \\, which 
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ivr tak-- :t> /••n.. and the iK-arr*t-t»-i$hbor interaction parameter for oxygen atoms 
:ir«-titi-I tii< M-atoms. l ; M . which we assume to be less repulsive than l \ The 
IImult..i;i:ui >>( the iiuulihVd ASYNXNT model is then given by 
.NXM 
H = K.VSYNNNI - H",M - i'l) J ] ' ( ' W ' ' ) • ( » ) 
tn-) 
tvh<-r>-1 fir sum runs over ail oxygen pairs (r, r"). which are nearest neighbor around 
i m»-tal dopant atom (NNM). 
The Monte Carlo simulation of Eq. (2$) is performed in the standard fashion as 
discussed in Sec. 3.3, where the equilibrium is obtained using Glauber dynamics 
or Kawasaki exchange dynamics (model (A)) for the oxygen atoms. The equili-
bration of the metal-ions are performed with nearest-neighbor Kawasaki exchange 
dynamics, with the same attempt frequency as for the oxygen atoms. The Monte 
Carlo computer-simulation program, was developed in optimized C* and imple-
ment.tl on a 8192-processor CM200 Connection Machine. For details the reader 
is referred to paper III. 
The results of the simulation show the occurrence of a phase separation process. 
at low oxygen content and high values for the coupling parameter I j M , which can 
l>.- yrii from the snapshots in Fig. II. In Fig. II (»MO are shown a series of 
snapshots taken at high temperature T = O.lolo/^B and with a constant dopant 
concentration of w = O.Io. The snapshots are taken after an equilibration time of 
1 • H)' MCSS. except for panel (e) where the equilibration time is 10 times longer. 
In panels (a) and (b) are shown the results for x - 0.1, with a coupling parameter 
of l",M = 0.2l'o and l",*1 = 0.4lo respectively. The corresponding results for the 
fully oxidized system x = I are shown in panels (c) and (d). 
It is seen that a metal-ion domain formation sets in at low oxygen contents 
i — 0.1 and for large values of the coupling parameter. l',M = 0.4l'o. panel (b). 
and that these domains at late times, (r/. Fig. II (e)) form a separate phase. At 
high oxygen content, (panels (c) and (d)) the metal-ions form short linear O-M-
O-M chains, which ar>> distributed in a random fashion in the C u i _ , M , 0 , basal 
plane. The phase separated phase consists of a dense (i x I) oxygen structure in 
which all metal-ion sites are occupied by the dopant ions, which can be seen in 
panel (f), which shows an enlargement of panel (e). Not all of the dopant ions 
take part in the phase separated domain, because at the low oxygen contents 
(shown in Fig. 11 (e)) there is simply not enough oxygen to get all the M-tons 
together. Therefore, a substantial part of the M-ions remains dispersed as a gas 
in the oxygen-poor phase. 
Details of the lateral organization of the doped system in terms of domains of 
M-ions. are given in paper III, where we have calculated the cluster size and its 
linear extension as function of the coupling parameter V',M. We have shown that 
for low oxygen content, and l",M as 0.27V'o, there is a clear onset of the formation of 
metal-ion clustering. This can be viewed from the fact that for V,M < 0.27lo, the 
domains are linear consisting of single O-M-O-M chains, while for VjM > 0.27V'o 
the metal-ion domains become more compact. However for large oxygen content, 
no such metal-ion clustering was observed even for large values of VjM. The reader 
is referred to paper III for more details. 
3.7 Discussion 
With special emphasis on the three-dimensional oxygen ordering of YBaiCuj-
0,;+ , we have extended the two-dimensional ASYNNNI model to three dimen-
sions. We have calculated the phase diagram in two dimensions by Monte Carlo 










Fi-jx.' II. Selected snapshots of ornatn and dopant ion configurations. Gren dots 
Atnr.tr ozuarn »toms. black dots itnøtt tkt dopant metal løns. mnd while it nole 
meant ortaen »ilt*. The configuration* rorre i fond to typical tauiltbnum states før 
a lattice nrith 128 x 128 cryftn sites ni a temperature: T = 0. l-Slo/^B end a dopant 
concentration of y — 0.15. Tir configurations correspond tø an equilibrium lime 
of I Hi* \[C.<S. (a) x = 0.1 and l',M = 0.2l'o. (b) x = 0.1 and l ,M = 0AVa. (c) 
i - 1 and r,M = 0.21'Q. fd) x = l mnd l',M = 0.4l'o P«»f» fcj « *** same as (b) 
but after a much lonaer eauilib.-alion lime corresponding to 4 • 10s MCSS. In (f) 
M .tftr-nn an enlargement of a section of Ike snapshot in (e). 
three dimensions by adding a weak interplane coupling 14 = 0.0210, using Glauber 
as well as Kawasaki dynamics. The Ferrenberg-Swendsen method has also been 
used ,-in'l improvrd slightly in order to make it more numerically stable. The tran-
sition temperature obtained in this way from the specific heat can be determined 
very accurately: it agrees with that obtained by analysis of the other quantities. 
The resulting phase diagram accounts for many of the structural properties of 
YBa;<"ii.iO«».* such as the presence of the tetragonal disordered, and the two 
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major orthorhombic ordered structural phases, ortho-I and ortho-II. The three-
dimensional phase diagram has the same topology as the two-dimensional case, 
the only difference being that the phase boundaries are shifted upwards in tem-
perature with about 20%, which implies that the energy scale factor, V0, should 
f)o significantly modified. We have not studied the low temperature region. Thus 
our .study does not address the structural properties of finite size domains indicat-
ing higher order superstructures which have been observed by electron diffraction 
technique [67, 68]. These superstructures, which are likely to occur at lower tem-
peratures for thermodynamic reasons, have been accounted for by macroscopic 
models [69], and they may be explained by including further interaction param-
eters in the ASYNNNI model [70, 71]. Experimentally it is questionable whether 
true long range ordered phases of these superstructures can be established because 
of slow oxygen kinetics at low temperatures. 
A comparison between the two-dimensional and the three-dimensional calcu-
lation of the peak width of the difFuse part of the structure factor at (1/2,0,0) 
and x = 0.4 as function of temperature and direction in reciprocal space has been 
performed. In both cases a power law scaling behavior is observed, however with 
different critical exponents. The two-dimensional data are consistent with v = 0.8 
suggested by Bartelt et al. [63], while the three-dimensional data has v = 0.64 
which is much closer to the values expected from mean-field theory. 
In order to gain sufficient resolution for a full three-dimensional calculation 
of the structure factor, we have developed a parallel updating algorithm for the 
three-dimensional extension of the ASYNNNI model and implemented it on a 
CM2 Connection Machine. Structure factor calculations have been carried out 
for oxygen stoichiometries, x = 0.4 and x — 0.5, on a 256x256x16 system at a 
temperature T — 0.15VO/&B in the tetragonal disordered phase. The anisotropy 
ratios Ak/Ah and SI/Ah have been compared with those obtained from the 
two-dimensional studies and with recent experimental results at x = 0.4. The 
ip-plane anisotropics obtained in the two- and three-dimensional simulations are 
only marginally different and there appears to be no concentration dependence. 
However, the difference between the interplane anisotropy ratios cannot be ex-
plained by statistical errors, but may be a consequence of the difference in the 
temperatures relative to Tc. Comparison with mean-field calculations and results 
obtained from two-dimensional Monte Carlo simulation studies suggest that the 
anisotropy ratios are independent of temperature, but this is not necessarily the 
case for temperatures close to Tc. For the x = 0.4 case we have compared the peak 
width anisotropics with similar experimental data and found excellent agreement 
for the in-plane anisotropy ratio, but a significant deviation for the inter-plane 
ratio. This discrepancy may be remedied by reducing the inter-plane interaction 
parameter by a factor of five. 
We have investigated, by a parallel Monte-Carlo computer-simulation algorithm, 
the interplay between oxygen ordering and metal-ion diffusive modes in a simple 
lattice-gas model of the basal (Cui_yMyO r)-planes of M-ion doped YBa2Cu3_„-
A/j,06+x compounds. The main conclusion is that the value of the dopant interac-
tion parameter has a very strong influence on the structural ordering properties in 
the basal plane of the superconductor. Massive metal-ion domain formation and 
phase separation can occur at low oxygen contents, which gives support to the 
interpretation of the experimental data on Fe doped materials proposed in Ref. 
[66]. 
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4 Transfer Matrix Study of Me-
tas t ability 
In this chapter we will apply a recently developed constrained transfer-matrix 
(('I'M) formalism to study the stationary properties of metastability in models 
with long-range interactions, based on the results of paper IV. We have studied 
an extension of the Blume-Capel model [72, 73, 74] to include weak, long-range 
interactions. The Blume-Capel model is an 5=1 model and is equivalent to a 
three-state lattice-gas model. The reasons for studying this model are that for a 
certain field-range a region with two competing metastable states exists, and that 
the model is simple enough to allow extensive symmetry reduction of the transfer 
matrix, as shown in paper IV, so that large system sizes could be considered. In 
the CTM formalism a set of complex free-energy densities fa arises, by reweighting 
the eigenvalues of the equilibrium transfer matrix, some of whose imaginary parts 
have been suggested to be related to the metastable decay rate [75, 76]. We have 
shown that fa for a metastable state is analogous to the analytical continuation 
or the free energy into the region of metastability considered by Langer [77, 78], 
and that Im/0 is closely related to the activation barrier height involved in the 
transition, even in the presence of competing metastable states, where the analytic 
continuation of the free energy has been argued [7] to give misleading results. When 
coupled with the Van't Hoff-Arrhenius law [79] of chemical reaction theory, the 
relation between Im/Q and the activation barrier height provides strong evidence 
for the physical interpretation of Im/ 0 as a decay rate. In Sec. 4.2 we briefly review 
the equilibrium transfer matrix formalism. We introduce the equilibrium n-point 
joint probability distribution functions (n = 1,2), which are then generalized in 
Sec. 4.3 to a set of non-equilibrium constrained probability distributions, which 
serve as the starting point for the CTM formalism. In Sec. 4.4 we define the 
long-range Blume-Capel model, discuss its zero-temperature phase diagram, and 
calculate exactly the finite temperature mean-field spinodal surfaces. Section 4.5 
contains the application of the CTM formalism to the long-range Blume-Capel 
model and contains our numerical results. Before discussing the CTM formalism 
in detail, we wish to convey a physical intuition of metastability, and in this context 
mention the result of Langer [77, 78]. We will then examine a simple two-state 
model with weak long-range forces, the quasi-one-dimensional Ising (Q1DI) model, 
[6, 75, 76, 80]. This model also serves as a basis for the discussion presented in 
Sec. 1.4 of the more general long-range Blume-Capel model, which exhibits several 
metastable states. 
4.1 Introduction 
The description of metastable states at a fundamental level has been the focus 
of numerous works, but it remains an unsolved problem in statistical mechanics. 
For reviews, see e.g. Refs. [81, 82, 83], Metastable states are characterized as a 
thermodynamic phase, although the intensive variables of the system have values 
such that the equilibrium state would be in a different phase (or possible phase 
coexistence). By small changes of the thermodynamic variables, the metastable 
state responds with small reversible changes. Under large changes the system 
changes irreversibly (escapes) out of the metastable state. If the system is left 
isolated, the metastable state decays very slowly compared with the time scale for 
molecular processes, as a result of fluctuations. If the fluctuations are large enough, 
they can nucleate a droplet of the stable phase, which then grows until the entire 
system is dominated by the stable phase. The description of a metastable state as 
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being ir: quasi equilibrium, suggests that the procedures in equilibrium statistical 
mechanics might be extended to cover metastable states as well The main idea is 
to consider a modified system in which nucleation is prevented by introducing a 
constraint, which forces the system to stay in the metastable state. This approach 
was followed by Langer [4] in a study of the analytical properties of free energy 
at the condensation point. Langer conjectured that the imaginary part of the free 
energy i m / analytically continued from the equilibrium phase across the first-
order phase transition may be associated with the decay rate of the metastable 
phase A dynamical investigation [77, 78] showed for a wide class of models, that 
the decay rate T may be written in terms of Im/ as 
r = — | l m / | , (29) 
T 
where 3 — l/kgT is the inverse temperature (units are chosen so that kg = 1) 
and K is a kinetic prefactor that depends on the dynamics. 
We will now consider a simple two-state quasi-one-dimensional Ising model, the 
socalled Q1DI model. The Q1DI model consists of a one-dimensional chain of L 
layers or subsystems, each containing N Ising spins «,-,„ = ± 1 , where the index 
j = 1 L runs over the layers, and the index n = l,...,N runs over the spins in 
a given layer. Each spin interacts ferromagnetically with each other in the adjacent 
layers with a coupling J/N > 0. Each spin also interacts with an external field / / . 
We impose periodic boundary conditions so that Sin = «i+i,n- The Hamiltonian 
can be expressed as 
L L . S 
H = -JN Y, "»."'.+1 - H 5Z m" m ~ Af ^ S,n ' (30) 
i=I i = l n = l 
In the mean field calculation we assume that the configurations of the system are 
translationally invariant, so that rrij = m for all layers i = l,...,L. In the limit 
.Y-—X' the density m takes continuous values m 6 [—1; 1]. The mean-field free-
energy-density functional /"M F can be calculated for a given m using the relation 
/"M F = ?{M F - TSMr, where 5 M F is the micro-canonical entropy density of the 
system. The functional JFMF is related to the thermodynamic free energy per spin 
/ by /=minm €[_i i i ]^"M F(m). In the limit N-^oo, it is shown in Ref. [6] and paper 
IV that FMF is given by 
/"M F = -J,„2-Htn+- [(1 + m) In(l + m) + (1 - m) in(l - m) - 2 In2] .(31) 
In Fig 12 we have plotted the free-energy-density functional from Eq. (31) versus 
magnetization at a temperature T<TC—2J for two values of the //-field. 
Consider first the solid curve, which corresponds to H<H,P, where Hip is defined 
below in Eq. (34). The positions of five particular values of the magnetization have 
been indicated on the curve. The global minimum at m — m«, corresponds to 
the equilibrium state, where the Ising spins are predominantly aligned along the 
external field. The local minimum at m = mm , corresponds to the system being in 
a metastable state, where most of the Ising spins are aligned against the field. The 
two points m = ±m s p are inflection points of the free-energy functional, and they 
are located on each side of m = Tr»un, which is a local maximum. The parts on the 
curve mms < m < - m , p and mm , < m < meq describe higher lying metastable 
states, while the part between the inflection points — mmi < m < mmt describe 
unstable states since 32^"M F /3m2 < 0. The three magnetizations m = meq , m = 
mm,, and m = mun are determined from the stationarity condition. By setting 
the partial derivative of ^"MF with respect to m equal to zero we obtain: 
/ / = - 2 . / m - r T t a n h " , m . (32) 
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Figure 12. Mean-field free-energy density JfMF(m) for the Q1DI model as function 
of magnetization at T/Tc — 06 . The solid curve is calculated for an H-field of H = 
/ / 5 p / 2 . while the dashed curve corresponds to H = Hip. The indicated positions 
are an follows: m,.C| is the equilibrium magnetization, ± |m s p | mark the spmodal 
magnetizations, mnn is ihe unstable magnetization, and mms is the metastabie 
magnetization. 
The loci of m = ±m5 p on the magnetization curve in Fig. 12 are called the spinodal 
points, and they are determined by the the condition of inflection d^F^/dm2 = 
0. We obtain: 
nip = ±y/l-r/2J. (33) 
By inserting Eq. (33) into Eq. (32) we obtain an expression for the spinodal field 
// s p , for which the locus of m — mmi is also a point of inflection: 
IUp = ± \-2Js/\ - T/2J + TtanrT1 ^ 1 - T/2j] (34) 
The dashed curve in Fig. 12 is the free-energy-density functional at H — Hsp. The 
spinodal field // = / / s p marks the termination of metastabie states, above which 
no metastabie states can exist. In Fig. 13 the values for the magnetization density, 
where /"MF(77)) is extremal, i.e. meq, mm3, and mu n , are plotted versus the //-field 
for T/Tc = 0.6. The solid lines represent the stable states, the long-dashed lines 
the metastabie states, and the dashed line the unstable states. The spinodal fields 
//5p are indicated as vertical lines. 
The decay of a metastabie state happens via a random formation of nuclei (spon-
taneous nucleation) which then grow in size. The free energy cost A F associated 
with the formation of the nucleating droplet is evaluated as the minimum barrier 
height for all paths in phase space that connect the metastabie state to the stable 
state. In the mean-field approximation of A F , we assume that the magnetization 
of the system changes in such a way that the system remains translationally in-
variant. Then A F = NLAfMT, where A J M F = J M F ( m u n ) - ^ M F ( m m s ) is the 
free-energy barrier per spin, and NL is the volume of the system. The mean-field 
free-energy barrier ATMF can be viewed in Fig. 12 as the barrier height which 
the system initially in the metastabie state at m = mmt has to overcome in order 
to escape. 
The expression for A^"MF can be obtained analytically as an expansion around 
the spinodal point. For the detailed derivation the reader is referred to paper IV. 
We obtain 
2v/2 AJT"F = ÅH / / . P ) - - 7 _ 1 / 2 ( / / - / / , P ) 3 / 2 + 0(H- / / , P ) 2 , (35) 
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Figure 13. Magnetization for the Q1DI model plotted versus H-fitld at T/Tc — 0.6. 
The solid curve corresponds to the stable states, the long-dashed curves to the 
metasiable states, and the dashed curve to the unstable states. The spinodal fields 
//sp are indicated by vertical lines. 
where 7 = 8J\/l -T/2J. To find i\F we must relax the assumption of transla-
tional invariance, so that a droplet of finite width is allowed to form. In Refs. [6] 
and [57] it was shown that the model can be mapped onto a one-dimensional field 
theory. We define a function m(r) to be continuous in a dimensionless longitudinal 
coordinate r, and we force 7n(r)=m; at integer values r—2. By Taylor's theorem, if 
i < r < i+ 1, then (wi,-+i — m,)2=(Vm(r))2 +0 (VmV 2 r a ) . Therefore, if m(r) do 
not vary too rapidly, then the free-energy density T for a configuration described 
by {"ii} is well approximated by the Ginzburg-Landau-Wilson form: 
et 
LJ0 
a Y | i j ( V m ) 2 + JFMF(m(r)) (36) 
The stationary solutions for the magnetization profile is given by the Euler-
Lagrange equation 6T = 0. In Ref. [6] it was demonstrated that this equation 
has three types of continuous solutions. For each local minimum mmm of ^"MF, 
there is a uniform solution m(r)=mmin, for which the free-energy density is given 
by the corresponding mean-field result. In addition, for each local minimum that 
is not the (unique) global minimum m(r) — mm„ there exists a solution that 
represents the lo%vest-Iying saddle point between 77imj and a second minimum of 
equal or lower value. If the second minimum is lower, the solution, viewed as a 
spatial variation in m, has the shape of a "droplet" pointed toward the more stable 
minimum embedded in a sea of the metastable configuration mm s . If the second 
minimum is of equal value, the solution has an "interface" shape, in which the 
system passes from one minimal configuration to the other. Other solutions to the 
Euler-Lagrange equation, which are oscillatory in space, can also exist, but we do 
not consider them here since their associated free-energy density is higher than 
that for the solutions already described. By solving the Euler-Lagrange equation 
for the droplet shape, see paper IV and Refs. [6, 84] the free-energy cost AF is 
determined: 
AF = fN(y/2jy%\-3^\H - Htpf* + 0(H - Htv>)7'A . 
0 
(37) 
From é3 field-theory studies [85], the exponential dependence of the lifetime of a 
metastable state close to the spinodal point was found to scale as \H - Htp\3^~d^ 
in rf dimensions. The hyper-cylindrical geometry considered in the calculations has 
r/=l, giving an exponent of 5/4, in agreement with Eq. (37). This is unlike that 
of the mean-field theory where an exponent of 3/2 was obtained (see Eq. (35)). 
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From the Vant Hoff-Arrhenius law [79], we expect the nucleation rate to have 
a "Boltzinann weight" given by the free-energy cost A F of forming a nucleating 
droplet: 
l" x r-J*F . (38) 
Tin.1 exponent in Eq. (38) is similar in form to an escape rate for a particle in a po-
tential well under the influence of some stochastic dynamics, [86]. From Eq. (37), 
it is seen that A F is proportional to JV, which implies that in the limit N—oo 
the nietastable state in fact becomes a stable state. The mean-field treatment of 
infinite-range force models, such as the Q1DI model can easily give metastable s-
tates, probably because the relaxation time in the thermodynamic limit of infinite 
volume becomes infinitely long so that the metastable phase, as we have shown, 
becomes a stable phase. However one of the problems for a rigorous theory of 
metastable states comes from the fact that a general principle of statistical me-
chanics states that the free-energy functional in the thermodynamic limit should 
be an upwards concave function of the magnetization m, [87] and therefore it can-
not include parts on Fig. 12 in the range mms < m < meq. This is the origin of 
the Maxwell construction, which connects point mm5 and m«, by a straight line 
segment, in order to satisfy the above constraint. 
4.2 Equilibrium Transfer Matrix Formalism 
This section contains a brief review of the equilibrium transfer matrix formalism 
following the discussion in Ref. [88] and gives the basis for the CTM formalism (for 
a more extensive treatment see Refs. [87, 89]). The transfer matrix formalism is a 
mathematical tool to derive statistical mechanical information for d-dimensional 
discrete systems that are translationally invariant and infinite in one dimension 
and finite in (d - 1) dimensions. All the equilibrium information about a ther-
modynamic system is contained in the partition function and in the n-point joint 
probability distribution functions. The partition function Z is defined as 
Z = T r ( e - " w ) , (39) 
where H is the Hamiltonian of the system. Consider a finite system, which is 
divided into M (d — l)-dimensional layers (subsystems), each containing N dis-
crete local variables. The configuration of the m-th layer can be represented by 
the column vector |A"m), which form a complete basis set. We assume periodic 
boundary conditions in the longitudinal direction so that \Xm) = \X\f+m). By 
restricting the interaction range, only to include adjacent subsystems, the Hamil-
tonian can be decomposed into a sum of layer Hamiltonian operators, whose form 
are independent of layer index: 
A/ 
7 / = £ < A ' m | W n Y m + i ) . (40) 
m=l 
Using the fact that a configuration \X) of the entire system can be written as 
a direct product of the M layer configurations, |X) = |Xi)|X2) • • • \XM), and 
inserting Eq. (40) into Eq. (39) we obtain for the partition function: 
M 
Z» = Trexp -j3 £ ( A r a | W ° P | X m + , ) 
m = l 
= £<A'o|TM | ,Yo>, (41) 
\Xo) 
where the transfer matrix T is defined in terms of its matrix elements in the dual 
space of configurations of two adjacent layers: 
( A m | T | A m + 1 ) = exp {-^Xm\n°"\Xm+l)] . (42) 
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Since a layer configurat [Oil I A m ) can be considered as a direct product of single 
spin configurations in that layer: |A'm) = |si,m)|s2,m) • • • l*:V,m), the dimension of 
the transfer matrix is given by ps, where p is the number of states for a single 
spin. Since T is a finite matrix with only positive elements, the Perron-Frobenius 
theorem states that the largest eigenvalue Ao is positive and nondegenerate, and 
that the corresponding eigenvector can be chosen to have only positive elements 
[90. 91]. In addition all subdominant eigenvalues are either real or occur in complex 
pairs In the following discussion we will restrict ourselves to symmetric transfer 
matrices T and we sort the eigenvalues A0 in order of decreasing magnitude, so 
that A0 > |A[| > |AT| > • • • > |ApN_i|. The partition function can then be written: 
PN-i 
Z . „ = T r ( T A ' ) = £ A " . (43) 
«=o 
In the limit M-~oo, the free-energy density per spin / of the system is obtained 
from the partition function Eq. (43), and yields: 
f
 = - j N . ^ J I ^ ' = -jNlnXo ( 4 4 ) 
From Eq. (44) the order parameter and susceptibility are given from the standard 
s'atistical mechanical relations. We can also easily obtain one- and two-point prob-
ability distribution functions P(Xm) and P{Xm,Xm+n) from the transfer matrix. 
The probability that the m-th layer in a system of length M is in a configuration 
|A'm) is given by the partial trace of the density matrix, the socalled marginal 
probability density, and is given by 
(m) 
P.„(A'm) = Z;,1 Y,{X\'-0"\X) = ZAV(A'm |Tw |A'm) . (45) 
l*> 
In Eq. (45), Yj\x) m e a n s t n a t t n e configuration of layer m is held fixed. By 
expanding |A'm) in the orthonormal basis {|o)} of eigenvectors of the transfer 
matrix T, we obtain in the limit M—>oo: 
P(Xm) = J im PM{Xm) = |{0|A'm)|2 . (46) 
Af — oo 
Thus, the probability of observing a configuration \Xm) is given by its projection 
onto the eigenvector of T with the largest eigenvalue. Similarly the two-layer joint 
probability distribution function for the 7Tj-th and the (m + n)-th subsystems, in 
the limit A/—>oo can be written 
(m,m+n) 
P(Xm,Xm+n) = lim Z;,x V {X\e-'"\X) 
A / - 0 0 | t -
= (O|Xm)(.Ym |(Ao-'T)l"l|A'm+n)(A'm+n |0) . (47) 
As done previously Eq. (47) is expanded as 
P(X miAm+n) — P(Xm)P(Xm-\-n ) 
+ (0 |X m ) (X m + n | 0 ) Y, (Xm\a)(a\Xm+n) ( ^ J . (48) 
From Eq. (48), we see that the two-point joint probability density function for two 
subsystems separated by n layers, decays toward the product form characterizing 
statistical independence. The length scale of the decay, is given by the ratio of 
the two largest eigenvalues, since the terms that has an eigenvector with smaller 
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••i£!-iiY.-ilut>s arc seen to correspond to transients. We can therefore identify the 
nrrtlitioii lingth ^ by 
«-w (49) 
All equilibrium properties can be obtained from these equations by the standard 
methods of equilibrium statistical mechanics. In the next section we will generalize 
these relations to obtain analogous quantities for the eigenstates |Q) corresponding 
to the smaller eigenvalues of T, |AQ| < A0, which as we shall see will yield complex 
free-energy densities. 
4.3 Constrained Transfer Matrix Formalism 
In analogy with the expressions for the marginal and joint probability density Eqs. 
(•IB) and (-17), non-equilibrium constrained probability densities associated with 
the c»-th eigenspace of T are introduced: 
Po{Xm) = | R Y m ) | 3 , 
P„(A-m,A-m+n) = (o|A'm)(A-m | (A-1T0)l"l |-Ym + B)(A'm + n |a). (50) 
The constrained transfer matrices TQ are constructed from the eigenvalues Aa and 
the corresponding eigenvectors |o) of the equilibrium transfer matrix T. The idea 
is to reweight the eigenstates in a simple way, so that states near equilibrium are 
suppressed. The matrix T a is taken to commute with T and can be written as 
T„ = Y. WM«WI • < 5 1 ) 
where |J), (J = 0 , . . . , p v — 1) represent the eigenvectors of T. It was pointed out 
in Refs. [92, 93, 94] that the constrained marginal probability densities, Pa[Xm) 
represent actual probability densities of single layer configurations in a constrained 
state In order to ensure that the entire system is characterized by Pa(Xm), the 
matrices T„ must be chosen so that the constrained joint probability densities 
satisfy the following set of regularity conditions, see Refs. [75]: 
(i) Relation between marginal and joint probability 
Pa(Xm)= £ Pa(Xm,Xm + n) (52) 
which is satisfied if and only if fg(a) — Aa for 0 = a. 
(nl Stochastic independence at infinite separation 
lirn P0(Xm,Xm+n) = Pa(Xm)Pa(Xm+n) , (53) 
which is satisfied if and only if | /ø(a) | < Aa for all /? ^ a and /O (o) = A0. This 
condition ensures that the spatial correlation in the constrained system converge 
with distance to values consistent with stochastic independence. 
fm) Non-ambiguity for n=0 
Pa(Xm,Xm+n) = Pa(Xm), (54) 
which is satisfied if and only if fø(a) ^ 0 for al! (3 and o. This is equivalent to 
requiring that those eigenvectors |/?) for which fø(a) are nonzero form a complete 
basis for the layer configuration space. Physically the requirement means that 
fluctuations into configurations which has nonzero projections onto the subspace 
with |A^| > |A0| are not forbidden. 
(IT) Reduction to the equilibrium case 
/ \=o(A'm . A'm+n) = P ( A m , A m + n ) , (55) 
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which is satisfied if and only if / j(o) = A^  for Q = 0. These conditions are satisfied 
l>y tin- following form, although Tr, is not uniquely defined by them: 
" A* 
T
'* = X>>f < J | + E MMtfl- (56) 
Note tli.it, from Eq. (56) the constrained transfer matrix T a , can only be con-
structed if A ^ O for all j3<a. For o=0 it is obvious from Eq. (56) that T a reduces 
to the equilibrium transfer matrix. 
We are now in position to define constrained, generalized thermodynamic quan-
tities [75, 95]. The internal-energy density Ua is given by 
W
« = i E (°IA'> [(W'T.I/Of.YrWH*')] ( * » - (57) 
' \X),\X') 
where Hfp is the interaction part of the layer Hamiltonian. The order parameter 
Ma, which is the conjugate to the //-field is given by 
M
" = i E<a|A'){X|A/°P|,Y)(A-|a) , (58) 
\x) 
where Mop is the magnetization operator acting on the layer configuration \X). 
The constrained entropy density Sa is defined in analogy with that of a stationary 
ergodic Markov information source [96] and it is given by 
Sn =
 -jf E («|A')[( .Y|A;1T0 |A"}ln(,Y|A;1TQ | r>](A"| a) , (59) 
|A-},|X') 
where In is the principal branch of the complex logarithm. The branch cut is taken 
along the negative real axis, so that the domain of ln(;) is \z\>0, -7T<arg(i)<n\ 
In analogy with equilibrium thermodynamics the free-energy density associated 
with the eigenstate |a) is defined by 
f„=Ua-HMa-TSa. (60) 
Combining Langer's result (Eq. (29)) with the Van't Hoff-Arrhenius law (Eq. 
(38)), we expect the imaginary part of the free-energy density / „ from Eq. (60), 
for n > 1 to be related to the free-energy cost of creating a nucleating droplet 
Im/ 0 oc e - " A P . (61) 
4.4 The Long Range Blume-Capel Model 
In this section, we define a Blume-Capel model with weak, long-range inter-
actions, and we calculate the zero-temperature phase diagram and the finite-
temperature spinodal surfaces. The long-range Blume-Capel model consists of a 
one-dimensional chain of L layers or subsystems, each containing N spins Sin = 
{0, ±1}, where the index i = \,...,L runs over the layers, and the index n = 
1 , . . . , ^ runs over the spins in a given layer. The spin-spin interaction is fer-
romagnetic J/N>0; D is an applied field that either favors (D>0) or disfavors 
(D<0) s i n = 0, and / / is an applied magnetic field. We introduce the following 
quantities, 
Mi 1 A 
n = l 
« = |=?E<.. (62) 
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which arc the magnetization density and the density of nonzero spins in column 
/'. respectively. We impose periodic boundary conditions that is mi+t—m, and 
7/.+i='/i The llamiltonian for the long-range Blume-Capel model can then be 
written as 
L L L 
H = -J X Y, '"• '"•+1 + ° - V Y* 9l " HN X]mi ' (63) 
1=1 i = l i = l 
For D-~-se, it follows that q, = 1 and the long-range Blume-Capel model becomes 
identical to theQIDI model discussed in the Sec. 4.1. In the mean-field calculation, 
we assume that the configurations of the system are translationally invariant, so 
that m,—m and qi—q for all columns « = 1 , . . . , L. With this simplification, we can 
define a mean-field llamiltonian ? i M F for the energy density as 
•H™ = -Jm: + Dq- Hm (65) 
In the limit A'—»oo, the densities m and q take on continuous values in a domain 
Q={(7, m) : 0<</<l, | " i |<?}, which defines an isosceles triangle in (q,m) space. 
Before solving this mean-field model in general, let us look at its zero-tempera-
ture properties. In Fig. 14 the zero-temperature phase diagram is shown. The 
three stable states are (q, m) = (0,0), (1 , -1) and (1,1), which are located at the 
vert ices of the domain fi. In the following discussion we denote these states as (0), 
( —). and ( + ), respectively. 
Figure 1J. The zero-temperature phase diagram for the long-range Blume-Capel 
model. The thick solid lines are the first-order equilibrium transition lines, which 
divide the (D, / / ) plane into three regions, with stable phases (0) (+), and (—). 
The thin lines indicate the zero-temperature spinodals for each oj the metastable 
phases. 
The thick solid lines in Fig. 14 are first-order transition lines, which separate the 
(D, 11) plane into three distinct regions, each corresponding to one stable phase, 
as indicated in the figure. The transition lines are found from a simple energy 
argument. From the mean-field Hamiltonian Eq. (64) we can calculate the energy 
of the three stable phases: HM F(0)=0, WMF(+) = D - H - J, and ttMF(-) = 
D + H — J. By equating these energies we obtain the transition lines. It follows 
from this argument that the three states have equal energy at (D, H, T)=(J, 0,0). 
The three states can also exist as metastable states for certain values of D and H 
outside the region where they are stable. The reason for this is that as we cross a 
transition line by changing the fields D and H, the previous global minimum of 
WMF remains as a local minimum. As we increase the fields further, we eventually 
reach a spinodal line where the local minimum in WMF coincides with a saddle 
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point, and tlit- mitasUbit- state thus becomes unstable. The spinodal lines can 
be calculated by a simple stability analysis, in which we expand i'H in terms of 
<V/ and bin around the stationary states and require that fi7i—0. The spinodal 
lines shown in Fig. 14 are all second-order non-equilibrium transition lines. We 
obtain for the (O)-spinodal lines H—±D (D>0), for the (—)-spinodal lines H—2J 
(D<Q) and // ~2J - D (£>>0). The (+)-spinodal lines are the reflection of the 
( —)-spinodal lines about the Z?-axis. 
At finite temperature the entropic contribution has to be taken into account, so 
the first-order phase boundaries and spinodal surfaces have to be calculated from 
the free energy. The mean-field free-energy-density functional can be calculated 
for a given m and q using the relation /"M F = 7iMF — TSMP, where SMF is the 
micro-canonical entropy density of the system. This entropy density is defined 
by SMF=(l/N)\ng(M,Q), where g(M,Q) is the multiplicity of spin configura-
tions in a specific column corresponding to given values of M and Q. A simple 
combinatorial argument yields 
where the brackets denote the binomial coefficients. It was shown in paper IV, 
that in the limit JV — oo, the mean-field free-energy density is given by 
JFMF = -Jm2-Hm + Dq + ^T[2(\-q)\n(l-q) 
+ (q + m) \n{q + m) + (q - m) ln(q - m) - 2<j In 2] . (66) 
In the limit D—-oc, Eq. (66) reduces to the corresponding Q1DI result Eq. 
(31) as expected. The equilibrium free-energy density is obtained from the global 
minimum of 7"MF within the domain Q. By setting the partial derivatives of TMF 
with respect to both m and q equal to zero and defining an effective field Hefj=H + 
2Jm, we obtain the stationarity condition as a pair of coupled equations: 
7 =
 tanh(//e f f/T) ( 6 7 ) 
and 
1 + - exp(2D/T) q2-2q+l- exp(2D/T)m2 + 1 = 0 . (68) 
By combining the two equations, we can write the stationarity condition as an 
equation only in in: 
= 2sinh(/W71 
' " exp(D/T) + 2cosh(/7eff/T) • l ' 
Equations (67) and (68) are identical to the expressions found by Blume tt al. [74]. 
Their common solution cannot generally be obtained in closed form. A schematic 
drawing of the mean-field equilibrium phase diagram can be found in Griffiths 
[97]. 
In order to calculate the spinodal surfaces, we require that the local minimum 
of jFM F that corresponds to the metastable state is also a point of inflection. 
This criterion is satisfied if we require, in addition to the vanishing of the partial 
derivatives of J r M F with respect to both m and q, that the determinant of the 




•* mq qq 
= 0 , (70) 
where the subscripts denote partial derivatives with respect to the subscripted 
variables. Inserting Eq, (66) for fMr into Eq. (70), we obtain 
2.7m2 - 2Jq + T = 0 . (71) 
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The spmodal field is obtained by the simultaneous solution of Eqs. (67). (68). and 
(71). as a relation between D, / / , and T. We start by using Eq. (71) to eliminate 
</ from Eq. ((58), which gives 
m4(It>- | i ;)+iri-[-32+4ij+(16-4ij)T/Jl+16-16T/y+(4-»j)(77J)2 =0 . (72) 
where r/=exp(2D/7") This quadratic equation in irr yields four solutions for MI. 
»i = ± , 
V 
4 ± y/|( 1 - 27/7)7?-' + St]T/J 
4 - 7 
-T/J + l (73) 
which we will denote ± m + and ±:n_. To get the functional relation between the 
fields, we use Eq. (71) again to eliminate q from Eq. (67). Isolating H from the 
result gives 
// = -2Jm + Ttanh" (74) 
m 2 + T / 2 J J 
The expression for the //-field in Eq. (74) reduces to the Q1DI result given in Eq. 
(32) in the limit D——<x. This can be seen by noting that q = m2 + 7*/2J—1 for 
D——X. By inserting the solution for the magnetization of Eq. (73) into Eq. (74) 
we obtain the desired expression for the spinodal //-field in terms of the D-field 
and temperature T. 
A three-dimensional plot of the spinodal surface in {D, H,T) space, calculated 




' • » H i . ' 1 
H 
Figure 15. The spinodal surface, shown in (D,H,T) space. The whole surface is 
symmetric under reflection in the plane H=0. Only the portion for T/J> 1/12 is 
shown, floating above the grid at T=0. The two sheets that merge along the line 
/i are the (-h)-syinodal in front, and the (-)-spmodal in back. This line of criti-
cal points terminates at the trtcrittca!point (DJJ, / / , / / , T,/./)=(4 In 2/3,0,2/3), 
which is marked with a circle. The sheets that merge along the line li are the (0)-
spinodal in front and the (-)-spmodal in back. For the sheets merging along the 
line tø tee have the (O)-spinodal m back and the (+)-sptnodal in front. The two 
(O)-spmodal sheets intersect and cross the (+)• and (-)-spinodal surfaces, and 
merge along the line / j . This line connects the point (D, H,T) = (0,0,0) with the 
tricrttical point. 
about the plane / /=0 , due to the symmetry of the Hamiltonian Eq. (63) under 
the transformation (s„ ,, / / ) — ( - « „ ; , - / / ) . Due to the singular behavior of Eq. 
(71) at 7=0 , the bottom edge of the surface pictured lies at T/J=l/12. At T=0, 
the spinodal surfaces are anchored to the zero-temperature spinodal lines shown in 
Fig. 14. Starting from large positive D, we have four spinodal sheets corresponding 
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r.. ih»- f-ur >">Iuti'.ti>. These are indicated at the right-hand side of the figure The 
("i->[>iti."i.il >h--«-!s in front and in hack merge with the ( - ) - and (-f )-spinodal 
>h—t> :Ji -ug the lines /s and ij. respectively. Below we obtain analytic expressions 
for ?L-- lm«-> l-_. <;. fj. and I4. including the tncritical point where all four lines 
m-.t As wv reduce /) past I)~'2J. the ( + )- and {— )-sptnoda! sheets intersect 
and in'«. l'li»- liti<- <»f intersection becomes li above the tricritical point. The (0)-
>|>i!i<iilal >h>--ts [>a>s liisi-l«* the ( + ) and ( —) sheets and merge along the line /4. as 
i-an !>•- seen through the rectangular window in the (+) sitret. 
(»•taming .analytical expressions for the four lines of critical points » quite 
simple using K-| (73) for the spinodal magnetizations. The lines are parameterized 
by th»- appropriate critical temperature Tf. The line l\ is derived by setting m_ =0 
vir-lding 
«- = ^ ln[^Lij (75) 
I, (76) 
for 2/3<T.-1 J<2. Similarly. /; is obtained from the condition m_ =m + : 
flc = -Uy/-ZT.I2J + I + Tetanh"1 [^ZSJ"*'] 
for l/-><T../J<'2/3. The line /3 is the mirror image of f3 about the plane 11=0 
The 11 tit- lt is determined by setting m_ =0 as was the case for /[. The result for 
/-i is given in Eq. (75) for 0<T r /7<2/3 and it is a continuation of/t below the 
tricritical point. The magnetization m<. along the lines of critical points is easily 
found using Eo. (73). Along l\ and 1+ obviously nv=0, since H=0 along these lines. 
whereas along /; and 13 we have m^ = I — 3Tc/27. The tricritical point is found 
as the intersection of the lin« /, and /;: 7",/J=2/3. A /7=4 ln(2 ) /3 and / / t =0. 
These .analytic expressions for the critical lines agree with the results obtained 
by lilume ft ml. [71], which were derived from the Landau expansion of the free 
energy to sixth order. 
In Fig. 16 the region of competing metastability at a temperature T/J=0.25 
(well below Tr) is shown. The thick solid lines are first-order transition lines, and 
the thin solid lines are spinodal lines. The figure is similar to the zero-temperature 
phase diagram in Fig. 14. except for the curvature in the (O)-spinodals near A/=0. 
The lines separate the (D.H) plane into 17 regions, in each of which we have drawn 
the free-energy-density functional schematically along the most probable mean-
field escape path, or mean-field reaction path (MFRP). joining the three states. 
Sine«? the MFRP must go through the saddle points of ^"MF. it can be shown 
from the stationarily condition of Eq. (69) that, for the range of fields shown 
on the figure, each MFRP is very close to the border of Q defined by q=±m. 
The global minimum represents the equilibrium phase, whereas the remaining 
local minima represent metastable states. For the D and ft values inside the 
large central diamond-shaped region, two competing metastable states are present. 
As we cross a spinodal line, the metastable state associated with that spinodal 
vanishes. The thick dotted lines indicate where the free-energy functional for two 
competing metastable states become degenerate. The thin dotted line for / / > 0 
indicates points where the barrier heights A^"^_ f ( ) , and A-fJ^r , + ) are equal, 
and analogously for the dotted line for H<0. All lines except the exactly obtained 
spinodal lines have been calculated numerically from Eq. (66) since they involve 
finding the extrema of ^"MF. which has not been done in closed form. 
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tiøwrt 16. Fimttt-trmptrmtmrr pkøst diøørømx. skøwimø Ikt rtøtøm øf ctmfttimm 
mi Ustøkditø. rktrr Ikt sfimodøl ømd tøtthknmm sørjøcts imttrsect Ikt fl±øt 
/ J-0_'.f Thick solid Itmts rrfrtsral Ikt first-ørdtr tøtikknum trømsittom Umts: 
4*4 tkm %»li4 limts skør tkt sfimodøl Umts. Tkt tkick døsktd Umts rr first ml trmm-
•nti»n* Ulrrrn tro mtløsløktt støtts. ømd Ikt døtttd rtrlieml kmt u Ikt bras øf 
<•}»•«/ kørrirr ktiøkts. Im tøtk srpørmtr rtfirm. Ikt frtt-tmtrøm-dtmsitm fmneliømøls 
arr drøm stkt raølttøllf ølømø Ikt mtøm-fitld rtøtltøm pøtk. Tkt øtokøl auaiatam 
rum s ponds lo Ikt sløklt »køs*, ømd løcøl mimim* rt first ml mtrtøsttUt stølts. So-
lid fvtmls mdirølr førømt Ur stis før rkick dwnømitul Uømlt Cøriø simøUlioms 
af Ikt dtrøy of mtløttøUt ti øl t s rtrt ftrførmté (stt føftr l\~). 
4.5 TYansfer-matrix Results 
\V.- sill apply thr formalism drscrihed in Srr 4.3 to thr long-rangr Blume-Caprl 
iii<x|rl llainiltoman of K<| (63). From thr definition in Eq. (62) it follows that 
M, - (.Y.I.I/'^IA,) and(?, = <.\',|<?»!-Y,). Thr layer Hamilloniac matrix element 
is written in the symmetrized torm 
(A.jWp |V,+ I) = - - U . . U . + , + y { Q , +<?,«. ,)- j1.11. + .U,*i) , (77) 
so that wi- obtain a symmetric transfer matris from Eq. (42). A$ ran br seen from 
K<|. (77) thr layer llamiltonian is invariant under all permutations of thr individual 
spins, since it only drprnds on thr total magnetizations. M, and -WI+i. and thr 
lot al numbers of nonzero »pins. Q, and Q,+\ This implies that thr transfrr matrix 
ran he contracted to a reduced basis srt consisting of statrs \\t,Qt). as described 
in detail in paper IV. Thr dimrnsion of thr rontractrd transfrr matrix is rasily 
ST-II to bf 
.lim = £ « ? + •> = 2{S + I ) ( V + 2 ) • ( T S ) 
and thr elements of thr rontractrd transfrr matrix arr given by 
{MQn\M'<T) = y/tiH.QMXr.V) 
x rxp ( - J [ ~ 4 W W ' + f W + tf)" f iM + •« ' ) ] ) . (79) 
wli ' f j(\l.Q) i* thr multiplicity factor given in Eq. (65). Thr internal-rnergy 
<l«-nMty 14^ is givrn by 
Ki«o H 7.1KKN) 53 
In the Hliiiiie-Capel model we have two fields, / / and D. Consequently we have 
two field contributions in addition to the interaction part of the Uamiltonian. The 
order parameter Ma, which is the conjugate to the //-field is given by 
M: = 4 E A/|(A/Q|o)|2 . (81) 
Similarly the order parameter conjugate to the D-field is given by 
Q
° = W E<?l(A/<?l«)f • (82) 
' \MQ) 
The expression for the constrained entropy Sa is given by 
s
» = -j E E HM<?> 
\MQ) \M'Q-) 
x (MQ\\-lJa\M'(y)la(yp££2ÆM) }{M'Q'\c). (83) 
In addition to the fact that the transfer matrix T is invariant under the spin 
permutations, which led to the above contraction, other more complex symmetries 
may be present. This is the case for the long-range Blume-Capel model since we 
have shown in paper IV, that the rank of the matrix is (2^+1) , which is much 
smaller than the dimension of the contracted matrix. This means that most of the 
eigenvalues are zero, and that the matrix can be reduced further by projecting out 
the null space. This further reduction is important, since in order to define the 
C'TM it suffices to diagonalize the reduced matrix. In the numerical computation 
a reduction of the matrix size from (iV+l)(iV-)-2)/2 to (2AT+1) is obviously a great 
advantage, because much larger system sizes can be studied. 
The numerical calculations proceed by using Eq. (79) to set up a symmetric 
transfer matrix. This matrix is then reduced to a (2iV + l)x(2JV + 1) matrix 
preserving its symmetry, and diagonalized. The constrained transfer matrices T 0 
(r»-0, • • • ,2JV) are constructed from the eigenvalues Xa and eigenvectors |Q) us-
ing the definition given in Eq. (56). Using this form for T 0 we calculated the 
constrained free-energy densities 
/„ = U„ - HMa + DQa - TSa , (84) 
using Eqs. (80)-(83). In Figs. 17 and 18, the real and imaginary parts of the 
constrained free energies are shown as functions of the £>-field for 0.6<D/J<1A 
for iV=18 and H/J=0.l at T/J=0.25, giving rise to a total of 37 branches. By 
drawing a line segment in Fig. 16 representing the D-scan, we obtain values of 
D corresponding to the following transitions: Di /J«0.82 for the (O)-spinodal, 
D?/J&0.% for the exchange of metastable states, D3/JKOM for the equal barrier 
height, D4/JSSI.IO for the equlibrium transition, Z?s/7«1.17 for the (-)-spinodal, 
and Z?6/7ssl.37 for the (+)-spinodal. These values are indicated as vertical lines. 
In Fig. 17 we show Re/ Q / J together with bold curves indicating the mean-field 
results for the stable, metastable and unstable states. The states can be identified 
from the slopes of their branches due to the identity 
-N~dD--Q°- ( 8 5 ) 
Thus both the (+) and the ( - ) branches have slopes near unity, while the (0) 
state has a slope near zero. For D</?4, the (+) state is stable, while for D>Dn, 
it remains metastable until the (+)-spinodaI at D—Da- The thick line parallel to 
the ( + ) branch is the ( - ) branch, which terminates at the (-)-spinodal at D=D$. 
The horizontal thick line is the (0) state, which is metastable for Di<D<D< and 
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Figure 17. The real parts o} the constrained free-energy density Re/0/'J for N=18, 
11/J =0.1, and T/J=0.25, shown as a function of D/J for 0.6< D/J<1.1 
The vertical transition lines are the (() sptnodal at Di/Jx0.82, the exchange of 
metastatic states at D->/Jzs0.90, the line of equal barrier heights at D3/JXO.99, 
the equilibrium transition at D^jJzzl.lO, the (-)-spinodal at Ds/Jszl.n, and 
the (+)-spmodal at £><;/Jzsl.37. Also included are bold curies representing the 
stationary points of the mean-field free-energy functional. The virtually straight 
Inns correspond to the stable and metastable states (0), (+), and (—), and the 
upunrd-concave curves represent the uniform unstable stationary points. 
stable for D>D4. Exchange of the metastable (—) state and the metastable (0) 
state occurs at D=D->, as seen by the crossing of the two corresponding thick lines. 
The imaginary part of the constrained free energy Im/0 is shown on a loga-
rithmic scale in Fig. 18. The data extends over 55 decades. The solid lines for 
(+) 
,%,W0.6 0.8 1.0 1.2 1.4 
D/J 
Figure 18. The imaginary parts of the free-energy density lmfa/J shown on a 
logarithmic scale. The parameters are the same as in Fig. 17, and the vertical 
lines have the same meaning. The lobe structures correspond to different metastable 
slates. Diamonds are data points obtained using extended numerical precision (128 
bit). See the detailed description in the text. 
ln ( Im/„ /J )>-60 were calculated with 64-bit precision on a HP9000/735 work-
station. Extended precision (128-bit) was used for the remaining parts. These data 
points, shown as diamonds, were calculated on a Cray Y-MP/432 supercomputer. 
The lobe structure is identified as follows. The set of lobes which increase in value 
with increasing D for Di<D<D^ corresponds to the (+) metastable state, whereas 
_1C/1 
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those that decrease in value for D\<D<D^ correspond to the (0) metastable state. 
'I'lie remaining lobes for D< D5 correspond to the ( —) metastable state. Note that 
liie iobe structures corresponding to the ( - ) and (0) metastatic states intersect at 
DxzD.i. which is approximately equidistant from the (—)- and (O)-spinodals, as can 
be seen in Fig 16. The barrier heights AF (_)_ ( 0) and AF(o)_(+) are therefore e-
qu.il to leading order in the expansion about the spinodals, just as their mean-field 
counterparts A/" , even though the //-field dependence for the mean-field bar-
riers are quite different. Further, we have for Di<D<D3, AF(_)_(0)>AFto)—(+) 
and Im/(_)<Im/(0), whereas for Da<£><Ds we have AF(_)_(0)<AF(o)—(.f.) and 
lm/(_)>lm/(o). These results give strong evidence that lm/<, for the metastable 
state is related to the free-energy barrier height involved in the transition in a-
greeinent with Eq. (61). More quantitative evidence was given in paper IV where 
we applied finite-range scaling to |Im/D | . We found good agreement between the 
finite-range scaling of | Im/ a | and the free-energy barrier height. Further evidence is 
given by the sudden change in behavior for the (—) metastable branch at D=Di-
This can be explained by the fact that the magnetization profile of the critical 
droplet undergoes a drastic change as one metastable state becomes more favored 
than the other. For D T < D < D 4 , the critical droplet is one through which the (—) 
metastable state decays into the (0) metastable state before it has a chance to de-
cay finally to the stable state. However, for Di<D<Dn, the (0) metastable state 
becomes too costly for a system in the ( —) metastable state to decay into it, so 
the critical droplet is one that allows the ( - ) metastable state to pass directly to 
the stable state. This droplet is somewhat larger and hence more costly to form. 
4.6 Discussion 
We have studied an extension of the Blume-Capel model to include weak, long-
range interactions. The reason being that for a certain field-range a region with 
two competing metastable states exist, but also that the model is simple enough 
to allow extensive symmetry reduction of the transfer matrix. An exact analytic 
expression for the four sheets, which constitute the spinodal surface has been 
obtained. By analytic continuation of the equilibrium free-energy density J- near 
I he spinodal we have calculated the free-energy cost AF of creating a nucleating 
droplet in the Q1DI model. However, the formula remains valid for the long-
range Blume-Capel model provided that 7 is replaced by 7 = 8mjP</2(m'p -
1 + '.IT/2J)/T. Thus it follows that the dominant //-field dependence scales as 
\ll - //5p |5/4 , also in this case. 
The study of metastability via the constrained transfer matrix formalism is par-
ticularly attractive. One reason is that the real part of the constrained free-energy 
density Re/ a display branches, which in the intervals between crossings corre-
spond to the metastable states. Thus the associated eigenvectors represent spin 
configurations that show important characteristics of metastability. In addition, 
the metastable states, are uniquely characterized by the extreme smallness of the 
imaginary part of the constrained free-energy density Fm/„. We have demonstrat-
ed that for any pure metastable state, the value of |Im/CT| is in agreement with 
the Van't Hoff-Arrhenius law for the decay rate of that particular metastable s-
tate. Another reason is, that in the case where two metastable states are present 
as in the long-range Blume-Capel model, the CTM method gives a distinct val-
ue for | Im/0 | for each state, which can easily be continued through points where 
these states are degenerate. The usual procedure of analytic continuation of the 
free energy [7], on the other hand, has no mechanism for distinguishing coexisting 
metastable states, and thus gives an imaginary part related only to the lowest 
activation barrier separating any one of the coexisting states and the equilibrium 
state 
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5 Driven Lattice Gas Models 
A unifying theory which explains l//-noise in temporal fluctuating signals is still 
lacking- Recently Bak. Thang. and Wiesenfeld [8, 98, 99] introduced a new con-
cept, which they called self-organized criticality (SOC), which was an attempt to 
tiud such a theory. They used a cellular automaton, to illustrate the idea, but un-
fortunately, the model turned out to have an l / / 2 power spectrum [20, 21, 100]. 
Later a deterministic lattice gas model [101], very much in the spirit of the self-
organized-critical models studied by Bak, Thang, and Wiesenfeld, was shown to 
have l//-noise when driven by a white noise boundary condition. 
In this chapter we will discuss the deterministic lattice gas model, based on the 
results of paper V. Two versions of the model are studied. In one case we consider 
a finite open system in which particles are injected stochastically. In the other 
case we use periodic boundary conditions. In both cases the power spectrum of 
the density fluctuations S(f) and the lifetime distribution D(t) display power law 
scaling, 5 ( / ) » l / / ' J and D{t)xl/ta, with «=3/2 and 0=1. This is remarkable since 
o=3/2 is the expected behavior of particles as non-interacting random walkers, 
which gives rise to /J=3/2 due to the scaling relation [20] a + 0 = 3. The deviation 
from the scaling relation indicates that important correlations exist between the 
particles even after many collisions. In order to understand this behavior we have 
developed a macroscopic theory in the framework of a Langevin description, which 
reproduces our numerical findings. 
Before concentrating on the details of the deterministic lattice gas model, we 
will briefly introduce the general concept of self-organized criticality. The reason 
being that the self-organized critical state exhibits scale invariance both spatially 
and temporally, which immediately implies power law behavior. Following Ref. 
[102], we will then proceed by analyzing a class of models for dissipative transport 
in the framework of Langevin equations, which are capable of producing Iff 
power spectra for the density fluctuations. 
5.1 Introduction 
Many phenomena in nature exhibits self-similarity spatially and temporally over 
a wide range of scales. However a proper understanding of the origin is still lack-
ing. This led Bak, Thang, and VViesenfeld (BTVV) [8] to introduce the concept of 
self-organized criticality (SOC) as a possible explanation of l//-noise. The idea 
is that driven systems with many spatial degrees of freedom never reach equi-
librium, but rather jump from one metastable state to another. In the words of 
BTVV, the driven system self-organizes into a critical state, which then corre-
sponds to motion on an attractor in phase space, under the random driving force. 
The important point of SOC is that the "energy release" in the transition from 
one metastable state to another, is characterized both by spatial and temporal 
scale invariance. Although scale invariance also arises in the theory of equilibrium 
phase transitions, the difference is that the driven system self-organizes into the 
critical state, without the need to fine-tune system parameters. BTW studied a 
simple cellular automaton (the sand pile model), where the perturbation consists 
of random addition of sand grains. When the local slope exceeds a threshold value, 
sand tumbles down the slope, which can trigger additional sand grains etc. The 
energy release considered above was then measured as the total mass involved in 
an avalanche of sand tumbling down. BTW found that the system indeed evolves 
into a statistically stationary state, characterized by power law scaling of both 
the lifetime distribution and the size distribution of the avalanches. The cellular 
automaton was believed to describe quantitatively the flow of sand in real sand 
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piles. The applicability of SOC was subsequently questioned by Jaeger et al. [103], 
who performed an experiment on real sand piles and did not find a 1/ / power 
spectrum. Later it was shown in Refs. [20, 21, 100] that the power spectrum of 
the HTW cellular automaton, was mistakenly reported to be 1 / / , but rather be-
haved as 1//-' in 1,2,3,4, and 5 dimensions. Motivated by a Langevin treatment 
(see below). Jensen [10-1] considered the original BTW cellular automaton again, 
while only perturbing the system at the boundary. In this case the power spectrum 
behaved as 1 / / . 
We will now attempt to describe driven diffusive lattice gas models from a 
macroscopic point of view in the framework of diffusive Langevin-like equations, 
Ref. [86]. In a Langevin description, the variables of the system, are separated 
according to their time scales and wavelengths. The slow varying variables (low 
frequency, long wavelengths) of the system are typically the order parameter, and 
other quantities that obey a conservation law. The fast variables (high frequency, 
small wavelengths) are then taken into account as a noise term, that appears in 
the Langevin equation, see Eq. (87). The application of such a model to discrete 
lattice gas models is only valid at a coarse-grained level, where the microscopic 
motion of the particles has been averaged out. We therefore proceed by coarse 
graining the discrete occupation numbers, to obtain a local density field n(r, t) 
which denotes the number density of particles in a volume element around r 
at time t and which is continuous in both space and time. The coarse-grained 
hydrodynamic equations, in which all fluctuations are integrated out, can then 
be established by considering the symmetries and conservations of the system, 
and assuming the existence of an appropriate regularity of the problem so that 
gradient expansions are possible [105]. This leads to partial differential equations 
like the ordinary diffusion equation, for example, of the form 
^ l l 2 = 7 V 2 n ( r , 0 + F[n.Vii]. (86) 
where F[n, Vn] denotes some general function which takes care of higher order 
terms in the expansion in n(v,t) and Vn(r , t ) . The fundamental problem arises 
when one wants to account for the remaining fast variables. This is most often done 
by adding some kind of noise p, consistent with the symmetries and conservations 
of the system, to the right hand side of the diffusion equation 
(2l^lll=^r,(T,() + F[n,Vn]+p. (87) 
Generally the nature of the noise term p is unknown. Therefore one normally as-
sumes p to be a delta function correlated (in-time as well as in-space) Gaussian 
process [106, 107]. Though power law distributed noise has recently been con-
sidered [108], the important point is that the assumed form of the noise term 
determines the fluctuations of the system described by Eq. (87). This makes it 
particularly unsatisfactory that we do not know how to determine the form of the 
fluctuating source term from the microscopic properties of the considered many 
body system. 
We will now analyze a class of linear dissipative transport processes following the 
discussion of Ref. [102]. We consider a (/-dimensional semi-infinite system, where 
particles are injected at the boundary, move dissipatively through the system and 
are removed at infinity. Positions are denoted, using the notation of Ref. [102], 
r
 = ( r | | . r i ) , where || and X denote the direction transverse or parallel to the 
(d - l)-dimensional hyperplane at T-JJ = 0. Periodic boundary conditions in the 
transverse (J.) direction are imposed. We want to drive the system by injecting 
particles stochastically, so that the density field is fixed at the boundary r^ = 0 
to 7i(r|| = 0,rj.) = 6(r\\)T)(ri,t), where n is a white noise random variable, with 
correlations (rj(rj., Ov( r ' i ' ' ' ) ) = 2r^(r i - r ' x ) ^ ( ( - ('), and Y is constant. Consider 
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first the case where the motion in the bulk is deterministic, in which case there is 
no hulk noise We allow for a driving force, which pushes the particles from left to 
right. This introduces an additional term -Kdn(T,t)/dr>\ on the right hand side of 
K<|. (ST). For an infinite system we need a constraint, to prevent the density field 
from growing without bound. The solution suggested in Ref. [102], is to include 
a [mining term —;^(r||)»(r.(), where r is a positive constant. In this context it 
is important to note that the inclusion of the pinning term is an analytical trick 
which allows the solution of the Langevin equation to be obtained by a Fourier 
transformation. A solution without the inclusion of the pinning term is much 
more complicated and was obtained in Ref. [104], using an explicit formula for 
the Green's function propagator for a (f-dimensional semi-infinite system. The 
Langevin equation without bulk noise can therefore be written: 
^ > =
 7 V 2 n( r , t ) - « ^ £ i £ l _ r«(r,,)n(r,0 + <(r„) , ( rx ,0 - (88) 
(ft CT|| 
In the analytical formulas that follows it is convenient to make use of the cyclic 
frequency o.\ related to the frequency / by ui = lizf. The solution of Eq. (88) can 
be obtained by a Fourier transformation which yields 
» k,-;) = , . . . r - , (89) 
1 + r/(kj.,Lj) 
when; y0(k.ai) = (-»'-; + iKt|| + i t 2 ) - 1 , and /(kj.,w) = f dk\\go(li,u)/2ir. The 
power spectrum S(u) for the total number of particles N(t) — J" n(t,t)ddr in the 
system is defined in terms of the ensemble average of the product (N(LJ)N'(UI')) 
S(*)S(*J - w') = (iV(^)jV(u;')) . (90) 
The delta function in the definition in Eq. (90) represents the u=0 component of 
.\{M) = n(k = 0,u). Direct evaluation gives 
SU) = 
|r,(ki = 0,^) |2 1 2 (91) 1 + r(*2 - 4/W7)-'/2 
From Eq. (91) it follows that if there is no driving force ( K = 0 ) the low frequency 
behavior is given by S{u) ~ w - 1 , while if we include a driving force (*>0) we 
get S(yy) ~ w~2. In the case where the particles move stochastically through the 
system, a white noise term that conserves the particle number has to be included 
on the right hand side of Eq. (88). Such a term can be represented as the divergence 
of a random vector function, V • r](r,t), with correlations {T)i(t,t)Tfj(r',t')) = 
2Y8,jb(r - r')ft(t - t'). It can be shown [102], that for ( K = 0 ) this gives S(u) ~ 
• J - ' 1 / 2 , while if («>0) we obtain S(w) ~ u>~2 as before. 
The exponent 3/2 for the power spectrum in the case of conserving bulk noise 
can be understood very simply by an elegant argument given in Ref. [109]. For 
a gas of non-interacting random walkers, the temporal fluctuation in the particle 
density within a subsystem scales as AN(T) ~ r 1 ' 4 , since obviously the number 
of particles involved in diffusion scales with the diffusion length lT<XTlt2, and the 
fluctuations involved for a Gaussian process is just given by the square root. From 
the Wiener-Khintchin theorem [11] the power spectrum is obtained as the cosine 
transform 
S P ) = f dT(AN(Tf)cos(uT) , (92) 
independent of dimensionality. By counting of powers, we obtain S(w) ~ u)~3/2. 
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5.2 Deterministic Lattice Gas Model 
Thf ilricnmiustic lattice gas mode!, originally proposed in Ref. [101], is construct-
ed to simulate particles which follow Stokesian dynamics. That is, the equation of 
motion has the form J/V = F, where r) is the friction coefficient, v the velocity and 
F the total force acting on the particle. Consider a two dimensional lattice with 
.Vrx.Yy sites We will restrict ourselves to a square lattice i.e. XT ~ Ny — X. 
Each site can be empty or occupied. Particles on nearest neighbor sites repel each 
other with a a .tral force of unit strength. The dynamics is deterministic and de-
fined in the following way. For each particle we sum up all the forces acting upon 
the particle in the normal vectorial fashion. If the resulting force is non zero, we 
move the particle, one lattice site in the direction according to the resulting force 
(diagonal moves ;»re accepted). In case of competition where two particles which 
are acted upon by a force of equal strength, wants to move into the same site, none 
of the particles move. This will be termed the blocking mechanism. Finally, if two 
particles want to move to the same site but are acted upon by a force of unequal 
strength the particle with the largest force wins. The whole lattice is simultane-
ously updated. The updating rules are illustrated in Fig. 19 in the case of an 8x8 
lattice. The boundary drive acts as a particle reservoir which sets up an external 
Figure 19. Updating rules for the deterministic lattice gas model. The arrows en the 
particles indicate where the particles move to in the next iteration. The particles 
without any arrow do not move. The case where two or more particles want to 
enter the same site, need spectal consideration. First, competition between two 
particles which are acted upon by a force of equal strength, no particle moves. This 
is shown for the four particles occupying the third row from the bottom. Secondly, 
if two particles want to move to the same site but are acted upon by a force of 
unequal strength the particle with the largest force wins, as shown for the particle 
with the diagonal arrow. 
pressure, by occupying the outer boundary by fixed particles (the cross-hatched 
particles in Fig. 19), which tends to push particles on neighboring sites into the 
lattice. In each iteration, the particles at the boundary sites {i.e. the particles 
which are nearest neighbor to the cross-hatched particles) are annihilated, and 
new particles are introduced at all the boundary sites with a probability p per 
site. 
We will now attempt to describe the lattice gas from a macroscopic point of 
view The simplest possible description one can think of is a Langevin-like linear 
diffusion equation. As discussed in Sec. 5.1 we introduce a coarse-grained density 
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ii(r. /). winch denotes the number density of particles, in a volume element around 
r at time t. We will concentrate on two properties, the power spectrum S(^) of 
tli.- total number of particles on the lattice and the lifetime distribution D{t). 
I-'nr a discussion of the correlation function, the reader is referred to paper V. 
In order to calculate these quantities only the fluctuations in n(r, t) around its 
average value (n(r.r)) enters the calculation. Thus the absolute value of (n(r,r)) is 
irrelevant and for convenience we will take this as zero. The appropriate boundary 
condition on n(r,t) should be taken such as to mimic the boundary drive on the 
lattice gas model. In the lattice gas model, the particle density at the boundary 
varies in a stochastic manner, which is characterized by the lack of long time 
correlations. Thus it is natural to apply a white noise boundary condition on 
n(r,i). The diffusion equation should be solved in a bounded region Q, where 
o
 = {(.r..y)|0 < j - < L, 0 < y < L}. The side length L = iVao is measured in 
units of the lattice spacing ag. Hence 
(
^-tl=^n(r,t) + p(r,t), (r G n , < > 0 ) (93) 
n ( r ,0 = i j ( r ,0 , ( r £ S , < > 0 ) , (94) 
tt'iere S denotes the surface off?. The Dirichlet condition consists of fixing n(r,f) 
to take the value r)(r, I), which is a white noise boundary term [110]. The solution 
to E(|s. (93) and (94) can be expressed in terms of the appropriate Green's function 
G(r. I\r0, t0). The Green's function is the propagator of a pulse at ro £ fi at time 
/o The causality condition forces G(r,r|ro,io) = 0 when t < to- The Green's 
function is a solution to the problem involving an impulsive point source 
^ ^ 4 [ ' ^ l - 7 V 2 G ( r . < | r o , / o ) = * ( r - r 0 ) ^ - / 0 ) (r £ SI, t > 0 ) , (95) 
at 
where the Green's function should be chosen to satisfy the homogeneous boundary 
condition G'(r,/|ro,/o) = 0 when r0 € So or r £ 5. The Green's function is now 
used to construct the solution for the particle density n(r, /) (see [111] chap. 7). 
Hence, in general, 
"(r, t) = 7 / / [G(T, i\i0, fo)V07i(r0, to) - n(r0, «o)V0G(r, r|r0,*<,)] dS0dt0 
Jo Js„ 
+ 11 G(r,t\r0,t0)p{roJo)d%dto+ I G(r,t\ro,0)n(r0,Q)dQ0 . (96) JoJn0 Jn 
The third term in Eq. (96) represents the response of a bulk noise term, which 
we will disregard because we are only concerned with the deterministic lattice gas 
model. The fourth term represents the effect of having an initial condition on 
n(r,t). However, this can be ignored, because we are only interested in ensemble 
properties which we assume to be independent of the initial condition. Finally 
using the homogeneous condition of the Green's function, the first part in the first 
term vanishes. Hence, 
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Jo JSo 
n{r,t)--y / n(r0,t0)V0G(r,t\r0,t0)dSQdt0 . (97) 
Jo JSo 
The solution to Eq. (95) may be obtained by the method of eigenfunction ex-
pansion, whereby we expand the Green's function on the eigenfunctions to the 
Laplacian V2 on the domain fi subject to zero homogeneous Dirichiet condition 
Ref [112]. The power spectrum S(u>) of the total number of particles is evaluated 
from Fourier transformation of the integrated particle density given by 
A'U) = / rfrexpM) / dSln(r,t) , (98) 
./--« Jn 
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by insert in" K(| (98) into Eq. (90). For a detailed derivation of the power spectrum, 
the reader is referred to paper V. We obtain: 
n - i / 2 
(99) 
"u 
where Af is the time unit. We define a characteristic frequency uic from Eq. (99) 
that will be especially important in our subsequent discussion of our computer 
simulations as follows: 
5U-) =r f— 1 + 
T V 
Ui) LI ( 1 0 0 , 
From Eq. (99) it follows that for u <C wc, 5(w) is almost constant which gives rise 
to white noise, while for w >• u/e, we obtain S(u)<xl/u. Notice that S(ui = 0) scales 
with the volume of the system. This is to be expected for the following reasons. 
The average of the total number of particles on the lattice scales with the volume 
of the system, i.e. {N(t))(xL2. Hence the fluctuations in N(t) is of the order of 
AiV(r) ~ \/(N{t))txL. The power spectrum is expressible as the cosine transform 
of (AA'(l)2) (Eq. (92)), and it is seen to scale with L2. As discussed in Sec. 5.1, 
it was pointed out that an 1/ui power spectrum would result from a diffusion-like 
equation without bulk noise [102]. However this analysis was restricted to a semi-
infinite system, and does not have the cross-over to white noise at low frequencies. 
In addition the ad hoc inclusion of a pinning term — r6(r^)n(t,t) is not necessary 
for a finite system. In computer simulations, the finite size behavior is of particular 
importance because the cross-over frequency wc is readily determined and finite-
size scaling can be checked. 
The behavior of the individual particles can for instance be characterized by the 
lifetime distribution D(t), which is the ensemble average of the time the particles 
spend on the lattice from they are injected until they leave. The lifetime distri-
bution can only be calculated in a probabilistic manner, that is to say, we treat 
the particles as individual random walkers. We consider a delta function spike at 
rn at time t0 — 0 in the particle density, represented by G(r, f|ro,0), and follow 
how the particle probability leaks out of the domain ft. The lifetime distribution 
is calculated from 
D(t) = - - dQG(r,t\ro,0). (101) 
The expression Eq. (101) can be simplified by introducing the diffusion equation 
Eq. (93) for the partial derivative. Hence, 
0 = - 7 / r f f iV 2 G(r , i | r 0 , 0 ) 
Jil 
D( 
= -yfdSVG(r,t\To,0). (102) 
The lifetime distribution D(t) is then averaged along the particle injection point 
ro € So- For a detailed derivation of D(t), the reader is referred to paper V. We 
obtain as an asymptotic expansion 
D(0«exp(-2«/«e)(£) • 0°3) 
where <c = l/wc is the reciprocal of the cross-over frequency introduced in Eq. 
(100). From Eq. (103) we see that there exists a region where the lifetime distri-
bution follows an algebrnir scaling law with exponent 3/2, independent of lattice 
size. For times I larger than the characteristic value tc, the distribution falls off 
exponentially. This cross-over coin's from the finite-size of the system and tc is 
seen to scale with the volume of the lattice 
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The lifetime distribution and the power spectrum are not independent. In the 
approximation, where the particles can be considered as independent random 
ushers, tin- tutitl number of particles on the lattice Ar(r) is given as a sum of 
square-box signals: 
•
V(') = £ / r . . « . ( < - M . (104) 
r, 
where the box function fT,,j,(r — r,) contributes with unity to N(t) in the interval 
[r,. -, + t,] and zero otherwise. The sum in Eq. (104) corresponds to summation 
over individual particles injected at t = Ti and leaving at l = ti + TV . Evidently the 
lifetime distribution is given by D(t) = J ^ b(t — ti). Assuming that the injection 
times r, are uncorrected, the power spectrum for a random linear superposition 
of signals, can be calculated by methods analogous to those of the structure factor 
presented in paper II. In Ref. [20] power law distributed lifetimes D(f)ocia was 
considered. In this work S(u) ~ w " ' 3 _ o ) . was obtained for (o > 1), and S(JJ) ~ 
*•"" otherwise. 
5.3 Numerical Results 
W;: have obtained the power spectrum by Fourier transformation of the time sig-
nal for the total number of particles on the lattice. In order to obtain sufficient 
statistics, it is necessary to perform an ensemble average containing several in-
dependent runs. In Fig. 20 are shown the power spectra for the lattice gas for 
different lattice sizes, where the boundary drive is fixed to p = 10"1. The power 
spectra are presented as function of frequency / = UI/2TT, rather than S(u) to 
conform with usual practice. 
•o9,o(N) 
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Figure 20. The power spectra S(f) for the deterministic lattice gas model shown 
for different lattice sizes. It is seen to satisfy algebraic scaling with exponent 0 — I. 
The cross-over frequency to white noise fc has been indicated by small arrows, and 
it follows from the tnset that fc scales inversely with the volume of the system. The 
boundary drive is filed iop = 10"' in all simulations. 
The power spectrum satisfies an algebraic scaling law S( / )oc l / / " , with the 
exponent 3 = 1. For the largest lattice of size 128x128, the scaling region extends 
for over almost three orders of magnitude. The deviation from f3 = I at high 
frequencies is just an artifact of the finite time resolution, which produces aliasing 
[113] The low frequency deviation, is caused by the finite system size, which gives 
rise to a cross-over to white noise; as the system size increases, the cross-over 
frequency is reduced. In Eq. (99) the power spectrum was obtained from a linear 
I U 
O 
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I.angevin equation. The result showed that the power spectrum should scale as 
s ' ( / W I / / for / larger than a characteristic frequency / c = W C /2T. which is in 
good agreement with the computer simulations. From Eq. (100) we see that / c 
should scale inversely with the volume of the lattice. The cross-over frequency 
/ can be obtained from the numerical simulations in Fig. 20, by locating the 
characteristic frequency where the power spectrum exhibits a cross-over from 1 / / 
noise to white noise, as indicated by the small arrows in Fig. 20. Good agreement 
with the scaling relation is observed. 
The value of the exponent /3 depends on the strength of the boundary drive. 
In Fig. 21 the lattice size is fixed to 16x16 while p is varied. As can be seen 
from the figure, the power spectrum scales as S(/)cxl/ / '5 at frequencies which are 
large compared to fc. However, the exponent exhibits a cross-over from /} = 1 to 
Figure 21. Power spectra S(f) for the deterministic lattice gas model. The bound-
ary drive is varied between p — 10_1 and p = IQ~4. Note that the critical exponent 
exhibits a cross-over from 0 = I to ;j = 2 as the boundary drive vanishes. The 
cross-over frequency to white noise fc has been indicated by small arrows, and it 
follows from the inset that fc scales with the boundary drive p. In all simulations 
ue have used a 16x16 lattice. 
3 — 2 as the boundary drive is reduced from p = 10"' to p — 10"4. This result 
cannot be explained from the Langevin equation, where we obtained an exponent 
\i — 1 independently of the free parameters 7 and p. Thus, when p is reduced 
below p as 10"2, the diffusion equation does not ofTer an adequate description of 
the lattice gas. The reason for this breakdown in the diffusive description, can 
be understood by considering the limit p ^ 0 . As the boundary drive vanishes, no 
particle needs to have any nearest neighbor, and hence the particle system cannot 
lower its density further by its own repulsive interactions. The particle system 
is therefore not able to support density waves across the system. Another way 
of describing this breakdown, is through the formation of damage clusters. For 
details the reader is referred to paper V. 
The dependence of the cross-over frequency fc on p can be obtained from Fig. 21. 
The cross-over frequency is determined as before, and we have indicated / c with 
small arrows. We get /cocp, which is to be expected from the following simple 
minded argument. Consider the situation where the boundary drive is reduced 
from p\ to po. Then the number of particles which is injected into the lattice is 
reduced by this ratio P2/P1 If we now assume that the qualitative behavior of 
the lattice gas is unaffected, this reduction can be thought of as redefining our 
time unit by the reciprocal of this ratio. From this the frequency dependence of 
p follow. It is interesting that fc continues to be proportional to p with the same 
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I>r"|">rti<>nality constant through the region where J changes from i to 2. 
Ili>' lifetime distribution is obtained by labeling the particles, and following 
tii. tii through each iteration We record the number of iterations each particle 
survives in a subsystem of the lattice and calculate a histogram. Thus if the 
particle trajectory is given by r(f). where r(f = 0) € diiiub. we set / = 0 when 
the particle passes over the boundary of the subsystem; the lifetime of the particle 
is defined as t' = inaxjr jr(r) € !?svib} I« the numerical simulation, there is no 
need t'> average over independent runs, because the system itself is self-averaging. 
in the sense that new particles are continuously supplied at the boundary, which 
are incorporated in the statistics. It is important to use a subsystem because the 
activity at the boundary is much higher than the bulk, due to the white-noise 
boundary condition. This will overestimate D(t) for small values of t, and lead 
to a too-high value for the n exponent. It should be recogni2ed that the use of 
subsystems is a computational trick to mask out the initial transient behavior, and 
that the correct « exponent would show up for large system sizes. In all simulations 
the subsystem chosen is QJub = {{x.y)\L/4 < x < 3L/A, L/4 < y < 3L/4}. In 
Fig. 22 is shown the lifetime distribution D(t) for different subsystem si*es. The 
0 1 2 3 4 
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Figure J J. The lifetime distribution D{t) for different subsystem sizes, with a filed 
boundary drive of p = 10_ 1 . The lifetime distribution scales as a power laic with 
trponent n = 3/2 for t < fc. while for t > fc tre observe an exponential decay. 
The inset shous the size dependence on the cross-over limes tc which hare been 
marked by small arrows. 
lifetime distribution was insensitive to the strength of the boundary drive: the data 
presented are for p = 10_ 1 . We observe that D(t) follows a power law D(t)-x\/ln 
when t is smaller than some cross-over time constant /c, which is indicated by 
small arrows. For / larger than /c we see an exponential decay. The exponent n 
approaches a constant value a = 3/2 independent of the lattice size in agreement 
with Eq. (103). However, some transient behavior is observed for the small systems. 
In Sec. 5.2 we defined tc = 1/<^C- Thus the cross-over time tc is expected to scale 
with the volume of the lattice. From the inset of Fig. 22, we see that this is indeed 
the case. 
The periodic lattice gas model is defined in analogy with the previous lattice 
gas model, with the exception that the open boundary is substituted by period-
ic boundary conditions. In this manner we obtain a homogeneous model with-
out a surface, and with translations! symmetry, both vertically and horizontally. 
The total number of particles is conserved, and it should be noticed that when 
(n(r./)} < 0.5, there is a possibility that the activity stops, because no particle 
repels any other However this is not likely to happen and was only observed for 
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-••r '• n . -vh-r-- -i =: OU Hie situation (n(r. ft} < n.- is trivial m ih«* sense 
'\i .' tii»- -t.-iiMty is--> !•>»- th.it no density fim t iutmu i in br supported, dur ii> the 
11- k I •iyii.tiiii-~.ti connectivity in (he >y>l«-iii. Fin- pm*«-- "•("--.'fuiti > \ / i t>i.t»ii-
!;it.--i t> tf;.- |'-.tin--r iraii-.fon.iof the total number of particles inside a subsystem. 
-.vliil-- tis-- iif'tnii'- distribution is calculated as before. The sire of the subsystem is 
h - i i t- «..\... = {:>.i,;. I < i < 3/./4. L/4 < y < 3L/4}. In the simulations 
»>- h.-iv.- u v l a fixed ^article density {n(r.f)) = 0.3 which corresponds to the 
• I'ii.-ity f..r tli-- boundary driven system At p — 10"'. The results for the power 
>p----tra and the lifetime distribution resemble closely the data presented in Fig. 20 
and Kit- J-.' 
5.4 Discussion 
Tti-- dynamics of a driven diffusive lattice gas models have been investigated in 
terms i >f a Langevin equation. The result for the power spectra >( - ) of the spatial 
integral of the density field are independent of dimensionality and possible non-
linear rorr-ftion terms [102] The picture that emerged from this analysis can be 
summarized as follows: (a) white noise boundary conditio« gives .*>(-.) ~ !/.»-. (b) 
particle conserving bulk noise gives 5(») ~ l/w3'-: (c) a drift term as a density 
gradient gives .*»"(-») —• I/*" In the case where several of the above mentioned 
noise terms are present, the re>ulting power spectrum S{~i) corresponds to the 
mie that is fastest diverging. 
Computer simulation studies of driven lattice gas models, e.g. the deterministic 
lattice »as model, have been particularly useful for the characterization of the rel-
evant micro-dynamics that leads to the above universality classes (a), (b). and (c). 
The reason is that lattice gas models are discrete in time and space, so that we 
ran afford to follow the evolution of the systems over the very long time intervals. 
that are re-piired for determination of the low frequency behavior of the power 
spectra. As discussed, the deterministic lattice gas model for moderate boundary 
drive and the boundary driven BTW cellular automaton gave .">(-•) ~ I/*, cor-
responding to class (a). Monte Carlo simulation studies was considered in Refs. 
[10'.'. I l | i . where it was found that the particle number fluctuations in a gas of 
i-o[i-iiii>-racting random walkers behaved as S(-t;) — I/*;3'-, corresponding to class 
(>>). This implies that a Brownian gas is to be described with a conserving bulk 
noise term. By inclusion of a drift term, a cross-over to 5(.») ->• XJJ2 (class (c)) 
was observed both for the deterministic lattice gas model [101]. and in the Monte 
('arlo study considered in Ref. [I II]. An exception to the classifications presented 
above was discussed in Ref. [115]. The model was defined as a one-dimensional 
version of the deterministic lattice gas model considered in Sec. 5.2. It turned out 
that for boundary conditions yielding a non-uniform density profile, the power 
spectrum behaved as £(-.) ~ X/J*!', corresponding to class (b). However, since 
no bulk noise was present, class (a) was expected theoretically. 
Although the deterministic and the stochastic lattice gasses have different den-
sity fluctuations, the individual particles do. in both cases asymptotically, perform 
ordinary random walks. The difference between the two models consists in differ-
ent rorrelations among the particles. In the deterministic models, the particles 
remain correlated, whereas in the stochastic case, correlations are lost with lime. 
This shows up in the following way. Strictly independent particles will fulfill the 
scaling relation a + J = 3 [20]. This scaling relation is found to be fulfilled for the 
stochastic lattice gas. whereas the deterministic gas has a = 3/2 and J = I. 
The observation of I/-- fluctuations in the particle number of a sub volume in 
the completely deterministic periodic lattice gas raises serious questions about the 
applicability of the Langevin description. If we assume that the observed power 
spectrum also in this case is a consequence of boundary driven diffusion, we need 
i',i. Ris^R 734(KN) 
• • •:!•-•::•:•- ttir-- ;!:•• •.iirroun.iin* >>>t»-ni effectively produce? a white n o w «inv<-
t w r . .* •  x'- "if i- • .un-Sary "(the MiSv»y»init'*. Il««rrvrr. since thr tnmn<I^ry is ar-
I itr.tr:!> • :i'—i!. t white «••!>• tMHuuury iimuiiiiio «•* iiw Ji;l»y>i«-m seettix io 
': - • juivii-nt t.. :i ahttr n.>i>e hulk term in lb«- dilfustuit equation. Thi* lead t.> 
-sis :!I'--!.M>I- !:•> Mii---- «•- ttin« t hit a white noise bulk ten« produces a l/_-3 /-
v; • Tn:::i \Y>- hn>- n->l y t i>e-en able jo argue in a convincing way for the form 
t ti -L~- t«-nii> i- i~- included m the Langevin equation describing the pertodic 
!-iUi--- -a> tii'-ir-l AL~i. it is n >C understood completely how one from the nature 
• •( x he iiii.-r. r-<lynaitiK-5 decides whether a conserving balk noise term should be in-
< hi-ir.! in the Langrvin description. This point became especially clear in a series 
<<f • rn:-ut'T simulation i>n variants of the deterministic lattice gas model, where 
.i >t-..-ha»Hi- .-l.-m.-nt is included in the dynamics. We considered two versions. In 
in--i-i I D . «•- inlr;>du<-ed stochasticily, by updating the lattice in a Monte Carlo 
f.i>hi-t*. I.y a r.iri"" .111 selection of which particle should be updated. The particle 
Mi- ii •i--i-!-^ where to move based on the lectl arrangements of the neighboring 
parti.i.-> .-t.-.-<ici:ng to the above mentioned deterministic rules. In model (ii) the 
Ni...h.-i>ti- . i.-nn-iit is introduced into the dynamics. Instead of the Hockinf mtckm-
aura, itr rin-l-riiily chose which particle should move in case of competition. Fmr. 
tin- I.augeviu treatment as discussed above, we would expect a chang* in scaling 
l»-havi..r f the power spectrum from I/«.- to I/—-3/3, tor both model*. It turned 
• ••it that model <i) produces an l /-3 ' '" power spectrum in accordance with the 
expectations, while model (iik conserves the I/—- power spectrum. The absence of 
•-hange in sealing behavi«>r for model (ii) is remarkable, because it shows, that the 
strength "f th»" I'uik noise ar- important for <letermining whether a conserving 
l.iilk ic-ise term should He in.-lu.l.-i at the coarse-grained descriptioa assumed in 
ill«- l.anS'-vin treatment. 
' thi» i« rrriainly r<.n»i»trnl wilh the ntimeneally observer! sperlrum for lhe boundary values 
of r.(r. 0 . l"**-.*u*r thr p..«rr ^peeinim for thr loral r|uanCity n(r. f) »I some nier! r always 
numrri^ally appears f.» Kr while 
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Abstract 
The computational aspects of calculations of the structure factor S(q) for 
lattice gas models are reviewed. For one-dimensional ordered structures the 
relation between S(q), the correlation function C[r), and the cluster size distri-
bution X>(n) is discussed. For a number of one-dimensional models the problem 
of excluded volume related to densely packed ordered structures is treated ex-
actly and the corresponding line shapes are found. The possibilities for having 
line shapes of Lorentzian, square Lorentzian and multi peaked form for the 
diffuse scattering are discussed. We also discuss the possible decomposition 
of S(q) into contributions from domains of differently ordered structures, as 
well as the application of symmetries in reciprocal space. The oxygen order 
in YBa 2 Cu 3 0 6 + I has been investigated by Monte Carlo simulation using an 
extension to three dimensions of the well known two-dimensional anisotropic 
next nearest neighbor lattice gas model (the ASYNNNI model). The calcula-
tion of the structure factor in three spatial dimensions has been implemented 
on a massively parallel computer, the Connection Machine. Our results for 
the widths of the structure factor at the (1/2,0,0) superstructure reflection are 
compared with recent neutron diffraction measurements. 
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1 Introduction 
The diffuse scattering of X-rays and neutrons provides a powerful tool to investigate 
disorder and defects in structure at a microscopic level in condensed matter physics. 
In recent years attempts have been made to use inverse Monte Carlo (MC) techniques 
on Ising or lattice gas representations for the atomic arrangements [1, 2], in order to 
determine the micro structure of alloys from the observed diffuse scattering. In the 
high Tc superconducting materials of the YBa2Cu306+x family the representation is 
in the form of the anisotropic next nearest neighbor (ASYNNNI) lattice gas model [3] 
with several interaction parameters. Inverse transfer matrix calculations have been 
performed on this model by Hilton tt at. [4] in order to determine a set of effective 
interaction parameters by fitting the calculated phase diagram to the experimental 
data. The theory of diffuse scattering is very similar to that of small angle scattering, 
which in recent years has been subject to intensive studies in the investigations of for 
example polymers and biological substances, which have complex imperfect structures 
[5, 6, 7, 8]. The reciprocal space scattering methods do not give the direct real space 
information as for example electron microscopy or tunneling microscope techniques. 
In order to fill in this gap computer simulations are of increasing importance. The 
real space information is in particular useful for obtaining a physical and intuitive 
understanding, whereas the reciprocal space description of correlation functions is su-
perior for describing disorder in a well-defined quantitative way. However, a number 
of questions cannot be resolved uniquely. In particular questions, concerning whether 
the diffuse scattering arises from a substantial randomness in large domains of struc-
tures (with for example different anti-phases or competing structures) or the diffuse 
scattering results from a random collection of small domains of the structures. In the 
YBa2Cu306+r materials, where the superconducting properties depend strongly on 
the structural properties and in particular on the details of the oxygen ordering, an 
elucidation of this question is very important. Since dissimilar structural models can 
give almost identical results for the integrated scattering intensities, we discuss the 
scattering line shape as obtained from different models. From this analysis, it has 
become clear that the diffuse scattering cannot always provide a unique distinction 
between the different structural models. A better approach is therefore to simulate 
a model numerically, compute the structure factors directly in reciprocal space, and 
then compare with the experimental data. The problem with this approach is that in 
order to obtain a satisfactory resolution in reciprocal space very large model systems 
in real space are required. It is therefore an advantage to make use of optimized 
computer programs on parallel computers. We shall describe the results and imple-
mentation of a three-dimensional structure factor calculation for YBajCusOe+z on 
the Connection Machine, based on a three-dimensional extension of the ASYNNNI 
model. A comparison with recent experiments [9] will also be made. 
The paper is organized in the following way. A discussion of the division of 
5(q) into the long-range Bragg scattering and the diffuse part, and of the q-values 
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that are physical relevant in finite size lattice gas model calculations are given in 
Sec. 2. The use of symmetries in order to reduce the computational efforts and 
reduce the statistical uncertainty of the structure factor are discussed in Sec. 2.1. In 
Sec. 2.2 a detailed analytical account is given for the line shapes that result from 
different assumed distributions of one-dimensional lattice gas structures and possible 
extensions to higher dimensions are discussed. We analyze the oxygen ordering of 
YBa2Cu306+x in Sec. 3. In Sec. 4 we describe how the Monte Carlo calculations are 
implemented on a Connection Machine (CM2). Section 5 contains the results of the 
numerical calculations and a comparison with recent experimental data. A summary 
and a conclusion are given in Sec. 6. 
2 Theory of structure factor calculations 
In this section, we will briefly review some of the fundamental concepts and basic 
results on structure factor calculations for lattice gas models. The unit cell of the 
crystal is spanned by the primitive vectors at, a2, and as, along the crystallographic 
axis. If we have p atomic sites in the unit cell, the atomic sites are given by r + dj, 
j = 1, . . . ,p, where r = niai + n2a2 + n3a2, with nx, n2 and n3 being integers, and 
dj denote position vectors in the unit cell. The crystal system is treated as a lattice 
gas, where the occupation numbers are cr(r + dj) = 1,0 depending on whether the 
site is occupied or not. Primitive vectors in reciprocal space can then be defined as 
bi = 27r(a2 x a3)/(aj - a2 x a3), and analogously for bz and b3 by cyclic permutation 
of the indices. The density-density correlation function is defined as 
Ctf (r, r') = (<r(r + dj)<r(r' + dj,)) , (1) 
where r + dj and r* + dj» denotes particle sites, and (• • •) denotes ensemble average 
over independent configurations. Experimentally this average has its origin in the 
experimental conditions of conventional X-ray and neutron diffraction studies, where 
the finite experimental resolution restricts the coherence of the diffracted beam to a 
length scale, that is several orders of magnitude smaller than the spatial extension of 
the physical sample. This means that the number of averages over independent real-
izations in an experimental situation is tremendous. The structure factor is defined 
as the Fourier transform of the density-density correlation Cjj^r,^): 
s(q) = ^EEEi:^(r+di"r'"d'')Mi'C7jj.(r,r') 
= Ulllt^^Mr + å^l), (2) 
i v
 \ | r j=i | / 
where b} for neutron diffraction is the coherent scattering amplitude. The structure 
factor has been normalized by the number of unit cells N. Equation (2) is also valid 
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for X-ray diffraction provided that bj is replaced by the atomic form factor /j(q)- The 
derivation of the second equality in Eq. (2), which assumes translational invariance, 
can be found in Ref. [10]. Obviously in computer simulations the formulation of 
the structure factor as a single summation greatly reduces the computational work. 
Thermal motion of the atoms in the crystal around their equilibrium positions gives 
rise to a reduction in the intensities of the Bragg reflections, and to inelastic and 
quasi-elastic diffuse scattering at the non Bragg positions in the rest of reciprocal 
space, provided that the conditions for true clastic scattering are not fulfilled. How-
ever, contributions from thermal motion are absent in the lattice gas approximation 
considered in this paper, because the atoms are assumed to occupy fixed positions. 
In the computer simulations, we will consider a finite crystal system with N = 
JV~i x N2 x N3 unit cells, subject to periodic boundary conditions. In order to remove 
the shape dependence of the geometry used in the structure factor calculation, the 
finite system is extended by periodic boundary conditions to a system of P{P—*oo) 
replica of our original finite system on a superlattice with lattice spacing N\»i, Akaj, 
and iV3a3. Let R be a vector pointing to the origin of the different replica, then the 
occupation numbers are periodic tr(r + R + dj) = <r(r + dj). The structure factor 







R r j=i 
2 
E^EE^^'Mr+d,)^ 
r j = l 
) 
-b ££yq(r+d,)<y(r+d.)6. it f '(--^b '-^-^)(3) 
where for P—KX, £/>(q) is given by the delta function ((2x)3/Vo)£(q), with Vo as the 
cell volume. The result in Eq. (3) shows that 5(q) is independent of the shape of the 
finite system. However, the presence of the delta functions due to the replica shows 
that only the discrete set of q-vectors given by 
& u * u ' L 
**
 =
 "w"bl + "ST1*2 + "w""3 > 
Ni N2 N3 
(4) 
have non-zero structure factors, with h, k, and / being integers. It is important to 
note that this result implies that the resolution i.i q-space is given a priori by the 
system size of the finite crystal system, and that the resolution can only be enhanced 
by increasing the system size. It is conventional in computer simulation to define the 
structure factor 5(q) as the first term in Eq. (3) where the delta function restriction 
has been removed. This is also done in the present woik. 
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In the special case where the crystal structure itself can be described by a Bravais 
lattice, then the number of atoms in the unit cell is p = 1 and d, = 0. Hence 
5fq) is a periodic function with periodicity given by the primitive reciprocal lattice 
vectors. Assuming that no other symmetry element exists, the structure factor 5(q) 
can then be uniquely specified by the q-vectors in the first BriUouin rone. For a 
general crystal system with several atoms in the unit cell, the structure factor 5(q) 
will posses translational symmetry if and only if the basis vectors occupy rational 
fractional positions, as is the case for the oxygen sites in the basal plane of the high 
temperature superconductor YBajCujO^+x (see Sec. 3). 
2.1 Symmetry considerations 
In this section we will show that symmetries of the crystal structure in real space can 
be used to greatly simplify the calculation of the structure factor. Also the symmetries 
may be used to improve the statistics in the calculation. 
The symmetry elements of the space group for a crystal structure are symmetry 
transformations of the crystal onto itself. The symmetry transformations consist of 
a rotation, or mirror rotation (the point group transformations), whkh is exprer :ble 
as a matrix operator A, followed by a subsequent translation 7*1,, through a vector 
t0. As described in Ref. [12] the symmetry element a of the space group G, can then 
be written g - 7t.A, with an inverse g~l given by g~l — T.^-i^A'1. 
Let us first consider the case where the occupation numbers {<r[r + d,)} are 
invariant under g, so that o\g{r + d,)) = <r(r + dj). Using this identity and by 
inserting the unity operator g'1g in Eq. (3) we have 
S{q) = ( 
= ( 
= ( 
££«**~,,(r+di)*GKr + di))*i 
p 
>. 
E £ e-*A"'<u,ei*A" ,*r+**>*tø(r + d-ffo 
T i = l 
) . 





In Eq. (5) A* denotes the adjoint of the operator A. In the last derivation we have 
used the fact that A is a unitary operator an hence (A*) - 1 = A. The fact that A 
is unitary can be understood from the fact that rotations and mirror rotations are 
angle preserving. The result above can be expressed as: the point group symmetry 
of a crystal structure and that for its reciprocal structure are the same. However no 
such analogous statement exists for space group symmetries. 
Consider now the more general situation where the occupation numbers {<r(r+d,)} 
are variable. The space group G of the crystal structure is determined from the 
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average occupation c} on site j in the unit cell. As before let g = 7\.A 6 G be a 
symmetry element. Then in the computer simulation a configuration {<r(r + dj)} and 
the symmetry related configuration {øfø(r + dj))} hare exactly the same statistical 
weight. Since the structure factor is defined as an ensemble average, the result for 
S(q) in Eq. (5) remains unchanged. 
2.2 Diffuse scattering from disordered structures 
Diffuse scattering is due to disorder phenomena, which result from deviations from 
perfectly translations! invariant scattering objects and from long range correlations 
in space and time. Fluctuations in scattering amplitudes and phase shifts reduce the 
intensities of the Bragg reflections, and they are responsible for the diffuse scattering 
at the non-Bragg positions in reciprocal space. Consider the situation where the unit 
cell is not translationally invariant due to spatial inhomogeneities in the material 
composition- The average occupation of an atom at site j is given by the number of 
atoms on equivalent sites j divided by the number of available sites: 
* i = ^ ( E *(' + «*;)>> i = i. ,p (6) 
The occupation numbers may be separated into two terms <r(r+dj) = Cj + A<r(r+dj), 
where the first term is the average occupation at the atomic site j , and A«r(r + dj) is 
the deviation from the average occupation. From these basic concepts, the generally 
adopted method in a disorder problem [13, 14,15] is to separate the structure factor 
into two parts: S(q) = Ssnatq) + S*r(q), K*vcn by 
5Br-«,(q) = Jj 
**r(q) = jf( 
* 3=1 
9 2 1
 ^ ^ e ^ r + d , ) M f + d . ) 6 . ) . (7) 
where the cross terms containing c, A<r(r + dj>) vanish by definition. The first part 
represents the coherent contribution from the average atomic configuration. Because 
Cj is periodic 5BrsW(q) describes Bragg diffraction and may be decomposed into a 
sum over the ordering Q-vectors. Direct evaluation yields 
Q 
where the Kronecker delta function 5qQ represents the contribution corresponding to 
a non-zero order parameters 0Q, for an ordered structure, which interferes construc-
tively upon scattering of a plane wave with momentum transfer Q. The second term 
in the structure factor S&f(q) is the diffuse part, which carries information about the 
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fluctuations of the atomic configurations from the average, and hence the correlation 
lengths. 
In many cases diffuse scattering is centered exactly at the Bragg positions. This 
is the case for the oxygen disordered diffuse scattering in the high temperature su-
perconducting compound YBa2Cu306+x- It is then a difficult experimental problem 
to deconvolute the Bragg contribution and isolate the diffuse part. 
2.3 Analytical considerations 
The full treatment of the theoretical background for the diffuse diffraction pattern 
lies beyond the scope of this paper. A discussion of the diffuse scattering arising from 
elastic deformations, defects, impurities and other imperfections of the lattice has 
been presented by Krivoglaz [13]. We will only consider the situation where the diffuse 
scattering is due to variation in the material composition described by clusters with a 
given distribution in a periodic lattice. Most of the discussion will be restricted to one 
dimension, with comments on the consequences in higher dimensions. The remaining 
part of the present section is divided into three parts. In the first part we calculate 
the one-dimensional structure factor in the dilute limit where the lattice is sparsely 
filled with clusters. In this limit the results may be generalized to higher dimensions. 
In the second part the dilute one-dimensional case is generalized to higher densities of 
non-interacting clusters by taking into account that different clusters cannot overlap. 
Thi. result is then applied to a calculation of the structure factor for a variety of 
different cluster distributions. Finally we consider a simple one-dimensional model 
for the oxygen ordering process in YBa2Cu3O6.Hr- We discuss the situation when two 
types of clusters with different internal structure are present. 
2.4 Structure factor calculations in the dilute limit 
Let fi be the set of real space lattice points with the lattice spacing a in an undistorted, 
infinite one-dimensional system, which we treat as a chain with N sites for N—>oo. 
We have NP<N identical particles, each with scattering amplitude 6. A single cluster 
fR,n(T) can be represented as a box -4fl,„(r) of unit height and length na centered at 
R containing n delta functions with spacing a: 
fR,n(r) = E * { r - i Z + ( ! L = ^ - j ) a } = >lfl,n(r)Z?(r). 
D(r) = £ 6{r-ja}. (9) 
i=-oo 
The Fourier transform of /ii,„(r), is given by a folding of the Fourier transform of the 
box function AR,n{r) and that of the perfect structure D(r), [16]. Thus fii,n(q) = 






/n,n(9) - - r - 7 — 7 ^ r e • (10) 
sin(qo/2) 
Consider a distribution of randomly placed clusters /u,n(r) with a size distribu-
tion V(n). The distribution is normalized, so that the concentration of particles 
is x = limjv-.oo(NP/./v') which gives the constraint: ££Li nV(n) = x. In the approx-
imation where we neglect interference phenomena between clusters (i.e. overlapping 
clusters are accepted), we can apply Campbell's theorem, which determines the power 
spectrum of a function consisting of a random repetition of elementary signals (see ap-
pendix L in Ref. [16]). In the following discussion we will only be interested in diffuse 
scattering, so that q does not coincide with the Bragg positions q ^ Qm = 2irm/a, 
where m is an integer. By restricting the q values in this fashion, we can replace Aff(r) 
by <r(r) in the definition of the diffuse structure factor in Eq. (7). The structure factor 
normalized to one lattice site can then be written as 
5«ufU) = 6 2 f ;P(n) | /« p „(g) | 2 I (11) 
which is just a weighted average of the structure factors arising from a single cluster 
containing n delta functions. Equation (11) is valid without any restriction of dimen-
sionality. In one dimension the applicability of Eq. (11) is restricted to the limit x-*0, 
since overlapping clusters are not physically acceptable. In higher dimensions, for q 
in the direction where all mass points in planes perpendicular to q can be projected 
onto the delta functions of a linear chain, overlap naturally arises and the modifica-
tion is simply that instead of using fii,n{q) as evaluated from Eq. (10) we have to 
consider the folding fR,n(l) — ^R,n(q) ® D(q), with Anin(q) replaced by the Fourier 
transform of the projected shape function. 
Naturally it is interesting to be able to invert Eq. (11) so that given S&((q) we 
are able to determine the cluster size distribution function 2?(n). If we assume that 
the projected shape function is that of a box function which leads to Eq. (10), this 
can be done analytically. By expressing |//i,n(g)|2 from Eq. (10) as |/n,n(g)|2 = 
(1 -cos(gan))/(2sin2(ga/2)), we see that the sum in Eq. (11) corresponds to a Fourier 
expansion in cosines (the sines in the expansion are absent, since Sdiffa) is even in q). 
The Sturm-Liouville theory (see Ref. [17], p. 760) can then be applied and yields 
V{n) = ^£'dkSM(k)sm2 (±\ cos(nfc) , (n > 1) . (12) 
Traditionally the structure factor S(q) is expressed in terms of the density-density 
correlation function C(T,T'). Again, if we assume transnational invariance i.e. C(T,T') = 
C(r - r'), the structure factor is determined from the Wiener-Khinchin theorem (see 
e.g. Ref. [18]). In the one-dimensional case where r = na is restricted to the lattice 
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sites of fi, this theorem is expressed as: 
SM = b2 £ Cinay*". (13) 
n=—oo 
In exactly the same way this equation can be inverted to yield the correlation function 
C{r — r') in terms of the structure factor S&fa)- We obtain 
C(na) = ^ j f <** cos(nfc)Sdif(fc) - (14) 
Thus in the approximation, where the clusters are assumed to be non-interacting, we 
have obtained analytically a complete description of the system in terms of any of the 
functions V(n), Sdir(g), and C(na), since each one can be found from the knowledge 
of one of the other, by Eqs. (11)—(14). 
In the case where the density of the clusters become so high that they are no 
longer independent, Eq. (11) becomes more complicated, as discussed below, so that 
inversion of the series cannot be done in closed form. The results presented is valid 
for a lattice gas model, where the particles occupy fixed positions. It follows from 
Eqs. (10) and (11) that the structure factor is periodic, i.e. S&[(q + Qm) — Sdif(g)- A 
continuum formulation can be obtained by considering the lattice spacing a—»0. The 
relation between the correlation function C(r) and the structure factor is then found 
from a (/-dimensional Fourier transform C(r) = / c^gS^f{(\)e~%ii'T. It should be noted 
that 5dif(q) from the continuum formulation is not a periodic function, since all Bragg 
positions except Qo moves to infinity in the limit a—>0. In a simple mean-field the-
ory the correlation function is determined from the Ornstein-Zernike approximation, 
which amounts to assuming that 5djf(?) is a Lorentzian, independent of dimensional-
ity d [10]. For an isotropic system the Fourier transform can be performed and yields 
for T -» T+, (K — 0): 
( e~KT d = 1 
C(r) oc I ln(r)e-*r d = 2 . (15) 
, & d>3 
Data from diffraction experiments are often fitted to a Lorentzian or a Lorentzian 
square. In this context, it is interesting to notice that if the correlation function in 
three dimensions is modified to be C(r) a exp(—nr), the one obtains a Lorentzian 
square instead. 
2.4.1 Del ta function distributed cluster sizes 
Assuming that the clusters are of equal size / , the normalized cluster size distribution 
function is given by V[n) = Af6nj, with M = j - By evaluating the sum in Eq. (11) 
the structure factor becomes 
, sin2(qal/2) 
/sin2(ga/2) SM = **'^HB^ • (i6) 
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In higher dimensions, the result resembles that of Eq. (16), in particular with 
respect to having vanishing intensities at certain g-values, which is due to the sharp 
cut-off in the projected shape function AR^V). 
2.4.2 Exponentially distributed cluster sizes 
Let us assume that the cluster size is exponentially distributed Z?(n) = .Afe_,tna. 
Normalization gives M = æje"0 — l]2/e , to. The parameter K measures the width of the 
distribution and is analogous to an inverse correlation length *c = 1/f. The sum in 
Eq. (11) can easily be evaluated after expressing sin2(gan/2) in terms of exponentials. 
We obtain for the structure factor 
1 + a2 - 2acos(?a) ' 
a = e"*. (17) 
We notice that Eqs. (16) and (17) are proportional to x and not x(l - z) as normally 
expected for impurity scattering [15]. Therefore, they are only valid to first order in 
x. The structure factor Eq. (17) is periodic and may be written 
It is interesting that the structure factor Eq. (17) is exactly a sum of Lorentzian line 
shapes over the Bragg positions. The second expression for the more familar form 
of the Lorentzian line shape follows by an expansion to second order in K. In this 
fashion we obtain a direct linkage between the full-width-half-maximum (FWIIM) of 
the structure factor 2K and the width of the cluster size distribution. 
2.4.3 Cluster distribution for a Lorentzian square 
It is interesting to determine the cluster size distribution V{n) that gives rise to a 
Lorentzian square. An infinite sum of Lorentzians was obtained from Eq. (17), so by 
analogy we have for the infinite sum of square Lorentzians: 
Sdif(g) = xb2 (l + Q2-2acos(qo))2 ' 
a = e" . (19) 
where the normalization constant C is to be determined from the sum rules of the 
cluster distribution. From Eq. (12) we obtain 
v
 ' IT Jo (l + a 2 -2acos(*)) 2 v ' 
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This integral can be solved by means of the following formula (see Ref. [19] p. 369) 
** cos(nf) 2JT (2 + ( « + l ) ( a 2 - l ) ) . (21) (1 + a 2 - 2a cos(i))2 a n (a 2 - l ) 3 
By expressing the numerator in Eq. (20) entirely in cosines we obtain 
-2xC / l . 1 
*>(») = -^Qi : - j ( / -»+/ • * ! ) ) 
= xC 
a - i - " ( _ 2 q - n + a2n) 
(a + l ) 2 (a 2 - 1) (22) 
By requiring that ££L, nD(n) = x it follows that C = (a 2 - 1)3/(1 + a 2 ) . Thus we 
obtain for the normalized cluster size distribution: 
2>( n)
 -
 X l a(l + a2) J " W a - 1 ) " 2 0 ) 
a = e (23) 
The cluster distribution Eq. (23), unlike the exponential distribution, is suppressed 
10.0 
Figure 1: The cluster size distribution 2>(n) that arises for a Lorentzian square line-
shape for the diffuse part of the structure factor. The distributions shown have been 
calculated from Eq. (23) for Ka = In(I + \/2) and iux-2, respectively. 
at small n and has a maximum at fWx = (—1 + a 2 + 2aIna)/((—1 + a2)lna). For 
n > n m „ it decays exponentially. Since for a proper distribution we must have 
V(n) > 0, it follows that na > ln(l + \ /2). In Fig. 1, the distribution function has 
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been plotted versus n for na — ln{l + y/2), which is the limiting value for ito, and 
for no. = 2, respectively. It can be seen, that for larger values of ic, the distribution 
becomes more narrow, and the maximum of the distribution moves towards smaller 
cluster sizes. This shows that only a narrow distribution around small cluster sizes is 
compatible with a Lorentzian square. At lower temperatures the cluster sizes become 
larger and the correlation length diverges («—»0), in which case the criterion for a 
non-negative distribution is violated, and the Lorentzian square line shape is no* 
supported. In other words if an experiment results in a Lorentzian square it implies 
that only short range order is present. 
2.5 Structure factor calculations with excluded volume 
The problem of the 'excluded volume' effect originates in that of hard sphere liquids 
[8]. It was discussed by Fratzl et al. [5] with respect to scaling relations of Sdn(q). 
Recently it was considered by Uimin [20] in a context of introducing the fermionic de-
grees of freedom into randomly placed non-overlr.pping copper-oxide chain fragments 
in YBa2Cu306 + I . Uimin has formulated the solution in a form, which is useful for the 
present discussion. The problem for a one-dimensional system is state ' as follows: 
determine Sdif(<?) f°r a distribution of unequally sized clusters /H,n(r) separated by 
vacancies, not allowing overlaps. A simple solution is to include a vacancy to the 
right of the cluster in the definition. Since the vacancies do not contribute to the 
scattering amplituae, the correlation between them is not important and they can be 
treated as 'zero' length clusters. A problem with this approach arises, since it cannot 
account for the observed interconnected, sponge like domain structures which occur 
in simulations as well as in experiments in many systems of phase separation. This 
fc -u.c can only be included, if correlations between the distribution of the ordered 
and the vacant regions are taken into account. Experimentally these correlations give 
rise to a characteristic limiting behavior: S&t{q)<x q~* for large q, called Porod's law 
[6, 7] and S&((q)<x q4 for small q, (for mesoscopic domains and narrow line widths 
q < 27r/a) called Pego's law [21]. 
This problem has not been solved in general, even in the one dimensional case. 
However, in Ref. [5] it was shown that by filling the boxes AR^T) symmetrically 
around R and leaving the remaining part as vacancies at i = 1/2, one captures 
.sufficient of the required correlation to obtain the expected limiting behavior of Séu(q). 
However, the two methods of including the vacancies yield qualitatively identical 
results for intermediate g-values. For mathematical simplicity we will follow the 
approach of including vacancies to the right of a cluster. This means that the cluster 
size distribution, in addition to the normalization £)j?Li nV(n) = x, has to satisfy the 
constraint ££Lo ^ ( n ) = 1 — *. The structure factor for the diffuse scattering can be 
determined exactly [8, 20] and takes the form 
*•« - *" - " . J -71 .W "'* - r h £ "M***"" • <24> 
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where <f> and u are real variables defined as the phase and the modulus of the complex 
number from the summation over the cluster size distribution in Eq. (24). The nor-
malization conditions give the following constraint: 0 < u < 1. There is a complete 
symmetry between z and (1 — z) in Eq. (24), which can be seen from the following 
general argument. We denote the entire set of box functions by A(r), which is then 
a sum of individual non-overlapping box functions An.n{r). The remaining space can 
be considered to be a distribution of boxes B(r) -- 1 - A(T). The structure in B(r) 
interferes with that of A(T), contrary to the dilute, limit considered previously, and 
the distribution of B(r) carries important correlations. The diffuse structure factor 
Sdiffø) in Eq. (24) can then be calculated as Séx(q) = &\A(q) ® D{q)\*, where A{q) 
and D(q) are the Fourier transform of the collection of box functions and that of the 
perfect structure. From A(T) + B(r) = 1 for all r it follows that B{q) = — A(q), for 
q -£ Qm. This means that we get the same S&f(q) whether we fill the j4-boxes or the 
B-boxes with the structure and the rest with vacancies; small islands of a structure 
and small lacunas in a structure give the same diffuse scattering. Therefore a com-
plete symmetry between z and 1 — z must exist. Below we calculate the structure 
factor for different cluster size distributions. 
2.5.1 Delta function distributed cluster sizes 
It is interesting to investigate the 'excluded volume' effect in a simple example with 
clusters of equal length /. The distribution function is now generalized to include 
the vacancies D(n) = VSnfl + N6nj, with V = 1 - z(l + \) and M = f. Since the 
distribution must be non-negative T>(n) > 0, it follows that z < //(1+Z). The general 
result can be written similar to Eq. (16) 
sua - *•-* «—•o-vw [P(l - xf - zcr,]sin2(ga/2) + z/3, ' 
a, = 2/(1 -z)sin2(ga*/2), 
/?, = /(l-z)sin(ga)sin(ga/)/2 + zsin2(ga//2). (25) 
For x—»0 Eq. (25) reduces to Eq. (16) as expected. The line shape is displayed in Fig. 2 
on a linear scale versus the g-vector in the first Brillouin zone g € \-ir/a;r/a]. It 
should be noted, that since the cluster size distribution is normalized, the integrated 
intensities of the different structure factors for a particular value of the particle con-
centration x, are also the same. The line shapes presented are calculated for / = 5, 
and particle concentrations of z — 0.1 (a), z = 0.3 (b), and z = 0.5 (c), respectively. 
It is interesting to note that the 'excluded volume' effect does not prohibit the inten-
sity to vanish at certain wave vectors (g = 4irm//a). For small particle concentration 
x < Zddt« ~ 0.22, 5„ur(g) has a maximum at q = 0, decays smoothly for increasing 
g and becomes zero at g = to/la. By comparison with a Lorentzian line shape for 
K = 111, it is seen that Sdif(g) is much broader. For larger concentrations, S&({q) 
develops a satellite peak at a wave vector g„t. The position of g„t is related to the 
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q-vector (n/a) 
Figure 2: Lineshapcs of the structure factor from one-dimensional distributions of 
non-overlapping clusters. The cluster distributions are indicated as follows: exponen-
tial distribution (long-dashed line), delta functicn distribution (dashed line), Poisson 
distribution (dashed-dotted line), and Lorentzian !:neshape (solid line). The parame-
ters used are: 1 = 5 and na = l~l. The panels (a), (b), and (c) show the behavior for 
a particle concentration of x = 0.1, z = 0.3, and z = 0.5 respectively. 
inverse length \/la of the clusters because the cluster length results in a characteristic 
separation between the clusters and therefore gives rise to a pseudo periodicity. This 
behavior has been discussed by Guinier [8], who called it the formation of a 'para-
lattice'. The relation between g„t and 1/la is not trivial and depends on the value 
of x. This is demonstrated in Fig. 3 (a), where the position of q§at is plotted versus z 
in the range 0 < x < 1/(1 +1). The upper bound on * comes from the requirement 
of a non-negative distribution function. The position of gMt is shown for the delta 
function distribution for I — 5,10, and 20. It is seen that 9Mt=0 for x < z<ieiu, and 
qM becomes non-zero for x > Zddta- Thus for x < *deit» there is no characteristic 
length scale in the problem except the cluster size la. For z > Zdtit« a new length 
15 
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Figure 3: The location of the first maximum fat of the structure factor 5(f) within 
the Briilouin sone. The satellite positions "»», are displayed as function of particle 
concentration x, for different values of the average cluster size t = 5,10, and 20. In 
panel (a) and (b) are shown the results obtained from the delta function distribution 
(dashed line), and the Poison distribution (dashed-dottcd line) respectively. Notice 
that fMt is consistently below 2x/ta, which is the expected characteristic f-value. 
scale enters: the characteristic separation between clusters given by l /$ . t . It should 
be noted that <7„t is consistently smaller than 2%/la, which from an experimental 
point of view is often taken to be the average separation between the clusters. The 
satellite position g„ t increases monotonicaliy with i , since the distance between clus-
ters becomes smaller at higher particle concentration. It is seen that (apart from the 
I dependence of XdiH«) the functional form of <7„t scale with /. This has important 
consequences for the experimental situation, since it allows for a determination of the 
average cluster size from the knowledge of the particle concentration. In Fig. 4, we 
have for 1 = 5, and as a function of x plotted the width A(i ) of S&f(q) defined as 
the half widtH-half-maximum (HWHM), where the maximum is taken at the satellite 
position in case of splitting. As can be seen A(i) increases almost linearly, with a 
slight change in slope at x = xadu-
2.5.2 Exponentially distributed cluster sizes 
Let us derive the result for the exponential distribution of clusters. With the 
distribution function generalized to include vacancies we have V(n) = VSnfl+Afe'*"*, 












Figure 4: The width of the structure factors calculated from different cluster distri-
butions are displayed as function of particle concentration x. The width of Sjjf (f) is 
measured as the half-width-half-maximum (HWHM), where the maximum is defined 
as -SM (f»c) is case of splitting. The cluster distributions are indicated as follows: ex-
ponential distribution with K — l/Sa (long-dashed line); delta function dii .ibution, 
I - 5, (dashed line); Poisson distribution, / = 5, (dashed-dotted line). The width of 
the Lorentzian, K ~ I/3a (solid line), is independent of the particle concentration and 
is included for comparison. 
distribution function yields x < 1/(2 - «*"). The general result can be written in a 
form similar to Eq. (17): 
Sdirfo) = b2x(l-x)-. (J-l-xP) 
'(1 - a)2 + (2a(l - zf - 0x){\ - cos(ga)) * 
a = e"° 
/? = 2 ( l - x ) a ( a - l ) . (26) 
Equation (26) reduces to Eq. (17) for x—»0- However for finite x there are important 
corrections. The line shape remains Lorentzian around each Bragg point Qm and can 
be expanded for small K. and q as 
SiM — J ^
 W ( 1_, ) )» + (^g^ (27) 
This shows that the FWHM of Sdir(g) is increased, yielding *,& = K/(1 - x). The line 
shape from Eq. (26) is plotted in Fig. 2 for K = l/5o at particle concentrations z — 0.1 
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(a), x - 0.3 (b), and z = 0-5 (c) in the grange q £ [-ir/a;x/a\. In Fig. 4 we have 
plotted the width A(x) versus z as defined above. In the limit x-»0, A(x) reduces 
to that of a Lorentzian A(z)—»K. For x not too large z % 0.3, the effective width 
it,* is rather well approximated by *«* = * / 0 - *)• However since A(x) diverges at 
z = 1/(2 - e""), while is«* diverges at x = 1, the expansion, which gives rise to Eq. 
(27) is not valid for high particle concentrations. 
2.5.3 Poisson distributed duster sixes 
The Poisson distribution function is given by V{n) = V6*jt+tft*/nl, where la is the 
average length of the cluster. The Poisson distribution appears to be a very plausible 
distribution of clusters in real physical systems with weak interactions, e.g. it would 
arise if the particles randomly occupy the lattice sites for small x. Normalization 
yield V = 1 - x(l + J) and hi = |e"' . The condition for a non-negative distribution 
function is identical with that of the delta function distribution z < 1/(1 +1) . The 
expression for S&f(q) is more complicated than Eq. (26) and Eq. (25). The structure 
factor can be expressed as 
i?x{l _ X) 2/(l-x)(l-a,)-x(l-h/?,-2a,) 
1 ;xA, + x'(l + fl, - 2a,) + (2/x(l - *)a, +
 7)(1 - costøa)) 
e/cM('B}-/cos(/sin(7o)) 
2 / ( l - x ) ( * - * x - x ) 
2/(1 - x)e'c^*">-/sin(go)sin(/sin(ga)) (28) 
The line shape from Eq. (28) is plotted in Fig. 2 for / = 5 at particle concentrations 
x = 0.1 (a), x = 0.3 (b), and x = 0.5 (c) in the g-range q G [-*ja\*Ia\. Comparing 
with the delta distribution, we see that due to the variation of cluster lengths around 
la, the intensity does not vanish at any g-vector. For small particle concentration 
* < xpo.won ~ 0.33, 5dif(g) has a maxin.um at g = 0, while for larger concentration, 
5dif(g) develops a satellite peak at a wa.e vector g^, as was the case for delta function 
distributed clusters. In the case of a Poisson distribution the particle concentration 
is much higher for a satellite to appear. In Fig. 3 (b), the position of q^. is plotted 
versus x for I = 5,10, and 20 in the range 0 £ x < / / ( i + / ) . The upper bound on 
x is the same as for the delta function distribution. Apart from the fact that xpoimm 
shows much less I dependence, the results are qualitatively the same as those for 
the delta function distribution. In Fig. 4, we have for / = 5 and as a function of x, 
plotted the width A(x) of 5*f(g) as calculated from Eq. (28). The width Unlike the 
behavior for delta distributed A(x) diverges for x—*£/(l +1) unlike the behavior for 
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2.6 One-dimensional model for YBa2Cu306 + x 
For a one-dimensional model to have relevance for a real material like YBazCu30c+x, 
wre assume the existence of a direction or a plane where the ordering is predominant 
and chose our one-dimensional model system ft perpendicular to this direction. In 
YBa?Cu3Otrr the oxygen ordering takes place in the basal CaOx plane. Doe to 
the large separation between these planes, the oxygen ordering has a pseudo-two-
dimensional character. A predominant tendency towards formation of copper-oxide 
chains Jong one of the crystallographic axis (the 6-axis) makes a one-dimensional 
description of the chain ordering with ft along the a-axis appropriate (cf. Sec. 3.2, 
Fig. 5 and [22]). The two cluster types considered are composed of oxygen ordered 
Figure 5: The crystallographic structure of YBa2Cu30s+x- The unit cell, which has 
almost ideal 1x1x3 dimensions, is indicated by solid lines. All oxygen sites assume 
perovskite positions located halfway between the copper atoms along the square edges. 
The variable oxygen stoichiometry occur at the 01 and 05 sites in the basal planes, 
which are separated by |c| = 11.7 Å along the c-axis. The oxygen pair interaction 
parameters Vi, Vj, V3, and V* are defined as follows: V\ is the nearest neighbor repul-
sion, Vj is the next nearest neighbor attraction between pairs bridged by Cu, Vj is the 
next nearest neighbor repulsion between pairs not bridged by Cu, and V* is the nearest 
neighbor attraction between pairs on adjacent basal planes. 
domains of ortho-I and ortho-II, which will be denoted type t = I, II respectively. We 
wish to discuss the situation of perfectly ordered clusters of type t = I, II with the same 
lattice, but different structures, distributed at random along ft with an exponential 
size distribution T>t(n). The distance between the particles in the clusters is sta, 
where &i = 1 for ortho-I and JH = 2 for ortho-II. The ideal ortho-I structure consists 
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of an infinite sum of delta functions separated by s%a and is denoted D\(r). For the 
ideal ortho-II structure, the separation between the delta functions is sn«, which gives 
rise to two possibilities. The situation where the delta functions occupy sites 2m« is 
denoted Du(r), while its anti-phase occupying the sites (2m + l)a is denoted Du**(r)-
This means that the ordered structure has Brag* peaks at positions Q% = 2xm/o for 
ortho-I and Qu = rm/« for ortho-II, where m is an integer. The one-dimensional 
structure consists of clusters/^(r) of type t = I, II and a zero background (vacancies) 
between the clusters. Let pt be the fraction of particles in clusters of type t = I, II 
so that pi -f pii = 1; then z remains the total concentration of particles. An obvious 
generalization of Eq. (18) to the case of clusters with different structures yields: 
s*<«)-** £ £ E « , .
 (**0 y (») 
t = u i 5 t * »t "« + W V«, j 
Notice from the definition of X>((n) that the correlation length in real space is 5,/iCj. 
Foi YBa2Cu30s+x this means that if Ki=icn the correlation for Ortho-II is twice 
that of Ortho-I. This has important consequences for the interpretation of the struc-
ture factor since Eq. (29) is often used experimentally to determine the correlation 
lengths of the individual domain structures. From Eq. (29) it follows that the rel-
ati.-e amount of particles participating in the structures pt is given by the rela-
tive integrated intensities of the characteristic Bragg positions. For YBajCuaOc+x 
the relative integrated intensity around Qn and Qi is (1 — pi)/(l + pi), whereas 
the relative peak intensity, on the other hand, depends on ic( and is in this case 
S*r(Qn)/Sd,f(<?i) = (1 -p i ) / [ l + |*( (2«n/« i ) - 1)1-
Finally, we will consider situations with a dense packing of the two structures 
with t - I, II (we indicate this case by a superscript 'dense'). We denote as before 
the collection of box functions by A(r), and the remaining space by B(r) = 1 — A(r). 
The interference effects are most clearly seen if we fill both the .A-boxes and the B-
boxes with the same of one of the structures t = I, II. Then the Fourier transform 
of the structure is a folding T(q) = Dt(q) ® A(q) + Dt(q) ® B(q) = 0, i.e. complete 
destructive interference of the diffuse scattering, as expected. Then, consider /4-boxes 
filled with structure t — \\ and B-boxes filled with its anti-phase. The structure can be 
written 7{r) - A{T)D\\{T) + BfrJDjf'fr). Apart from a phase factor e**» the Fourier 
transform of the phase a.id the anti-phase are the same, as can be judged from Eq. 
(10). Then, the total Fourier transform is F(q) = Dn(q) ® A(q) + Dfi*{q) ® B(q) = 
Dn[q) 9 A(q){l - e^) , and therefore S&~(g) = P\F(q)\2 = 2(1 - costøaJjSartø) " 
modulated with twice the period of the Bragg points relative to S&t(q) as found in 
Eq. (24). Next consider 4-boxes having a structure t = II and B-boxes filled with 
a t — I structure. This situation can be regarded as a case with complete t = II 
structure superimposed with the anti-phase in the £?-boxes. The structure can be 
written ?{T) = Dn{r) + B{r)Dff*(r). Then ?{q) = Dn{q) + Btø)® Altø)«**"- Since 
D\\{q) only contributes at the Bragg positions, S^at{q) = Sdn,n(q). This means that 
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only the diffuse scattering from type t = II A-boxes remains. Other situations can 
easily be calculated along the same lines. 
3 Structure factor of YBa2Cu306+x 
The crystallographic structure of YBa2Cu306+* is based on a unit cell, which con-
sists of a stack of three perovskite cubes. The unit cell has almost ideal 1 x 1 x 3 
dimensions. The primitive unit vectors of the unit cell are |a| = 3.9 Å, |b| = 3.9 Å, 
and |c| = 11.7 Å, and they are mutually orthogonal. The essential features of the 
crystal structure are described in Fig. 5, where the unit cell is indicated by solid lines. 
The interaction parameters Vi, V2, V3, and V4 are discussed in Sec. 3.2. The notation 
A(x,y, z) denotes that atom A is located at (x,y,z) in the unit cell in the basis of 
the primitive vectors, with the site nomenclature from Jorgensen et al. [23]. The unit 
cell is generated by Y( l /2 , l /2 , l /2 ) , Ba(l/2,1/2,0.19), Cul(0,0,0), Cu2(0,0,0.36), 
01(0,1/2,0), 02(1/2,0,0.38), 03(0,1/2,0.38), 04(0,0,0.15), and 05(1/2,0,0), and 
using the mirror plane symmetry at the level of the yttrium atom. All oxygen atoms 
assume perovskite positions located halfway between the copper atoms along the cube 
edges. There are no oxygens at the level of the Y atom, but the oxygen sites 02 and 
03 at the level of Cu2 are fully occupied. From single crystal neutron diffraction 
measurements it is known that only the oxygen sites 01 and 05 have a variable occu-
pation [24], Writing the total number of oxygen atoms in the unit cell as cox = 6 + x, 
it follows that the oxygen stoichiometry x is given by 
x = <<r(01)} + (<r(05)) . (30) 
Experimentally the oxygen stoichiometry x can only be varied between x = 0 and 
x = 1. Under high pressure the compound is unstable towards formation of the 
superconducting material YBa2Cu408. The compound exhibits two structural phases 
at high temperature [25]. For small x-values, the oxygen atoms are equally distributed 
between the sites Ol and 05, and the compound is tetragonal with space group 
P4/mmm. For low temperatures the compound becomes orthorhombic with space 
group Pmmm, due to oxygen chain formation in the basal plane, where the oxygen 
atoms preferentially occupy the 01 sites, while the 05 sites become depleted. At 
high concentration x, where almost all Ol sites are occupied the orthorhombic phase 
is known as the ortho-I phase. The stoichiometric composition of the ortho-I phase 
is a; = 1, which corresponds to a two fold degenerate oxygen structure. At lower 
concentrations the next nearest neighbor repulsion V3 (see Sec. 3.2) between the 
ygen atoms becomes important and the compound develops an oxygen structure 
Known as the ortho-II phase. At the stoichiometric composition the ortho-II phase 
has x — 1/2 and it corresponds to is a four fold degenerate oxygen structure. 
As discussed in Sec. 2 we need only be concerned with the atomic sites, which 
have a variable occupation in the structure factor calculation. Therefore only the 
21 
Hiso H 7:i-1(KN) 95 
oxygen atoms located at the 01 and 05 sites a^ e taken into account. From Eq. (7) 
the diffuse part of 5(q) for the oxygen atoms reduces to 
S*f(q) = ( ) . (31) 
where b„ is the scattering cross section for an oxygen atom. The basis vectors for the 
oxygen atoms in the unit cell are given by dj = (1/2,0,0) and d2 = (0,1/2,0). In the 
next section we will discuss applications of symmetry to reduce the computational 
work in connection with calculations of the structure factor. 
3.1 Application of symmetry 
As discussed in Sec. 2.1, the symmetries of a crystal play an important role in struc-
ture factor calculations. In this section we will consider the symmetry reduction of 
the structure factor in the case of YBaiCu306+x- The orthorhombic YBa2Cu306+x 
compound is topologically almost identical to the tetragonal form. The a and 6 axis 
generally differ less than 2%, giving rise to a pseudo-tetragonal unit cell. In the 
computer simulations we will ignore this small difference and always consider the 
compound to be tetragonal using the symmetries of the space group P4/mmm. In 
Fig. 6 (a) is shown the basal plane of YBa2Cu306+* with the c axis perpendicular to 
the plane. The point group symmetries corresponding to P4/mmm consist of three 
perpendicular rotors 2Z, 2y, and 2Z, in addition to a four fold rotor 4^ as indicated on 
the figure. The symmetry elements are indicated by the conventional crystallographic 
symbols. In Fig. 6 (b) are shown the corresponding symmetries in reciprocal space, 
which were derived using results from Sec. 2.1. In general the structure factor will not 
have the periodicity of the first Brillouin zone. However in the P4/mmm space group, 
the basis vectors dj and d2 occupy high symmetry positions, leading to the following 
translational symmetry: S(q + 2b,) = S(q), for j = 1,2 and S(q + b,-) = S(q) for 
j = 3. The translational periodicity gives rise to an additional symmetry element, 
which is a mirror plane perpendicular to the endpoint of the primitive reciprocal lat-
tice vectors for j = 1,2. This can be understood as follows: For j = 1,2 we have 
5(q + bj) = S ( - q - bj) = S(-q - bj + 2b,) = S ( - q + b,), where the inversion 
symmetry and the translational symmetry have been used. The symmetry elements 
define a minimal zone, the irreducible zone, in reciprocal space, which generates the 
entire structure factor by repetitive use of symmetries. In Fig. 6 (b) the irreducible 
zone is shown as the cross hatched triangle. Thus in the computer calculation of the 
structure factor only the q-vectors in this zone need to be calculated. 
3.2 Modeling of oxygen order 
The model used in the calculations is an extension to three dimensions of the well 
known two-dimensional locally anisotropic lattice gas model, which includes near-
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Figure 6: In (a) is shown the projection of the space group Pi/mmm along the c-
axis (from Ret. [34]). The symmetry elements are indicated with the conventional 
crystallographic symbols. In (b) is shown the corresponding symmetries in reciprocal 
space. The irreducible zone is shown as the cross-hatched triangle. 
est neighbor and next nearest neighbor interactions (the ASYNNNI model). The 
two-dimensional model, originally proposed by de Fontaine et al. [3], describes the 
ordering of oxygen atoms in the basal CuOx plane of YBajCuaOe+x- From Fig. 5 
the basal planes are seen to consist of a square lattice of copper atoms, with oxy-
gen sites located halfway between the copper atoms along the square edges. The 
pair interaction parameters Vi, V2, V3, and V< are defined as follows, see Fig. 5: Vj 
is the nearest neighbor repulsion between to oxygen atoms; V3 is the next nearest 
neighbor attractive interaction between pairs of oxygen atoms, that are bridged by a 
copper atom (NNNCu), while V3 a repulsive interaction between oxygen atoms which 
are not bridged by a copper atom (NNNV). The three-dimensional extension of the 
ASYNNNI model is introduced as a nearest neighbor attractive interaction V* be-
tween pairs of oxygen atoms located on adjacent basal planes vertically above and 
below each other (NNP1). 
In the computer simulations it is convenient to introduce an orthogonal basis ei, 
e2, and e3, which is rotated 45° around the crystallographic c-axis. The primitive 
tetragonal oxygen lattice, which constitutes the 01 and 0 5 sites, is then given by 
ei = (an + a,)/2, e2 = (a2 - a,)/2, e3 = a3. (32) 
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Equivalently in Eq. (32), we could interchange »i and a2 due to symmetry. In this 
basis, the positions of the oxygen atoms at the 01 and 05 sites are written 
r = n e^x + n2e2 + n3e3 , (33) 
where 1*1, n2) and n3 are integers. This leads to a three-dimensional Hamiltonian of 
the following form: 
NN NNNCu NNNV 
H = -vx £ ^(rMO - v2 Y, ^ M r 1 ) - ^ £ (^'MrO 
(W) (rr») (FT«) 
JVATP1 
-V« £ <r(r)<r(r')-/*£*(') , (34) 
(rr-) r 
where <r(r) is the site occupation variable for the oxygen atom. Thus <r(r) = 1 if 
the site is occupied and zero otherwise. The sum runs over all oxygen pairs (r, r*), 
that are nearest neighbor (NN and NNP1) or next nearest neighbors (NNNV and 
NNNCu), respectively. The chemical potential fi acts as an external field, which is 
related to the equilibrium oxygen partial pressure in the sample [22, 25]. We have 
used the following values for the normalized interaction parameters, 
(Vi, Va, V3, V4) = (-1,0.36,-0.12,0.02), (35) 
which are brought on an absolute energy scale by multiplication with the normal-
ization constant V0/kg = 4470K [26]. The set of normalized two-dimensional lattice 
gas interaction parameters (Vi, V2, V3) comes from Refs. [27, 28, 29]. The inter-plane 
attractive parameter V4 has been suggested by de Fontaine tt al. [30]. The stoi-
chiometric factor x is related to the average number of oxygen atoms on the lattice 
b y
 2 
* = 77-<I>M>. (36) 
J'tot r 
where JVtot is the number of available oxygen sites. The statistical thermodynamic 
calculation of the oxygen ordering properties is performed by Monte Carlo simula-
tion of the Hamiltonian Eq. (34) with the interaction parameters Eq. (35), using the 
Metropolis algorithm [31, 32, 33]. In the computer simulation the structure factor 
Sdif(q) has been calculated from Eq. (7). In the next section we discuss the algo-
rithms used in the implementation of the extension of the ASYNNNI model to three 
dimensions and the calculation of the structure factor on the Connection Machine. 
4 Implementation on the Connection Machine 
The main drawback of the Monte Carlo technique is that it is extremely time con-
suming (running several weeks on a workstation is not uncommon). Vectorizing the 
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procedure is not easy, because the Monte Carlo algorithm is an inherently sequential 
process, where the basic computational step as discussed previously consists of ran-
domly selecting a lattice site and updating it according to some transition probability. 
Nevertheless, in recent years several vectorised and parallel updating algorithms have 
been devised for speeding up the convergence. One of the problems arising from 
the use of parallel updating methods is the necessary redefinition of the time vari-
able. However, as far as equilibrium properties are concerned, the sequential and the 
parallel updating methods lead to the same results. In the present study we have 
developed a parallel updating algorithm for the three-dimensional extension of the 
ASYNNNI model, which naturally maps onto the underlying architecture of the Con-
nection Machine (CM2). The Connection Machine is a SIMD computer with 65536 
bit-processors and a hyper-cubic data router. In our simulations we have used 16384 
processors. The program was implemented in Connection Machine Fortran (CMF) 
with calls to the Connection Machine Scientific Software Library (CMSSL). 
To update the lattice we have used the Metropolis algorithm employing the stan-
dard method of dividing the lattice into non-interacting sublattices. We have used 
four sublattices within each a-b plane. However, due to the inter-plane coupling, two 
alternating sets are used along the c-axis, giving a total of eight sublattices. Since 
only one of the chosen sublattices is updated at a time, each one has been spread 
across ail the available processors of the CM2. 
Using the data layout described above, each oxygen site interacts with ten neigh-
boring oxygen sites located on four different sublattices. This somewhat complicates 
the gathering of neighbors. The complication is, however, almost purely in program-
ming effort, and does only marginally affect the performance of the local stencil. The 
performance gained by being able to keeping all processors active at all times, far 
outweighs the loss from using a more complicated stencil. To maximize the band-
width of the inter-processor communication needed to implement the stencil we have 
used communication commands from CMSSL. 
The data organization used for Monte Carlo updating is, however, not the optimal 
one for calculating the structure factor. Before each calculation of the structure factor 
the different sublattices are therefore reassembled into the full lattice. By aligning 
the different sublattices and the full lattice properly, a:.d using the communication 
commands from CMSSL, this reassembling process can be carried out without mak-
ing necessary any data transfer between processors. After the data reordering, the 
structure factor is calculated using a standard fast Fourier transform. 
5 Numerical results 
For the results of the structure factors presented we have used 104 Monte Carlo steps 
per site (MCSS) for equilibration, followed by 5 • 10* MCSS with averaging taken 
every 10 MCSS. In all simulations we have used periodic boundary conditions. By 
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figure 7: Structure factor for an 256x256x 16 system with z = 0.4 at T = O.15Vb/*0 
which is above Tc for z = 0.4 (Tc = 0.lZVo/kB). Vertically, the logarithm of the inten-
sity of the structure factor S(q) is shown in arbitrary units. See detailed description 
in text. 
using 16384 processors on the CM2 we have achieved a maximum performance of 
8.7 • 106 MCSS/sec. 
The results for the structure factor are shown in Fig. 7 for x = 0.4 and in Fig. 8 for 
x = 0.5. The structure factors have been calculated for a 256x256x 16 system at T = 
0.15VO/A:B, which is above the critical temperature [26]: Tc{x = 0.4) = 0.13V0/*B and 
Te(x = 0.5) = 0.14Vo/&£. Vertically, the logarithm of the intensity of the structure 
factor 5(q) is shown in arbitrary units. In panel (a) is shown the result for the / = 0 
plane in q-space, which extends over four Brillouin zones. The gz axis along (h, h, 0) 
and the qy axis along (k, —k, 0) in the plot are rotated 45° around the crystallographic 
c-axis. The numbers on the axis indicate the values of h and k respectively. The five 
peaks shown are, using notation (h,k,l): (1/2,0,0), (1,0,0), (3/2,0,0), (1,-1/2,0), 
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and (1,1/2,0). The delta function contributions at (0,0,0) and (2,0,0) have been 
removed for clarity. In panel (b) is shown the corresponding k = 0 plane in q-space 
extending over two Brillouin zones. The axis in the plot are (A, 0,0) and (0,0,/). The 
three peaks shown are: (1/2,0,0), (1,0,0), and (3/2,0,0). The line scan at / = 0, for 
0 < h < 2 in panel (b) can be identified with the diagonal line through the peaks: 
(1/2,0,0), (1,0,0), and (3/2,0,0) in pane! (a). Again the delta function contributions 
at (0,0,0) and (2,0,0) have been removed for clarity. 
By fitting the (1/2,0,0) peak to a three-dimensional Lorentzian line shape for 
the diffuse part of the structure factor (including a fitted Lorentxian at the (1,0,0) 
position and a background term), we have determined the widths Afc, Afc, and A/ 
along the main crystallographic axis. For the structure factor presented in Fig. 7 at 
x = 0.4 we obtain An = 0.2738, Afc = 0.1285, and A/ = 0.530, which gives the 
foUowing values for the anisotropy Afc/AA = 0.47 and A//Afc = 1.94. In the same 
fashion we obtain for the structure factor presented in Fig. 8 at i = 0.5, An = 0.1274, 
Afc = 0.0645, and Af = 0.297, which gives the following values for the anisotropy 
Afc/Afc = 0.51, and A//Afc = 2.33. By comparison of the individual widths Aft, 
Afc, and A/ for the two oxygen stoichiometrics, we see that the values for x = 0.5 
are smaller than those for x = 0.4 by a factor of roughly two. This difference can be 
attributed to the curvature of the tetragonal/ortho-II phase boundary, see Ref. [22], 
which implies that the phase boundary for the x = 0.4 case is much further away 
than for the x = 0.5 case and the system is therefore stronger ordered. 
The results for the anisotropy Afc/AA = 0.47 at x = 0.4 for the three-dimensional 
calculation, can be compared with the corresponding result for the two-dimensional 
calculation with the same intra-plane interaction parameters. In Ref. [22] we obtained 
Afc/An = 0.50. Hence we find, that the inclusion of a weak inter-plane interaction 
only marginally affects the anisotropy. From mean-field theory [26], and as verified 
by Monte Carlo simulations in Ref. [22] the anisotropy is known to be almost temper-
ature independent at least not too close to the critical temperature. Therefore, even 
though the individual widths cannot be compared as discussed above, we can use our 
results to determine the oxygen concentration dependence on the anisotropics. For 
the anisotropy within the basal plane, there appears to the no concentration depen-
dence, as can be realized from the almost identical values Afc/Afc = 0.47 for x = 0.4 
and Afc/Afc = 0.51 for x = 0.5. For the inter-plane anisotropy, the dinerence between 
the results A//Afc = 1.93 at x = 0.4 and A//Afc = 2.33 at x = 0.5 seems to be too 
large to be explained by the statistical uncertainty and it is probably due to the weak 
temperature dependence. 
Recently, Zeiske et al. [9] measured the oxygen ordering in YBa2Cu30e+x (* = 
0.4) by neutron diffraction. By measuring the structure factor at -oom temperature, 
they observed diffuse superstructure reflections (fc,fc,/) at (1/2,0,0). By fitting the 
profile of the superstructure reflections to a Gaussian, they determined the widths 
Afc, Afc and A/. They obtained Afc = 0.099, Afc = 0.049 and A/ = 0.52, which 
gives the following values for the anisotropics: Afc/Afc = 0.50 and A//Afc = 5.25. 
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Figure 8: Structure factor for an 256x256x16 system with z = 0.5 at T = 0.lSVo/kB 
which is above Tc for z = 0.5 (Tc = 0.l4Vo/kB). Vertically, the logarithm of the inten-
sity of the structure factor S(q) is shown in arbitrary units. See detailed description 
in text. 
By comparing with the corresponding results from the three-dimensional calculation; 
Ak/Ah - 0.47 and Al/Ah = 1.93, we see that while the intra-plane anisotropy 
are in excellent agreement with experiment, the inter-plane anisotropy is too large. 
The result implies that for particular values of the correlation lengths £„ and &, the 
correlation length &. along the c-axis in our Monte Carlo simulation is too large as 
compared to the experimental data. Therefore, the attractive inter-plane interaction 
parameter V* used in the model should be reduced. This is in agreement with our 
mean-field analysis [26], where we obtain |V4| = \V3\/(Al/Ah)2 = O.0044Vo. It should 
be mentioned that the experimental data are measured at room temperature, while 
the numerical data were obtained above the ortho-II ordering temperature. The 
rational for this comparison is the observation that only short-range ordering was 
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observed experimentally, which indicates that short-range ordered domain structures 
are frozen in at the tetragonal to orthorhombic phase transition [22]. 
6 Summary and conclusions 
In the present paper we have developed the scattering formalism for lattice gas models 
with special emphasis on the diffuse part of the structure factor, Sarfq). Analytical 
solutions are presented for one-dimensional lattice gas models, and numerical results 
of the three-dimensional oxygen ordering in the high temperature superconductor 
YBa2Cu3Oc+x have been calculated from Monte Carlo simulation studies. 
In the one-dimensional case we have considered a lattice gas with only one atomic 
species and computed Srøfø) analytically for random distributions of perfectly ordered 
clusters with different size distribution functions, V{n). The analysis has been carried 
out in the case of low average coverage of species on the lattice, x <C 1 (the dilute 
limit), and for larger concentrations where interference between the randomly dis-
tributed ordered clusters and the intervening vacancy regions, the so-called 'excluded 
volume' effect, cannot be neglected. The size distribution functions considered are 
the delta function distribution (equal size), exponential distribution, and the Poisson 
distribution. In the dilute limit a one to one correspondence between either two of 
Sdi({q), Z?(n), and C(na) (the correlation function) has been established analytically. 
From these relations it is shown that a Lorentzian squared line shape of the structure 
factor corresponds to a narrow distribution of small cluster sizes. Therefore, this line-
shape cannot occur in extended short-range ordered one-dimensional systems. For 
the exponential distribution function we find that Sdif(g) is well described by a simple 
Lorentzian line-shape for all q-vectors and a large range of correlation lengths. 
For larger concentrations satellite peaks develop in S&((q) for the delta function 
distributed and the Poisson distributed cluster sizes. These distribution functions 
have a maximum weight for finite chain length, and as a consequence of the 'excluded 
volume' effect they give rise to the formation of a para-lattice for particle concentra-
tions exceeding a critical value, i ^ , that depends on the details in the distribution 
function. The basic reason for the formation of the para-lattice is the tendency for 
the finite size clusters to pack in the lattice with a characteristic separation. The 
separation is determined by the average cluster length and the particle density. It 
should be noted that the satellite position is consistently smaller than 2w/ta, where 
la is the average cluster length. 
Based on the tendency towards oxygen chain formation in the basal CuO, plane of 
YBa2Cu306+i we have mapped the oxygen ordering properties of this material onto a 
one-dimensional model and analysed S&f(q) for structures that are composed of vacan-
cies and of oxygen ordered domains of the two orthorhombic structural phases ortho-I 
and ortho-II, respectively. In the dilute limit, where the lineshapes are Lorentzians, 
we establish relations between the ratios of the intensities (peak as well as integrated) 
of the structure factor centered at the Bragg positions, Qj for the ortho-I phase and 
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Qn for the ortho-I I phase. Further, it is shown, that the correlation length of the 
ortho-I I structure resulting from an analysis of the peak width of S^{q) is twice as 
large as that of the ortho-I for the same peak width. Structure factor calculation of 
densely packed ortho-I and ortho-II domains are also presented. 
In the dilute limit it is argued that the results may be generalized to higher 
dimensions by considering the shape function obtained by projecting the scattering 
density onto the line defined by the scattering q-vector. However, the effect of the 
'excluded volume* cannot be solved analytically for densely packed structures in higher 
dimensions, and it should be realized that the conelations between different types of 
ordered and disordered structures cannot in general be neglected. 
With special emphasis on the three-dimensional oxygen ordering of YBajCujOs+x 
we have extended the two-dimensional ASYNNNI model to three dimensions and car-
ried out such studies numerically by Monte Carlo simulation technique using the fol-
lowing values for the interaction parameters (Vi, V,, V3, V4) = V0(-1,0.36, -0.12,0.02) 
with V0 — 4470K. From the formal analysis of the structure factor, S«fcf(q), we show 
that the resolution, which may be accomplished by the simulation studies, is intrin-
sically related to the system size. As a consequence it is only possible to carry out a 
detailed analysis of the line shape on large model systems. In order to gain sufficient 
resolution we have developed a parallel updating algorithm for the three-dimensional 
extension of the ASYNNNI model and implemented it on a CM2 Connection Ma-
chine. Structure factor calculations have been carried out for oxygen stoichiometrics, 
x = 0.4 and z = 0.5, on a 256x256x16 system at a temperature T = 0.15Vo/&£ in 
the tetragonal disordered phase (Tc = 0.13VO/*JB for z = 0.4, and Tc = O.UV0/kB for 
x = 0.5). By application af the symmetry relations pertinent to the oxygen lattice of 
YBa2Cu30s+z, w c have reduced the computational efforts of calculating the structure 
factors to an irreducible zone of reciprocal space which is 1/16 of the Brillouin zone. 
The structure factor have been fitted excellently by a three-dimensional Lorentzian 
and the peak widths along the three major crystallographic axes have been deter-
mined. The anisotropy ratios AJfe/A« = 0.47 and AI/A& = 1.94 for x - 0.4 and 
Alt/An = 0.51 and A//An = 2.33 for x = 0.5 have been compared with those ob-
tained from previous two-dimensional studies and with recent experimental results 
for z = 0.4. The in-plane anisotropics obtained in the two- and three-dimensional 
simulations are only marginally different and there appears to be no concentration de-
pendence. However, the difference between the interplane anisotropy ratios (A//AA) 
for z = 0.4 and z = 0.5 cannot be explained by statistical errors, but may be a 
consequence of the difference in the temperatures relative to Tc. Comparison with 
mean-field calculations and results obtained from two-dimensional Monte Carlo simu-
lation studies suggest that the anisotropy ratios are independent of temperature, but 
this is not necessarily the case for temperatures close to Tt. Further studies of these 
properties are in progress. For the x = 0.4 case we have compared the peak width 
anisotropies with similar experimental data and found excellent agreement for the 
in-plane anisotropy ratio, but a significant deviation for the inter-plane ratio. This 
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discrepancy may be remedied by redu-ing the inter-plane interaction parameter V4 
by <t factor of five. 
The present and previous Monte Carlo simulation studies have shown that the 
ASYNNNI model, in its original form and by the extension to three dimensions, may 
be used to account for many of the oxygen ordering properties in the basal CuOc 
plane of YBa2Cu30s+x- The prospects of such studies are appealing because the 
superconducting properties are known to depend critically on details in the oxygen 
ordering. Many studies have focused on the structural phase transition temperatures, 
rc(x), between the tetragonal disordered and the orthorhombic ordered phases, for 
which reliable experimental data are available. However, since the Tt(x) curve is 
essentially a straight line it is not surprising that it may be successfully established 
for different values of the three model parameters in the two-dimensional ASYNNNI 
model. Away from the phase transition line the available experimental structural data 
are in qualitative agreement with the model predictions, but they are not sufficiently 
detailed that the validity of the ASYNNNI model and the appropriate interaction 
parameters may be estimated in more extended parts of the phase diagram. Generally 
5dif(q) may supply structural information in a larger part of the phase diagram, and 
additional details about the ordering properties and the interaction parameters are 
contained in the line shape profiles and intensities. In particular one may study 5&f(q) 
in the critical region in order to establish the universality class. The high resolution 
experiments and simulations needed for such studies are becoming available by the 
development of new diffraction techniques and massive parallel computers. In the 
present work we have initiated such studies of the three-dimensional oxygen ordering 
in YBa2Cu306+z by the use of a simple extension of the two-dimensional ASYNNNI 
model. Our results indicate that such studies may be used to determine the effective 
interaction parameters in the model. They also show that the anisotropy in the in-
plane correlation lengths are little affected by the inter-plane coupling. However, our 
initial studies of the structural phase diagram indicate that the energy scale factor, 
V'o, should be significantly modified. More detailed analysis are in progress and will 
be presented elsewhere. 
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The oxygen order in YBajCujO,,, has been investigated by Monte Carlo simulation with the two-dimensional anisotropic 
next-nearest-neighbor lattice gas model, the ASYNNNI model. For a specific set of interaction parameters we have calculated the 
structural phase diagram, the chemical potential, and the structure factor as a function of temperature and wave vector for *=0.4 . 
The phase diagram has been determined from an ivestigation of the order parameters and their fluctuations as welt as by the use 
of an improved version of the Ferrenberg-Swendsen method. The calculated phase diagram and the widths of the structure factors 
are in excellent agreement with measured neutron-diffraction data. We suggest that the observation of an orthorhombic distortion, 
simultaneously with only short-range oxygen order at r=25*C, is due to the freezing-in of an ortho-ll domain state with a pre-
ferred oxygen chain direction and accordingly only two types of domains. Using thermodynamic relations the chemical potential 
has been related to the measured oxygen-gas pressure, and it is discussed why only qualitative agreement with expenmental data 
is established. 
1. Introduction 
The oxygen-ordering properties of the high-tem-
perature superconductor YBa2Cu306+^ have at-
tracted considerable interest since the discovery of 
this material [1,2]. A major reason is the experi-
mental evidence that not only the oxygen content 
[ 3 ] , but also the oxygen-ordering configurations [4 -
6] are important for the superconducting transition 
temperature, Te. 
It is of further interest to note that YBa2CujO«+, 
appears to be an ideal model system for studies of 
two-dimensional structural ordering phenomena. The 
variable amount of oxygen ( 0 < x < 1) is located in 
the widely separated («11.7 Å) CuO* basal planes 
of the structure and it is generally accepted that the 
oxygen ordering in the basal plane is the driving force 
for the majority of the observed structural transfor-
mations and local ordering phenomena. For this rea-
son it is natural that two-dimensional lattice-gas 
models [7-17], and notably the anisotropic nearest-
and next-nearest-neighbor interaction model, the 
ASYNNNI model [7-15], has attracted considera-
ble interest. 
In the present paper we have used a Monte Carlo 
simulation to study how applicable the ASYNNNI 
model is in accounting for the structural and ther-
modynamic properties of oxygen ordering in 
YBa2CujOt+j«. For the three interaction parameters 
in the ASYNNNI model, the nearest neighbor Vt and 
the two locally anisotropic next-nearest-neighbor in-
teraction parameters, Vt and K,, we have used the 
values estimated from a preliminary analysis and 
comparison with the structural phase diagram 
[ 14,15,18 ] . In this paper we make a complete study 
and establish that our model accounts for the ex-
perimental phase boundary between the tetragonal 
disordered phase and the two onhorhombic ordered 
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phases. ortho-I and ortho-II. As a subject of partic-
ular interest we have calculated the structure factor 
S{q) from the statistics of the oxygen-ordering prop-
erties. The aim has been to study whether the 
ASYNNNI model can account for recent neutron-
diffraction results [19], which show splitting of the 
(2 ,0 ,0) and (0, 2, 0) Bragg peaks compatible with 
long-range orthorhombic order in a twinned crystal, 
while the diffuse scattering at ( j , 0,0) indicates only 
a short-range oxygen ortho-II superstructure. 
From many studies on YBa2Cu304+jr it is now well 
established that the CuO, basal plane of the struc-
ture acts as the charge reservoir creating the neces-
sary holes in the superconducting Cu02 planes. The 
oxygen ordering properties in the CuOx basal plane, 
and how they influence the charge transfer and elec-
tronic structure in a way that leads to superconduc-
tivity in YBa2CujOs*„ have been the subject of 
many studies [ 3-6,14,15,18,20-27 ], but despite the 
significant efforts there is not yet a satisfactory mi-
croscopic understanding of the relation. From phe-
nomenological models it has been possible to estab-
lish close relations between Te and the effective 
charge-transfer mechanisms, which have been de-
rived from experimental structural data [3-6] or 
from model calculations of the structural ordering 
phenomena [14,15,18,20-22]. The hole-doping 
mechanism has also been studied by model calcu-
lations of the electronic structures [23-27]. In most 
of these calculations the observed oxygen-ordering 
properties are taken into account but not with the 
degree of structural details which the combined ex-
perimental and phenomenologicai model results sug-
gest to be important [3-6,18,20-22]. 
More detailed experimental structural data and re-
liable models for the description of the oxygen-or-
dering properties seem imperative for developing the 
microscopic understanding of superconductivity in 
YBa2Cu306»jr. The increased size and improved 
quality of single crystals, which have become avail-
able, open the way for this development and for tests 
of the structural models. The ASYNNNI model has 
oroven to account for many of the structural order-
ing properties [11-13,15,28]. From studies based 
on the mean-field cluster variational method [11] 
and interaction parameters determined from elec-
tron-band structure calculations [10], it has been 
shown that the experimental results for the structural 
phase transition line separating the tetragonal dis-
ordered and the orthorhombic ordered structures in 
the x-T phase diagram may be accounted for the 
ASYNNNI model without adjustable parameters. 
However, Hilton et al. [12] have suggested by cal-
culating the structural phase diagram with the trans-
fer-matrix technique, that this remarkable agree-
ment may be fortuitous. We shall comment on this 
aspect in a forthcoming paper which includes the 
three-dimensional structural ordering properties of 
YBa2Cu,04+x [29]. 
The paper is organized in the following way: In 
section 2 we present the ASYNNNI model and the 
interaction parameters used in the model studies. In 
section 3 we account for the Monte Carlo methods 
(3.1) and define the order parameters being used 
(3.2), and in section (3.3) we discuss the the ap-
plicability of the Ferrenberg-Swendsen method [30-
32] for Monte Carlo simulation studies of the 
ASYNNNI model. The structural phase diagram re-
sulting from the model calculations is presented and 
compared with experimental data in section 4. The 
model results of the chemical potential are com-
pared with experimental oxygen equilibrium pres-
sure data in section 5. Section 6 contains the struc-
ture-factor calculations of the oxygen-ordering 
properties and the results are discussed in relation to 
the neutron-diffraction data. Conclusions on the 
study are given in section 7. 
2. Model hamiltonian 
The model used in the calculations is a two-di-
mensional locally anisotropic lattice-gas model, which 
includes nearest-neighbor and next-nearest-neighbor 
interactions (the ASYNNNI model). This model, 
originally proposed by de Fontaine et al. [7] , de-
scribes the ordering of oxygen atoms in the CuO* 
basal plane of YBa2Cuj06+jr. The basal plane con-
sists of a square lattice of oxygen atoms embedded 
in a fixed lattice of copper atoms. The oxygen sites 
are located between the copper atoms as shown in 
fig. 1. The pair interaction parameters K„ K2 and K, 
are defined as follows. V, is the nearest-neighbor re-
pulsion between two oxygen atoms. V2 is the attrac-
tive next-nearest-neighbor interaction between pairs 
of oxygen atoms, which are bridged by a copper atom 
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Fig. I. Schematic illustration of the basal plane of V3a2CujO»»r 
The dots denote the copper atoms, while the open circles denote 
the oxygen sites. The pair interaction parameters Vu K, and Vi 
are indicated on the figure. 
(NNNCu), while K3 is the similar repulsive inter-
action between oxygen atoms which are not bridged 
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where a, is the site-occupation variable for the ox-
ygen atoms at site /'. This means a,= 1 in the presence 
of an oxygen atom at the site /, while <x,=0 if the ox-
ygen atom is absent at site i. The rum runs over all 
oxygen pairs (/,;), which are nearest neighbor (NN) 
or next-nearest neighbors (NNNV and NNNCu), 
respectively. The chemical potential n acts as an ex-
ternal field, which is related to the equilibrium ox-
ygen pressure in the sample [28] as discussed in sec-
tion 5. We have used the following values for the 
normalized interaction parameters: 
(Vx,V2,Vi) = (-V0,0.16V0, -0 .12K 0 ) , (2) 
with the energy scale given by K0=5430fcB K. The 
relative magnitude of the parameters is suggested by 
Poulsen et al. [ 18] to be K0/fcB=4300 K. The stoi-
chiometric factor x can experimentally be varies from 
* 0 to * 1. and is related to the average number of 
oxygen atoms on the lattice by 
where N is the number of available oxygen sites. 
3. Computational methods 
3.1. Monte Carlo simulation methods 
The Monte Carlo simulation is a standard method 
for studying the ASYNNNI model hamiltonian (1) 
using the Metropolis algorithm [33-35]. We have 
used both Glauber and Kawasaki dynamics. The 
Monte Carlo simulation with Glauber dynamics is 
performed in the usual manner, where a single pro-
cess is proposed at each step, corresponding to re-
moving or inserting an oxygen atom at random. The 
equilibrium properties obtained in this fashion cor-
respond to an ensemble average taken from the grand 
canonical ensemble. In a Monte Carlo simulation 
process the emphasis is to achieve a realistic statis-
tical distribution of the configurations at a given 
temperature. However, the updating procedure needs 
not be physically realistic - except for fulfillment of 
certain constraints. Such constraints could be to pre-
serve the number of oxygen atoms at every new 
Monte Carlo step (MCS). A simple way of doing this 
is to use Kawasaki dynamics, which only allows for 
interchange of particles and vacancies. 
In the real physical system the oxygen atoms have 
to jump from place to place. It might be a good ap-
proximation to consider only jumps to vacant near-
est-neighbor and next-nearest-neighbor sites. This can 
easily be simulated using the Kawasaki dynamics 
which allows for only such interchanges; let us call 
this updata (A). After many MCS's it is expected 
that the phase space will be properly visited. How-
ever, a much faster method (B) is obtained by al-
lowing oxygen atoms to "jump" over arbitrary dis-
tances. This should not be considered as modeling 
the real oxygen diffusion, but rather an efficient 
sampling procedure of other relevant independent 
configurations. The point is that as far as equilib-
rium properties are concerned, there should be no 
difference between (A) and (B), but clearly the 
equilibrium condition is much easier obtained by 
(B). The ensemble properties obtained by both 
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methods correspond to the canonical ensemble. An 
exception to this behavior may be introduced at the 
surface where a direct exchange of adsorbed oxygen 
atoms and the oxygen-gas phase is possible. In this 
case the Glauber dynamics is realistic with a grand 
canonical hamiltonian including a chemical poten-
tial for the oxygen exchange. 
In all the simulations we have enforced periodic 
boundary conditions (PBC) and the linear exten-
sions of the lattice of 1=32, .0, 100 or 200 were 
used. The total number of Monte Carlo steps per site 
(MCSS) used in the calculations varied between 
2x10* and 2 x10 s . The grand canonical average 
<^ > r.* of a n operator A, which depends on the en-
tire oxygen configuration {<?<} in addition to the ex-
ternal parameters T and /i, was calculated both as an 
ensemble average over independent runs, typically 
8, and as time average over each individual run. The 
time average is performed after the system has 
reached equilibrium by taking a simple average over 
the value of the operator A for every 100th oxygen 
configuration. By systematically varying the external 
parameters, the dependence of (A}T.M on the tem-
perature and chemical potential was determined. To 
check that (A)Tv really represented equilibrium 
properties of the system, the whole calculation was 
redone by varying the external parameters in the op-
posite direction. 
3.2. Order parameters 
The ground-state oxygen configurations in the basal 
plane of YBa2Cu}0,j+J, can be calculated exactly from 
eq. (1) and are shown in fig. 2. The ortho-I phase, 
which at perfect order corresponds to x= 1, is a two-
fold degenerate oxygen structure. The olho-II phase, 
which at perfect order corresponds to x= J is a four-
fold degenerate oxygen structure. The ideal tetrag-
onal phase consists of an empty oxygen lattice 
(x=0) . At finite stoichiometry (0<*<0.3) , ran-
domly oriented small oxygen chain segments are 
formed. For stoichiometrics deviating from the ideal 
ones (JC=0, J, 1) the majority phase with long-range 
order of either oriho-I or ortho-I I coexist dynami-
cally at high temperatures with short-range ordered 
domains of the other type - or regions with disor-
dered oxygen chain segments, i.e. the U r.igonal 
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Fis. 2. Schematic presentation of the two ideal orthorhombic 
phases, (a) the ortho-I phase (x= 1) and (b) the ortho-II phase 
(Jt=0.5). In (b) the domain shown is of the fr-typc with oxygen 
chains in the ^direction. There are two possible 6-type ortho-II 
domains and two a-type ortho-II domains. In (a) the grey sub-
lattice represents a ^ domain, while the white sub-lattice repre-
sents an a-domain. 
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Fig. 3. The eight sub-lattices of oxygen sites used in defining the 
order parameters for the two onhorhombic phases are shown. 
The numbering convention is equivalent to that of Aukrust et al. 
[36). 
parameters for both the ortho-I and the ortho-II 
phase. This is done by sub-division of the lattice into 
eight interpenetrating sub-lattices as shown in fig. 3. 
The concentration of oxygen atoms on the sub-lat-
tice a is defined by 
«•-*(£«>• (4) 
where ( a = 1,..., 8) and AT is the number of oxygen 
sites. In terms of the sub-lattice concentrations, the 
order parameter for the ortho-I phase can be written 
el=\\9l+e2+ei+et-e}-et-e1-et\, (5) 
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and similarly for the ortho-II phase 
0II = $10 l+0 :-0,-0. l+0j+(»6-07-0 i| . (6) 
The behavior of 0, and 9tl with respect to variation 
in the chemical potential at a constant temperature 
of T= 0.083 V0fkt can be seen in fig. 4. The system 
size used in this calculation is 60x60. At low chem-
ical potential n the system is in the disordered (te-
tragonal ) region of the phase diagram fig. S and both 
0i and tf,, are approximately zero. Upon increasing 
the chemical potential a rapid increase in the order 
parameters results, signaling ordering of the oxygen 
atoms. This is accompanied by a structural phase 
transition, where the system becomes orthorhombic 
(the ortho-II phase) and the basal plane lattice pa-
rameters become different (a<b, see fig. 2) . This 
happens at about //= -0.36Ko where the ortho-II or-
der parameter increases to 0|t=I.O. This corre-
sponds to almost perfect occupation on one of the 
four sub-lattices a={l, 2}, {3, 4}, {5, 6} or {7, 8} 
from which it follows that 0i*C5. Increasing the 
chemical potential even further, a second structural 
phase transition takes place at about fi=—0A2V0, 
where the system enters into the ortho-I phase with 
occupation on one of the two sub-lattices a = { l , 2, 
2,4} or {5, 6, 7, 8} which corresponds to 0,« 1.0 and 
0n*O.O. Thus 0,j in contrast to 6t is an order param-
eter in the normal sense. In principle a proper order 
parameter can be defined as 0f = 9f — J 9tt but we have 
refrained from this for historical reasons [36]. A 
feature of the 6, and 0M order parameters is that they 
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Fig. 4. The order parameters for ihe ontio-I phase and the ortho-
II phase as a function of the chemical potential. The temperature 
is fined at r=0.0831Ko/fc,. 
ground-state configurations. This drawback may 
easily be remedied by introducing vector order pa-
rameters in the following manner 
'0,+02\ 
0,+04 (7) 
In the following, e?,(n) ( n = l , 2 ) ande>,,(n) ( n = l , 
2, 3,4) denote the components of the vector order 
parameters. This formulation is particularly useful 
in non-equilibrium studies, where the relaxation 
times toward equilibrium are studied. By comparing 
figs. 2 and 3 it is clear that the depicted ortho-II phase 
corresponds to having the sites {1} and {2} occupied, 
and all other empty. In other words 0,+0 2=2. In eq. 
(7), e?n(I) and é^((2) are thus the order parame-
ters for the domains with oxygen chains in the b-di-
rection (^-domains). They arc related to one an-
other by a translation of the oxygen chains by one 
lattice unit along the a-direction. Similarly e?u(3) 
and e?u (4) arc order parameters for the domains with 
chains in the a-direction (a-domains). In the ortho-
I phase either the 6-axis chains e?,( 1) or the a-axis 
chains ©,(2) of domains are simultaneously occu-
pied, in the same region of space. This gives the two 
ortho-I sub-lattices, grey and white, in fig. 2. A struc-
ture consisting of, for example, small ortho-II ^do-
mains separated in space with e9„(l) — e?n(2)^0, 
will again decorate only the grey e^( 1) onho-I sub-
lattice. Thus also this structure contributes to the 
structure factor 5(?) at the (1, 0, 0) peak which is 
characteristic for the ortho-1 structure. By a uniform 
distribution of the a-domains (e9lr (3) and c9„(4)) 
and b-domains (c?„(l) and e?„(2)) both the grey 
and white onho-I sub-lattices become occupied and 
both the (1, 0, 0) and (0, 1, 0) peaks diminish by 
destructive interference. 
3.3. The Ferrenberg-Swendsen method 
The main drawback of the standard Monte Carlo 
simulation is its large demand for computer re-
sources. The demand grows proportionally to the 
system size, but more seriously the time for reaching 
equilibrium also grows with the system size. Even for 
moderately small systems sizes several hours of CPU 
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time are usually needed for each data point. There-
fore, the development of more efficient Monte Carlo 
schemes has attracted a lot of interest. Recently Fer-
renberg and Swendsen [30-32] proposed a rew-
eighting technique for studying phase transitions. The 
idea is to calculate the energy histogram HK(E) at 
different temperatures 7"„. Typically in standard MC 
implementations only the first few moments of the 
histogram are stored. The histograms are combined 
in a self-consistent way to obtain the probability dis-
tribution /•(£, T) in the following way. The energy 
histograms H„(E) at a particular temperature Tm 
with (m= 1,..., R) are most easily accumulated by 
initially calculating the total energy Em of the start 
configuration. Subsequently for each Metropolis 
proposal £t0I is updated by the energy difference A£ 
(which is calculated anyway) between successive ox-
ygen configurations. Then the total energy and the 
histograms are updated according to 
£ .o ,~£ ,«+A£, (8) 
Hm(Ew)~Hm(Em) + \. (9) 
We will assume that all the histograms contain the 
same number of Monte Carlo updates n. Then the 
sum of all histograms normalized by the number of 
updates can be written 
/ / ( £ ) = - £ HJE). (10) 
The multiple histograms equations, as formulated in 
the original work by Ferrenberg and Swendsen [30-
32 ] are very troublesome in numerical calculations. 
This is due to the fact that the solutions of the equa-
tions cannot be represented within the range of float-
ing point numbers on the computer. The numerical 
problem resembles that of stiff differential equa-
tions, where the solutions comprise both exponential 
growth and decay. However, some of the numerical 
problems can be by-passed by rewriting the equa-
tions in a slightly different manner. The multiple his-
togram equations then take the following form 
P(E,T)= " j £ ) - , (11) 
where the free-energy term/, is to be calculated self-
consistently. The normalization condition gives rise 
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to the following equations for determining fm: 
n=l,...,R. (12) 
From eq. (12) we see that only the difference 
{fm—fH) enters in the equation. As a result only R-1 
equations are independent. Equation (12) was solved 
iteratively by the Newton-Raphson algorithm [37]. 
The convergence of the algorithms depends crucially 
on how close the initial guess is to the solution. 
Therefore, the equations were solved iteratively by 
first solving for n=2, and then we use the solutions 
as the starting point for solving the equations with 
n=3, and soon. 
In figs. S (a) and (b) are shown the mean energy 
<£> j- and the heat capacity Cy(T) for a tempera-
ture scan at x=0A. The system size is 32x32 and 
the energy histograms Hm{E) were accumulated at 
temperatures 7"„,= (0.09+0.02m)Ko/)fcB. In each of 
the histograms 3 x 105 MCS's were used. The dia-
monds are the conventional Monte Carlo data points 
obtained by utilizing only the first and the second 
moments of the histograms, while the solid curve 
represents the Ferrcnberg-Swendsen interpolation 
formula (11). In fig. 5(a) we see that the interpo-
lating curve and the data points for < £>
 T agree well, 
while this is not the case in (b) for Cv( T). The rea-
son for this is that whereas the average of a distri-
bution is obtained quite accurately; the higher mo-
ments require much better statistics in the tails of the 
distribution. This accounts for the fact that the data 
points in fig. 5(b) are much more scattered around 
the interpolating curve. Therefore, the interpolation 
curve allows the numerical position of the peak in 
Cv to be determined very accurately to be 
Te=OAQ52V0/kB. We shall see that this agrees very 
well with the Tc estimated from the behavior of other 
quantities. 
4. Phase diagram 
In this section we report on the calculation of the 
phase diagram using a Monte Carlo simulation 
(MC). Several other methods have previously been 
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Fig. 5. In (a) is shown the mean internal energy <£)rasa func-
tion of the temperature. The oxygen stoichiometric factor is fixed 
to x=0.4. The diamonds are the data points obtained from a 
Monte Carlo simulation with the Kawasaki dynamics model (B), 
and the solid line represents the results using the Ferrenberg-
Swendsen interpolation formula. In (b) is shown the corre-
sponding heat capacity Cy(T) (arbitrary units) from which the 
phase boundary can be determined numerically accurate. 
applied to the ASYNNNI model; the most important 
ones are the cluster variation method (CVM), which 
is mean-field-type of calculation, and the transfer-
matrix (TM). Because of the different accuracy of 
the methods there exist several sets of values for the 
interaction parameters describing the oxygen order-
ing phenomena in YBajCu306+,. The transfer-ma-
trix and Monte Carlo method give the most reliable 
statistical results. 
We have calculated the phase diagram by Monte 
Carlo simulation of the hamiltonian (1) with the in-
teraction parameters given in eq. (2). The resulting 
x-T phase diagram is shown in fig. 6. Here x is the 
stoichiometric factor given by eq. (3). The location 
of the phase boundary was determined by calculat-
ing the position of the peak in the fluctuations of the 
» >• 
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Fig, 6. The phase diagram in the x-T plane obtained by Monte 
Carlo simulation. Solid circles represent data obtained by Glauber 
dynamics, while the diamonds represents results obtained with 
Kawasaki dynamics. The triangles are the experimental data 
points [21]. The interaction parameters used are V,=-y0. 
K2=0.36r, and K,= -0.12IV All phase transition lines shown 
are of second order. The location of the points were obtained from 
the position of the peak in the fluctuation of the relevant order 
parameter. The (*) indicates the position in phase space where 
the neutron-diffraction data by Zeiske et al. [ 19 ] were obtained. 
relevant order parameters. In the case of Glauber dy-
namic x is only indirectly determined from the x-/i 
relation. The x-fi relation is particularly important 
because it can be compared directly with the exper-
imental measurements of the oxygen equilibrium 
partial pressure. We will return to this in section 5. 
The solid circles in fig. 6 are the actual data points 
obtained with Glauber dynamics. The horizontal er-
ror bars are the total error, representing the com-
bined uncertainty from determining the peak posi-
tion of the susceptibility of the order parameter and 
the uncertainty in the x-n relation. The solid dia-
monds represent results obtained by Kawasaki dy-
namics. All the Monte Carlo data points have been 
calculated with a 60x60 system, where sufficiently 
good statistics could be obtained as will be discussed 
in section 3.3. To check the finite size dependence of 
the results larger system sizes, 100x100 and 
200x200, were applied at x=0A and x=0.S for a 
complete temperature scan across the phase bound-
ary. The differences in Te were small and within the 
computational uncertainty. The triangles are the ex-
perimental points from Andersen et al. [28]. By fit-
ting at x=0.4 the calculated Tc=0.\05V0/kt to the 
experimental 7es=570K we determine the normal-
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ization factor J'0/JtB=5430 K. Since the phase dia-
gram is more accurately obtained than the prelimi-
nary result published by Poulsen et al. (18 ] we obtain 
a more reliable value than their quoted value of the 
scale factor (K0/*B=4300K). 
As already discussed, the phase diagram contains 
the high-temperature oxygen-disordered tetragonal 
phase and the two low-temperature oxygen-ordered 
orthorhombic phases, the ortho-I and ortho-II phase. 
The three lines shown in the phase diagram are all 
consistent with being of second order as expected 
from finite-size scaling analysis of the order param-
eter discussed by Aukrust et al. [36]. The three lines 
merge at a multicriticai point separating the tetrag-
onal phase from the onho-I and ortho-II phases. The 
multicriticai point is for our interaction parameters 
located at Tt=0.If 5V0/kB and *,=0.46. 
5. Chemical potential 
In this section we discuss the chemical potential 
fi(.x, T) as a function of oxygen stoichiometry xand 
temperature T predicted by the ASYNNNI model 
from Monte Carlo calculations with Glauber dynam-
ics of the grand canonical hamiltonian (1). The re-
sults are important not only for determining the 
structural phase diagram, as described in section 4, 
but also because the chemical potential may be re-
lated to the oxygen equilibrium partial pressure, 
which can be observed experimentally. 
In fig. 7(a) we show isotherms offt(x) in reduced 
units for six different temperatures between 
r=100°C and 7=700°C using the normalization 
factor Vo/kB=5430K determined from the fit at 
x=0.4 and T=Q.l05V0/ka to the structural phase 
diagram. In the isotherms for 7*£300°C a step-like 
increase is observed in the chemical potential at 
x=0.5, and ^=1.0. The general features can be 
understood as follows, cf. fig. 1: For *;S0.5 the ox-
ygen energy is reduced by Kj per site by chain for-
mation, whereas the repulsive interactions, K, and 
Kj, may both be avoided because only the oxygen 
sites on every second chain need to be occupied in 
the ortho-II ground state, see fig. 2. For x>0.S ox-
ygen sites on the intervening chains start to be pop-
ulated at the expense of an energy increase of 2| Vy\ 
per occupied site; and so on. Accordingly, one finds 
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Fig. 7. (a) Monte Carta simulation results of isotherms of the 
chemical potential n as a function of (he oxygen stoichiometric 
contents x. The temperature used are 7"=70O*C, r=600#C, 
r=500'C, r=300'C, r=200*Cand T= IWC. In (b) is shown 
the calculated partial oxygen pressure, using eq. (20) which has 
been adjusted to the experimental pressure in fig. S (a) at 
T-600'C and xs0.6, indicated by (*). 
that the chemical potential at 7 = 0 K has a step-like 
variation with/*= -oo forx=0, n= — Vt= — 0.36 F0 
for 0<;t<0.5, ^ = - ( K 2 + 2 F , ) = - 0 . 1 2 r 0 for 
0.5<x<1.0, and / / = - ( 4 F , + Kj) = 3.64Fo for 
1.0<x<1.5, and finally 
M=-iAVl + V2+2Vi)-3.HV0 for 1.5<x<2. For 
finite temperatures the steps are smeared by thermal 
excitations and for temperatures above the multi-
critical point the jump at x=0.5 disappears because 
the ortho-II phase is not thermodynamically stable 
for any x-values. At the high temperatures the iso-
therms seem to have a rather featureless increase with 
oxygen stoichiometry, x. A closer analysis shows, 
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however, that the derivative, (dx/Sft)T, called the 
non-ordering susceptibility [36,381 has a peak at the 
structural phase transitions. It may be shown that the 
non-ordering susceptibility is a thermodynamic re-
sponse function related to the particle number 
fluctuations; 
UftJr k%T ( < x
: > - < * > 2 ) . (13) 
Equation (13) is the lattice-gas analogue of the mag-
netic susceptibility of the equivalent spin-} Ising 
model, but since the particle stoichiometric factor x 
is not an order parameter in the phases of the present 
model, it is called a non-ordering susceptibility. 
5.1. Oxygen equilibrium pressure 
The chemical potential entering the grand canon-
ical hamiltonian of the ASYNNNI model (1) is equal 
to that of atomic oxygen in the surrounding oxygen 
gas. Assuming that the diatomic oxygen molecules 
constitute an ideal gas of non-interacting particles 
we may calculate the chemical potential, ^ (Oj), from 
standard statistical mechanics. Following Landau and 
Lifshitz [39] the free energy for a gas in a volume 





is the translational part of the free energy, m is the 
mass of the 0 2 molecule and e is the base of the nat-
ural logarithm. 
fd=-iVo*,Tlog«(ft)+Aro«o (16) 
is the contribution from the electronic ground state 
of the 0 2 molecule with energy t0 and degeneracy gt 
(the higher electronic states may be neglected). 
, - - t fo*«nog, (^r ) (17) 
is the rotational free energy of a diatomic molecule 
of identical atoms. / is the moment of inertia for the 
rotation perpendicular lo the bond. 
f«b=iV0A:,nogJ 1 M-S)] +iV, ftcefc 
(18) 
is the free energy of the internal vibrations of the 0 2 
molecule with the frequency ccfe. Using the standard 
thermodynamic relations/i(02) = (dF/dtfoWr and 
/>K0=jV0A:B7'the resulting chemical potential of the 
oxygen molecule is 
„ro i - t n , r ^ - a p ( - W ( * i r ) ) ) 1 
*
( 0 l )
-*
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Equating the chemical potential // of atomic oxygen 
in YBa2Cu306+J, with that of the gas gives the re-
lation between the chemical potentials, ^ = { p ( 0 2 ) . 
Thus eq. (19) may be converted into 
log,0(^) = 
- log j 




B T ) ! (20) 
with this relation and the appropriate values for the 
oxygen molecule, m = 5 . 3 1 2 x l 0 - 2 6 kg, gt-3, 
/=1.938xl0- 4 *kgm 2 ,and<u 0 =2.978xl0 , 4 s- , we 
have expressed the chemical potential, ft, calculated 
from the ASYNNNI model, fig. 7(a), in terms of the 
equivalent pressure isotherms shown in fig. 7(b). The 
only adjustable parameter e0 sets the absolute energy 
scale for the electronic ground-state energy of mo-
lecular oxygen relative to the zero-energy level of the 
ASYNNNI model. «0 has been determined by com-
paring the Monte Carlo simulation with the exper-
imental data in fig. 8(a) at x=0.60 and r=600"C, 
where a high accuracy of the oxygen equilibrium 
pressure is obtained, and equilibrium conditions are 
most likely established in the experimental sample. 
Using Iog,o(/>)=sl.8 we obtain <0=I-83 eV. The 
pressure isotherms thus predicted on the basis of eq. 
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Fig. 8. (a) The experimental result! by Schieger et al. [41.42] 
for the oxygen partial pressure are presented as isotherms for the 
indicated temperatures. The data point (*) is used as a fix point 
for the theoretical calculation of the equilibrium pressures in fig. 
7(b) . The panel (b) shows the corresponding data by Andersen 
etal. (28) at the indicated temperatures. 
(20) by the ASYNNNI model for other tempera-
tures are shown in fig. 7(b). 
We have compared the theoretical expression for 
the chemical potential, eq. (19), with the similar 
expression [28] derived from the semi-empirical 
thermodynamic data of molecular oxygen collected 
by Barin and Knacke [40], and found that they are 
in agreement to within 1 meV in the temperature 
range considered. 
For a comparison, we have reproduced the exper-
imental data of the oxygen equilibrium pressures 
measured by Schlegeret al. [41,42] in fig. 8(a) and 
by Andersen et al. (28] in fig. 8(b). Both sets of data 
have been obtained by the use of a gasvolumetric 
technique. The data in fig. 8(a) are the result of ti-
tration experiments at constant temperatures. For the 
data in fig. 8(b) the sample has been cooled in a 
closed volume of oxygen with interpolation between 
the pressure data obtained from sixteen different 
values of the starting pressure. In both cases the de-
cay in the oxygen pressure has been monitored to test 
that equilibrium has been established. The two data 
sets are in fair agreement at equilibrium pressures 
above 10 Torr provided that the nominal oxygen 
stoichiometry x of the data in fig. 8(a) is reduced by 
<\x=0.065. In this context it should be mentioned 
that a comparable reduction (Ax=0.035) is needed 
in the nominal oxygen stoichiometrics when the 
structural phase-transition line separating the tetrag-
onal disordered and the ortborhombic ordered or-
tho-I phases from the same two studies are com-
pared. The difference between the data sets at low 
pressures is not necessarily a result of the different 
measuring techniques, but rather due to the level of 
accuracy aimed at in the two studies. Probably, the 
data presented in fig. 8(a) are the more accurate, but 
these data have not been recorded down to the tow 
temperatures where the jump at x=0.5 related to the 
ortho-II ordering develops. It is obvious that the ox-
ygen equilibrium pressures predicted by the 
ASYNNNI model, fig. 7(b), are not in quantitative 
agreement with the experimental data measured by 
the gasvolumetric technique, figs. 8(a) and (b). The 
most significant deviations appear at low tempera-
tures. The predicted equilibrium pressures are very 
low and outside the measurable range. It may be ar-
gued that the oxygen diffusion kinetics at these tem-
peratures is too slow to allow for oxygen diffusion, 
and thereby it prevents thermodynamics equilib-
rium to be established. It should be mentioned, how-
ever, that pressure relaxations are observed in the 
experiments leading to the data in fig. 8 (b) [ 28,43 ] . 
Although gas impurities and minor leaks in this ex-
periment may result in equilibrium pressures which 
are far too high, the observed pressure decays in the 
gasvolumetric system and the associated oxygen up-
take by the sample are inconsistent with an oxygen 
equilibrium pressure below 10"" Torr. 
The experimental data in fig. 8(b) reveal the pre-
dicted jump in the pressure isotherms at £=0.5, cf. 
fig. 7(b), at least in the T= 100'C isotherm, but it 
is significantly smaller, Alog,o(/>)a:0.4, than the 
value predicted by the ASYNNNI model, Alog,o(/>) 
*2.7. This difference may be real and may indicate 
that the interaction parameter, V3, used in the pres-
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ent ASYNNNI modet study is too large (recall that 
the jump is approximately A Iog l 0 ( / ' )=4 |r , | / 
log.( I0)fcs7"at low temperatures). Alternatively, it 
may result from the limited accuracy in the oxygen-
pressure measurements at low pressures. In order to 
establish an appropriate value for I', it would be 
highly recommendabie to perform more accurate low-
temperature oxygen equilibrium pressure studies. 
The significant deviations, which result from the 
comparison between the measured and the calcu-
lated thermodynamic properties, are not surprising 
considering that the ASYNNNI model includes only 
the static ordering properties of the oxygen in the 
basal plane. It is obvious that the dynamics of the 
lattice vibrations and the degrees of freedom related 
to the electronic charge transfer should be included 
in order to establish realistic thermodynamic re-
sponse functions. These additional contributions to 
the hamiltonian are not necessarily significant for the 
structural ordering properties. We have analyzed how 
the lattice vibrations of the variable amount of ox-
ygen in the basal CuO* plane influence the chemical 
potential and the oxygen equilibrium pressures. We 
have chosen a simple approach with three indepen-
dent Einstein oscillators with frequencies u „ to, and 
at. for the oxygen vibrations along the _r-, >•- and r-
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(21) 
to the chemical potential n of the ASYNNNI model 
entering eq. (20). Using experimentally determined 
values for the oscillator frequencies: a>Jt=6.89x 1012 
s"1, C J „ = 1 . 7 I X I 0 " s"' and a , s ] . 2 1 x ! 0 " s"' 
(44J, and the fix point, r=600'C, *=0.6 where 
log,0( P) = 1.8 as in fig. 7(b), we have calculated the 
resulting pressure isotherms and determined the ad-
justable parameter to be e0= '-5 eV. The reduction 
of t0 is a direct consequence of the additional de-
grees of freedom, which increases the chemical po-
tential of the CuOj basal plane oxygen relative to the 
ground-state energy. As a result of the temperature 
dependence of the chemical potential of the Einstein 
oscillators (21), the calculated oxygen pressures are 
significantly larger at low temperatures. For the 
T- IOO'C isotherm we And pressures which are five 
decades higher. This is not enough to establish sat-
isfactory agreement with the experimental data, but 
the anticipated effect of the additional degrees of 
freedom is confirmed. 
At high temperatures dose to the fitting point there 
is qualitative agreement. However, the average slopes 
of the measured isotherms at r=600*C in fig. 8(a) 
are somewhat larger than the calculated ones. Sim-
ilar discrepancies are obsen-ed by the analy-sis of the 
non-ordering susceptibility. (4x/d/i)r. eq. (13). 
which may be related to the oxygen equilibrium 
pressures through eq. (20). From such studies it is 
found that the peak in (?x/dfi)T predicted by the 
ASYNNNI model, at the structural phase transition 
from the tetragonal disordered to the onhorhombic 
ordered ortho-I phase, is significantly larger than the 
experimentally observed one (38.41,42]. In this 
context it should be mentioned that the addition of 
single site terms to the ASYNNNI model hamilto-
nian do not influence the non-ordering susceptibil-
ity. From analysis of the non-ordering susceptibility 
of eq. (13) and its relation to the oxygen equilib-
rium partial pressure, eq. (20) it is therefore pos-
sible to obtain important information about the con-
centration-dependent variations of the static and 
dynamic properties of the oxygen ordering and the 
associated electronic charge transfers. Such studies 
have been carried out by other groups (41,42,45 j , 
and is beyond the scope of the present paper. Con-
sidering that the ASYNNNI model ( I ) does not ac-
count satisfactorily for the chemical potential and the 
equilibrium pressure, it is not surprising that it can-
not account for derivatives such as the non-ordering 
susceptibility. 
6. Structure factor 
Recently, Zeiske et al. (19) measured the oxygen 
ordering in YBa,Cu,0,*^ (x=0.4) by nnitron dif-
fraction. The measurement was performed at room 
temperature and in fig. 6 the corresponding position 
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in the phase diagram, indicated by an (*), makes it 
evident that the measurement was expected to be 
taken well within the onho-II phase at r=25*C. By 
measuring the structure factor they observed diffuse 
superstructure reflections (A, it, /) at (J, 0,0), fig. 
9. This superstructure reflection corresponds to a 
doubling of the unit cell along the crystallographic a-
axis (see fig. 2), but the finite width, and the fact 
that there was no evidence for a Bagg peak show that 
only short-range ordered onho-II domains are 
formed. By fitting the profile of the superstructure 
reflections to a gaussian [46], they determined the 
widths AA.A& and A/, where (A, *,/) are the reduced 
reciprocal lattice units. They obtained AA=0.099, 
M=0.049 and A/=0.52 and deduced the correlation 
lengths 4=10a, 4 = 246 and 4=2cshowiuga strong 
anisotropy of the correlation lengths 4 and &. in the 
basal plane. The small value of the inter-plane cor-
relation length 4 shows that the oxygen order is pre-
dominantly two-dimensional and supports the ra-
tionale for the 2D lattice-gas hamiltonian (1) used 
in the calculations. 
The simultaneous observation of a splitting of the 
(2, 0, 0) peak proves that the crystal has an ortho-
rhombic distortion, i.e. a+b. This indicates the pres-
ence of oxygen chains in a preferred direction. How-
ever, there is no long-range correlations between the 
chains, as would have been expected from the fact 
that the measurements were performed deep into the 
ortho-II phase. The experimental results are puzzling 
and in order to elucidate the problem we have cal-
culated the structure factor from the simulations of 
the ASYNNNI model and compared this with the 
above experimental values. 
The structure factor 5(f) is defined as the Founer 
transform of the density-density correlation function 
<ff(r)ff)(r')>=C(r.r-) + <<r(r)><<r<r)>. 
<[o(r)-<ff(r)>l[ff(r')-<ff(r')>]>. (22) 
Here rand r* denote the positions of the oxygen at-
oms, while <~) denotes the ensembles average over 
independent system. In terms of the fluctuations in 
the density-density correlation function the diffuse 
part of the structure factor for N sites can be written 
S«(f)= éll Iexp[- i2«r(r-r')]C(r,r') 
(23) 
For convenience we use reduced units for r and f. 
The struaure factor 5(f) can in principle be eval-
uated for all f vectors, but if the finite system with 
N=LxLxL sites is extended to infinity by means 
of periodic boundary conditions, it can easily be 
shown [47] that only the f-vectorsf=(A,Jfc,/), where 
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Fif, 9. Profiles of the (J. 0,0) superstructure reflections for a scan in the A (o-uis) and k (taxis) directions in reciprocal space, from 
Zeiskeet at. {19 J. The <•) are the measured data points, while the solid curve is a best fit to a pussian profile indudini a background 
term. 
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and ( / = 0 / I , . . , ( Z . - 1 ) / ! ) ) have non-zero struc-
ture factors. It could be mentioned, however, that 
when Fourier transforming a finite system (even if 
this is calculated with PBC) the structure factor is 
non-zero for all j-values, with amplitudes which de-
pend on the actual geometry of the sample. Accord-
ingly, they do not supply reliable information about 
the structure, even on a small length scale compared 
with the sample size. At the proper ø-values given 
above, the structure factor amplitudes do not de-
pend on the shape of the lattice. 
In the computer simulations it is more convenient 
to formulate the structure factor in a slightly differ-
ent way, requiring only a single summation over {a,}. 
Following Stanley [48] the structure factor can be 
written (assuming transLtional in variance) 
2, 
S(9)=XF2 N1 Xexp(-i27iøT)ff(r) (24) 
The analysis of the structure factor of eq. (24) is 
commonly carried out by decomposing S(q) into the 
diffuse and the coherent parts in the following 
manner: 
SM^SrtW+ekHi-Qo), (25) 
where Qo is the ordering ø-vector. For the ortho-II 
phase the two equivalent ordering ^-vectors are 
Co= (J, 0,0) and Qo= (0, {, 0), while for the ortho-
I phase the two ordering ^-vectors are & = (1,0, 0) 
and Q, = (0, 1,0). The second term in eq. (25) is 
the Bragg peak containing the delta function which 
represents the coherent contribution from the av-
erage ordered oxygen structure corresponding to a 
non-zero order parameter 8QO. This is equal to the 
order parameter components in eq. (7) 6u(n), where 
n= 1, 2 for Qo= (i, 0,0) and n=3,4 for & = (0, J, 
0). The first term 5djf(j) is the diffuse part of the 
structure factor which carries the information about 
the fluctuations in the oxygen configurations, and 
hence the correlation lengths, The formation of do-
mains of orthorhombic symmetry in the ortho-II 
phase shows up as a peak in S( q) for q=Qo- There-
fore, the important information about the structural 
ordering phenomena is obtained by calculating 5( f ) 
for a scan along the main axis in reciprocal space 
through q=Qo. 
In fig. 10 the columns (a) and (b) show the pro-
files of the (J, 0, 0) superstructure reflections for 
scans along the a-axis (/t-scan) and fr-axis (A:-scan) 
at the temperatures r=0.1250Ko/itB (T*>TQ), 
r=o.ii75K0/*B (r>r c) , r=o.io25K0/)tB (T*TJ 
and T= 0.080K0/JtB (T<K TC). Column (c) in fig. 10 
shows snap-shots of the corresponding real-space ox-
ygen configurations. The system size used in the cal-
culations is 200x200 and the oxygen concentration 
is kept fixed at a value x=0.4 corresponding to that 
of Zeiske et al. [19]. The points indicate the actual 
data points. In order to gain sufficient statistics in 
tne calculation, the structure factors has been aver-
aged over 100 configurations. In addition the sym-
metry properties of the lattice was utilized by taking 
into account that the reflections (J, 0,0) and (0, J, 
0) are equivalent which means that an additional 
factor of 2 was gained in the statistics by the 
averaging. 
The solid line through the data points represents 
the best fit to a two-dimensional lorentzian line shape 
for the diffuse part of the structure factor (including 
a fitted lorentzian at the (1, 0, 0 ) position and a 
background term). From the fit the amplitude A and 
the widths A/t and A/fc along the main axis are de-
termined. The amplitude is very small in compari-
son to a Bragg peak as will be further discussed be-
low. At 7=0.1175 V0/kB the line shapes and widths 
of the diffuse scattering, M=0.100 ±0.004 and 
M=0.050±0.001 agree very well with the experi-
mental values in fig. 9. In the simulations a similar 
width is obtained at 7=0.0800 K0/frB, as is also 
shown. However, in the simulated results the pres-
ence of an additional strong Bragg peak is found. 
A more extensive series of data showing the width 
of the diffuse scattering at q=(&> as a function of 
temperature is presented in fig. 11. The widths åh 
(A-rcan, fig. 11 (a)) and åk (fc-scan, fig. 11 (b)) have 
an approximately temperature-independent ratio åh/ 
åk~ 2. The magnitude of this ratio depends strongly 
on the anisotropy of the interaction constants V2/ Vy 
The updating has been performed with Kawasaki dy-
namics model (A) and (B) for system sizes LxL 
for L=60,100 and 200. For the Kawasaki dynamics 
model (A) the time to reach equilibrium is approx-
imately ten times longer than the corresponding 
model (B). However, the equilibrium results for the 
different updating methods agree both in value and 
in the trend of the finite size effects. Above Tt the 
width åh for the 60 X 60 system is consistently larger 
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T = 0.1250 [Vo/M k-SCAN h-SCAIM 
(O (b) (a) 
Fig. 10. In (a) and (b) are shown a gallery of the profiles of the (J, 0,0) superstructure reflections along the a-axis(A-scan) and along 
the 6-axis (fc-scan) for different temperatures. In (c) are shown the corresponding real-space snapshots of the oxygen configurations. 
The system size used in the MC calculation is 200X 200 and the updating is performed by the Kawasaki model (B), with a fixed oxygen 
concentration x=0.4 corresponding to that of the experimental sample, cf. fig. 9. 
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Fig. 11. In (a) and (b) are shown the peak width of ihe diffuse 
structure factor SM(l) at (}, 0,0) as a function of the tempera-
ture for the A-scan and the kscan, respectively. The solid points 
are the actual data points, indicating the results for the different 
system sizes and from the Monte Carlo Kawasaki updating 
method (A) and (B). The solid curve represents the best fit to 
the data. 
than A h for the larger system, whereas for T< 7"c the 
width AA: is larger. This will be discussed further 
below. 
Figure 12 shows the peak intensity (line) of the 
symmetrized, normalized structure factor 5(Co) and 
•S(Gi) for the 200x200 systems. For a perfect or-
tho-II domain the ratio in intensity is 2 at T=0 K. 
This ratio is found for the 200x200 systems even 
for 7*2 Tc. For the 60x60 system the intensity ratio 
is two for T< Tc; however, for T*> Te it is approxi-
mately three. This will be further discussed below. 
We have also indicated on fig. 12 the behavior of the 
fluctuations in the ortho-II order parameter. This is 
proportional to the intensity of the diffuse scattering. 
We remark that this intensity is very small for T> Te. 
For the temperatures 7"=0.1250K0/fcB, 0.1175K0/fcB, 
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Fig. 12. The peak amplitude of structure factors at (1,0,0) and 
(J. 0,0) as a function of the temperature for a 200 X 200 system 
(line), and for a 60x 60system (O) The fluctuations in the or-
der parameter (Su) for the 200x200 systems shown as (*). 
0.1025 V0/kB and 0.0800 V0/ka, for which the diffuse 
peaks are shown in fig. 10, the peak values are S(} , 
0, 0)=0.00076, 0.00142, 0.00781 and 0.00070, re-
spectively. The temperature of the divergence of the 
fluctuations agrees well with the Te determined from 
the specific heat calculated using the Ferrenberg-
Swendsen method, as shown in fig. 6(b). 
From the theory of critical phenomena it is ex-
pected that the correlation lengths £, and & should 
scale with the reduced temperature as a power law 
with critical exponent v, which leads to the following 
temperature dependence of the line widths 
A/i(r)ccA^(r)ocir-Tc(x)i'. (26) 
Although the ASYNNNI model equation (1) is of 
the Ising type (for which the exponents are v= 1 and 
/?= , ) , the universality class of the tetragonal-to-or-
thorhombic ortho-II phase transition has been sug-
gested by Bartelt et al. [49] to be that of the XY-
model with cubic anisotropy, with an exponent 
ir« 0.8 which depends on the oxygen concentration. 
The solid line in figs. 11(a) and (b), represents a fit 
to the 200x200 data using v=0.8, and using the 
value for Tc=0.\052V0/kB obtained from the peak 
position of Cv as explained in section 3.3. The data 
are consistent with this value of v, but might also be 
consistent with f = l , i.e. a straight line. However, 
the temperature variation of the order parameter is 
not consistent with the Ising exponent; an approxi-
mate value of /te0.2 is found. 
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6.1. Equilibrium, non-equilibrium, finite size and 
strain 
In the simulations we have made serious efforts in 
attempting to reach thermodynamic equilibrium. 
Tests have been made showing that the results are 
independent of whether a temperature is reached 
from above or from below. However, for the present 
anisotropic system difficulties arise. If we compare 
the results of the 200x200 and the 60x60 system 
for T> r o in fig. 11 (a), the too large width in the h-
scan for the 60x60 systems indicates a too narrow 
width of the domains perpendicular to the oxygen 
chain direction. The increased ratio S( 1 ,0 ,0) /5(} , 
0, 0) ~ 3 in fig. 12 for the 60x60 systems indicates 
furthermore a predominance of either a-domains or 
6-domains in a given member of an ensemble, as dis-
cussed in section 3. The reason is simply that when 
the correlation length along the chain direction be-
comes of the order of the system size, percolating do-
mains are formed, and only if these have the same 
chain direction, they can coexist. Consequently either 
of the two a-type domains (with order parameters 
e?„(3) ore?n(4)) or the two ^-type domains (with 
order parameters ©„( 1) or &u(2)) are selected (cf. 
eq. (7) and fig. 3). A look at the real-space snapshot 
confirms this picture, see fig. 13. Here one can iden-
tify two percolating domains with the same oxygen 
chain direction, here 6-type domains. The snapshot 
for the 200 x 200 systems, fig. 10, on the other hand, 
shows a uniform distribution of domains at 
7"= 0.1 \75V0/kb, and the intensity ratio is accord-
Fig. 13. A snapshot of a £0x60 system for 7"=0.1175K0/Jc, 
showing (wo percolating domain« with preferred oxygen chain 
direction in the -^direction. The percolating domains dominate 
the domain pattern. There is no longe-range order and yet a pre-
ferred oxygen chain direction. 
ingly close to two. We remark that there is no sign 
of domains of the ortho-I type. At r=0.l025Ko/ArB 
there are signs of a predominant direction, which is 
fully developed for T= 0.0800 V0/kn. Because of the 
finite-si2e effects (percolation) it is impossible in the 
simulation to maintain a distribution of all types of 
domains, although this presumably is the true equi-
librium state for a macroscopic system at elevated 
temperatures, T% Te, as is found in other systems 
[ 50 ] . The simulations in the ordered phase, even for 
the 200x200 systems represent therefore the equi-
librium behavior of a single domain sample. The 
fluctuations in a fc-type domain are those of small 
inclusions of either of the two a-type domains, but 
not of the other 6-type domain. 
The experimental samples are orthorhombically 
distorted on length scales much larger than these do-
mains. How can we understand this? Let us assume 
that the strain favors one direction of the oxygen 
chains, i.e. for example domains of the Mype. Al-
though strain is not included in the ASYNNNI model 
a similar effect is seen in the finite-size effect for the 
60x60 system. The energy reduction for having per-
colating clusters in a 60x60 ensemble is the energy 
cost of the energy of one domain wall or 2V2/ 
60« 60£BK per atom for each percolating chain. This 
favors a disordered state with a predominant oxygen 
chain direction, fig. 13. In the experiments the ox-
ygen diffusion is slow for T approaching Tc due to 
critical slowing down, and at room temperature it is 
very slow mainly because the jump frequency is pro-
portional to exp( - Uu.m*tlk*T), where t/binier is the 
barrier height, typically of the order of eV. Thus, if 
the system in a prat icable time after being cooled be-
low T= 0.1175 V0/k9 can perform only a small num-
ber of jumps per site, the system would be trapped 
in the domain state with preferred chain orientation, 
but there would be no long-range order. This state is, 
with respect to the orthogonal strain, equally favor-
able as a single-domain ortho-II state. Because a Bragg 
peak at (1, 0, 0) coincides with a strong Cu-contri-
bution, the neutron-diffraction experiments cannot 
determine if long-range order is present in the sense 
of only a-type or ivtype domains. The stabilization 
of chains by means of percolation for small clusters 
is a somewhat artificial method of introducing strain 
effects. However, it has the virtue of being self-con-
sistent, non-local and only effective after a certain 
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statistical organization of the oxygen chains. Such a 
self-consistent strain mechanism is difficult to in-
clude as a field term in the hamiltonian. 
The picture which has emerged from this is that 
due to the very slow oxygen kinetics at low temper-
ature, the oxygen order in the experimental sample 
was frozen in at T=0.U75V0/kB above the phase 
transition into a two domain state with preferred ox-
ygen chain direction. This would explain why only 
diffuse superstructure reflections was observed. 
7. Conclusion 
In the present work we have added further support 
to the conclusion that the ASYNNNI model ac-
counts for many of the structural properties of 
YBa2Cu306+Jt such as the presence of the tetragonal 
disordered, and the two major orthorhombic or-
dered structural phases, ortho-I and ortho-II. We have 
not studied the low-temperature region. Thus our 
study does not address the problem that finite-size 
domains indicating higher order superstructures have 
been observed by the electron diffraction technique 
[51,52]. These superstructures, which are likely to 
occur at lower temperatures for thermodynamic rea-
sons, have been accounted for by macroscopic models 
[53], and they may be explained by including fur-
ther interaction parameters in the ASYNNNI model 
[54,55]. Experimentally it is questionable whether 
true long-rang ordered phases of these superstruc-
tures can be established because of slow oxygen ki-
netics at low temperatures. Further, the presence of 
a 2N/2axv/2a-type superstructure has been ob-
served in the tetragonal disordered phase [56-58] 
by different structural techniques. It has been argued 
that these structures most likely are stabilized by 
electronic properties in the Cu02 planes [51 ] , and 
they are therefore not directly significant for the ox-
ygen ordering in the CuO, basal plane. 
In our ASYNNNI model studies, the Monte Carlo 
simulation technique has been used with both the 
Kawasaki and the Glauber dynamics, yielding the 
same phase diagram - although with quite different 
amounts of computer time. The order parameters, 
their fluctuations and the fluctuation in the number 
of oxygen atoms have been calculated and used for 
the determination of the phase boundaries as a func-
tion of temperature and oxygen stoichiometry. The 
Ferrenberg-Swendsen method has also been used and 
improved slightly in order to make it more stable nu-
merically. The transition temperature obtained in this 
way from the specific heat can be determined very 
accurately; it agrees with that obtained by analysis of 
the other quantities. The oxygen-ordering structure 
factor has been calculated with good statistics and 
for large 200 X 200 systems and yields the correlation 
length as a function of temperature and direction in 
the CuOx basal plane. The widths of the structure 
factors are in good agreement with those measured 
by neutron scattering for the oxygen stoichiometry 
x=0.4. The puzzling feature has been discussed that 
the experimental results at room temperature show 
orthorhombic lattice distortions and simultaneously 
that the oxygen-ordering structure factors are similar 
to the calculated ones at r=600°C, i.e. above the 
ordering temperature at r=500°C. It is suggested 
that the experimentally observed state is a disor-
dered ortho-II domain state in which only two out of 
the four possible domains are selected. These have 
a predominant common oxygen chain direction and 
are thus not in contradiction with a larger-scale lat-
tice strain. In the simulation the strain effects are not 
included, but can be illustrated using the finite size 
effects. 
We have also calculated the chemical potential n, 
and by using a thermodynamic model we have re-
lated (i to the corresponding oxygen pressure of an 
external 0 2 gas in equilibrium with YBa2Cu}0«+Jt. 
The calculated oxygen pressure has been compared 
with experimental data. The ASYNNNI model ac-
counts only qualitatively for the experimental re-
sults. Using a chemical shift of c0=l-83 eV for the 
difference between the zero energy of the oxygen 
molecule in the 0 2 gas and the atomic oxygen in the 
CuO* basal plane, reasonable agreement between the 
calculated and measured pressure isotherms is ob-
tained at 7**60O"C. However the pressure at low 
temperatures is much too low compared with the ex-
periments. This is presumably mostly due to effects 
not included in the ASYNNNI model, rather than 
experimental difficulties in measuring extremely low 
pressures. In agreement with the conclusions of a re-
cent study [41,42,45] we have found that additional 
degrees of freedom should be included in the 
ASYNNNI model to account for the detailed behav-
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ior of the chemical potential and oxygen pressure. 
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Abstract 
With a view to determine the effect on the material properties of the interplay between 
oxygen ordering and the diffusive motion of metal-ion dopants in YBa2Cu3_yMy0e+i (M = Co, 
Fe, Al) we have developed, for a specific statistical mechanical model, a Monte Carlo computer-
simulation algorithm in optimized C* and implemented the program on a 8192-processor CM200 
Connection Machine. The algorithm, which allows for the simultaneous diffusive motion of 
oxygen atoms and metal ions, takes full advantage of all single-bit processors available on a 
CM200. Performance on the CM200 is compared with that on a 65536-processor CM2 as 
well as various serial workstations. The simulation results on the physical model show in the 
case of small oxygen concentrations significant metal-ion domain-formation effects related to 
phase separation into a phase with dense packing of oxygen and metal-ion dopants. At high 
oxygen concentration, a dispersed phase is found with a strong tendency towards formation 
of extended O-M-O-M chains. The results are briefly discussed in relation to experiments on 
YBa2Cu3_yFey06+x-




The simulation of the material properties of solids, that are predominantly controlled by long-range 
correlations and strong spatial fluctuations, usually proceeds by the use of simplified statistical me-
chanical models. In these models, the particles are arrayed on regular lattices and the interaction 
is given by an effective Hamiltonian [1, 2]. The effective Hamiltonian often contains some model 
parameters which are not known from first-principles calculations and which typically have to be 
determined by fitting simulation results to experimental data. In the case of classical particle sys-
tems with strongly fluctuating modes due to ordering processes and phase transitions, the effective 
Hamiltonian is often tailored on the basis of a lattice-gas or Ising formalism which captures the 
essential structural properties of a cooperative many-body system. The lattice-gas formulation 
implies some major computational advantages over molecular dynamics [3]. This permits large-
scale Monte Carlo simulations on particle assemblies that are sufficiently large to permit accurate 
description of the cooperative phenomena. In the present paper we study some structural proper-
ties in ceramic high-temperature superconductors by means of a simple lattice-gas formalism using 
Monte Carlo simulation on a massively parallel computer, the Connection Machine. 
The structural properties of the ceramic high-temperature superconductor, YBa2Cu3_yMv06+x 
(M = Co, Fe, Al), and the way the structural properties relate to superconductivity, lends itself 
to a model-simulation study which uses an effective Hamiltonian in a simple lattice-gas formalism. 
A number of different properties of statistical models of this material has already been studied by 
simulation techniques using serial computers [4, 5, 6, 7, 8, 9,10, 11, 12, 13,14, 15, 16, 17, 18, 19] 
and a preliminary report on the use of the CM200 has appeared [20]. 
In Monte Carlo simulations of lattice-gas models the particle positions and the occupancy on 
the lattice points are governed by stochastic dynamics. For descriptions within the grand canonical 
ensemble, where the particle number is a fluctuating quantity controlled by a chemical potential, the 
dynamics is most often taken to be the Glauber mechanism which implies independent single-site 
particle creation or annihilation processes. In the case of systems with conserved particle density 
(described within the canonical ensemble) the diffusive dynamics is usually taken to be that of 
two-site exchange of particles on nearest- or next-nearest neighbor sites. The Kawasaki dynamics, 
which is a faithful description of the local diffusive modes, is more demanding computationally 
compared with the Glauber dynamics since each excitation of the lattice involves correlated sites. 
A number of papers have been devoted to a description of how Kawasaki dynamics for Ising models 
can be implemented on vector computers using various generalized versions of the checkerboard 
principle [21, 22, 23, 24]. Furthermore, a LISP program developed for the Connection Machine 
has previously been described for implementation of nearest-neighbor Kawasaki exchange for the 
ferromagnetic Ising model in order to describe spinodal decomposition [25, 26]. 
In the present paper we develop a parallel program to account for the simultaneous diffusion 
of two different particle species on a two-dimensional lattice using a Monte Carlo method based 
on single-site Glauber dynamics as well as two-site Kawasaki exchange dynamics. The particular 
model used describes the interaction and diffusion of oxygen atoms and mobile metal ions in the 
basal (Cui-yMyOxJ-plane of the YBa2Cu3_yMv06+i superconductor. The program can easily be 
extended to lattices of higher spatial dimension. 
The statistical mechanical lattice model, i.e. the effective Hamiltonian, and the particle dy-
namics are described in Sec. 2. The parallel algorithm written in optimized C* for the CM200 
is described in Sec. 3, which also contains the results of a performance test and a comparison of 
the efficiency with that of the earlier version of the Connection Machine CM2 as well as serial 
workstations. Section 4 is devoted to a description of some of the results obtained from the simu-




oxygen-ordering properties of YBa2Cu3_yMy06+x- The results are discussed in Sec. 5 in relation 
to experimental observations in M=Fe-doped systems. 
2 The lattice-gas model and its dynamics 
The statistical mechanical lattice model we have used to study the effect of metal-ion doping in 
YBa2Cu3_yMy06+r is a modified version [12,13] of the original two-dimensional ASYNNNI model 
proposed by de Fontaine et al. [27]. The ASYNNNI model is known to account quantitatively for 
the structural properties of YBa2Cu306+r [15]. Within the ASYNNNI model the sites available 
to the oxygen atoms in the basal CuOz plane constitute a square lattice embedded with another 
square lattice of Cu atoms, as shown in Fig. 1. 
Figure 1: Schematic presentation of the (Cui_yMyOr) basal plane defining the atomic configura-
tions, the structural ordering configurations, and the oxygen interaction parameters of the modified 
ASYNNNI model. • are Cu atoms, and • an M-atom. The crystallographic unit cell of the ortho-I 
structure is drawn with full lines. In the perfect ortho-I structure all the circles are occupied and 
the squares (D) are empty oxygen sites. In the perfect ortho-II structure only the © are occupied. 
It results in the doubling of the unit cell along the a-axis, indicated by the extension with dashed 
lines. M-doping, indicated by • , increases the probability of occupation on the O type oxygen sites, 
but will in consequence cause depletion on the 0 sites. The interaction parameters of the modified 
ASYNNNI model include the nearest-neighbor oxygen interactions around Cu, V\, and M, Vf*, 
and the anisotropic next-nearest-neighbor oxygen interactions, Vj and V3. The parameters V\, Vj, 
and V3 are adopted from the original ASYNNNI model for YBa2Cu306+* without modifications. 
The ASYNNNI model is an effective model in the sense that it only accounts directly for the 
interactions between the oxygen atoms on the lattice, and the coupling to the other atoms is hidden 
in the effective coupling constants. The grand canonical Hamiltonian of the ASYNNNI model is 
given by 
NN NNN(Cu) NNN 
"WASYNNNI = -Vi Y, nini ~ v2 £ B"*i ~VzXi "'"' ~ M ?"' ' ^ 
i,j i,j i,j i 
where n^  = 1,0 is the oxygen occupation variable of the ith site, and \x is the chemical potential. 
The interaction parameters are defined as follows: V\ is the nearest-neighbor (NN) coupling, and Vj 
and V3 are the locally anisotropic couplings between next-nearest-neighbor (NNN) pairs, as shown 
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in Fig. 1. These interactions are attractive or repulsive depending on whether or not the oxygen 
pair is bridged by a Cu atom. The interaction constants have been determined for the undoped 
system from simulation studies of the structural phase diagram and subsequent comparison with 
experimental data [10,15] to be V, < 0, V2/Vj = -0.36, and V3/V1 = 0.12. The equilibrium phase 
diagram contains an oxygen-disordered tetragonal phase and two oxygen-ordered phases: ortho-I 
which at perfect order corresponds to x = 1, and ortho-II which at perfect order corresponds to 1 = 
1/2. Both oxygen-ordered phases consist of CuO-chains aligned along one of the crystallographic 
axes, usually taken as the b axis, and with essentially no oxygen atoms on the available sites on 
the a axis, as indicated in Fig. 1. The perfect ortho-I structure has all CuO chains fully occupied 
with oxygen. In the perfect ortho-II structure only every second chain is occupied. 
In the absence of a detailed model for the covalent oxygen-metal interactions one has to look 
for a way of describing phenomenologically the fact that Co, Fe, and Al have higher oxidation and 
coordination numbers than Cu. We have chosen the simplest possible formulation [12] which can be 
made within a pairwise interaction scheme and which accounts for the tendency towards increased 
oxygen coordination around the M-sites. We assume the M-species to be distributed on the Cu 
sites, and adopt the model Hamiltonian given by Eq. (1) and the interaction parameters for the 
undoped material except for the nearest-neighbor interaction parameter for oxygen atoms around 
the M-atoms, VjM, which we assume to be less repulsive than V\. The Hamiltonian of the modified 
ASYNNNI model is then given by 
NN(M) 
U = WASYNNNI-fC-V,) £ „ i B i . (2) 
The Monte Carlo simulation uses a simple Metropolis algorithm, and the equilibrium of the 
model is obtained by using Glauber dynamics or Kawasaki exchange dynamics for the oxygen 
atoms and Kawasaki exchange dynamics for the dopant ions, each on their respective lattice, cf. 
Fig. 1. Specifically in the case of Kawasaki dynamics, the oxygen atoms can jump to nearest as 
well as next-nearest vacant sites on the oxygen lattice with equal attempt frequency. The M-ions 
can exchange with nearest-neighbor Cu atoms on the metal-ion lattice. The dynamics for the 
two-species diffusive motion is discussed in relation to the experimental system in Sec. 5. 
3 A parallel computer-simulation program for CM200 
In the Connection Machine system, the front-end is a standard serial workstation, which is connect-
ed to the parallel processors. Programs for the CM200 reside and run on the front end. Serial parts 
of the program are executed on the workstation in the usual manner; parallel parts of the program 
are executed on the parallel processors. The CM200 is a single instruction multiple data (SIMD) 
computer containing modules of 8192 (213) single bit-processors, and a hyper-cubic data router. 
Each processor has 128 kb local memory available, giving a total of 1Gb memory/module. In our 
simulations we have used one module. The processors are gathered in groups of 32 bit-processors 
in addition to a Weitek vector floating point processor to form a processing element. All floating 
points and integer operations are performed through this group of processors. Unlike a CM5 Con-
nection Machine, the CM200 only operates on whole arrays at a time, yet with a possibility to mask 
out inactive elements of the array. However, the processors assigned to the masked out elements, 
are still performing the computations, but not storing the result in their local memory. The total 
number of sites in the array have to be a multiplum of the total number of physical processors 




compiler translates this program into a pseudo-language called C/Paris, which is then translated 
by a standard C-compiler. 
All commands passing between the serial workstation (front-end) and the Connection Machine 
are performed by library function calls defined in C/Paris. 
It should be noted that it is difficult from FORTRAN or LISP languages to access the single-bit 
processors directly, because all floating point operations are performed by the Weitek group, in a 
socalled "slice-wise mode". Programs which rely heavily on bit-manipulations will therefore have 
a clear advantage of using C* where all single bit-processors are directly accessible. 
When the C* compiler translates the parallel C* program into C/Paris, almost no optimization 
is performed. Several redundant assignments may therefore exist in the C/Paris program. The 
non-optimized C/Paris program is transferred to a standard C compiler. However, since the C 
compiler is not able to detect what the C/Paris program actually is doing, it will not be able to 
optimize it. Until a dedicated optimizer for C* has been written, it may therefore be an advantage 
to write parts of the code directly in C/Paris as done in the present work. 
3 .1 The energy table 
The ASYXNT.'I model is a lattice gas model, which makes it possible to perform all updates of the 
lattice in a manner which only depends on the configuration of the neighbors. An oxygen site in 
the AS YNXN'I model interacts with eight neighbors on a two-dimensional lattice. The contribution 
from each neighbor to the energy depends on the specific type of neighbor relation, see Pig. 1. The 
energy associated with a given site can be precalculated for all possible neighbor configurations. 
This will lead to an energy table, which can be indexed by the relevant configuration of neighbors. 
The index can be calculated by use of bit manipulation [28], since each of the two types of neighbor 
sites can only be in two states: oxygen sites occupied or vacant, and Cu or M on the copper sites. 
An array in C* is normally stored as a copy in the memory of each processor, but it is also 
possible to store an array in a memory-efficient way (in the Weitek group) by a socalled "shared 
table" [29] which has been done for the energy table. This implies a 32 times reduction of the 
memory needed, compared with a normal C* array. 
3 .2 Updating principles 
The Monte Carlo simulation of a statistical mechanical model with a Hamiltonian H provides 
a sequence of configurations of the system, which are distributed according to the appropriate 
Boltzmann probability. The resulting determination of physical quantities corresponds to a time-
averaging process by which the system evolves according to stochastic dynamics. In the Metropolis 
algorithm the successive configurations are not chosen independently of each other, but rather 
constructed as a Markov chain, in which the transition probability for going from w to w' is given 
by 
W(u - u/) = j eXp[_ W < y ) " H{")} /k*T]' if W(a/) " H{lj) (3) 
* \ 1 otherwise. 
In the case of Glauber dynamics the transition probabilities are precalculated and arranged into 
a table similar to the energy table. However, for Kawasaki dynamics there are too many config-
urations to make such a table practicable. Hence, the transition probability in this case is only 
partially precalculated by splitting the transition probability into two factors which each only de-
pends on a single site. When a single site is considered for updating by the Metropolis algorithm 
Eq. (3), it is necessary to calculate the energy difference associated with the change of state. Only 
after having decided whether this update is performed or not we are free to consider updating of 
5 
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neighboring sites. Simultaneous updating of neighboring (i.e. physically interacting) sites is not 
allowed because the Boltzmann distribution is violated. This problem relevant for simulations on 
a parallel computer, may be solved by generating a mask which is a modification of the simple 
checkerboard principle. The mask selects a subsystem of independent or groups of independent 
lattice sites. For the model considered this leads to a partition of the lattice into four independent 
subsystems. However, calculations on only one subsystem at a time imply that only one fourth of 
the processors are active. All the available processors may He activated by performing calculations 
on four different physical systems at the same time, which leads to a four times increase in the 
amount of statistical data. 











— i t — ' 
Figure 2: The layout of the parallel processors in the case of Glauber dynamics. Symbols represent 
sites of Jifferent physical systems which are labeled by 0 . ° . +i and A. The m .tal-ion sites are 
denoted by •. There are four possible ways of making this composite labeling of the lattice. See 
detailed description in text. 
The oxygen sites of the four different physical systems are labeled by 0» °> +> an<^ A. The 
layout of the parallel processors is illustrated as a 4x4 array, where the labels above denotes which 
physical system each processor is updating. By arranging the subsystems of the different physical 
systems in this manner all sites are non-interacting and can therefore be updated simultaneously. 
The updating of the other subsystems of the different physical systems is performed in an analogous 
manner. The updates of the metal-ion sites, denoted by •, are performed by randomly selecting 
between different types of Kawasaki pair exchanges between the metal-ion sites, as described below 
in connection with Fig. 3 (only Kawasaki updates are relevant for the non-volatile metal-ion system). 
Figure 3 illustrates in the upper panel specific types of updates with pair exchange using Kawasa-
ki dynamics in the physical lattice and the associated pair subsystems. As for the case of Glauber 
dynamics the oxygen sites of the four different physical systems are labeled by Q, 0 , +, and A. 
In the lower panel the layout of the parallel processors is shown. For the oxygen system, where 
exchange between both nearest and next-nearest neighbors are considered, there are eight different 
directions in which a given oxygen atom, in a pair subsystem may exchange with a vacancy, •-«• 0 » 
on neighboring sites. Both diagonal (Fig. 3 (a)) and axial (Fig. 3 (b)) directions are considered. 
By inter mixing the oxygen sites from different physical systems as described all processors can be 
activated. For the metal-ion lattice only nearest neighbor diagonal updates are considered. Clearly, 
the diagonal update scheme developed for the oxygen system may be used also for the metal-ions, 
which gives a total of four independent metal-ion update types. Since there are no direct interaction 
between the metal-ions, all the metal-ions shown in the lower part of Fig. 3 (c), may in principle 
be updated simultaneously. In practice they are updated like the oxygen atoms because of the 
reduced programming effort. The update of an entire physical system is performed by randomly 
selecting between all different oxygen and metal-ion update types. 
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Figure 3: The oxygen sites of the four different physical systems are labeled by 0» a» +> a n ^ A. 
The layout of the parallel processors is illustrated in the lower panel. For two examples of a diagonal 
(figure 3 (a)) and an axial (figure 3 (b)) oxygen update it is shown how the oxygen subsystems of 
the four different physical systems are arranged with respect to the parallel processors. For the 
oxygen system, where exchange between both nearest and next-nearest neighbors are considered, 
there are eight different directions in which a given oxygen atom, • , in a pair subsystem may 
exchange with a vacancy, 0 . on neighboring sites. For the metal-ion lattice only nearest neighbor 
diagonal updates are considered as shown in panel (c). 
calculation of physical quantities, especially for the Kawasaki algorithm. Before each calculation 
of the quantities, the different subsystems are therefore reassembled into the full lattice. 
3.3 Performance test 
We have conducted a performance test of the MC-simulation program by comparing the perfor-
mance on the CM200 with that of the CM2 and different serial workstations. The results of the 
performance test are given in Table 1. 
Computer\Algorithm Kawasaki +M Kawasaki -M Glauber +M Glauber -M 
HP/705 
Apollo/ Dn 10000 
HP/750 
HP/735 
CM-200 8192 proc. 











2.05 • lO* 





3.08 • 106 
3.34 • 106 
4.15 • 103 
2.99 • 103 
8.13 • 103 
5.40 • 104 
3.24 • 107 
3.01 • 107 
Table 1: Results of performance tests indicated by the number of attempted updated lattice sites 
per second on a lattice with 256 x 256 sites. All Kawasaki tests have been done for a fully oxygenated 
system, x = 1. The symbols ±M indicate whether or not the system is doped by M-ions. In the 
case of doping, the results of the table refer to a dopant concentration of y = 0.15. 
The Kawasaki updating is considerably slower than that for Glauber updating on the Connec-
tion Machines, simply because the calculation of the transition probabilities are more involved for 
Kawasaki updating. The speed of the program can be compared with that of a somewhat simi-
lar program by Amar and Sullivan [25, 26] who have reached 1.3 • 108 attempted spin-exchanges 
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per second on the two-dimensional ferromagnetic Ising model with nearest-neighbor interactions. 
The higher speed is probably mainly due to the simplicity of the Ising model compared with our 
modified ASYNNNI model. 
The results of speed tests of our MC-simulation programs obtained on different serial work-
stations are also given in Table 1. It should be noted that the speed depends significantly on the 
oxygen and the dopant concentration for the Kawasaki case. The lower the oxygen content and 
the smaller the dopant concentration, the faster the serial program runs for the Kawasaki case, 
because only exchange of particle-vacancy pairs need to be considered. This is the reason wh;- the 
Kawasaki updates mentioned in Table 1 are faster than those obtained by Glauber updates. On 
the parallel machines all the redundant exchanges (particle-particle and vacancy-vacancy) have to 
be calculated. 
We have furthermore analyzed how the system size influences the speed of the program. The 
total time spent in the central part of the MC-program has been measured for 1000 updates per 
lattice site for different lattice sizes. The results for systems without metal-ion doping using Glauber 
dynamics, and the corresponding results for Kawasaki dynamics with mobile metal-ion dopants are 
shown in Fig. 4. 
10.0 
r° 
" 1 3 14 15 16 17 18 
log2(#processors) 
Figure 4: Double-logarithmic plot of the time spent in the central Monte Carlo core in the parallel 
program shown as a function of system size for both Glauber and Kawasaki dynamics. Symbols 
are the actual data points. The solid line represents the CM200 busy time, while the dashed line 
represents the total time. 
The figure demonstrates that the total time spent by the program is rather insensitive to the 
lattice size up to about 215 sites on the 8192-processor CM200. Figure 4 also shows the busy-time 
contributions to the total time. The observed variation of the total time and busy-time indicates 
that the time spent on communication between the front-end and the CM is determining the speed 
of the program for small systems. For larger systems the analysis of the size dependence shows an 
increased utilization of the CM. Only when each processor is handling four sites or more does the 
Connection Machine start to be a limiting factor for the computational speed. 
We have found that when both the oxygen and the dopant ions are allowed to diffuse simul-
taneously, the system approaches thermodynamic equilibrium very slowly. The reason for this is 
apparently due to the use of our particular parallel algorithm by which the particles only are moved 
to neighboring sites and are furthermore moved in the same direction. This is particularly trou-




will be described in Sec. 4. The formation and equilibration of such clusters and large domains are 
only slowly acquired by our parallel algorithm since the oxygen and dopant-ion motions in this case 
are strongly correlated. Typically, the number of updates per site required to reach equilibrium 
on the CM, in cases where compact clustering occurs, may be 10-100 times larger than on a serial 
workstation which allows ions on different sites to move in independent directions. 
Hence, the performance of the CM relative to that of a serial workstation on the present type of 
physical problem depends critically on the actual way the two diffusing species organize themselves 
on the lattice. 
4 Simulation results 
In this section we report on preliminary results [30] of an extensive series of simulations on the 
model in Eq. (2) using the parallel algorithm described above. Particular emphasis will be put 
on the generic behavior of the system and its lateral organization, specifically the variation of the 
system properties as a function of the dopant coupling constant, V^1. These results will serve as 
the necessary basis for a detailed analysis in relation to experimental observations on M-doped 
YBa2Cu3_yMy06+r prepared under different conditions [30]. 
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Figure 5: Average internal energy, E/\Vi\, per oxygen atom as a function of reduced dopant coupling 
constant, V^/IVil, shown for four different lattice sizes. In all simulations the temperature was 
fixed to ker/IVxl = 0.15 and the dopant-ion concentration was y = 0.15. For an oxygen content of 
x - 0.1 the symbols refer to the following lattice sizes: N = 16 x 16(0), 32 x 32(+), 64 x 64(D), 
and 128 x 128 (O)- For an oxygen content of x = 1 the data points (A) for lattice sizes 32 x 32 
and 64 x 64 yield almost identical results. The solid lines are guides to the eye. 
The figure demonstrates that in the case of low oxygen concentration, the energy has a dramatic 
dependence on system size for high values of the coupling parameter, whereas at low values there 
is no significant size dependence. In contrast, for large oxygen contents the energy displays only a 
weak size dependence as a function of ViM. The data for low oxygen contents display an inflection 
point which occurs at a lower value of the coupling parameter the larger the size of the lattice is. For 
the largest lattice sizes, the energy displays a rather strong variation within a narrow range of the 
coupling parameter. This suggests that a phase-separation process occurs at low oxygen contents 
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for increasing coupling parameter values. The phase-separated state is the stable phase beyond the 
inflection point in the energy. Consistent with this interpretation the specinc heat is found to have 
a peak where the phase separation sets in. For lower temperatures, the phase transition point is, 
for a given system size, shifted to lower values of V^, simple because the entropy contribution in 
the dispersed non-phase separated state is smaller. 
The occurrence of a phase separation is supported by the snapshots in Fig. 6 which indeed 
show that a domain formation sets in at low oxygen contents and for large values of the coupling 
parameter, ViM, and that these domains at late times, c/. Fig. 6 (e) form a separate phase. 
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Figure 6: Selected snapshots of oxygen and dopant ion configurations. Red dots denote oxygen 
atoms, black dots denote the dopant metal ions, and blue denote vacant oxygen sites. The con-
figurations correspond to typical equilibrium states for a lattice with 128 x 128 oxygen sites at a 
temperature ksT/IVil = 0.15 and a dopant concentration of y = 0.15. The configurations corre-
spond to an equilibration time of 4 • 104 MCSS. (a) x = 0.1 and ViM/|Vi| = 0.2. (b) x = 0.1 and 
VJM/IVJ! = 0.4. (c) x = 1 and V,M/|Vi| = 0.2. (d) x = 1 and V,M/|Vi| = 0.4. (e) Same as (b) but 
after a much longer equilibration time corresponding to 4 • 105 MCSS. (f) Enlargement of a section 
of the snapshot in (e). 
This phase is a dense ( l x l ) oxygen structure in which all metal-ion sites are occupied by the 
dopant ions, as illustrated in the blow-up snapshot in Fig. 6 (f). The M-dense domains coexist 
with an oxygen-poor phase (a gas) with a certain dispersed fraction of the remaining M-ions. The 
strong size dependence of the energy, cf. Fig. 5, in the phase-separated phase can be rationalized 
by a simple rescaling of the size-dependent energy by a correction term which accounts for the 
surface-to-volume ratio of the M-dense, almost circular (1 x 1) oxygen domain that occurs at late 
times. Not all of the dopant ions take part in the phase separated domain, because for low values 
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of the oxygen content, shown in Fig. 6 (b), there is simply not enough oxygen to get all the M-ions 
together. A substantial part of the M-ions therefore remain dispersed in the oxygen-poor phase. 
The formation of the dense metal-ion cluster structure is a result of the interface energy which 
is high at low oxygen contents. At high oxygen contents, the interfacial energy is low, and the 
metal ions are effectively absorbed into the oxygen phase. The metal-ions are divided among the 
largest possible number of oxygen atoms, as shown in Fig. 6 (c) and (d), and correspondingly only 
a weak dependence of VjM is observed. 
We now turn to a more detailed analysis of the lateral organization of the doped system in 
terms of domains of M-ions. A domain (cluster) is defined as a structure of M-ions connected by 
nearest or next-nearest bonds on the metal-ions lattice. The size, ft, of a domain is defined as the 
number of M-ions in the domain. In order to characterize the shape of the domain, we calculate 
also a linear extension, R in units of the oxygen lattice constant. R is defined as the largest edge 
of the smallest rectangle which, when aligned along the axis of the oxygen lattice, circumscribes 
the domain. Together, these two measures of a domain will describe possible shape transitions 
of domains from chain structures to compact disc-like structures. Single-ion "domains" are not 
included in the calculation of average domain properties. 
In Fig. 7 (a) and (b) are shown the results for the average domain size, ft, and the average 




 4 / " ^ A * A * A A * • A A a A A a "
 A 
(b) 
"0.20 0.25 0.30 0.35 0.40 "'0.20 0.25 0.30 0.35 0.40 
V,M/IV,I V,M/IV,I 
Figure 7: In panel (a) is shown the average M-dopant cluster size, ft, as measured from the number 
of M-dopant ions that participate in a cluster, while in panel (b) is shown the corresponding 
linear average M-dopant cluster extension, R. Both quantities have been calculated as a function 
of reduced dopant coupling constant, VjM/|Vi|. In all simulations the temperature was fixed to 
kBT/|Vi| = 0.15 and the dopant-ion concentration to y = 0.15. For an oxygen content of x = 0.1 
the symbols refer to the following lattice sizes: N = 16 x 16(0), 32 x 32(+), 64 x 64(a), and 
128 x 128(0)- for an oxygen content of x = 1 the data points (A) for lattice sizes 32 x 32 and 
64 x 64 yield almost identical results. The solid lines are guides to the eye. 
Both these figures show a behavior of the measures of the domains that is consistent with 
the onset of phase separation at low oxygen contents and the absence of phase separation for high 
oxygen contents. The smallest system size studied, JV = 16 x 16, has not entered the phase separated 
state for the coupling-constant values studied. The domains which can be formed in a system of 
this size are simply not large enough to overcome the unfavorable interface energy. In contrast to 
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the finite-size scaling of the internal energy, there is no straightforward way of describing the size 
dependence of the cluster sizes in Fig. 7 (a). The occurrence of a number of small domains along 
with the large phase-separated domains has a strong influence on the average properties which 
depends on the actual size-distribution function. 
The clear onset of the formation of domains of large size seen in Fig. 7 (a), for the large systems 
N = 64,128 in the case of low oxygen contents, is accompanied by a simultaneous decrease in the 
average linear domain extension, R. This signals a compactification of the domains. The average 
domain size is increased due to the fact that there are only few domains in the dilute gas phase. 
Below the phase separated region, the domains are linear consisting of single O-M-O-M chains, 
which is also obvious from the snapshots in Fig. 6 (a). In the non phase-separated state and as VjM 
tends to Vj (decreasing V-^1 l\V\\), the average domain size and the average linear domain extension 
are approaching those for a completely random configuration at the given dopant concentration. 
For the small system sizes, R in Fig. 7 (b) has a special behavior. Since there is no phase separation 
in the N = 16 x 16 lattice, all domains are small 0-M-O-M chains and R does only depend weakly 
on V™. 
5 Discussion and comparison with experiments 
In the present paper we have investigated, by a parallel Monte-Carlo computer-simulation algo-
rithm, the interplay between oxygen ordering and metal-ion diffusive modes in a simple lattice-gas 
model of the basal (Cui_yMyOi)-planes of M-ion doped YBa2Cu306+x compounds. Results were 
obtained for different values of the dopant coupling parameter. The range of parameters investi-
gated should cover a range of metal-ion dopants, including Co, Fe, and Al, which all are supposed 
selectively to substitute for Cu in the basal planes. Our work may be seen as an extension of a 
previous model calculation by Andersen et al. [12] that was based on the same Hamiltonian in Eq. 
(2) but with randomly distributed non-mobile dopant ions. The extension was made in order to 
account for the experimental observation for M=Fe which indicates that the Fe-ions are mobile at 
high temperatures [31]. 
The experiments on the Fe-doped system [31] have also indicated that the structural oxygen 
ordering increases and the superconducting properties are improved when the system is brought 
to equilibrium at high temperature in an atmosphere with low oxygen pressure, and subsequently 
cooled down into the orthorhombic phase and annealed in a one bar oxygen atmosphere. This 
procedure can be compared with equivalent experiments, starting with a high oxygen pressure 
[31]. The experimental results may be interpreted to result from dopants that are mobile at high 
temperatures since the dopants somehow seem to arrange themselves better at low oxygen pressure 
than at high oxygen pressure. The computer simulation approach presented in this paper is a 
simulation of this type of experiments [30] and our findings lend support to the interpretation of 
the experimental data proposed in Ref. [31]. 
The main conclusion of the present work is that the value of the dopant interaction parameter 
has a very strong influence on the structural ordering properties in the basal plane of the super-
conductor. Massive domain formation and phase separation can occur at low oxygen contents. If 
the system is quenched in temperature, and the dopant ions hence are made immobile, a subse-
quent annealing in high oxygen pressure may result in orthorhombic oxygen-ordered phases that 
are highly spatially coherent, producing a high superconducting transition temperature [12]. This 
is contrary to the ordered states that are formed when the annealing is performed in high oxygen 
pressure and at higher temperatures where the dopant ions are mobile. The complex phenomena 
are intimately related to the subtle interplay between the oxygen ordering, and the competition for 
oxygen between Cu and the dopant metal ions. It is likely that simple model simulations of the 
12 
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type described in the present paper will prove useful in guiding experiments on doped materials 
with an aim to produce materials with improved superconducting properties [30]. 
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The Blume-Capel model, a three-state lattice-gas model capable of 
displaying competing metastable states, is investigated in the limit of weak, 
long-range interactions. The methods used are scalar field theory, a numerical 
transfer-matrix method, and dynamical Monte Carlo simulations. The 
equilibrium phase diagram and the spinodal surfaces are obtained by mean-
field calculations. The model's Ginzburg-Landau-Wilson Hamiltonian is used 
to expand the free-energy cost of nucleation near the spinodal surfaces to obtain 
an analytic continuation of the free-energy density across the first-order phase 
transition. A recently developed transfer-matrix formalism is applied to the 
model to obtain complex-valued "constrained" free-energy densities fa. For 
particular eigenvectors of the transfer matrix, the fa exhibit finite-range scaling 
behavior in agreement with the analytically continued metastable free-energy 
density. This transfer-matrix approach gives a free-energy cost of nucleation 
that supports the proportionality relation for the decay rate of the metastable 
phase roc|Im/Q|, even in cases where two metastable states compete. The 
picture that emerges from this study is verified by Monte Carlo simulation. 
PACS N u m b e r ( s ) : 64.60.My, 64.60.Qb, 02.70.Rw, 03.50.Kk 
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1 Introduction 
The investigation of metastable states and their decay through thermally activated 
nucleation has been the focus of numerous works. (For reviews, see e.g. Refs. study 
of the analytic properties of the free energy at the condensation point, Langer [3] 
conjectured that the imaginary part of the free energy F analytically continued from 
the equilibrium phase across the first-order phase transition may be associated with 
the decay rate of the metastable phase. A dynamical investigation [4, 5] showed for 
a wide class of models that the decay rate T may be written in terms of ImF as 
T = ^ | I m F | , (1) 
where 0 is the inverse temperature and K is a kinetic prefactor that depends on 
the dynamics. (We set AB=1 throughout this work.) Subsequently, Binder and 
collaborators [6, 7, 8] developed a scaling theory using a nonequilibrium relaxation 
function to define the metastable states and tested the theory by Monte-Carlo 
simulation on the two-dimensional Ising model. Schulman and collaborators studied 
by various methods metastability in the two-dimensional Ising model [9], in the one-
dimensional Kac model with algebraically decaying interactions [10], in the Curie-
Weiss model [11], and in a droplet-like "urn" model [12]. In addition, Buttiker and 
Landauer [13, 14] studied nucleation in the over-damped one-dimensional sine-Gordon 
chain, and Klein and Unger [15, 16] studied classical metastability in systems with 
long-range interactions using a <f>3 field theory. Each of these studies supported the 
validity of Langer's treatment. More recently Gaveau and Schulman [17] determined 
a rigorous upper bound for the decay rate for a larger class of models than that 
considered by Langer, and used it not only to explain why Eq. (1) is usually valid, 
but also provided an example in which Eq. (1) may not appropriately describe the 
decay rate of the metastable state. 
One method for studying metastability that has been used previously is the 
transfer-matrix approach. Privman and Schulman [18, 19] obtained an indication of 
metastability in their transfer-matrix treatment of the two-dimensional Ising model. 
Rikvold et al, [20, 21, 22] studied the stationary properties of metastability in a two-
state model with weak, long-range forces, the quasi-one-dimensional Ising (Q1DI) 
model [23], with a constrained-transfer-matrix (CTM) formalism. This method 
produces a set of "constrained" free-energy densities fa, some of whose imaginary 
parts have been demonstrated to be related to the metastable decay rate [24]. In 
particular, strong quantitative agreement was found between the imaginary part of 
the constrained free-energy density and the analytically continued free-energy density. 
Recent studies of the two-dimensional Ising model with nearest-neighbor interactions, 
also using the CTM method [25, 26], found that the imaginary part of the constrained 
free-energy density is consistent with Monte-Carlo estimates of themetastable lifetime 
[27] and agrees well with field-theoretical droplet-model calculations [1, 3,4, 5, 28, 29]. 
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Our previous studies of metastability [20, 21, 22,23,24, 25,26, 27] have focused on 
systems with one single metastable state. In the present paper we examine a system 
with two competing metastable states using scalar field theory, the CTM method, and 
dynamical Monte Carlo simulations. The purpose is two-fold: to test the applicability 
of the CTM formalism to a system with a more complicated metastability structure 
and to obtain a clearer understanding of the implications of a recent result of Gaveau 
and Schulman [17]. 
This result of Ref. [17] can be summarized as follows. Consider a three-state 
system with two degenerate metastable phases, A and B, and an equilibrium phase 
C, and assume that the reaction path in phase space connects the states only in 
the following way: A-*B-*C. According to the Van't Hoff-Arrhenius law [30], 
the decay rate of A is r,40cexp(-/JAF,i_fl), where Af^—a is the height of the 
free-energy barrier on the path A—*B. Gaveau and Schulman argued that the 
procedure of analytically continuing the free energy for such a system from C into A 
gives Im(F)<xexp(-/3AF.B-c), where AFB—C is defined analogously as above, which 
when coupled with Eq. (1) does not appropriately describe the decay rate of A. 
Such a discrepancy would give rise to a fundamental question about the physical 
interpretation of the imaginary part of the constrained free-energy density Im/a in 
our CTM formalism. Is Im/a related to the decay rate in a system with competing 
metastable states? Based on our analytic and numerical results in this paper, we will 
argue that Im/n does indeed give the correct decay rate of A. 
The system we have chosen is a variant of the Blume-Capel model [31, 32, 33] 
with weak, long-range interactions. The Blume-Capel model is an 5=1 Ising model 
and is equivalent to a particular three-state lattice-gas model. This model and 
its generalizations have been studied extensively in the literature, and they have 
been applied to a variety of different systems (see e.g. Ref. [34] for some chemical 
applications) and have been studied with different techniques, including mean-field 
approximations [31,32,33], position-space renormalization group [35], transfer-matrix 
and Monte-Carlo finite-size scaling methods [36], and Monte-Carlo renormalization 
group [37]. 
The Hamiltonian for the original ferromagnetic nearest-neighbor Blume-Capel 
model is given by 
W = - 7 $ > a 5 ø + £ ] • > £ - # ] [ > - . (2) 
where the local spin variables sa at site a can take three values, sa={0, ±1}. The spin-
spin interaction is ferromagnetic (J>0), D is an applied field that either favors {D>0) 
or disfavors (D<Q) sa-0, and H is an applied magnetic field. The indices a and 0 
run over a lattice, and the sum £(aj3> runs over nearest neighbors. Unfortunately, 
the transfer matrix for this model is so complicated that extending it to long-range 
interactions would be impractical. We therefore introduce a new model, the long-
range Blume-Capel model, which we define in Sec. 2 in analogy with the Q1DI model 
[23]. 
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Systems with long-range interactions are often useful to study since they share 
many characteristics of mean-field modek, which are often exactly soluble. Among 
these characteristics are the presence of metastabk and unstable stationary states, 
which exist for external fields that lie between the first-order phase boundary and a 
sharp spinodal. (In contrast, in systems with short-range interactions, the spinodal 
is replaced by a smooth crossover.) In addition, a number of physical systems display 
behavior characteristic of long-range interactions. Examples include supercooled 
water [38], supertiuid 3He [39], superconductors [40], and long-chain polymer mixtures 
[41]. 
The remainder of this paper is organized as follows: In Sec. 2 we define the long-
range Blume-Capel model, discuss its zero-temperature phase diagram, and calculate 
exactly the finite-temperature mean-field spinodal surfaces. The analytic continuation 
of the free-energy density is considered in Sec. 3. The constrained-transfer-matrix 
formalism is briefly reviewed in Sec. 4, and its application to the long-range Blume-
Capel model is described. Our numerical CTM results are presented in Sec. 5, and 
the finite-range scaling of the constrained free energy is discussed in Sec. 6. Section 7 
contains Monte-Carlo simulation studies of the decay of metastable states, and Sec. 8 
contains discussions and conclusions. 
2 Phase Diagram and Spinodal Surfaces 
In this section, we define a Blume-Capel model with weak, long-range interactions, 
and we calculate the zero-temperature phase diagram and the finite-temperature 
spinodal surfaces. The system consists of a one-dimensional chain of L layers, each of 
which contains N spins. The long-range Blume-Capel model is defined by assuming 
that a given spin sn„ where * = 1 , . . . , L and n= l , . . . ,N, interacts with each spin in 
the two adjacent layers with an equal interaction strength J/N. We thus replace J 
with J/N in the first term of the Hamiltonian of Eq. (2), and we allow the sum to 
range ovei all spins in adjacent layers. We introduce the following quantities, 
Mi 1 " 
which are the magnetization density and the density of nonzero spins in layer i, 
respectively. The Hamiltonian for the long-range Blume-Capel model can then be 
written as 
t L L 
H = -JN^mrm^ + i W j > - HN^rra , (4) 




Figure 1: The zero-temperature phase diagram for the long-range Blumc-Capel model. 
The thick solid lines are the first-order equilibrium transition lines, which divide the (D, H) plane into three regions, with stable phases (0), (+), and (-). The thin lines 
indicate the zero-temperature spinodals for each of the metastable phases. 
In the mean-field calculation, we assume that the configurations of the system are 
translationally invariant, so that mi=m and qi—q for all layers i—1,..., L. With this 
simplification, we can define a mean-field Hamiltonian HMF for the energy density as 
TT" = -Jm2 + Dq-Hm (5) 
In the limit N-*oo, the densities m and q take on continuous values in a domain 
fi={(m,q) : |m|<g,0<g<l}, which defines an isosceles triangle in {m,q) space. 
Before solving this mean-field model in general, we consider its zero-temperature 
properties. In Fig. 1 the zero-temperature phase diagram is shown. The three stable 
states are (m,g) = (0,0), (—1,1) and (1,1), which are located at the vertices of 
the domain ft. In the following discussion we denote these states as (0), (—), and 
(+), respectively. The thick solid lines in Fig. 1 are first-order transition lines, which 
separate the (D, H) plane into three distinct regions, each corresponding to one stable 
phase, as indicated in the figure. The transition lines are found from a simple energy 
argument. From the mean-field Hamiltonian of Eq. (5) we can calculate the energy of 
the three stable phases: ftMF(0)=0, ftMF(+) = D-H-J, and WM F(-) = D+H-J. 
By equating these energies we obtain the transition lines. It follows from this 
argument that the three states have equal energy at (D,H,T)=(J,0,0). The three 
states can also exist as metastable states for certain values of D and H outside the 
region where they are stable. The reason for this is that as we rr-Ts a transition line 
by changing the fields D and H, the previously global minimum of HMF remains as 
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a local minimum. As we increase the fields further, we eventually reach a spinodal 
where the local minimum in 7iMF coincides with a saddle point, and the metastable 
state thus becomes unstable. The spinodal lines at T=0 can be calculated by a simple 
stability analysis, in which we expand STi. in terms of 6q and 6m around the stationary 
states and require that STi—O. The spinodal lines shown in Fig. 1 are all second-order 
nonequibbrium transition lines. We obtain for the (O)-spinodal H=±D (D>0), for 
the (-)-spinodal H=2J (ZKO) and H = 2J - D (Z>>0), and the (+)-spinodal is the 
reflection of the (-^spinodal about the D-axis. 
At finite temperatures the entropic contribution has to be taken into account, 
so the first-order phase boundaries and spinodal surfaces have to be calculated from 
the free energy. The mean-field free-energy-density functional can be calculated for a 
given m and q using the relation TMF = ftMF - T5 M F , where 5 M F is the Boltzmann 
entropy density of the system, defined by SMF=(l/N)lng[M,Q), where g[M,Q) is 
the multiplicity of spin configurations in a specific layer corresponding to given values 
of M and Q. A simple combinatorial argument yields 
Strictly speaking, !FtJlF is a functional, but it is related to the thermodynamic free-
energy density / by /=min(,,ra)en-?rMF("i, <?)• In the limit N—HX, J:tAF is given to 
the leading order of Stirling's approximation as 
FM¥ = -Jm2-Hm+Dq+\T[2{l-q)\ii{l-q) 
+ (q + m)\n(q + m) + (q - m)]n(q - m) - 2gln2] . (7) 
The equilibrium free-energy density is obtained from the global minimum of J r M F 
within the domain SI. By setting the partial derivatives of ,FMF with respect to both 
m and q equal to zero and defining an effective field Htff = H + 2Jm, we obtain the 
stationarity condition as a pair of coupled equations: 
9=tanh{Ha/T) ( ) 
and 
[l + i exp(2Z?/T)] q2-2q+\ exp(2£>/T)m2 + 1 = 0 . (9) 
By combining the two equations, we can write the stationarity condition as an 
equation only in TO: 
2sinh(Jftff/T) 
exp(D/:r) + 2cosh(ffe f f/r) ' K } 
Equations (8) and (10) are identical to the expressions found by Blume, et ai, [33]. 
Their simultaneous solution cannot generally be obtained in closed form. A schematic 
drawing of the mean-field equilibrium phase diagram can be found in Ref. [42]. 
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In order to calculate the spinodal surfaces, we require that the local minimum 
in F™* that corresponds to the metastable state is also a point of inflection. This 
criterion is satisfied if we require, in addition to the vanishing of the partial derivatives 
of FMP with respect to both m and q, that the determinant of the Hessian matrix is 
zero: 
T-MF T M F 
** m m «^  mm 
T M F T M F 
•'rnq ^qq 
= o , (II) 
where the subscripts denote partial derivatives with respect to the subscripted 
variables. Inserting Eq. (7) for !FMF into Eq. (11), we obtain 
2 Jm2 -2Jq + T = 0. (12) 
The spinodal field is obtained by the simultaneous solution of Eqs. (8), (9), and (12), 
as a relation between D, H, and T. We start by using Eq. (12) to eliminate q from 
Eq. (9), which gives 
m4(16-47/) + 7n2[-32 + 477 + (16-47 ?)r/J] + 16 -16T / J + (4-77)(7 ,/J)2 = 0 , (13) 
where rj=exp(2D/T). This quadratic equation in m2 yields four solutions for m, 
m - ± 
\ 
4 ± ^4(1 - 2T/J)T)* + ivTjJ 
4 — 1 / 
T/J + 1 (14) 
which we denote ±m+ and ±m_. To get the functional relation between the fields, 
we use Eq. (12) again to eliminate q from Eq. (8). Isolating H from the result gives 
H = 
T 
2Jm + — In 2Jm + 2Jm
2
 + T 
- 2 Jm + 2Jm2 + T 
(15) 
By inserting the solution for the magnetization from Eq. (14) into Eq. (15) we obtain 
the desired expression for the spinodal field H in terms of the field D and temperature 
T. 
A three-dimensional plot of the spinodal surface in (D, H, T) space, calculated 
from the above relation, is shown in Fig. 2. It is symmetric under reflection 
about the plane H=Q, due to the symmetry of the Hamiltonian, Eq. (4), under 
the transformation (an,j,//)->(—an>j, -H). Due to the singular behavior of Eq. (15) 
at T=0, the bottom edge of the surface pictured lies at T/J=l/12. At T=0, the 
spinodal surfaces are anchored to the zero-temperature spinodal lines shown in Fig. 1. 
Starting from large positive D, we have four spinodal sheets corresponding to the four 
solutions. These are indicated at the right-hand side of the figure. The (O)-spinodal 
sheets in front and in back merge with the ( - ) - and (+)-spinodal sheets along the 
lines lj and /3, respectively. Below we obtain analytic expressions for the lines l\, /?, h, 
and /4, including the tricritical point where all four lines meet. As we reduce D past 
8 
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Figure 2: The spinodal surface, shown in (D, H, T) space. The whole surface is 
symmetric under reflection in the plane H=Q. Only the portion for T/J>1/12 is 
shown, floating above the grid at T—0. The two sheets that merge along the line /i 
are the (+)-spinodal in front, and the (-)-spinodal in back. This line of critical points 
terminates at the tricritical point (Dt/J, Hx/J, Tt/J)={ | In 2,0,2/3), which is marked 
with a circle. The sheets that merge along the line h are the (O)-spinodal in front and 
the (-)-spinodal in back. For the sheets merging along the line I3 we have the (0)-
spinodal in back and the (+)-spinodal in front. The two (O)-spinodal sheets intersect 
and cross the (+)- and (—)-spinodal surfaces, and merge along the line /4. This line 
connects the point (D, H, T) — (0,0,0) with the tricritical point. 
D=2J, the (+)- and (—)-spinodal sheets intersect and cross. The line of intersection 
becomes l\ above the tricritical point. The (O)-spinodal sheets pass inside the (+) 
and (—) sheets and merge along the line I4, as can be seen through the rectangular 
window in the (+) sheet. 
Obtaining analytical expressions for the four lines of critical points is quite simple 
using Eq. (14) for the spinodal magnetizations. The lines are parameterized by the 
appropriate critical temperature Te. The line h is derived by setting m_=0 yielding 
h f Dc = Teln[ 
\2l2J-Tc) 
for 2/3<T c / /<2. Similarly, /j is obtained from the condition m-=m+: 
0c = £ln[5 [WW 





for l/2<Te/J<2/3. The line /3 is the mirror image of l3 about the plane H=0. The 
line U is determined by setting m_=0 as was the case for l\. The result for l* is 
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Figure 3: Finite-temperature phase diagram, showing the region of competing 
metastability, where the spinodal and equilibrium surfaces intersect the plane 
T/J=0.25, well below the tricritical temperature. Thick solid lines represent the first-
order equilibrium transition lines, and thin solid lines are the spinodal lines. The thick 
dashed lines represent transitions between two metastable states, and the thin dotted 
vertical line is the locus of equal barrier heights. In each separate region, the free-
energy-density functionals are drawn schematically along the mean-field reaction path. 
The global minimum corresponds to the equilibrium phase, and local minima represent 
metastable states. Solid dots indicate parameter sets for which dynamical Monte Carlo 
simulations of the decay of metastable states were performed (see Fig. 11). 
given by Eq. (16) for 0<TC/J<2/Z and is a continuation of li below the tricritical 
point. The magnetizations mc along the lines of critical points are easily found using 
Eq. (14). Along li and l4 obviously mc=0, since H=0 along these lines, whereas along 
It and I3 we have m* = 1 - 3Tc/2 J. The tricritical point is found as the intersection of 
the lines li and l2: T t / J=2/3 , D t / J = | l n 2 and Ht=0. These analytic expressions for 
the critical lines are identical to the results obtained by Blume, et al. [33], which in 
that study were derived from the Landau expansion of the free energy to sixth order. 
In Fig. 3 the region of competing metastability at a temperature T/.7=0.25 (well 
below Tt) is shown. The thick solid lines are first-order transition lines, and the thin 
solid lines are spinodal lines. The figure is similar to the zero-temperature phase 
diagram in Fig. 1, except for the smaller area of the central diamond-shaped region 
and the curvature in the (O)-spinodals near H=0. The lines separate the (D, H) plane 
into 17 regions, in each of which we have drawn the free-energy-density functional 
schematically along the most probable mean-field escape path, or mean-field reaction 
path, joining the three states. Since this path must go through the saddle points 
of J:MF, it can be shown from the stationarity condition of Eq. (9) that, for the 
range of fields shown in the figure, each mean-field reaction path is very close to the 
10 
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border of fl defined by q=±m. The global minimum represents the equilibrium phase, 
whereas the remaining local minima represent metastable states. For the D and H 
values inside the large central diamond-shaped region, two competing metastable 
states are present. As we cross a spinodal line, the metastable state associated with 
that spinodal vanishes. The thick dashed lines indicate where the two competing 
metastable states become degenerate. The thin dotted line for H>0 indicates points 
where the activation barrier heights for the decays (—)—>(0) and (0)—*(+) are equal, 
and analogously for the dotted line for H<0. For H=0, the activation barrier heights 
for decay of the (0) metastable state into the degenerate (+) or (—) equilibrium phases 
are also equal by symmetry. All lines except the exactly obtained spinodal lines have 
been calculated numerically from Eq. (7) since they involve finding the extrema of 
J"MF, which has not been done in closed form. 
In order to properly characterize the decay of the metastable phases in the long-
range Blume-Capel model, we must relax the assumption that the densities m< and 
qi are translationaUy invariant. We will show that many of the characteristics of 
the mean-field model remain, such as the equilibrium and metastable configurations 
and the spinodals, but we also show, in the next section, that the activation barrier 
heights are significantly reduced, due to nucleating fluctuations of finite longitudinal 
extent not present in the mean-field approximation. We can express the Hamiltonian 
of Eq. (4) as 
H=-JN1t I(mi+1 _ mif + Njr nm(mi, qi). (18) 
« = 1 t = l 
The free-energy-density functional is then defined as T = (H — TS)/NL, where S 
is the Boltzmann entropy for the LxN system. The stationarity condition for the 
free-energy-density functional T is then given by 2L coupled equations: 
Km <im+m \ • M^O*.«) - A 
Oqi 
for i=l,..., L, which can be represented by Eqs. (8) and (9) if we define Hts as a 
local effective field, Heg = J(mj+ 1 + m^-i), and replace m with mi elsewhere. 
In Refs. [24] and [43] it was shown that a two-state model with long-range 
interactions in an Ld~l x oo cylindrical geometry can be mapped to a one-dimensional 
field theory. We will show that a similar mapping can be applied here. We define 
functions m(r) and q(r) to be continuous in a dimensionless longitudinal coordinate 
r, and we force m.(r)=m.i and q{r)=-qi at integer values r=i. By Taylor's theorem, if 
i < T < i + 1, then (m i+i - mi)3 - (Vm{r))7 + 0(VmV27n). Therefore, if m(r) does 
not vary too rapidly, then the free-energy density T for a configuration described by 
{mi,qi} is well approximated by the Ginzburg-Landau-Wilson form: 
T =
 i tdr l*J{Vm)2+:FMP(m<r)'*w\ • (20> 
i i 
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The density profile (m(r),q(r)) of a stationary solution [8^—0) is given by the Euler-
Lagrange equation: 
d2m &FMF 
dr2 dm = 0 , (21) MT)Mr) 
where (Vr) (m(r), q(r)) is restricted to lie within ft on the ellipse defined by Eq. (9). 
In Ref. [24] it was demonstrated that an equation of the form of Eq. (21) has three 
types of continuous solutions. For each local minimum (m„un, q„ån) of .FM F , there is a 
uniform solution (m(r), g(7 ,))=(mmin, gnun)> for which the free-energy density is given 
by the corresponding mean-field result. In addition, for each local minimum (mm s , qmt) 
that is not the (unique) global minimum, there exists a solution that represents the 
lowest-lying saddle point between ( m ^ , q^) and a second minimum of equal or lower 
value. If the second minimum is lower, the solution, viewed as a spatial variation in m 
and q, has the shape of a "droplet" embedded in a sea of the metastable configuration 
[mms,qms). The configuration (m,q) at the center of the droplet is characterized by 
the solution to ^ M F ( m , g)=J r M F(mm , 19m«) on the arc of the ellipse defined by Eq. (9) 
between the two minima. If the second minimum is of equal value, the solution has an 
"interface" shape, in which the system passes from one minimal configuration to the 
other. These saddle-point solutions exist if the corresponding metastable minima of 
Tyi¥ exist. This means that the spinodals derived earlier in the section, which define 
the limit of metastability for the mean-field Blume-Capel model, also define the limit 
of metastability for the long-range model. Other solutions to the Euler-Lagrange 
equation, which are oscillatory in space, can also exist, but we do not consider them 
here since their associated free-energy densities are higher than those for the solutions 
already described. 
3 Analytic Continuation of the Free Energy 
For the long-range Blume-Capel model with T < 2J(Te = 23 in the Ising limit 
D —» — oo), the free energy F in the limit N-+oo is not everywhere analytic, but rather 
exhibits discontinuous gradients along the first-order phase boundaries. However, 
if we vary the fields D and H continuously through the boundary, an analytic 
continuation / of the free-energy density across the boundary exists as an analogue of 
the thermodynamic free-energy density, but with the partition function constrained 
to configurations that do not allow the system to decay into the equilibrium phase. 
The analytic continuation is given as the minimum of T that coincides with the 
thermodynamic free-energy density at the phase boundary, but increases as the fields 
depart from the boundary. When the fields reach the spinodal surface, the metastable 
minimum vanishes, and the analytic continuation becomes complex outside the 
spinodal. The objective of this section is to calculate the leading behavior of / near 
the spinodal surface. In Sec. 6 we will compare the finite-range scaling of I m / with 
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that of the imaginary part of the constrained free-energy density obtained numerically 
from the constrained-transfer-matrix formalism. 
Since the metastable state is translationally invariant, the functional minimization 
of JrtAF in the space of translationally invariant configurations is sufficient to determine 
/ for the metastable states of the long-range model in the limit N—>oo. Let 
subscripts to ^"MF denote partial derivatives with respect to the subscripted variables, 
evaluated at the spinodal. Let 6m = TO — m,, 6q = q — q CH = H — Hs, 
and 6D — D - Ds denote variations away from the spinodal. holding D=Dt 
constant and varying H, we expand the variation of ^ "MP from its spinodal value, 
A ^ M F = FMF{m% + 6m, q> + 6q) - ^ M F (m„ g.), to third order: 
+ W*SL + 3 4 « Æ + 3Mf r£ + fi«) + 0(6*) , (22) 
where we have shown only those derivatives that are not identically zero. (Since J:M¥ 
is stationary at the spinodal, J r ^ F = ^ I F = 0 , and since the fields couple linearly to the 
order parameters, all field derivatives other than those shown are identically zero.) 
Since D couples linearly to q, the stationarity condition ^"^=0 gives an expression 
for D in terms of m and q that can be expanded to give 
6D = -SmT™ - 6qT™ - ! ( £ * £ , + 2«. V S + $*Sf) + 0(63) (23) 
Since we only consider variation in H, SD=0, and Eq. (23) can be used to express 6q 
in terms of Sm: 
«. = ~
aS<» - J ^ F ( « W S , + 24-VS + # £ f ) + 0(S3), (24) 
where a = J^/J** = ^ " , F / ^ F , with the second equality following from the 
condition for inflection at the spinodal, given by Eq. (11)- This expansion and those 
that follow are valid if a is not singular. Analytic calculation of the derivatives using 
Eq. (7) shows that a is indeed regular. An expansion for 6H analogous to Eq. (23) is 
obtained using the linear coupling of H to m and the stationarity condition ^ ^ F = 0 
at the spinodal. We get: 
6H = 6m7Z + Sq^ + \(6lTZm + 2Sm6q7^ + 6^Z) + 0(S3) 
= h £ + W ) , (25) 
where
 7 = J * £ m - 3 a ^ F , + 3a»J*g - a3?™, and we have used Eq. (24). 
Substituting the expansions for 8q and SH into Eq. (22) we obtain 
A ^ M F = -m,SH - 1 7 £ + 0(6*). (26) 
By inserting the expression for 6m in terms of SH from Eq. (25), we obtain 
A^MF = -mt6H - t-gr^Hf'2 + 0(SH2). (27) 
13 
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At this point we note that the only assumptions made in the derivation of Eq. (27) 
are that the two fields couple linearly to their respective order parameters, and that a 
free-energy-density functional is well-defined in terms of the temperature, fields, and 
order-parameters. This result is therefore not particular to our model, but rather 
more general. 
We now apply Eq. (27) to our long-range Blume-Capel model. Inserting ^"MF 
from Eq. (7) and using the condition for inflection at the spinodal, given by Eq. (12), 
we can express 7 analytically in terms of m, and T: 
8m,./2 / , , 3T\ 
(".'-'+ 5 7 ) • <28> 
Depending on the sign of ms, (m2 - 1 + ZT/2J), and SH, the value of A^"MF 
might be real or complex. For the (O)-spinodal surfaces, the equation for the critical 
magnetization along the lines l2 and Z3 is m2 — 1 + 3T/2J = 0 as discussed below 
Eq. (17); hence for these surfaces, 
m J - l + * j < m * - l + £ = 0 . (29) 
Thus there are two cases. If mtSH<0, we are inside the (O)-spinodal, and A^"MF 
is real, whereas if mtf>H>0, we are outside the spinodal, and &fMF is complex. 
(Referring to Fig. 2, ms>0 for the (O)-spinodal sheet in front, and m,<0 for the (0)-
spinodal sheet in back.) For the (+)- and (-)-spinodals we can use Eq. (14) for the 
explicit form of m2 to obtain 
2 3T I T l4 -7 ? v /H-27 , (4-7 ? ) /7 / J 
m
- ~
1 + 2 7 = ~2 + 7 + 2 rrv 
\H^h^¥])\ > i-- J 
> £}>0, (30) 
where we have used the inequality |x - 1( l — yl + ax)\ < |a/2). Therefore, if mt6H >0, 
we are inside the spinodal, whereas if mg6H<0, we are outside. (Referring to Fig. 2, 
m,<0 for the (-)-spinodal sheet, and m,>0 for the (+)-spinodal sheet.) The results 
for the analytically continued free-energy density are summarized as follows: 
^ M F , | -mtSH-^r'2\SH\3'2 metastable state ( M ) 
• { -m,8H ± iaptøl-VJiMff/a outside spinodal , 
where higher-order terms are neglected. Note that this result verifies that every point 
on the spinodal surfaces calculated in Sec. 2 is a branch point of / . From Eq. (31) 
14 
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we see that outside the spinodal sheets Im/ is proportional to |H — Ha\3/2. The form 
of Eq. (31), with 7 appropriately calculated, is true for any mean-field model with 
two external fields, provided only that the fields couple linearly to their respective 
order parameters. In the Ising limit (D—>—oo) for this model, Eq. (31) agrees with 
the analytic continuation for a mean-field Ising ferromagnet [11, 44]. 
Note that if the fields are between the first-order phase boundary and the spinodal, 
the analytically continued free energy is real-valued only in the limit of infinite 
interaction range. However, we are interested in the scaling of the free energy for 
systems with a long, but finite interaction range. For such systems the continuation 
is complex, but its imaginary part approaches zero rapidly as N—»oo. The decay 
of the metastable state happens via the formation of a nucleating droplet of finite 
extent. The free-energy cost AF associated with the formation of this droplet is 
evaluated as the minimum barrier height for all paths in phase space that connect 
the metastable state to the stable state. Combining Langer's result, Eq. (1), with 
the Van't HofF-Arrhenius law [30], we expect the imaginary part of the analytically 
continued free-energy density to have a "Boltzmann weight" given by 
Im/ oc e~^F . (32) 
Since the density profile of the nucleating droplet can vary longitudinally, we 
must relax the assumption of translational invariance to find the free-energy cost of 
the droplet. Taking the continuum limit used in the previous section, we express 
Sm and 6q as continuous functions of r, and we expand the variation of J7 from its 
spinodal value to third order. Using the form of Eq. (20) for J-, we have 
AT =
 lJ0L*r{y(™m)2 + ArM¥(m(r),q(r))] 
= -mtSH +jJQLdr [§ J(V5m)2 - 6mSH + I 7 & + 0(6*)] , (33) 
where we have used Eq. (24) to replace 6, in Eq. (22) for A^"MP. The Euler-Lagrange 
equation corresponding to Eq. (21) is thus 
- JV2Sm -6H+ | 7 £ + 0(63) = 0 . (34) 
Following Ref. [24], we take the position of the droplet core to be r=0. The critical 
droplet is local, so the solution to Eq. (34) must be asymptotically uniform in the 
limit L—*oo, that is Sm(r)—»const, as |r|—»00. We thus have asymptotically 
6m^S0 = {2SHhf2 + O(SH), (35) 
where the sign of 8m is equal to the sign of 7. If we define «(r) = 6m(r) — 60, then 
Eq. (34) becomes 
- JV2« + 7*„u + \v? + 0{63) = 0 . (36) 
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In the limit jr|—»oo we may neglect the u2-tercn. We thus obtain 
u(r) ~ exp( - r /6) , (37) 
where 
e, = (7/v/2)I/2|7*tf r 1 / 4 + 0(6H1/4) (38) 
is the relaxation length of the droplet. The free-energy cost of the critical droplet 
is given by AF = NL{&T - A J ^ f ) , where AJ*£P is the result in Eq. (31) for the 
metastable state. Changing variables to u in Eq. (33), we have 
AF = NjLdr[\J{Vu)2+\60u2+lu3 + O{uAj\ 
= - i JV 7 / L ( f r [ t t» + 0(«4)] , (39) 
Jo 
where we have integrated (Vu)2 by parts and used Eqs. (35) and (36). Taking the 
limit L—>oo, we place the explicit solution to Eq. (36) [14, 15, 16], 
u(r) = -350sech2(r/26) , (40) 
into the integral of Eq. (39). Evaluating the integral then gives 
AF = ^ J V & | 7 r 1 / 2 | * # | 3 / 2 [l + 0{6H1/2j\ 
= f JV(v^J ) 1 / 2 | 7 | - 3 / 4 | ^ | 5 / 4 + 0 ( ^ 7 / 4 ) . (41) 
In the Ising limit (D—•—oo), this result reduces to the free-energy cost of nucleation 
for the Q1DI model [24]. The first expression in Eq. (41) illustrates the difference in 
the behavior of the analytically continued free energy between long-range models 
[15, 16, 24], for which the length scale of the critical droplet is the field and 
temperature dependent characteristic length £T<£L, and mean-field models [11, 44], 
for which the only length scale for fluctuations is the length L of the entire system. 
4 Constrained-Transfer-Matrix Formalism 
In the first part of this section, the general method of the constrained-trmsfer-
matrix formalism is briefly reviewed. A more extensive discussion is found in 
Refs. [20, 21, 24, 25]. In the second part the formalism is applied to the long-range 
Blume-Capel model. 
As the transfer-matrix method is usually applied to equilibrium systems, it 
provides a way to obtain standard thermodynamic state functions, such as the 
internal-energy density U, the free-energy density / , and correlation functions [45]. 
Consider a lattice of L x N sites, with periodic boundary conditions in the L-
direction. The lattice is divided into L layers, each containing N sites, and the total 
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Hamiltonian is decomposed into a sum of layer Hamiltonian operators 7iop whose 
form is independent of the layer index: 
w = £pr,-|?rp|^+1), (42) 
where (Xi\ and j JTi+1) denote the configuration of layers i and i+1, respectively. An 
explicit expression for (Xi\Hop\Xi+i) in the long-range Blume-Capel case is given in 
Eq. (52) below. The layer Hamiltonian can be further decomposed into a sum of an 
interaction part, containing only spin-spin interactions, and a field part, containing 
only terms proportional to the fields. The transfer matrix T is defined in terms of its 
matrix elements in the dual space of configurations of two adjacent layers: 
(Xi |T| Xi+1) = exp [-j3(* |?f* |*+ i ) ] • (43) 
A layer configuration \Xi) can be considered as a direct product of single-spin 
configurations in that layer: |Afj)=|si(i)|.S2,«} •-• |ajv,«)- The transfer matrix for the 
Blume-Capel model is thus 3 w x3 w . The partition function for the entire LxN 
system is given as 2=Tr(TL), and the free-energy density for the system is obtained 
from 2 as f=-{T/NL)\nZ. In the limit £,—>oo, the free-energy density becomes 
/ = -(T/N)ln A0| where AQ is the largest eigenvalue of the transfer matrix. By the 
Perron-Frobenius theorem, A0 is positive and nondegenerate, and the corresponding 
eigenvector |0) can be chosen to have all positive elements [45, 46]. 
In the following discussion we restrict ourselves to symmetric transfer matrices 
T, and we sort the eigenvalues A« in order of decreasing magnitude, so that 
A0 > | Aj | > - - - > | A3JV_ , j. Constrained transfer matrices T a are constructed from the 
eigenvalues Aa and the corresponding eigenvectors \a) of the equilibrium transfer 
matrix T. The idea is to reweight the eigenstates in a simple way so that states near 
equilibrium are suppressed. The matrix T a is taken to commute with T and can be 
written as 
Ta = £ I0/M«)PI - (*«) 
where each )/3) is an eigenvector of T. As discussed in Refs. [20,21,24, 25], constrained 
joint and marginal probability densities are defined in analogy with the equilibrium 
(a=0) case: 
P«(xi) = [a\xi){xi\a) . (45) 
It was pointed out in Refs. [9, 18, 19] that the constrained marginal probability 
densities Pa(x) can be interpreted as actual probability densities of single-
layer configurations in a constrained state. In order to ensure that the entire 
system is characterized by Pa(x), the matrix T 0 must be chosen so that the 
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constrained joint probability densities Pa(x,x') satisfy the following regularity 
conditions: (i) that Pa(x) can be obtained by summing over the configurations 
of one layer, PDt(i)=£x. P„(x,r'); (ii) that Pa{x,x'\ is well-defined for *=0, 
Pa(xi,xJ)=^XiI|Pa(ii); and (iii) that Pa(r,i') reflects stochastic independence in 
the limit \k\ -» oc, u"m|t|_ao Pa(xi,x i+k) = Pa(xi) Pa(xi+k). For a matrix Ta chosen 
to commute with T, these requirements are satisfied if T„ has the same rank as T, 
and if its dominant eigenvalue is A«,. Obviously these conditions do not uniquely 
determine TQ- For computational convenience we choose a simple form for T a that 
satisfies the above conditions: 
T. = £ løAffl + *£ IØMØI (46) 
if Aa^0, and all terms are zero if Aa=0. For a=0 it is obvious from Eq. (46) that T a 
reduces to the equilibrium transfer matrix. 
We are now in a position to define constrained, generalized thermodynamic 
quantities [20, 21}. The internal-energy density Ua is given by 
« • = IS £ <«!*> [{X\X^Ta\X'){X\7i^\X')\ (X'\a) , (47) 
" x,x> 
where 7^p is the interaction part of the layer Hamiltonian. In the Blume-Capel 
model we have two fields, H and D. Consequently we have two field contributions 
in addition to the interaction part of the Hamiltonian. The order parameter Ma 
conjugate to the /f-field is given by 
Ma = jj Y,(a\X){X\M*>\X)(X\a) , (48) 
where Mop is the magnetization operator acting on the layer configuration \X). 
Similarly, the order parameter Qa conjugate to the 27-field is given by 
0 - = Jf T,(*\X)(X\Q°>\X)(X\a) , (49) 
where Qop counts the number of nonzero spins in a layer with configuration \X). The 
constrained entropy density Sa is defined in analogy with that of a stationary ergodic 
Markov information source [47] and is given by 
S
° = -if £ < a W \{X\Kl^\X')La(X\Kl'ra\X')\ {X'\a) , (50) 
JV
 X,X' 
where Ln is the principal branch of the complex logarithm. This constrained entropy 
density may be complex, since T a is no. a positive matrix in general. To see this, 
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note that for \a) (a^O) to be orthogonal to |0), the elements of \a) must be of mixed 
sign. Since A<, is the largest eigenvalue of Ta , the largest contribution to T a is the 
projection ;a)Aa{a|. which must contain negative elements Therefore, the argument 
to the principal value of the logarithm (Ln) may be negative. The branch cut is taken 
along the negative real axis, so that the domain of Ln(z) is jz|>0, -T<arg(z)<s\ In 
analogy with equilibrium thermodynamics the free-energy density associated with the 
eigenstate jo) is defined by 
U=IU- HMa + DO« - TSa (51) 
We will apply the formalism described above to the long-range Blume-Capel 
model Hamiltonian of Eq. (4). From the definition, Eq. (3), it follows that 
A/i = (XiWIXi) and Q; = (Xi\Q+\Xi)- T h e *»*« Hamiltonian matrix element 
(A'ij?fp|A'i+i) is written in the symmetrized form 
( * | 7 n * i + 1 ) = -jjMiMM + | {Qi + Qi+l) - | (Mi + Afi+1) , (52) 
so that we obtain a symmetric transfer matrix from Eq. (43). As can be seen from 
Eq. (52), the layer Hamiltonian is invariant under all permutations of the individual 
spins, since it only depends on the total magnetizations, A#; and M,-+1, and the total 
numbers of nonzero spins, Qi and Qi+\. This implies that the transfer matrix can be 
contracted to a reduced basis set consisting of states \MiQi), as described in detail in 
App. 8. The dimension of the contracted transfer matrix is easily seen to b<» 
dim = £ ( Q + l) = i(iV + l)(Ar + 2 ) , 
(?=o 
and the elements of the contracted transfer matrix are given by 
(53) 
{Mt?|T|MV> = y/g(M,Q)g(M',Q') 
x exp (-0 [-jjMit + | ( Q + Q') - y ( M + Af')]) ,(54) 
where g(M,Q) is the multiplicity factor given in Eq. (6). In App. 8 it is shown 
that Eqs. (47), (48), and (49) for Ua, Ma, and &, remain valid with the 
following substitutions: \X)-*\MQ) and \X')-*\M'Q'). Similarly, sums over layer 
configurations X and X' are contracted to sums over (Af, Q) and (M',Q'). The only 
equation that is modified is the expression for the entropy per site [20]: 





In addition to the fact that the transfer matrix T is invariant under the spin 
permutations, which led to the above contraction, other more complex symmetries 
may be present. This is the case for the long-range Blume-Capel model since, as we 
show in App. 8, the rank of the matrix is (2JV+1), which is much smaller than the 
dimension of the contracted matrix. This means that most of the eigenvalues are 
zero, and that the matrix can be reduced further by projecting out the null space. 
This further reduction is important, since in order to define the CTM it suffices 
to diagonalize the reduced matrix. In the numerical computation the reduction of 
the matrix size from (N+l)(N+2)/2 to (2N+1) is obviously a great advantage, 
because much larger system sizes can be studied. In App. 8 a general method for 
the decomposition of our transfer matrix is discussed. 
5 Numerical Transfer-Matrix Results 
In this section we discuss the numerical results obtained by applying the CTM 
formalism. Equation (54) is used to set up an (N+l)(N+2)/2 square symmetric 
transfer matrix T. As described in detail in App. 8, this matrix is block diagonalized 
by a unitary transformation STS' that preserves its symmetries. The null space 
is then projected out, leaving a (2JV-f-l)x(2iV-r-l) symmetric matrix which is 
diagonalized using routines t red2 and t q l i from Press, et ai, [48]. The bulk of the 
work was performed in 64-bit precision on an HP9000/735 workstation. In certain 
cases sufficient accuracy could only be obtained using 128-bit precision on a Cray Y-
MP/432 supercomputer. The numerical data presented here required approximately 
700 CPU-hours on the workstation and 20 CPU-hours on the Cray. 
The constrained transfer matrices T a ( a = 0 , . . . , 2N) are constructed from the 
eigenvalues Aa and eigenvectors |a) using the definition given by Eq. (46). We 
back-transform T a from the eigenspace of the reduced transfer matrix into layer-
configuration space {\MQ)} by the inverse transformation S'TcS. Using this form 
for TQ we calculated the constrained free-energy densities fa from Eqs. (47)-(51). The 
attainable system sizes are limited both by numerical underflow at low temperatures 
and high fields and by the CPU time required, which increases as 0(N3). We varied 
the system size from AT=6 to iV=24. 
Figure 4 shows the eigenvalue spectrum of the equilibrium transfer matrix T as 
a function of H for JV=24 with D/J=1.1 and T/J=0.25, well below the mean-field 
tricritical point. The eigenvalues are displayed as —(T/JN)ln \Xa\ ( a = 0 , . . . , 2JV), so 
that the lowest branch is the equilibrium free-energy density. The reduced transfer 
matrix gives a total of 49 branches. These branches are symmetric with respect to 
H=0, and oscillate as functions of H, exhibiting avoided crossings at several points. A 
closer examination of these avoided crossings in the Ising limit revealed that the gaps 
go to zero exponentially with N [23] up to approximately the spinodal field. Thus the 
lines denoted as (0), (—), and (+) (see below) actually consist of several branches. It 
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Figure 4: Eigenvalue spectrum for JV=24, D/J=l.l, and T/J=0.25 shown vs. H/J for 
0<H/J<0.5. The spectrum is symmetric upon reflection about H=0 and interchange 
of (+) and (—). The thick vertical line indicates the mean-field first-order transition 
between the (0) and the (+) state at ffj/J%0.10, whereas the thin vertical lines mark 
the (-)-spinodal at / f 2 / /«0 .17 and the (O)-spinodal at ZT3/J«0.37. Also included are 
bold curves representing the stationary points of the mean-field free-energy-density 
functional. The virtually straight lines correspond to the stable and metastable states 
(0), (+), and ( - ) , and the upward-concave curves represent the uniform unstable 
stationary points. See the text for a detailed description. 
was shown by McCraw and Schulman [9] that it is possible to analytically continue 
the eigenvalues around these crossings. 
By drawing a line segment in Fig. 3 at D/J=\.\ from H/J=0 to H/J=0.5 
representing the /f-scan, we can calculate from the mean-field approximation the 
intersection with both the spinodal and equilibrium lines. The values obtained in 
this fashion are /fi/J«0.10 for the first-order equilibrium transition between the (0) 
state and the (+) state, //2/J«0.17 for the (-)-spinodal and H3/J*s0.37 for the (0)-
spinodal. These /f-fields are shown in Fig. 4 as vertical lines. The different branches 
can be identified by their slopes due to the identity [23] 
T g In |A„1 
JN-dlT = Mo- ( 5 6 ) 
Since the (0) state has roughly zero magnetization, the slope of the corresponding 
branch, by Eq. (56), is nearly zero. Similarly, the (+) and the ( - ) states have 
roughly magnetization mss±l, so the slopes of their corresponding branches are 
near - 1 ana ' 1 , respectively. In Fig. 4 the mean-field solutions for the three 
local minima in the free-energy functional are shown by bold curves. The (0) state 
appears as the horizontal line and extends from H=—Ha to H—Hz, the (—) state 
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Figure 5: The real parts of the constrained free-energy densities Re/„/J shown vs. 
H/J. The parameters are the same as in Fig. 4, and the vertical lines and bold curves 
have the same meanings. For clarity only 35 of the 49 branches are shown. Note that 
the vertical scale is different from Fig. 4. See the text for a detailed description. 
appears as a diagonal line and extends from H/J=-oo to H=H2, and the (+) state 
appears as a diagonal line and extends from H=—H2 to H/J=oo. These lines are 
in such close agreement with the transfer-matrix branches that the branches are 
completely obscured by them. In addition, the two unstable mean-field solutions 
are also indicated by bold curves, easily identified by their upward curvature. The 
two unstable states terminate at the (—)-spinodal (H=H2) and at the (O)-spinodal 
(H=H3). At the termination points the unstable solutions merge with the metastable 
states. 
The transfer-matrix spectrum in Fig. 4 may be interpreted as follows. For 
-H\<H<H\, (0) is the lowest-lying branch, and thus represents the stable state, 
while (+) and ( - ) , which lie above, are metastable. For Hx<H<Hi the (0) state 
has become metastable, while (+) is the stable state, and (—) remains metastable. 
At H=H2, the gaps between nearly degenerate eigenvalues vanish far less rapidly 
with JV than for H<H2, making the gaps visible in the figure. This corresponds to 
the crossing of the (-)-spinodal, and hence the disappearance of the metastable ( - ) 
state. For H2<H<H3 the (+) state remains stable, while (0) remains metastable 
until the (O)-spinodal is crossed at H=H3. For H>H3 the (+) state is stable, and no 
metastable states exist. The transfer-matrix eigenvalues of Fig. 4 thus agree closely 
with the mean-field picture of metastability discussed in Sec. 2. 
The real parts of the constrained free-energy densities, Re/a, are shown in Fig. 5. 
The parameters are the same as in Fig. 4. Out of a total of 49 branches only the 
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Figure 6: The imaginary parts of the constrained free-energy densities |Im/ a / / | shown 
on a logarithmic scale vs. H/J. The parameters are the same as in Fig. 4, and the 
vertical lines have the same meanings. The envelopes of the lobe structures correspond 
to different metastable states as indicated. See the text for a detailed description. 
35 that correspond to the largest eigenvalues are shown. The remaining branches, 
which contribute only to the band of unstable states with high free-energy densities 
and do not extend beyond the range of the branches shown, were removed for clarity. 
The vertical lines at H—H\, H2, and H3 have the same meanings as in Fig. 4. The 
field-dependence of the quantities shown in Figs. 4 and 5 resemble each other closely, 
and in particular the stable and metastable branches are nearly left unaltered by the 
reweighting of the eigenvalues. However, the spectrum of the constrained free-energy 
densities is somewhat compressed compared to the eigenvalue spectrum and contains 
multilevel crossings. The bold curves in the figure show the five extrema in the mean-
field free-energy-density functional corresponding to the (0), (+), and (—) states and 
the two unstable states, as discussed above. The branches of Re/0 representing the 
stable and metastable branches are again completely obscured by the bold curves, 
and are thus in excellent agreement with the equilibrium and analytically continued 
metastable free-energy densities. 
The imaginary parts of all the constrained free-energy densities |Im/a | are shown 
on a logarithmic scale versus H in Fig. 6. The parameters and the vertical lines are 
the same as in Fig. 4. The most striking features are the extremely small values 
and the lobe structure of the branches that correspond to the metastable states 
shown in Figs. 4 and 5. Each lobe corresponds to a different value of a, and the 
crossings of lobes correspond to the avoided crossings in the eigenvalue spectrum. 
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Figure 7: The real parts of the constrained free-energy densities R e / a / J for JV=18, 
H/J=0.1, and T/.7=0.25, shown as functions of 2?/J for 0.6< D/J<1A. The vertical 
lines indicate the (O)-spinodal at X>i/J%0.82, the exchange of metastable states at 
D2I J=0.90, the point of eaual barrier heights at Dj/JzsOM, the equilibrium transition 
at D4/J&I.IO, the (-)-splnodal at D 5 /Jwl . l7 , and the (+)-spinodal at D6/J»l.37. 
The bold curves have the same meaning as in Figs. 4 and 5. See the text for a detailed 
description. 
"branches" of the lobe structure can be identified. The set of lobes that decrease 
in value with increasing H for 0<H<H\ corresponds to the metastable (+) state, 
whereas the set of lobes that increase in value with increasing H for H\<H<H2 
corresponds to the metastable (0) state. Finally, the set of lobes that start at H=0 and 
terminate at the (—)-spinodal (H=H2) correspond to the metastable (—) state. Since 
the transfer-matrix eigenvalue spectrum is symmetric about H=0, the set of lobes 
corresponding to the (+) metastable state continues to H——H2, and the set of lobes 
corresponding to the (—) metastable state starts at H=—H\. The envelopes of these 
sets of lobes exhibit qualitative behavior that is strikingly similar to that predicted 
for the analytically continued free-energy densities in that they are exponentially 
suppressed with increasing N for \H\ less than its appropriate spinodal value. In Sec. 
6 we will show that this agreement is also quantitative. 
The results presented above show the transfer-matrix data as functions of the 
//-field. In Figs. 7 and 8, the real and imaginary parts of the constrained free-
energy densities are shown as functions of the D-field for 0.6<D/J<1.4 for /V=18 
and H/J—O.l at T/J-0.25, giving rise to a total of 37 branches. In analogy with the 
//-scan we draw a line segment in Fig. 3 representing the D-scan, thereby obtaining 
values of D corresponding to the following mean-field transitions: D\ / J«0.82 for the 







Figure 8: The imaginary parts of the free-energy densities |Im/„/J| shown on a 
logarithmic scale vs. D/J. The parameters are the same as in Fig. 7, and the 
vertical lines have the same meaning. The envelopes of the lobe structures correspond 
to different metastable states. Diamonds are data points obtained using extended 
numerical precision (128 bit). See the text for a detailed description. 
barrier heights being equal, D4/J«1.10 for the equilibrium transition, Z?s/Jssl.l7 for 
the (-)-spinodal, and £>6/7~1.37 for the (+)-spinodal. These values are indicated 
as vertical lines. In Fig. 7 we show Refa/J together with bold curves indicating the 
mean-field results for the stable, metastable and unstable states. The states can again 
be identified from the slopes of their branches due to the identity 
T 01nlAa 
JN dD = Qa (57) 
Thus both the (+) and the ( - ) branches have slopes near unity, while the (0) state 
has a slope near zero. For D<DA, the (+) state is stable, while for D>Dt, it remains 
metastable until the (+)-spinodal at £>=£>«. The bold line nearly parallel to the 
(+) branch is the (—) branch, which terminates at the (—)-spinodal at D=DS. The 
horizontal bold line is the (0) state, which is metastable for Di<D<DA and stable 
for D>D4. An exchange of ( - ) and (0) as the lowest-lying metastable state occurs 
at D=D2, as seen by the crossing of the two corresponding bold lines. 
The imaginary parts of the constrained free-energy densities |Im/„| are shown on 
a logarithmic scale versus D in Fig. 8. The data shown extend over 55 decades. The 
solid lines for In |Im/a /J[>-60 were calculated with 64-bit precision on a HP9000/735 
workstation. Extended precision (128-bit) was used for the remaining parts. These 
data points, shown as diamonds, were calculated on a Cray Y-MP/432 supercomputer. 
The lobe structure is identified as follows. The lobes that increase in value with 
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increasing D for D^<D<D6 correspond to the ( + ) metastable state, whereas those 
that decrease in value for Di<D<Dt correspond to the (0) metastable state. The 
remaining lobes for D<DS correspond to the (—) metastable state. Again, the 
qualitative behavior is very similar to the analytically continued free-energy density. 
Note also that the lobe structures corresponding to the (—) and (0) metastable states 
intersect at D=s£)3, which is approximately equidistant in H from the ( —)- and (0)-
spinodals, as can be seen in Fig. 3. By Eq. (41), the barrier heights AF(_j_(0) and 
AF(0)_(+) are therefore equal to leading order in the expansion about the spinodals, 
just as their mean-field counterparts A^"MF, even though the dependence on 6H for 
the mean-field barriers are quite different. This result suggests that |Im/a| for the 
metastable state is related to the free-energy barrier height involved in the transition. 
Further evidence is given by the sudden change in behavior for the (—) metastable 
branch at D—D2. This change can be explained by the fact that the shape of 
the critical droplet undergoes a drastic change as the relative stabilities of the two 
metastable states are exchanged. For D2<D<Dt, the critical droplet is one through 
which the (—) metastable state decays into the (0) metastable state before it has 
a chance to decay finally to the (+) stable state. However, for D\<D<D2, the (0) 
metastable state becomes too costly for a system in the (—) metastable state to decay 
into it. Instead, the critical droplet is one in which the core magnetization is close 
to that in the (+) equilibrium phase, and the magnetization m(r) passes directly 
through zero on its way to the value corresponding to the metastable ( - ) state as 
|r|—>oo, without exhibiting a significant plateau corresponding to the (0) metastable 
state. This droplet is somewhat larger than the one corresponding to an initial decay 
into the metastable (0) state, and hence it is more costly to form. We will discuss 
the implications of this result in Sec. 8. 
Based on the work of Langer [3, 5], we then conjecture that |Im/0| is directly 
related to the decay rates of the metastable states. In Sec. 6 we will make this 
connection more quantitative by showing that the scaling behavior of |Im/a| agrees 
with the scaling behavior of the analytically continued free-energy density, considered 
in Sec. 3. 
6 Finite-Range Scaling of the Constrained Free 
Energy 
In this section we apply finite-range scaling to the transfer-matrix results of Sec. 
5, and we compare these scaling results to the scaling relations for the analytically 
continued free energy found in Sec. 3. The results in this section were calculated with 
DIJ—l,\ and T/.7=0.25, corresponding to the #-scans shown in Figs. 5 and 6. We are 
interested in obtaining values from branches representing a "pure metastable" phase 
\a), so for each N we select values of H for which A0=(A0_iAa+i) l /2, thus ensuring 
a "safe" distance from the near-degeneracies in the transfer-matrix spectrum. These 
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Figure 9: Piecewise-linear envelopes for the lobes of ln|Im/(+)/J| (left) and 
ln |Im/ ( 0 ) /y | (right) for a system at D/J=l.l, T/J=0.25, and with N in the range 
6<iV<24. The transition lines mark the (+)-spinodal at H=-H2, the first-order 
transition at H=Hi, and the (O)-spinodal at H=H3. See the text for a detailed 
description. 
points are used to construct envelopes over the lobes of |Im/a| shown in Fig. 6. Two 
sets of such envelopes are shown in Fig. 9, one (left) for the (+) metastable state, 
and one (right) for the (0) metastable state, for values of N ranging from /V—6 to 
N=24. As N increases, these values drop exponentially to zero between the first-
order transition at J/i and the spinodals at -H2 and H3, whereas near the spinodals 
there appears to be a crossover to a slower scaling. This crossover can be seen from 
the curvature of |Im/a>w|. As N increases, a singularity in the curvature develops, 
pushing closer to the spinodal. This singularity was also observed for the Q1DI model 
[24]. In the present study it was found that some of the branches, particularly for the 
(+) and (—) metastable states in field regions where they were not the lowest-lying 
metastable state, showed substantial mixing between nearly degenerate eigenvectors. 
In these regions the branches did not always extend in such a way as to form envelopes 
without inflections, even with the above eigenvalue criterion satisfied. An example of 
this behavior in the ( - ) metastable state is shown in Fig. 6 for 0<H<H2- The (+) 
metastable state shows the same behavior for -H2<H<0, which causes the roughness 
of the envelopes shown in Fig. 9 for this region. 
To obtain the scaling behavior for fields inside the spinodal, we first assume a 
form for |Im/a|, based on the results of Eqs. (32) and (41), as 









Figure 10: Finite-JV estimates for 0&(D,H,T) in Eq. (58) for the (0) and (+) 
metastable states, shown on a log-log scale vs. \H—Ht\fJ for 12<iV<24. The diamonds 
show the estimates for the largest sixe, AT=24. The two dashed lines indicate the 
corresponding exact <f>3 field-theoretical values for ØAF from Eq. (41). For clarity, 
both the analytical and numerical results for the (-(-) state are shifted up by a distance 
of unity on this logarithmic scale. See the text for a detailed description. 
where the exponent a and the function &(D,H,T) are undetermined. By Eq. (32), 
we expect NA(D,H,T) to be the barrier height AF, as given by Eq. (41). Since 
A(D, H, T) is expected to be independent of N, we should find a—I. For a given field 
H, we interpolate values of In |Im/a>tf | from the envelope points using a piecewise 
linear form. A finite-range estimate for a was calculated using methods described in 
Refs. [24, 43], 
o-«(ln2) 'In I — : — , (59) 
\ In |Im/Q>12| - In |Im/ai6| ) 
giving <r«l.l. Finite-range estimates /?AW for PA(D,H,T)=(3AF/N were then 
calculated for 12<JV<24, assuming <r=l: 
P&N = - £ ( l n |Im/Q,*| - In |Im/a>Ar/2|) . (60) 
Fig. 10 shows the estimates P&N{D,H,T) at D/J=l.l and 77.7=0.25, as 
calculated by Eq. (60), for the (0) and (+) metastable states respectively, plotted 
on a log-log scale as functions of \H - Ht\. The data for the largest system, 
iV=24, are shown as diamonds. These results are compared with the free-energy 
cost of nucleation obtained from Eq. (41). As can be seen from the figure, the 
agreement between the extrapolated CTM estimates and the exact results is quite 
good, considering that the field corrections to the ^3 field theory are expected to be 
substantial, as was demonstrated in Ref. [24] for the QlDI model. 
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7 Monte Carlo Results 
The Monte Carlo method is a standard method for studying lattice-gas Hamiltonians, 
such as the long-range Blume-Capel model. We used the Metropolis algorithm 
[49, 50, 51] with non-conserved order parameter, where at each step in the Markov 
process individual spins were proposed to be flipped at random. The system 
considered had L—20Q layers, each containing N=7 spins, and periodic boundary 
conditions were imposed in the L-direction. All simulations were performed at 
T/ J=0.25, and with a total of 2000 Monte Carlo steps per layer (MCSL). The values 
of N, D, and H were chosen in order to make nucleation reasonably probable in the 
time allotted. 
In Fig. ll(a)-(d) particular realizations of the decay of four metastable states into 
their respective equilibrium states are shown. Three of their corresponding phase 
points are shown in Fig. 3 as solid dots. In case (c), the position is not shown 
in Fig. 3 since the parameters fall outside the displayed region. Horizontally, the 
spatial direction extends over the L layers, while the vertical axis is the time axis, 
in units of 10 MCSL. The bottom row corresponds to f=0 MCSL, while the top 
row corresponds to t=2000 MCSL. The gray-scale in the plots relates linearly to the 
average magnetization within the layer. Black corresponds to m=+l , gray to m=0, 
and white to m = - l . In Fig. 11(a), D/J=1.15 and H/J=-0.1. The system starts in 
the metastable (+) state. After approximately 1000 MCSL, a critical droplet of the 
(0) state forms. The droplet then grows linearly in time by roughly linear motion of 
the domain walls, until it spans the system. Note the periodic boundary conditions. 
In Fig. 11(b), D/J=0.983 and H/7=-0.249. The system starts in the metastable (+) 
state. After approximately 200 MCSL, a critical droplet forms, and the state decays 
into the metastable (0) state. The system remains in the metastable (0) state until a 
critical droplet of the (—) state causes the system to decay into the (—) equilibrium 
state. In Fig. 11(c), D/J=Q.& and H/J=-0A2. The free-energy-density functional 
has two minima, corresponding to a stable (—) state, and a metastable (+) state. In 
the MC simulation, the system again starts in the metastable (+) state, and we see 
qualitatively the same behavior, except that the decay goes directly from (+) to (—) 
since the metastable (0) state does not exist. Note the formation of two independent 
droplets, which coalesce after they have nucleated. Finally, in Fig. 11(d), D/J=0.95 
and i//.7=0.0 the system is started in the (0) metastable state. Critical droplets of 
both the (+) and (—) state cause the system to decay. The purely Z)-field-driven 
domain growth at this phase point, in contrast to the //-field-driven growth shown in 
(a)-(c). appears much more diffuse on the time scale considered in the calculations. 
After 1000 MCSL the system reaches a configuration where only the (+) and the (—) 
state are present, reminiscent of late-stage spinodal decomposition. 
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Figure 11: Dynamical behavior of metastable states in the long-range Blume-Capel 
model. Simulations with £=200, N=l, are performed at 7*//=0.25, using a total of 
£=2000 Monte Carlo steps per layer. The spatial direction is given horizontally, and 
the time axis vertically. The gray-scale is chosen so that m=-t-l is black, m=0 gray, 
and m = - l white. The parameters are: (a) D/J=1.15, H/J=-0.l; (b) D/J=0.983, 
J/ /J=-0.249; (c) D/J=0.B, H/J=-0A2; and (d) D/J=0.95, H/J=0. 
8 Conclusion 
In this paper we have applied analytic continuation and a recently developed 
constrained-transfer-matrix (CTM) formalism to study the stationary properties 
of metastability in a system with competing metastable states. In addition we 
have studied the decay of metastable states by Monte Carlo simulation. Langer 
[3, 4] related the imaginary part of the analytic continuation of the free energy 
into the region of metastability, ImF, to the decay rate of the metastable states 
as given by Eq. (1). In a recent study of an Ising model with weak, long-range 
interactions [24], excellent quantitative agreement was found between the imaginary 
part of the constrained free-energy density Im/0 and the decay-rate density of the 
metastable state as measured from the activation barrier. However, as discussed in 
the introduction, for systems with several metastable states, Gaveau and Schulman 
[17] have argued that ImF is not necessarily a valid measure of the decay-rate 
density. Motivated by this, the purpose of the present work has been to establish to 
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what extent the imaginary part of the free-energy density from the CTM formalism 
can be interpreted as a decay rate in more complicated systems, containing several 
metastable states. 
We have studied a variant of the Blume-Capel model with weak, long-range 
interactions. One reason for doing so is that for a certain range of fields this model 
exhibits two competing metastable phases, for which questions can be raised about 
the interpretation of the analytically continued free energy. Also, the model is simple 
enough to allow extensive symmetry reduction of the transfer matrix, as shown in 
Apps. 8 and 8, so that relatively large system sizes could be considered. We have 
obtained an exact analytic expression for the finite-temperature spinodal and have 
used this to calculate the various critical lines in the phase diagram in a very simple 
manner. In the region of the spinodal we have mapped the Hamiltonian to a <j>3 
field theory to obtain an expression for the free-energy cost of nucleation. We were 
thus able to calculate the leading term in an expansion around the spinodal of the 
"Boltzmann weight" that appears in the analytic continuation of the free energy 
across the first-order phase transition. 
We have outlined the CTM formalism, by which a complex constrained free-energy 
density can be constructed by reweighting the eigenvalues from the transfer matrix 
of the equilibrium system. The results for the real part of the metastable constrained 
free-energy density Re/a are in excellent agreement with those of the mean-field free-
energy density. The associated imaginary part |Im/Q| is extremely small, showing 
exponential dependence on the interaction range inside the classical spinodal. In the 
region of competing metastability it was found that Im/a for a metastable state is 
closely related to the activation barrier involved in the transition, which according to 
the Van't Hoff-Arrhenius formula of chemical reaction theory, is related to the decay 
rate. More quantitative evidence was given in Sec. 6, where we applied finite-range 
scaling to |Im/Q|. There we found very good agreement between the finite-range 
scaling of |Im/Q| and the height of the activation barrier obtained by exact analytic 
continuation. 
Our numerical results have demonstrated that the CTM method provides for any 
pure metastable phase a value for |Im/a| that agrees with the Arrhenius law for the 
decay rate of that particular metastable phase. In the case where two metastable 
phases are present, the CTM method gives a distinct valne of |Im/0| for each phase, 
which can easily be continued through points where these phases are degenerate. 
The usual procedure of analytic continuation of the free energy, on the other hand, 
has no mechanism for distinguishing coexistent metastable phases, and thus gives an 
imaginary part related only to the lowest activation barrier which separates any one of 
the coexistent phases from the equilibrium phase. An example of this type of result 
was given in Ref. [17] as a "counterexample" to Eq. (1). We, however, interpret 
that result as being in agreement with Eq. (1) by noting that the configuration 
space to which the partition function is constrained, and from which the analytically 
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continued free-energy density measures the escape rate, includes both of the degenerate 
metastable phases, rather than a single pure metastable phase. 
In Sec. 7 we studied dynamically the decays of competing metastable states by 
Monte Carlo simulation. The results confirm that the decay of a particular metastable 
state might happen either directly or via a succession of separate steps, depending 
on the availability and relative stability of a second metastable state intermediate 
between the initial one and the equilibrium phase. 
The CTM method ha* proven to be a highly successful tool in the characterization 
of metastable phases. It is a nonperturbative method that treats all possible 
fluctuations in a single calculation. The fluctuations that are important to nucleation 
are automatically identified, in contrast to the analytical calculations, where the 
relevant fluctuations must be introduced by hand. This method might therefore be 
used to study metastability in disordered systems, such as spin glasses, which are 
known to posses a large number of metastable states so that the critical fluctuations 
are difficult to characterize. However, the computational requirements of applying 
the CTM method to such a problem would be enormous. 
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Appendix A. Contraction of the Transfer Matrix 
This appendix provides a mapping of the transfer matrix from layer-configuration 
space onto a reduced space. Denote the layer-configuration vector space by X. Since 
the configuration vectors \X)&X can be expressed as direct products of single-spin 
configurations |JTj)=|.si.j}|.S2.i) — !-*iv.i)» dim(A,)=3i* for the long-range Blume-Capel 
model, and the set {\X)} constitutes a 3w-dimensional orthonormal basis for X. The 
transfer matrix T is an operator T : X—*X. Assume that we have a symmetry 
group Gv and operators U : X—*X that represent elements of Gu and also commute 
with T. Symmetry transformation operators must be unitary, so U must be a cyclic 
transformation with finite period. This means that the configuration space X can be 
divided into equivalence classes, each invariant under Gu- We denote the equh.jence 
classes by C*, ( fc=l , . . . , K), and we relabel the configuration vectors as \Xkj), where 
the index k refers to class C*. Thus |-Xfcj}€Ck, and the index j = l , • • • ,9k runs through 
all gi, configurations in the class. 
Let O be an arbitrary operator that is invariant under Gu (for the more general 
case, in which O has a definite symmetry under Gu, see Ref- [52]). We then have the 
following fundamental identity: 
'EOIJ&HÉEOMU). (AI) 
A reduced vector space V is spanned by the orthonormal basis {!%)}£.!, where 
i*» = 4= £l*«>- (A2) 
Thus dim(V)=K. 
If the layer Hamiltonian for a system is invariant under Gu, then the transfer 
matrix T is also invariant under Gu Written as an operator, T is thus easily 
transformed into the reduced basis by Eqs. (Al) and (A2): 
T = £ £ £ \x)e-ww'Hx'\ 
k#XtChX'£C'k 
= £|Vi)vS»e" / , < V*P r ' | , V >(^l- (A3) 
kjk-
If we consider the Blume-Capel case, the reduced basis set is \Rk) = \MkQk), 
k=l,...,{N + 1)(N + 2)/2, and the multiplicity factor gk=g{Mk,Qk) is given by 
Eq. (6). By substituting appropriately, Eq. (54) is recovered. 
Now consider the transformation of Eqs. (47)-(50). Let | P ) € V be an eigenvector 
in the reduced space, and let \a)eX be the corresponding eigenvector in configuration 




 W (Vj)' (A4) 
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Expressing Ma in the reduced basis is now simple: 
Ma = ^EE(«IAi)(^.i |Mo p |X f c > i)(X f c , i |a) 
JV
 it=i j=i 
= ^ EWWrøk) , (A5) 
where Eqs. (Al), (A2), and (A4) are used, and the multipUcity factors introduced 
by Eq. (A4) are canceled in the sum. The transformation of Eqs. (47)-(50) are all 
obtained in the same manner. 
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Appendix B. Decomposition of the transfer 
matrix 
In this appendix the transfer matrix T is decomposed by applying a unitary 
transformation S so that STS1 is block diagonal, which allows the separation of 
all the zero eigenvalues of T. The dimension of the original transfer matrix from 
App. 8 is dim(T) = (N + 1)(JV + 2)/2, while the reduced transfer matrix has the 
dimension of rank(T) = 2N + 1. 
The transfer matrix can be written as T=DAD, where D is a diagonal matrix 
that contains interactions within a layer, and A contains interactions between layers 
[53]. In the Blume-Capel case the matrix elements of A are given by 
{MQ\A\M'Q') = exp[0JMM'/N] , (Bl) 
and the matrix elements of D are given by 
(MQ\D\M'Q') = yJg(M,Q)exp[-P(DQ- HM)/2)6MtM.8QiQ.. (B2) 
The matrix A is independent of Q and Q', which means that the rank of A is 
just the number of distinct values of the magnetization, since D is of full rank; 
rank(T) = rank(A) = 2N + 1. We organize the basis vectors \MQ) in groups 
according to the magnetization M, (M=—JV, -N + 1 , . . . , JV). As an example, the 
basis vectors for N=2 are organized in the following way: {| - 2 2), j — 11), |00), |0 2), 
|11), |22)}. It can be shown in general for the long-range Blume-Capel model, that 
the number of basis vectors n(M) with magnetization Mis n(M) = [l+(N-\M\)/2\, 
where [• • -J denotes the integer value. 
We start by constructing a matrix B that block diagonalizes A. Let B be 
a block diagonal matrix, where the n(M)xn(M) square block corresponding to 
magnetization M is denoted B ^ , and define an n(M)xn(M) square matrix 3 M with 
all its elements equal to unity. We define Bj\f as a unitary matrix that diagonalizes 
J M • This will be satisfied if we choose the column vectors of B M to be an orthonormal 
basis of eigenvectors for 3M- However, BA/ is not uniquely defined in this fashion, 
since rank(J,Rf)=l. To make a specific choice for B ^ , we select the eigenvector 
corresponding to the single nonzero eigenvalue of J M as the last column. 
We define a matrix C by C=BAB ( . Due to the particular choice for all BM , it 
can be shown with a little effort that the C matrix has a special matrix form, which 
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we will call a C-form: 
C = (B3) 
As indicated by the curly brackets in Eq. (B3) the basis vectors are grouped together 
according to magnetization M=—N, -N + 1,...}N. All elements within the hashed 
regions are zero, and the only nonzero elements occupy the last row and column within 
each magnetization group. From Eq. (B3) it is clear that there exists a permutation 
matrix P such that P C P ' reduces to a block matrix of size (2iV+l)x (2iV+l), and all 
elements outside this block are zero. For each diagonal block C M (outlined by thick 
lines in Eq. (B3)), with dim(CM)=n(M), there is only one nonzero element, which is 
located at the bottom row diagonal position. 
The unitary transformation matrix S that block diagonalizes T can now be 
determined based on the properties of the C-form. The transformation of T can 
be expanded as 
STS1 = (SDB1) (BAB1) (SDB*)' . (B4) 
Hence from Eq. (B4) it follows that the transformed transfer matrix STS1 will have 
the C-form if the wiatrix product between SDB1 and C preserves the C-form. It is 
sufficient to restrict the unitary transformation S so that it can be decomposed into 
a block diagonal matrix. The blocks are denoted S M , (M=—N, —N + 1 , . . . , N). 
Therefore SDB' also decomposes into a block diagonal matrix, and it suffices to 
show that for all M, S M ( D M B M ) C M has the same form as CM- This is equivalent to 
requiring that all rows of SM, except for the last row, are orthogonal to the last column 
ir. the matrix product D W B M . Since all columns in D M B M are linearly independent, 
SM can be constructed by using a Gram-Schmidt orthogonalization process on the 
column vectors in DJWB M . Since S is unitary, the transformed transfer matrix STS' is 
symmetric and can be reduced by the permutation matrix P into a (2JV+l)x(2iV+l) 
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We have investigated a lattice gas model consoling of repubi« particles 
following deterministic dynamics. Two versions of the model ate studied. In one 
case we consider a finite open system in which particles can leave and enter the 
lattice over I he edge. In the other case we use periodic boundary conditions. In 
both cases the density (loctuatiORS exhibit a I//power spectrum. The individual 
particles behave asymptotically like ordinary random walkers. The collective 
behavior of these particles shows that due to the deterministic dynamics the par-
ticles behave as if they are correlated in time. We have numerically investigated 
!he power spectrum of the density fluctuations, the lifetime distribution, and the 
spatial correlation function. We discuss the appropriate Langevin-likc diffusion 
equation which can reproduce our numerical findings. Our conclusion is that 
the determrr -'•c lattice gases are described by a diffusion equation without any 
hulk noise. \ -c open lattice gas exhibits a crossover behavior as the probability 
for introducing particles at the edge of the system becomes small. The power 
spectrum changes from a I / / to a l / / : spectrum. The diffusive description, 
proven to be valid for a moderate boundary drive, fails altogether when the 
drive goes to zero. 
KEY WORDS: Diffusion equation; power spectra: lattice gas: exact solu-
tions; correlation functions; lifetime distribution; single particle properties; 
collective properties; dynamical crosson..-
1. INTRODUCTION 
One of the open questions in statistical physics is how to derive eflective 
diffusive Langevin-like equations on the basis of the microscopic inter-
actions in a many-body system. This taks has only been achieved in very 
special cases, such as in simple one-dimensional models.'" 
1
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The coarse-grained hydrodynamic equations, in which all fluctuations 
are integrated out, can be established by considering the symmetries and 
conservations of the system, and assuming the existence of an appropriate 
regularity of the problem so (hat gradient expansions are possible.'1' This 
leads to partial differential equations such as the ordinary diffusion 
equation, say, of the form 
a,rt = 7V2#i + f [n,Vn] (I) 
where F[n, tfn] denotes some general function which takes care of all the 
higher-order terms in the expansion in n and Vn. The fundamental problem 
arises when one wants to account for fluctuations. This is most often done 
by adding some kind of noise, consistent with the symmetries and conser-
vations of the system, to the right-hand side of the diffusion equation 
a,n = 7V2n+f[n.VH] + p (2) 
Lacking anything better, one normally assumes (he fluctuating source p to 
be a delta-correlated (in time as well as in space) Gaussian process.114' 
Though power law distributed noise has recently been considered,'5' the 
important point is that the assumed form of the noise term determines the 
fluctuations of the system described by (2). This makes it particularly 
unsatisfactory that we do not know how to determine the form of the 
fluctuating source term from the microscopies of the considered many-body 
system. 
Our aim in the present paper is to put this problem into perspective 
by presenting results for a very simple lattice gas model.'*' Consider a 
lattice gas consisting of hard-core nearest-neighbor repulsive particles. 
Particles are allowed to enter or leave the system at the edge. The behavior 
of the individual particles can, for instance, be characterized by the dis-
tribution of the time D(i) they spend on the lattice from the time they enter 
from an edge until they leave. In addition, one can determine the dispersion 
or the particle position with time: R2[i)= <[r(f ) -r( ' = 0)]2>- The collec-
tive behavior of (he particle system is partly characterized by the fluctua-
tions in the total number of particles on the system N(t). The striking point 
is that the long-lime behavior of this model [which is captured in N{t)] 
depends on the kind of microdynamics the particles follow in each time 
step. Studiei of two-dimensional lattice gases show that the low-frequency 
behavior of the power spectrum 5 ( / ) of N(t) depends on whether the 
updating algorithm is stochastic or deterministic. In both cases (he power 
spectrum displays power-law behavior 
S(f) oc I//" (3) 
Kiso R 7.11(1-; N) 185 
Diffusive Description of lattice Gas Models 655 
For moderate boundary drive, the deterministic lattice gas model has ft = I 
(see ref. 6 and below). A similar lattice gas with hard-core repulsion drive 
by stochastic Monte Carlo dynamics was studied by Andersen et of,'7' who 
found ft = 3/2 >n one, two, and three dimensions. 
The behavior of the single-particle characteristics D(i) and R2{i\, 
however, is not sensitive to the difference between stochastic and deter-
ministic updating. In both cases one finds scaling behavior 
Z>(f)oci/r*. R*(t)cc, (4) 
with a = 3/2, which suggests that the individual particles asymptotically 
experience ordinary random valks.'"-4 Moreover, as the drive at the 
boundary becomes small, the deterministic model exhibits a crossover to 
P = 2. The single-particle qualities D, - .• R2(t) have the same scaling 
behavior independent of the strength of the Doundary drive. 
The exponents a = 0 = 3 / 2 are characteristic of noninteracting random 
walkers independent of dimension17-2n and can be reproduced by a diffu-
sion equation like (2) with a conserving bulk noise term."4 "' The 
exponents a = 3/2 and p = I can be reproduced, independent of dimension, 
by a diffusion equation like (I) driven by a white noise boundary condition 
without any bulk noise, (see refs. 12 and 14 and below). This scaling 
behavior is independent of possible nonlinear terms in the diffusion equa-
tion."4' We do not know of any consistent diffusive description which 
allows us to describe the region of low boundary drive with a = 3/2 and 
0 = 2. 
It is worthwhile to point out that any deviation from the scaling 
relation a + 0 = 3 indicates that important correlations exist between the 
individual particles.'*' With this in mind we note that the particles in the 
stochastically driven model behave as if there were no correlations between 
the particles. Thus, the stochastic element present in each update is able to 
destroy the interparticle correlations produced by the interaction. This is 
not the case when the model is driven deterministically. Although the 
particles perform erratic individual motion, as seen from the random 
walker form of D(i) and R2{i), they continue to be correlated even after 
many collisions. This difference is the reason why the Langevin description 
in terms of (2) has to assume two different kinds of fluctuating source 
terms for the two types of updating algorithms. We found :his result dif-
ficult to anticipate. 
Below we concentrate on details of the deterministic lattice gas. In 
4
 The exponent a * » mistakenly determined to be equal (o 2 in rcf. 6. The reason for this 
mistake and the correct determination are described in Section 4.3 of the present paper. 
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Section 2 we introduce the model. Section 3 contains a detailed analytic 
solution of the linear diffusion equation, solved in a finite region and driven 
with a white noise boundary condition. We calculate the density fluctua-
tions, the spatial correlation function, the power spectrum, and the lifetime 
distribution. We present our simulation results in Section 4: the measured 
diffusion constant for tracer diffusion as well as for collective diffusion. 
the power spectrum, lifetime distribution, correlation functions, and the 
structure factor. In order to investigate the crossover in the behavior as the 
drive at the edge becomes small, we devote Section 4.6 (o the study of 
crossover behavior as a function of boundary drive. In Section 5 we 
describe a completely deterministic periodic model which also exhibits I// 
fluctuations in the particle density. 
2. THE MODEL 
The lattice gas model is constructed to simulate particles which follow 
Stokcsian dynamics. That is, ti.e equation of motion has the form if* = F, 
where n is the friction coefficient, v the velocity, and F the total force acting 
on the particle. 
Consider now a two-dimensional square lattice of iV x ,V sites. Each 
site can be empty or occupied. Particles on nearest neiglibor sites repel each 
other with a central force of unit strength. The dynamics is deterministic 
and defined in the following way. For each particle we sum up all the forces 
acting upon the particle in the normal vectorial fashion. If the resulting 
force is nonzero, we move the particle one lattice site in the direction 
according to the resulting force (diagonal moves are accepted). In case of 
competition where two particles which are acted upon by a force of equal 
strength want to move into the same site, neither particle moves. This will 
be termed the blocking mechanism. Finally, if two particles want to move 
to the same site but are acted upon by forces of unequal strength, the 
particle with the largest force wins. The whole lattice is simultaneously 
updated. The updating rules are illustra'.er in Fig. I in the case of an 8 x 8 
lattice. 
The boundary drive acts as a part le reservoir which tends to set up 
an external pressure by occupying the outer boundary by fixed particles 
(the cross-hatched par(icles in Fig. I), which tends to push particles on 
neighbor sites into the lattice. 
In each iteration, the particles at (he boundary sites (i.e., the particles 
which are nearest neighbor to the cross-hatched particles) are annihilated, 
and new particles are introduced at all the boundary sites with a probabil-
ity p per site. 
Figure 2 shows a series of snapshots of our lattice gas model, which 
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Fig. I. Updating rules for the deterministic lattice gas model The arrows on the particles 
indicate where the particles move to in the next iteration. The particles without any arrow do 
not move. The case where two or more particles want to enter Ihe same site needs special con-
sideration First, for competition between two particles which are acted upon by a force of 
equal strength, no particle moves. This is shown for the four particles occupying the third row 
from the bottom. Second, if two particles want to move lo the same site but arc acted upon 
by forces of unequal strength, the particle with ihe largest force wins, as shown for ihe particle 
with the diagonal arrow. 
p=0.1 
• . - - • » • . « • • • - . • 
<*&;&* 
-£.72J;£i.t 
p = 0 . 0 l 
p = 0 . 0 0 1 p = 0 . 0 0 0 1 
Fig 2. Series of snapshots for a fixed lattice site of 32 x 32 for dilTerent values of the 
boundary drive p. As ^ is reduced, the external pressure ceases, thereby allowing (he continued 
growth of ordered domains. 
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illustrates the particle configuration for a 32 x 32 lat'ice for different values 
of p. All snapshots are taken after the lattice gas has equilibrated. For 
p = JO "'. we see the particles occupying the lattice more or less uniformly, 
with no observable pattern. Several of the particles are seen to be nearest 
neighbors, and are thus likely to move in the next iteration. Moving on to 
/ i= 10"\ one immediately sees a difference in the configuration. Now a 
much smaller fraction of the particles are nearest neighbors, giving rise to 
the formation of domains of ordered particles sitting in a cubic lattice. It 
can readily be checked that the cubic pattern has a degeneracy of four. 
Thus, the dynamics for small p can be thought of as an interplay among 
domains of different types, the competition between the external drive 
which tends to frustrate the formation of the ordered structure and the 
energy-driven development of this pattern. For p= 10 ~J and finally 
p= 10 ~4, this development continues, creating larger and larger ordered 
domains, in the limit of vanishing p it is expected that the lattice ends up 
in one monodomain extending through the lattice. 
One might wonder why the nearest neighbor interaction used does not 
lead to a checkerboard pattern of density 1/2 at low p. The checkerboard 
pattern will, like the observed cubic pattern, minimize the interaction 
energy. However, the checkerboard pattern is unstable to perturbations. 
A particle displaced one site in the checkerboard pattern will produce a 
perturbation which propagates through the whole pattern, whereas a 
similar perturbation of the cubic pattern only propagates one-dimen-
sionally. 
3. DIFFUSIVE DESCRIPTION 
The lattice gas described above consists of repulsive particles moving 
around on the lattice. We will now attempt to describe the lattice gas from 
a macroscopic point of view by introducing a continuous model. The 
application of such a model to the discrete lattice gas model is only valid 
at a coarse-grained level, where the microscopic motion of the particles has 
been averaged out. The simplest possible description one can think of is the 
linear diffusion equation. In order to determine to what degree the diffusion 
equations offers an adequate description, we introduce a coarse-grained 
density n(r, /), which denotes the number density of particles, in a volume 
element around r at tirre /. We will concentrate on three properties, the 
power spectrum S{f) of :he total number of particles on the lattice, the 
spatial correlation function Qr, r'), and the lifetime distribution D{i). In 
order to calculate these quantities only the fluctuations in n(r, i) around its 
average value </i(r, /)> enter into the calculation. Thus the absolute value 
of </i(r, f)> is irrelevant and for convenience we will take this as zero. 
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The appropriate boundary condition on n(r, f) should be taken such 
as to mimic the boundary d 've on the lattice gas model. In the lattice gas 
model, the particle density at the boundary varies in a stochastic manner, 
which is characterized by the lack of long-time correlations. Thus, it is 
natural to apply a whs*. noise boundary condition on n(r, /). 
The diffusion equation should be solved in a bounded region Q, where 
Q= [0, L] x [0, L]. The side length L = Na0 is measured in units of the 
lattice spacing a0. Hence 
d
^ l =
 yVIniT,t) + p(T,t) ( re f l , />0 ) (5) 
«(r,f) = ^(r,/) (reS, />0 ) (6) 
where 5 denotes ''"' surface of Q. The Dirichlet condition consists of fixing 
;i(r, /) to take the v ilue >;(r, /), which is a white noise boundary term.5 
The solution to (S) and (6) can be expressed in terms of the 
appropriate Green's function G(r, r|r0, r0). The Green's function is the 
propagator to a pulse at r0 6 Q at time /„. The causality condition forces 
G(T, 11 r0, t0) = 0 when / < t0. 
The Green's function is a solution to the problem involving an 
impulsive point source 
^i l i l [ l2 i . , ^_ y v J ( ; (r , / |r 0 , / 0 ) = ^(r-r 0 )5( ; - / 0 ) (re i? , />0) (7) 
where the Green's function should be chosen to satisfy the homogeneous 
boundary condition G(r, /|r0, f0) = 0 when r 0 eS 0 or reS. 
The Green's function is now used to construct the solution for the 
particle density n(r, I) (see ref. 16, Chapter 7). Hence, in general, 
n(r, l) = f f G(T, I | r0, /„) p(r0, I0) dQ0 dt0 
+ f G{T,i\ro,0)n(ro,0)dQo 
+ yf f [G(r,/|r0f/0)V0/i(r0,/0) 
•'o-'s. 
- n(r0, t0) V0C(r, /1 r0, r0)] dS0 di0 (8) 
' Diffusion driven by a boundary noise was considered by Liu"0' in connection with I//noise 
in meials. See also the review by Duta and Horn."" 
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The first term in (8) represents the response of a volume noise term, 
which we will disregard because we are only concerned with-the deter-
ministic lattice gas model. The second term represents the effect of having 
an initial condition on n(r, r). This term can, however, be ignored, because 
we are only interested in ensemble properties, which we assume to be inde-
pendent of the initial condition. Finally, using the homogeneous condition 
of the Green's function, we obtain that the first part in the third term 
vanishes. Hence, 
«(r. 0 = - y f' f «(r0. /0) V0G(r, t| r0, t0) dS0 dt0 (9) 
The solution to (7) may be obtained by the method of eigenfunction 
expansion, whereby we expand the Green's function on the cigenfunctions 
to the Laplacian V2 on the domain Q subject to zero homogeneous Dirichlct 
condition, 
V2n(r) = Ai«(r) (10) 
The eigenfunctions and eigenvalues are obtained by the method of separa-
tion of variables.",) Hence, 
2 . nmx . nny Vfnms} /n*\2"| , . .» 
u ^ s m — s m - , ; _ = - ^ T J ^ T } J ( , ,) 
where the indices m, n take the values (m, n= 1,..., oo). The Green's func-
tion can now be obtained by expanding G(r, r|r0, r0) on the eigenfunctions 
(II), and (he Green's function can now be written 
m ae 
G(r,r|r0,f0)= £ £ umK(x)unm(t0)tx9iyXmH(i-t0)^9(t-t(t) (12) 
where 6{i) is the Heaviside step function, included to force C = 0 when 
t < i0. The Green's function (12) is now to be substituted into (9) to get the 
formula for n(r, t). The noise term t\(t, t) is separated into four parts, 
rj'''(r. 0. where i' = I,..., 4 corresponds to the four boundaries of Q. 
After evaluating the gradient of the Green's function and simplifying 
the expression, we obtain 
« ( r , 0 = - y I £ HmB(r)rt/roexp[yA(W,(r-fo)]0(/-/o) 
x { £ dx0 sin ( ^ ( f ) ['/'"(To. 'o) COS(IK) - if««»|ro. *.)] 
x £ dy0 sin ( ^ Y " j ( Y ) ["'"('o.<o) cos(m«) - ,,<>„, #,)]} 
(13) 
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Now we are in a position to calculate the power spectrum and other 
quantities. It is importani to recognize that (13) is generally valid for 
any boundary drive ij(r, f), though here we restrict this to indude only 
white noise. This assumption can easily be stated in terms of the correlation 
function between the individual noise terms. We will assume that the noise 
terms are uncorrected in space and time, in correspondence with the 
boundary conditions for the deterministic lattice gas model, with zero 
average: 
Wit. I) * " V . /')> = Ai9S(r- r') 6{t -f) (14) 
<V,(r.O>=0 
where < > denotes an ensemble average. The ensemble average is 
performed by considering a huge number of independent realizations of 
the white noise term ij'"(r.') The ensemble average is as usually converted 
to a time and space average. Thus, for any function /(r, t), the average 
</(r, ')> is calculated from 
</(r,0> = i f dQ lim ^Cdt/it.t) (15) 
The functional form of ij'''(r. t) is not given a priori, but is chosen to 
match our needs. The actual form of ir'"(r.') w e choose is 
*«"(r.O- I f !> .0 
(16) 
rj^r.D^Sir-T^Jt £ 5(t-ft)-pi(x-r") 
*-o 
where At is our time unit. The expression (16) is very appealing physically, 
and we will explain it in the following. Consider a specific lattice site along 
the border /, rJ/\ where the index n picks one of the N possible choices. The 
noise term acting on this site is termed »jj,"(r, l). The time sequence [ft] 
{k = 0,..., oo) is selected in such a way that on average p elements from trie 
series fall in each time interval cf duration At. If we neglect the term 
p<5(r- rj,'') in ^''(r.'). this corresponds to a particle entering the lattice site 
rj," exactly when i = ft. [The term containing p could be neglected in the 
whole analysis, but is included here such that the average value <rj"'(r, 0> 
is zero.] This choice is a matter of convenience, and is valid because we 
only consider the fluctuations in «(r, /). The form of the noise term »»"'(r, t) 
is just a sum over the individual noise terms fj'„"(r, i) acting on the lattice 
sites. 
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The amplitude factor A in (14} controls the number of particles which 
enter the lattice over the rim and is calculated by substituting (16) into 
(14), using the definition of the average given by (15). By applying 
CampeH's theorem,"" we obtain 
3.1. Power Spectrum 
The power spectrum S(f) of the total number of particles is evaluated 
from Fourier transformation of the integrated particle density given by 
tf(w)=f" dtcxp{iwi)\ dQn[t,i) (18) 
By substituting (13) into (18), we obtain 
x £ dyo sin ( ^ p ) ( ^ I ) [f,2,(r„ r0) + 1,4,(r„ f0) ]} (19) 
where the summation symbol £ ' denotes that the sum indices in (19) are 
restricted to odd values. Further, we have changed the upper limit in the 
i0 integral from t to oo, which is allowed because of the Heaviside function 
in (13). The power spectrum S(w) is obtained from 
S(w) J(w-ai')=<iV(w)iV*(ai')> (20) 
The delta function in the definition (20) represents the dc component of 
N{[). The ensemble average is handled by (14), whereby we obtain 
<Af(o>)Af*(co)>=— L L L L 
It should be recognized in (21) that the summation indices m2 in the first 
part and n} in the second part collapse because of the orthogonality 
relation of the eigenfunctions. 
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The occurrence of the prefactor I/a« in (21) results because the 
integral over W o . 'o) b a •"* integral, while the boundary aobe is a 
particle density. This b treated by averaging ij'"(r#, r#) over one lattice 
unit a,,. 
The next step is to introduce the eigenvalues (II) back into (21). After 
some algebra we get 
5 M =
 ~^TL?, faX.£,»i + mJ-iwLVEv) 
{Z>ml + n]Lw7)] (22) 
The summation can now be evaluated using the identity"7' 
S*) Z. 1 * (*<J \ (23) 
As can be seen from (22), the summation (23) occurs together with a 
summation of the complex conjugate. Putting everything together, we 
obtain 
er i ****-** f j 1 
" . - . - , «
2
 ("'4 + « 2 L 7 K V ) " 2 
To continue with the calculation, we introduce the notation 
' J\ in 
_ f . uoL2y 
(25) 
where Re and Im are the real and the imaginary parts, respectively. 
It should be recognized that um and vm are both positive. By introducing 
(25) into (24), we obtain 
MAL'n 2 . J 1 cosh(gp„)-cos(gH„) 
a0 J:, m1 [m* + « J I 4 / * Y ) W cosh(*0 + cos(w# J 
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The minimal value of t . occurs for <u = 0. which makes I . S M L Thus. 
cosh(xr_)^cosh(wii)M; this means that, to a food approximation. 
we can disregard the term cos(xu.) in both the numerator and the 
denominator: 
n v 6*xAL> Z. I 1 W38
~^r.?ln?c^-n^L>v)w (27) 
It now turns out that only the first term m = I in (27) contributes 
significantly to the sum, because of the rapidly decreasing term l/m1. 
Substituting the formula for A in (27). we can write the final result for 
the fjwcr spectrum as 
MxOpJt 1^  5(«) = f . . . „,.,_.
 lxlli (2S) 
which compared to (26) is accurate to within 15%. We define a 
characteristic frequency a, from (28) that will be especially important in 
our subsequent discussion of our computer simulations: 
"©" 
From (28) it follows that for a><*a>r, S{w) is almost constant, which 
gives rise to while noise, while for m>w„ we obtain S(o») <x I/at. Notice 
that 5(o = 0) scales with the volume of the system. This is to be expected 
on tb' following grounds. The average of the total number of particles on 
the lattice scales with the volume of the system; thus, <JV(r)> oc L1. Hence 
the fluctuation in N[i) is of the order of JN(t)~(,N{i)y"2 oc L The 
power spectrum is expressible as the cosine transform of <JA(r)2> (the 
Wiener-Khintchinc theorem'2") and is seen to scale with L2. 
It has been pointed out that I//noise would result from the driven dif-
fusion equation"2 '"; however, this case was for a semi-infinite system, 
which does not have the crossover to white noise at low frequencies. For 
our purpose, this finite-size effect is of particular importance because the 
crossover frequency is readily determined from our computer experiments, 
and the finite-size dependence can be checked. 
3.2. Correlation Functions 
We now turn to the discussion of the spatial correlation functions. The 
correlation between the particle numbers at position n(x, i) and at position 
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n(r'. /') is usually described in terms of the equal-time correlation function 
Or. r ) defined by 
C[r, r ) - <[iHr, f ) - <«(r. f)>][n(r*. t)- <«<r\ r )> ]> (30) 
where < >, as before, denote an ensemble average. Toe calculation of the 
correlation function is done in the same fashion as the evaluation of the 
power spectrum. The formula (30) can be simplified by noting that the 
particle density is constructed in such a way that <n(r. r)> = 0. Hence. 
C(r.r) = ^  £ I I Z „,*•„.»' z.„*"~.4')»-t4<') 
*•*• - , . 1 « j _ l „ _ l . , - , « | + * | + « 2 + * i 
x{[i+(-ir ,x-,+[i+i-ir ,> l«2u 
(31) 
In expression (31) it is necessary to introduce an ultraviolet cutoff 
corresponding to the smallest wavelength on our lattice, i.&, one lattice 
constant. This means that all sum indices takes values from I to N. 
Figure 3 is a plot of (31) for a system size of ;V= 33. We have fixed 
T = (L/2,L/2) to the center of the lattice, while r' = (.x, 1/2) sweeps the 
lattice horizontally. We see oscillations with a wavelength of one lattice 
unit; this comes from the fact that the sum has been truncated, leaving 
maximum intensity on the Fourier component, corresponding to the wave-
length of one lattice unit. 
At a larger scale we see variation, showing that the correlation func-
tion is larger when r' approaches the border. To understand this behavior, 








0 1 I« 21 M 35 
Fif, J. Spatial correlation function C(r, f) for N» 3J, where r is fixed to the center of the 
lattice and r* sweeps the lattice horizontally 
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depends on r', decreasing toward the center of the lattice. From this it 
follows that the fluctuation in the correlation function is damped toward 
the center of the lattice. At the center itself we see a small «"ak- In Section 
4 we present computer simulations showing a quite diffe' ' behavior. 
3.3. Lifetime Distribution 
The lifetime distribution characterizes the survival times of the par-
ticles on the lattice. It is defined as the ensemble average of the time each 
individual particle spends on the lattice. This is in general impossible to 
treat from a macroscopic point of view, because the path and lifetime of a 
particle are highly correlated with those of the other particles. In this 
section, we calculate the lifetime distribution from our diffusive description 
of the lattice gas model. 
The lifetime distribution can only be calculated in a probabilistic 
manner, that is, we treat the particles as if they were noninteracting 
random walkers. 
We consider a delta spike in (jr0, y0) at time t0 = 0 in the particle 
density and follow how the total particle probability leaks out of the 
domain Q. The lifetime distribution is calculated from 
D(I)=-J(\ dQn[r,t) (32) 
The expression (32) can be simplified by introducing the diffusion equation 
(5) for the partial derivative. Hence, 
D(i) = - y f dQ V2/,(r, /) = - y f dS • V«(r, I) (33) 
Jo Js 
The particle density n(r, i) to be substituted into (33) is the Green's 
function given by (12), where io = 0, whereby we obtain 
x ^ + ^expfy^OØd) (34) 
In our lattice gas model, particles enter over the rim, and the lifetime 
distribution is a simple average over all initial particle positions. To do this 
in Eq. (34) needs some care, because, by definition, the Green's function 
takes zero value on the surface S=dii. This means that D{i) would be 
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identically zero if we follow this path. To obtain a reasonable answer, 
we need to introduce the particle dose to the surface from the bulk. The 
obvious choice is to choose this distance as one lattice unit a«. The calcula-
tion, however, poses no difficulty. Hence, 
«r)-*TT I" r f - + -Y«P(7i-.0O(f) (35) 
*- • . i t . i \ * " / 
In the following we are only concerned with the asymptotic expansion 
of (35). Thus it is sufficient to obtain an approximate solstioc 
To proceed, the double sum for the lifetime distribution can be 
changed to a product of single sums. Define 
SAa)= £n'txpi-am2) (36) 
We will define a crossover time f„ which is simply given by t, = I/«,, 
where <a, is the crossover frequency obtained from finite-size scaling of the 
power spectrum (29). Hence the lifetime distribution (35) can be written as 
D{i)oc S-MiJSMiJ + SJlt/tf (37) 
The single sum (36) can be approximated by applying the Euler-Maclaurin 
formula.'5" Thus 
S.(r/r,) = ^ % ' e x p ( - ^ . T l ) d x + ^ e x p ( - ^ + *, (38) 
We have retained the leading correction, which is just the function 
.x* expi-ax1) evaluated at the boundary values of the integral, but we will 
disregard higher-order corrections /?, The integrals are all expressible in 
terms of the error function [rcf. 23, formula (3.461.5)]. Putting everything 
together, we lind 
D(/)ocexp(-2f/rrM//r,)-w (39) 
From (39) we see that there exists a region where the lifetime distribu-
tion follows an algebraic scaling law with exponent 1.5. independent of 
lattice size. This is due to the fact that the error function is slowly varying 
compared to the algebraic term. For times / larger than some characteristic 
value tt, the distribution falls off exponentially. This crossover comes from 
the finite size of the system and t, is shown to scale with the volume of the 
lattice. 
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4. RESULTS OF COMPUTER SIMULATION 
In this section we describe the results of computer snauhuoas of the 
deterministic lattice gas model introduced in Section 2. in the mathematical 
formulation of the model used in the computer simulaiiom we introduce a 
discrete variable r(r. r L which is analogous to the part»de density «<r. i) 
used in the diffusive description. Let r(r. i)« 0 if the lattice site r »{i, j) at 
time r is empty: otherwise we set r{r. t)» I. The individual particle path 
through the lattice will be denoted rifL Thus the partkfc enters at the 
boundary at position rfr «0L The particle then diffuses around and at a 
later moment C is annihilated. The time t is termed the lifetime tit the 
particle. 
4.1. Diffusion Constant 
In the description of the continuous model of the lattice gas. there 
enter two parameters: the amplitude of the white noise A, which was 
discussed in Section 3. and the diffusion constant 7. The lattice gas model 
has. however, only one free parameter, p. Thus we expect that 7 is some 
function of p. 
We have calculated Ihe tracer diffusion coefficient D by measuring the 
ensemble average of the mean square displacement R2{i) of the particles, 
**<»)-< MO - i t ' -O)] 1 ) (40) 
which was shown to scale linearly with r. The linear behavior was found for 
all values of p and we obtained D\p) <XL p. This result suggests that the 
individual particles in the lattice gas move as ordinary random walkers; 
only the tracer diffusion constant is affected by changing p. 
It is important to distinguish between tracer diffusicn and cotttcine 
diffusion. The diffusion constant entering the diffusion equation is the 
collective diffusion constant 7. It is defined as the proportionality constant 
between an infinitesimal density gradient applied to the system and the 
response in the particle current. 
In our computer simulations, an estimate for 7 has been obtained by 
considering the lattice gas model with periodic boundary conditions in Ihe 
y direction and introducing a density gradient by applying different p at the 
two remaining boundaries. This effectively reduces the dimensionality of 
the system to one dimension. For p= 10"' at the left-hand side and p « 0 
at the right-hand side, the lattice gas entered a steady state where the den-
sity across the system was found to drop linearly. By measuring the average 
particle current through the system per time step J and the density gradient 
V/i, we can determine 7 by y = J/{ffVn), where N is Ihe linear extent of the 
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lattice. The diffusion constant 7 showed a considerable size dependence. 
For our largest system iV« I2S we obtained 7« 1.9. 
Reducing the boundary drive to »< I0~* on the left-hand side, we 
obtained a constant density throughout the buftc. but with a density drop 
in the vicinity of the rightmost border. This result supports diffusive 
behavior for moderate boundary drives » ~ I0~*. while it predicts that in 
the limit of small p the diffusive description is not valid. This result vril be 
supported further in the succeeding sections, but for now it suffices to draw 
the parallel back to Fig. 2. which made it dear that the lattice gas showed 
qualitatively different behavior when p was reduced from # « I 0 ~ ' to 
• » 1 0 - 1 . 
4.2. Power Spectrum 
We have obtained the power spectrum by Fourier transformation of 
the time signal for the total number of particles on the lank*. In order to 
obtain sufficient statistics, it b necessary to perform an ensemble average 
containing several independent runs. Thus S i / ) is obtained by 
S / ) - ( | I ( l -if.')) «pl'2«/f)| ^ (41) 
The angular brackets denote averaging over many different tune scries. 
Figure 4 snows the power spectrum for the lattice gas for different 
lattice sizes where the boundary drive is fixed to »«10"'. The power 
spectrum satisfies an algebraic scaling law Sif) x I//', where the exponent 
/• = I. For the lattice of size I2S x I2S. the scaling region extends for over 
three orders of magnitude. The deviation from f « I is caused by our finite 
system size as well as a finite lime resolution. At high frequencies, the 
deviation is due to aliasing."" The low-frequency crossover to white noise 
is caused by the finite system size; as the system size increases, the 
crossover frequency is reduced. [In Section 3.1 we calculated the power 
spectrum (28) from the linear diffusion equation. The result showed 
that the power spectrum should scale as 5 | / ) oc Iff for / larger than the 
frequency / , , which is in accordance with the computer simulations.] 
From (29) we see that/, should scale inversely with the volume of the 
lattice. The crossover frequency J, can be obtained from the numerical 
simulations in Fig. 4 by locating the characteristic frequency where the 
power spectrum exhibits a crossover from I// noise to white noise, as 
indicated by the small arrows on Fig. 4. Good agreement with the scaling 
relation is observed. 
The diffusion constant 7 which enters the diffusive description can be 
calculated by substituting numerical values for system size N and crossover 
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frequency/, into (29). The fact that/r satisfies the above-mentioned scaling 
relation implies that 7 is independent of system sac. Direct evaluation 
yields 7=1.4. 
In Section 4.1 the value of the diffusion constant was estimated inde-
pendently to be 7 = 1.9. However, the use of periodic boundary conditions 
will, in general, cause an enhanced panicle current because we have 
eliminated the noise from the horizontal borders, which makes it easier lor 
the particles to follow the stream. If the diffusive description is to be taken 
seriously, we should expect the difference between the two values to 
disappear in the thermodynamic limit. 
The value of the exponent fi depends on the strength of the boundary 
drive. In Fig 5 the lattice size is fixed to 16 x 16. while p is varied. As can 
be seen from the figure, the power spectrum scales as S(f) v. Iff0 at 
frequencies which are large compared to/ , . However, the exponent exhibits 
a crossover from ff » I for p>p. to 0 « 2 as the boundary drive is reduced 
from ø 3 I0~' to^»IO~*. 
This result cannot be explained from the diffusion equation, where we 
obtained an exponent fi = I independent of the free parameters 7 and A. 
Thus, when p is red'^ ced below p* \0~\ the diffusion equation does not 
offer an adequate description of the lattice gas. This conclusion supports 
the previous observation that the collective diffusion constant was ill 
defined at small p values. 
The dependence of the crossover frequency / , on p can be obtained 
from Fig 5. The ac^over frequency is determined as before and we have 
indicated / , with small arrows; we get / , oc p. which is to be expected on 
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Fig. 5. Power spectrum S{f) for the deterministic lattice gas model. The boundary drive is 
varied between p= 10"' and />• I0~4. Note that the critical exponent exhibits a crossover 
Trom /?» I to /?*• 2 as the boundary r ive vanishes. In all simulations we have used a 16 x 16 
lattice. 
the following simple-minded argument. We consider a situation where we 
reduce the boundary drive from p, to p2. Thus the number of particles 
which are introduced into the lattice is reduced by this ratio pjp,. If we 
now assume that the qualitative behavior of the lattice gas is unaffected, 
this reduction can be thought of as redefining our time unit by the recipro-
cal of this ratio. From this the frequency dependence of p follows. It is 
interesting that/, continues to be proportional to p with the same propor-
tionality constant through the region where 0 changes from 1 to 2. 
4.3. Lifetime Distribution 
To investigate why the exponents change so dramatically with p, we 
have calculated the lifetime distribution of the particles. The lifetime dis-
tribution is obtained by labeling the particles and following them through 
each iteration. We record the number of iterations each particle survives in 
a subsystem of the lattice and calculate the histogram. Thus, if the particle 
trajectory is given by r(/), where r(r = 0) e dQtvb, we set t = 0 when the par-
ticle enters over the boundary of the subsystem; the lifetime of the particle 
is defined as f' = max{« | r(/)eC„,b}. In the numerical simulation, there is 
no need to average over independent runs, because the system itself is 
self-averaging, in the sense that new particles are continuously supplied at 
the boundary, which are incorporated in the statistics. 
It is important to use a subsystem, because the activity at the bound-
ary is much higher than in the bulk, due to the white-noise boundary 
condition. This will overestimate D(t) for small values of I and lead to a 
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too high value for the a exponent.4 It should be recognized that the use of 
subsystems is a computational trick to mask out the initial transient 
behavior and that the correct a exponent would show up for large system 
sizes. In all simulations the subsystem chosen is Q . 
= [L/4, 3L/4] x [1/4, 3L/4]. ,ttb-
Figure 6 shows the lifetime distribution D[t) for different subsystem 
sizes when the boundary drive is fixed to p = 10"'. We observe that D(t) 
follows a power law D{t) <x 1//* when t is smaller than some crossover 
time constant te, which is indicated by small arrows. 
For ; larger than /, we see an exponential decay. The exponent a 
approaches a constant value at = 1.5 independent of the lattice size, and 
shows some transient behavior for the small systems. [In Section 3.3 
we calculated the lifetime distribution (39) from the linear diffusion equa-
tion. The result showed that the lifetime distribution should scale as 
D(t) oc 1/f3'2 for / less than tc, while D(t) should decay exponentially for 
t larger than tc, which is in accordance with the computer simulations.] 
In Section 3.3 we defined i r=l/w f . Thus the crossover time tc is 
expected to scale with the volume of the lattice. From the inset of Fig. 6, 
we see that this is indeed the case. 
In the following we examine the consequences of reducing the 
boundary p on the lifetime distribution. 
* This effect leads, unfortunately, to an overestimate of the a exponent. See reft. 6 and 24. 
The power spectrum of the number of particles within the subsystem has the same scaling 
exponent as for the number of particles on the whole system. 
logioit) 
Fig. 6. The lifetime distribution D[i) for different subsystem sizes, with a fixed boundary 
drive of/7» 10"'. The lifetime distribution scales as a power law with exponent J - 1 . 5 for 
i<t„ while for i > t, we observe an exponential decay. The inset shows the size dependence 
on the crossover time t,. 
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Fig. 7. The lifetime distribution 0(f) for a 16x16 subsystem shown for different values of p. 
Figure 7 shows the lifetime distribution Tor a subsystem of size 16 x 16 
for various values of p. For p- 10"' we observe that the lifetime distribu-
tion scales according to a power law D(t) oc l/t' with exponent a =1.5. 
This suggests that the particles diffuse through the lattice asymptotically as 
independent random walkers. 
Forp in the range pe [10~2, 10"J] the scaling behavior vanishes and 
D(t) develops a peak contribution at short lifetimes and a bump at inter-
mediate lifetimes. When p is reduced further to belowp = 10"\ the lifetime 
distribution again displays power law behavior, however with an exponent 
which is slightly higher that before. By increasing the system size, the 
qualitative behavior for pe[10~2 , I0"J] does not cnange, while the <x 
exponent for p=10~* retains its original value a =1.5. The results for 
pe [I0~2,10"3] is probably due to finite-size effects and we believe that 
<x= 1.5 should hold independently of p. 
4.4. Correlation Functions 
The equal-time pair correlation function is defined analogously to 
(30), only the particle density n(x, /) is substituted by r(r, /). Hence, 
C(r, r')= <[r(r, / ) - <r(r, f)>][z(r\ t)- <z(r', /)>]> (42) 
The computer simulation poses no complications, except that good 
statistics is needed. We only consider the case where r is fixed to the center 
of the lattice, while r' is allowed to move horizontally through the lattice. 
We have simulated the correlation function for the lattice gas for a lattice 
of size 33 x 33 for three different boundary drives, p = JO"', p= 10"2, and 
p= 10"\ In the case of the correlation function it is important to use an 
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odd number of lattice sites in the system. This comes from the fact that the 
boundary conditions on a finite lattice must be such that the four ordered 
structures of cubic symmetry can exist as a monodomain on the lattice. 
The results are shown in Fig. 8. The correlation function is seen to be 
symmetrical around the center of the lattice, which reflects that our system 
has inversion symmetry. From our central peak, the function oscillates 
from even to odd lattice sites with a decreasing amplitude. This behavior 
is expected on the following grounds. Assume that the site at the center is 
occupied, z(Ljl, 1/2) = 1. Thus, the particle is part of a particular domain 
of cubic symmetry. The characteristic size of the domain is called the 
correlation length £. As we let r' scan horizontally through the lattice, the 
correlation function will reflect the cubic symmetry of the ordered domain. 
In a simple theory we would expect the correlation function to exhibit 
an Ornstein-Zernike type of behavior,'"' where the amplitude of the 
correlation function is exponentially damped as exp( — |r — r'|/£). 
The oscillatory behavior is, however, different for the three boundary 
drives. For p= 10"' the oscillation is damped after approximately 4 = 2 
lattice sites, while for p=10"2 the correlation function continues to 
oscillate all the way from the center of the lattice to the border: this 
corresponds to a long-range order of particles sitting in a regular grid, in 
accordance with our discussion in Section 2. This feature is even more 
pronounced for p = 10"\ where the amplitude is larger. 
The general behavior of the correlation function for different values of 
the driving Held p thus resembles the situation one would expect for a 
thermodynamic system, where the driving Field is substituted by the 
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Fig. 8. Spatial correlation function C(r, r') for the deterministic lattice gas model. The 
boundary drive is varied between />» 10"' and />- 10"'. In all simulations we have used a 
33x33 lattice. The correlation functions (orp- 10*' and/?- I0~'are displaced vertically by 
0.3 and 0.6, respectively. 




Diffusive Description of Lattice Gas Models 675 
interpreted as a phase transition. We will return to this point in the next 
section. 
In Section 3.2 we calculated C(r, r') from the diffusion equation. 
Returning to Fig. 3, we see pronounced oscillations, with a wavelength of 
one lattice constant. The origin of these is, however, completely different, 
as explained. The similarity between the two correlation functions is, apart 
from the central peak, merely accidental and we are led to the conclusion 
that we cannot pursue the diffusive description to account for the fine 
details in the lattice gas model. 
4.5. Structure Factor 
We have seen in Section 4.4 that the diffusive description of the lattice 
gas is invalidated for p<pc, where we have estimated pt to be irrthe range 
pce [I0~2 ,10"']. If the crossover in the critical /? exponent is associated 
with a kind of phase transition at p-pt, this should be detected in the 
structure factor. 
The structure factor 5(q) is defined as the Fourier transform of the 
density-density correlation function C(r, r'), 
S|q) = i l I « P t - ' ' 2 « q ' ( r - r ' ) ] C ( r , r ' ) (43) 
* r t' 
The structure factor 5(q) can in principle be evaluated for all q vec-
tors, but if the finite system Q is extended to infinity by means of periodic 
boundary conditions, it can easily be shown that only the ^-vectors 
q = {h/L,k/L), where (A = 0,..., N) and (k = 0,..., N), give a nonzero 
contribution to the structure factor. 
In the computer simulations it is more convenient to formulate the 
structure factor in a slightly different way. Following ref. 25, we obtain 
= ^ ( £ « P ( - ' 2 m r O z ( r , 0 ^ (44) 5(q) 
The formation of domains of cubic symmetry should show up as a 
peak in S(q) for q = (1/2,0). Thus, it is sufficient to calculate 5(q) for a 
scan along the q„ axis. The results are shown on Fig. 9 for a 33 x 33 system 
with p= 10"', p= I0"2, andp= 10"J. This corresponds to the parameters 
used in Fig. 3. The solid curves through the data points represent a least 
square fit to a Lorenz function. From the fit we obtain the full-width half-
maximum w of the peaks. The correlation length { can be estimated from 
tv by { = l/w. 
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Fig. 9. Structure factor for a 33 x 33 lattice for different values of p. The structure factor S(q) 
shows a diffuse peak around q » (1/2.0). The width of Ihe peak decreases^tith p, indicating 
that as p — Q, larger and larger domains form. 
From the results we see that there is a dramatic increase in the correla-
tion length, from p= 10"' (£~2) top=10" 2 (£-25). Forp^lO"3 the 
correlation length exceeds the system size. 
For a thermodynamic system undergoing a second-order phase trans-
ition, the correlation length diverges as T-* Tt. Thus, for a finite system we 
expect the correlation length <J(7") to obtain its maximum value for T= Tc. 
From Fig. 9, we see that the correlation length continues to increase as p 
is reduced below pr, which indicates that the phase transition occurs at 
p = 0 and not at p-pc. 
This implies that the crossover is not induced by a phase transition, as 
we know from the standard theory of critical phenomena, but rather by the 
dynamics, as will be explained in the next section. 
4.6. Crossover 
The change in the fluctuation spectrum from a 1//spectrum to a \/f2 
spectrum occurs as the density n = n(p) on the system becomes so small 
that system loses its dynamical connectedness across the lattice. The den-
sity as a function of the introduction probability p can easily be estimated. 
In steady state, the in- and outflux of particles over the edge are equal. The 
probability for a particle to enter the lattice is, to leading order, p(\ -n). 
First, the particle should enter an edge site, which happens with probability 
p. In order for the particle to be able to move from the edge site into the 
lattice, the neighbor site has to be empty; this occurs with probability I - n. 
The probability for a particle to leave the system is, to leading order, equal 
to n(\ -p)n. The particle has to sit in a site next to the edge site; this give 
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us one factor n; furthermore, the particle has to have a nearest neighbor in 
the direction onto the lattice, which is there with probability n, and finally 
the nearest neighbor site on the edge should be vacant, which gives another 
factor 1 — p. 
The solution n(p) to the equality p(\ -n) = n2(\ -p) is plotted in 
Fig. 10, together with the measured density. One observes that the density 
converges to a value of about 1/4 as p becomes smaller than about 10"'. 
At this density, no particle needs to have any nearest neighbor, and hence 
the particle system cannot lower its density further by its own repulsive 
interaction. The particle system is not able to support density waves across 
the system for these low densities. 
In order to quantify this crossover in the dynamical connectedness, we 
have measured the distribution of damage clusters of the system as a func-
tion of p. The damage clusters are defined as follows. The system is first 
taken into the stationary state. Next two parallel runs are made from initial 
configurations which only differ by the location of one single particle which 
has been placed in one of the edge sites. The system is simulated a number 
of time steps equal to the linear size N of the lattice. This number of time 
steps will suffice for allowing a perturbation to transverse the system if 
a dynamical connection exists across the lattice. By comparing the two 
runs, we are able to identify the number s of lattice sites which have been 
influenced by the extra particle. These sites define a damage cluster of 
size s. During these N time steps, no particles are allowed to leave or enter 
the system over the edge. 
By repeating this procedure, we can measure the size distribution D(s) 
of the damage clusters. Figure 11 shows a semilogarithmic plot of the dis-
Fig. 10. The densily <n(/>)> as a function of (he boundary drive p from computer simulation 
and analytical calculations. 
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Fig. 11. The size distribution D[j) of damage clusters shown on a semilogarithmic plot for 
the boundary drive p = 10"' and p = 10"1. The system size is 32 x 32. The main contribution 
to the distribution is shifted toward lower cluster sizes as p is reduced, signaling a crossover 
in dynamical connectivity. 
tribution for two different values of p. The first distribution is measured 
with p= 10"2, which is in the low-drive region in the sense that the average 
density is about 1/4 and that the power spectrum exponent B is about to 
crossover from the value 1 to the value 2. The distribution exhibits 
approximately an exponential behavior. The other distribution is measured 
with p= 10"'. This distribution is very broad with support at cluster sizes 
all the way up to the total system sue. For this p value, /?= 1 and n(p) is 
slightly larger than 1/4. 
We have studied the size dependence of the average cluster size per 
time step s = (s}/N. The motivation for considering this quantity is as 
follows. If the whole system happens to be ordered in the cubic pattern dis-
cussed at the end of Section 2, a damage cluster is always of size JV. Hence 
s= 1. As soon as the system becomes connected, the number of sites in a 
damage cluster s{t) after / time steps may grow exponentially like s(t) -» a' 
with a equal to the average number of nearest neighbors, i.e., I < a < 4 . Our 
simulations show that in the small-p region, S stays finite at a value of 
order one as the system size is increased. Forp larger than 10"\ s grows 
with the system size. The nature of this crossover is the subject of current 
investigations. 
5. THE PERIODIC LATTICE GAS MODEL 
The periodic lattice gas model is defined in analogy with the previous 
lattice gas model, with the exception that the open boundary is substituted 
by periodic boundary conditions. In this manner we obtain a pure model, 
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without a surface, and with translational symmetry, both vertically and 
horizontally. The total number of particles is conserved, and it should be 
noticed that when <z(r, f)> $0.5, there is a possibility that the activity 
stops, because no particle repels any other. However, this is not likely to 
happen, and was only observed for <r(r, i )><z f , where zc»:0.3. The 
situation <z(r, »)><rr is trivial in the sense that the density is so low 
that no density fluctuations can be supported, due to the lack of dynamical 
connectivity in the system. 
The power spectrum S(/) is calculated as the Fourier transform of the 
total number of particles inside a subsystem, while the lifetime distribution 
is calculated as before. The size of the subsystem is chosen to be Qtub = 
[Z./4, 3L/4] x [Z./4,31/4]. The results for the power spectrum are shown 
in Fig. 12, while the corresponding results for the lifetime distribution arc 
shown in Fig. 13. In the simulations we used a fixed particle density 
<z(r, /)> = 0.3, which corresponds to the density for the boundary-driven 
system at p= 10"', as can be seen from Fig. 10. 
It follows that both S(f) and D(t) for the periodic lattice gas model 
display power law scaling with exponents corresponding to the case p>pc 
for the boundary-driven model. Further, the exponents proved to be 
independent of the particle density [<r(r, 0 >>*,]-
The correlation function C(r, r') has been calculated for <z(r, /)> > zt. 
The results are compatible with those for p>pt. 
The observation of l/f fluctuations in the particle number of a sub-
volume in the completely deterministic periodic lattice gas raises some 
questions about the applicability of our analytic description. If we assume 
that the observed power spectrum also in this case is a consequence of 
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Fig. 12. Power spectrum S(f) for the periodic lattice gas model for different subsystem sizes. 
The density of particles is fixed to <i(r)> -0.3. 
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Fig. 13. The lifetime distribution 0(f) for the periodic lattice gas model for different 
subsystem sizes. 
system effectively produces a white noise drive of the r(r, /) at the bound-
ary of the subsystem. [This is certainly consistent with the numerically 
observed spectrum of the boundary values of z(r, t), but the power spec-
trum of the local quantity z(r, r) for some fixed r always numerically 
appears to be white.] However, since the boundary is arbitrarily chosen, a 
white noise boundary condition for the subsystem seems to be equivalent 
to a white noise bulk term in the diffusion equation. This lead to an 
inconsistency, since we know that a white noise bulk term produces a \//in 
spectrum. We have not yet been able to argue in a convincing way for the 
form of noise terms to be included in the Langevin equation describing 
periodic lattice gas. 
We should also like to mention that we expect that the fluctuation 
spectrum of a gas of interacting particles which are allowed to move 
continuously in space will exhibit \/fV2 as soon as the particle trajectories 
become chaotic. The restriction to a discrete lattice hinders the lattice gas 
particles from developing truly chaotic trajectories, although, as indicated 
by the lifetime distribution, the particles do behave at long times as 
random walkers. This point is currently under investigation by the use of 
molecular dynamics simulations of particles moving in the continuous 
plane. 
6. CONCLUSION 
We have presented a detailed analysis of 1// fluctuations in a lattice 
gas in which particles move according to deterministic rules. Two realiza-
tions of the model have been studied: a completely deterministic periodic 
model and an open system with a stochastic drive at the boundary. In both 
Riso-R 734(EN) 211 
Diffusiv« Description of Lattic* Gas Models M l 
models we observe a Iff power spectrum for the density fluctuations within 
a subvolume. 
The simulation results were compared to analytic results derived from 
a macroscopic Langevin description in terms of a simple diffusion equation 
subject to a white noise boundary condition. It is important to emphasis 
that this description docs not include any fluctuating bulk source term. 
The Iff spectrum found in the case of deterministic dynamics is in 
contrast to results for lattice gases driven by Monte Carlo dynamks. The 
density fluctuation spectrum for such models has previously been found to 
exhibit a power spectrum which scales as I//"1.'*' Such fluctuations can be 
described by the use of a diffusion equation in which a conserving bulk 
noise term is included."420' 
Although the deterministic and the stochastic lattice gases have 
different density fluctuations, the individual particles do, in both cases 
asymptotically, perform ordinary random walks. The difference between 
the two models consist in different correlations among the particles. In the 
deterministic model, the particles remain correlated, whereas in the 
stochastic case, correlations are lost with time. This shows up in the follow-
ing way. Strictly independent particles will fulfill the scaling relation 
a + /? = 3, where the lifetime scales as D(t)~ Iff and the power spectrum 
scales as S(f)~ lfff.'*> This scaling relation is found to be fulfilled for the 
stochastic lattice gas, whereas the deterministic gas has a = 3/2 and /?= I. 
It is interesting to investigate in more detail the connection between 
the microscopic dynamics and the form of the fluctuating source term to be 
included in an effective Langevin diffusive description. We have found that 
deterministic dynamics on a lattice is to be described without a fluctuating 
bulk source term. Docs this result change as the trajectories of the particles 
are allowed to be more complex? We would expect that interacting par-
ticles moving in a continuum will produce density fluctuations which need 
a bulk noise term in the effective Langevin equation as soon as the particle 
trajectories become chaotic. This issue is currently under investigation. 
ACKNOWLEDGMENTS 
H. J. J. is supported by the Danish Natural Science Research Council. 
T. F. is supported by the Danish Research Academy. 
REFERENCES 
1. J. L. Lebowiiz. Physiea I40A:232 (1986), and references therein. 
2. D. Forsier, Hydrodynamic Fluctuations, Broken Symmetry, and Correlation Function! 
(Benjamin, New York, 1975). 
212 Risø-R-73'I(EN) 
CS2 Fiig and J««s«n 
3 T Hwa and Kadar. Fnys. Iter. Lett. 42:1113 (I9f9). 
4 C. Crinsicui. D.-H. Ue. and i Sacfcde*. Pkjs. Her. Lea. 64:1927 (1990). 
5. Y.-C. Zhang. Phrnca A 119:1 (1990). 
6 H. J. Jensen. f*yj. itre. irrr. 64:3103 (1990). 
7. J. V. Andersen. H i. Jensen, and O. G. Mounded. Pkjn. Met. 0 4*439 (1991). 
I. P. Bak. C. Than*, and K. WiescnfcM. f*yt. Kern. Len. 59:311 (»•?). 
9. H J. Jensen. K. Christensen, and H. C Fogedby. « y x Ar. #4*7425 (19*9). 
10. S H. Lm. Pkfs. Mer. 8 I*:42l» (1977). 
II P. Duta and P. M. Horn. Jtr*. Mød. H n 53:497 (1911). 
t i H. J. Icmcn. Pknica 5 c ? « 43 59J (I99I). 
13 R. N. BraccweU. TV Fauner Trmaførm øml la AfpUmtmu (McGraw-H*. New York. 
19*6). 
14. G. Grtnstetn. T. Hwa. and H. J. Jensen. A n Ha. A 45R559 (1992). 
>S L Jacobs and C. Rebet. J. C-mø. Fnys. 41:203 11911X 
16. P. M. Morte and H. Feshbach. .Vrrnmfc øf Theøretkmi Fkpia (McGraw-HiB. New York. 
1953). 
17. G. O. Mahan. Afømy-Parikle Physics (Pknwn Press. New York. 1990). 
18 P. Duchatcau aad D. W. Zachtnann. farttal Differential C n m w (McGraw-Hill. 
New York. 1916). 
19. S. O. Rice, in Selected Popers øm fløde øml Støchmsiic frøeesses, N. Waa. ed. (Dover. 
New York. 1954). 
20. H. C. Fogedby er ol. Mød. Phys. Lett. $ S: 1137 (1991). 
21. D. K. C MacDonaid. Søist oml Fmctmmtiøas: An hurøømetian (WUrj. New York. 1962). 
22. M. Abramowiiz and I. A. Stegun. Hamlbaøk øf Mathematical Fmmcuans (Dover. 
New York. 1972). 
23. I. S. Gradshlcrn and I. M. Ryzftik. TøUe øf Integral*. Series, mti Praømtts (Academic 
Pre«. New York. I9S0). 
24 H. J Jensen. Mod Phys. Un. 5:625 (1991). 
25. H. E. Stanley. Introduction tø Urne Transitions ami Critical M r a w w (Oxford 
University Press. Oxford. 1971). 
Riso K 7.U(EN) 213 
Bibliographic Data Shaft R b o R T U ( E N ) 
fill«- .uul iuth.^UI 
()r-l.rin^ Phenomena and Non-equdibrium propertirs of Lattice Gas Models 
Thomas Fii* 
NT *>'»0 -1959-5 
Physirs Department 












Afrvir* I (Max WOOckar.) 
This report falb within the general field of ordering processes and non-equilibrium 
properties of lattice gas modefo 
The theory of diffuse scattering of lattice gas models originating from a random 
distribution of clusters is considered. We obtain relations between the diffuse part 
of the structure factor X*/(f). the correlation function C(r). and the sue distri-
bution of clusters P(n). For a number of distributions we calculate ^w(f ) exactly 
in one dimension, and discuss the possibility for a Lotentzian and a Lorentzian 
square lineshape to arise. 
We discuss the two- and three-dimensional oxygen ordering processes in the high 
7", superconductor YBa?CujO«+x based on a simple anisotropic lattice gas mod-
el. We calculate the structural phase diagram by Monte Carlo simulation and 
compared the results with experimental data. The structure factor of the oxy-
£•-11 ordering properties has been calculated in both two and three dimensions by 
Monte Carlo simulation. We report on results obtained from large scale compu-
lations on the Connection Machine, which are in excellent agreement with recent 
neutron diffraction data. In addition we consider the effect of the diffusive motion 
of metal-ion dopants on the oxygen ordering properties on YBajCuaQf+x . 
The stationary properties of metastability in long-range interaction models are 
studied by application of a constrained transfer matrix (CTM) formalism. The 
model considered, which exhibits several metastable states, is an extension of the 
Blume Capel model to include weak long-range interactions. We show, that the 
decay rate of the metastable states is closely related to the imaginary part of the 
equilibrium free-energy density obtained from the CTM formalism. 
V.V discuss a class of lattice gas model for dissipative transport in the framework 
of a l.angevin description, which is capable of producing power law spectra for the 
density fluctuations We compare with numerical results obtained from simula-
tions of a lattice gas model consisting of repulsive particles obeying deterministic 
dynamics, driven by a white noise boundary condition. 
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