Acquisition of 3-D anatomical structure in minimally invasive surgery is an important step towards intra-operative guidance. In this context, the rst prototype of a Time-of-Flight/RGB endoscope was engineered for simultaneous range and color data acquisition. Intrinsic and stereo camera calibration are essential to achieve an intuitive visualization of colored surfaces. Due to the early prototype stage, inhomogeneous illumination and low resolution (64×50 px) complicate the calibration signicantly. To overcome these challenges, we propose a fully automatic multiscale calibration framework using a self-encoded marker for checkerboard detection. A rst application demonstrates the feasibility of intra-operative measurement. Using our calibration scheme, we achieved a reprojection error of less than 0.7 px for the Time-of-Flight camera and 0.5 px of the RGB camera. Our framework eases calibration and enables future applications to use combined range and colored data.
Introduction
Minimally invasive procedures have become popular in the community of abdominal surgery [1] . Compared to conventional open surgery, minimally invasive procedures reduce post-operative trauma, scars and recovery time and thereby shorten hospital stays. Augmenting the conventional 2-D information with 3-D surface data enables novel medical applications, e.g. registration of intra-operative data with pre-operative information [2] , recognition of risk situations in 3-D [3] or simple metric measurements [4] . Three dierent approaches have been proposed for endoscopy to estimate 3-D surface information: Stereo vision, structured light and Time-of-Flight (ToF). In stereo endoscopy, the displacement of corresponding features in the images of two cameras is used to calculate depth information based on a disparity map [5] . However, this approach requires a set of corresponding features in both images and is computationally expensive. Recently, a rst prototype of a 3-D endoscope using structured light was proposed by Schmalz et al. [6] . This system provides no color information and thereby lacks an intuitive visualization to assist surgeons. ToF technology provides the ability to acquire a dense 3-D surface in real-time. In ToF imaging the scene is illuminated by modulated light. Range information is calculated by the phase shift between emitted and measured light on the chip. Additionally, the amplitude values of the measured signal provide a grey scale representation of the observed scene. In an initial approach, Penne et al. [7] replaced the conventional video camera of an endoscope with a ToF camera. To use the additional surface information in surgery a combination with conventional 2-D color information is required. This sensor fusion has been demonstrated for two individual devices [8, 9] and in particular for ToF endoscopy by Penne et al. [10] . Compared to those setups, our ToF and RGB sensor acquire data through a common optical system. This improvement allows to use a robust homographic mapping instead of exploiting the error-prone range information. Both mapping techniques require a calibration of the RGB and ToF sensor beforehand.
Conventionally, the corners of neighboring patches of a checkerboard pattern are used as features for camera calibration. Those feature points can be detected automatically with established calibration frameworks. For ToF endoscopy calibration is a highly recurrent task as besides an initial calibration a recalibration of the system must be performed each time the endoscope optics are changed. Due to inhomogeneous illumination in the ToF images, conventional checkerboard detection algorithms result in a high error rate. Since the RGB and the ToF chip do not share the same geometries both sensors need to be calibrated separately. Therefore, we use 2-D barcodes for feature point identication as proposed by Fiala et al. [11] . Conventional checkerboard detection systems have to identify the complete checkerboard in each image. Our approach uses the entire eld of view at all distances even if the checkerboard is only partially visible. For higher robustness in low resolution ToF images (64×50 px) we adopted the marker of Forman et al. [12] with a reduced barcode size of 3×3. The detected corner points are used for camera calibration to estimate the intrinsic and extrinsic parameters. In this paper, we propose a fully automatic camera calibration scheme for fusing 2-D color information with 3-D ToF information for 3-D endoscopy. We demonstrate that the resulting data can be used for metric measurement within abdominal surgery in an initial application. The paper is organized as follows: Section 2 describes the methods used for camera calibration and sensor fusion. Experiments and results are shown in section 3. Section 4 summarizes the whole paper and gives an outlook about future work.
Camera Calibration and Sensor Fusion
This section details our approach to ToF/RGB sensor fusion in detail. The chapter is split into three major aspects. Initially, we will describe the camera calibration using the self-encoded marker. Therefore, the marker detection and barcode identication process is proposed in detail. Once the cameras are calibrated, the sensor fusion is illustrated describing the generic ToF/RGB sensor fusion and the endoscope specic homographic mapping. The nal part of this chapter gives a small outlook on using the fused data for metric measurements within the human body.
Camera Calibration
Self-encoded Marker As proposed by Fiala et al. [11] barcodes can be used for feature point identication, which are also required for camera calibration. In our approach, we use a checkerboard marker with unique barcodes embedded in the checkerboard patches for a recognition of the feature points independently of the rotation of the entire marker [12] . The 2-D barcode is described by 3×3 blocks as depicted in Fig. 1(a) . Those small barcodes are recognized robustly even in low resolution images. All barcodes are embedded into a checkerboard patch and thus surrounded by a black border. The feature points for calibration are the checkerboard corners identied by the barcodes. Time-of-Flight Image Enhancement As we use an implementation of a pixel-accurate framework, upsampling the ToF images is the initial step. Next, a preprocessing of the amplitude images as shown in Fig. 2 (a) is required to compensate for inhomogeneous illumination. After resampling, we perform unsharp masking for local contrast enhancement [13] . As illustrated in Fig. 2 (c) the contrast was obviously improved after applying our preprocessing pipeline.
Marker Detection The marker detection process is depicted in Fig. 3 and demonstrated for a ToF amplitude image. For marker detection we use a binarized version of the ToF amplitude and RGB input image. Therefore, an adaptive thresholding technique is performed calculating the threshold individually for each pixel depending on its neighborhood. In order to retrieve the contours of each checkerboard patch, morphological operators are applied on the binary images to separate the blurred patches. Enhancing the detection algorithm proposed by Haase et al. [14] , we cope with inhomogeneous illumination in the acquired images using a multiscale approach. Within each scale an opening is performed, which is a dilation of the eroded image. Across multiple scales the number of erosions applied on the image before applying the same number of dilations denes the individual scale. The output of the morphological enhancement is used for contour detection as proposed by Freeman [15] to nd the checkerboard patches. Subsequently, a shape analysis is performed on all contours. First, the contours are approximated by polygons [16] and rejected if an approximation by four points is not achieved within ten iterations. Then, the contours are analyzed by their shape and length. Contours with a non-square shape or with an unexpected size are rejected. Finally, a clustering, similar to [17] , is performed across all scales to combine contours of dierent scales describing the same checkerboard patch.
Marker Identication The marker identication process is depicted in Fig. 4 . First, all detected patches are identied by their barcode. The barcode is calculated by dividing each patch in 5×5 blocks and analyzing the inner 3×3 blocks. The barcode is represented by a unique hash value calculated by the number of black blocks and their position. Subsequently, these identied barcodes are associated in a common structure describing their neighboring patches. The same structure is constructed for the ground truth image, respectively. To verify the identied barcodes each associated neighbor of an identied patch is compared to the ground truth neighbor. A score calculated by the validity of all four neighbors of each patch is nally used to reject a incorrect identied barcode. For the upcoming calibration process all identied checkerboard corners are then corrected with subpixel accuracy by gradient analysis.
Camera Calibration The previously identied checkerboard corners are utilized for camera calibration, subsequently. For estimating the intrinsic parameters the corners in all views are associated to their real world coordinates using prior knowledge about the checkerboard geometry. Following the approach of Zhang et al. [18] the focal lengths (f x , f y ) and the principal point (c x , c y ) assembling the camera matrix K ∈ R
3×3
are estimated. The matrix is calculated by minimizing the reprojection error using a Levenberg-Marquardt optimization. 
Sensor Fusion
Previously proposed approaches for ToF/RGB image fusion estimate the relative transformation using the extrinsic parameters of both sensors. First, the 3-D world coordinates are calculated with the ToF range data. Second, all 3-D points are transformed into the RGB sensor coordinate system and projected onto the RGB image plane. The relative transformation is described as:
where R ∈ R
3×3
denotes a rotation matrix and t ∈ R 3 a translation vector and the index denotes the modality. In our prototype both sensors acquire the scene through the same optical system. A beam splitter separates the incoming signal into nearinfrared light for the ToF chip and the residual for the RGB chip (see Fig. 6(b) ). Since ToF and RGB images share the same center of projection [19] , this allows us to use a homographic mapping for transforming a 2-D RGB pixel x RGB onto the ToF chip following the equation:
where H ∈ R 3×3 denotes the homography between both sensor planes. This homography is estimated within the calibration process using the extrinsic parameters of both sensors.
Measuring in 3-D
Fusing both ToF and RGB sensor data allows us to perform metric 3-D measurements within the human body more intuitively. The surgeon is now capable of picking points either in the 3-D mesh representation or in the color domain and calculate distances as depicted in Fig. 5 . Compared to Field et al. [4] the ToF surface mesh does not rely on features and therefore provides measurable points in a dense manner all over the observed scene. The intrinsic parameters of the ToF camera combined with the mapping described in Sect. 2.2 allow to transform 2-D RGB pixels x RGB into 3-D world coordinates X World for calculating distances. This calculation is given by:
where K ToF denotes the intrinsic camera matrix of the ToF sensor.
Experiments and Results
The following chapter describes the evaluation of our sensor fusion in detail. First, the experiments and the setup is specied. Second, all results of our evaluation are shown and discussed.
Experiments
Time-of-Flight/RGB Endoscope All experiments were performed using a 3-D endoscope prototype (Richard Wolf GmbH, Knittlingen, Germany). The prototype acquires ToF (64×50 px) and RGB (640×480 px) data simultaneously through one optical system at a frame-rate of 30 fps. ToF technology utilizes modulated light and is based on a phase measurement [20] . The phase shift between emitted and measured signals is then utilized to calculate a range image as well as a gray scale amplitude image of the observed scene as depicted in Fig. 2 . Furthermore, a ag image is delivered to indicate for each pixel if its measured range is reliable or erroneous. Nevertheless, most valid pixels show a low signal-to-noise ratio due to several error sources, e.g. temperature related or amplitude related osets [21] . Since our endoscopic system is in an early prototype stage, all experiments for metric measurements were performed in a phantom study with real instruments and a realistic liver phantom.
Calibration Data To enable a reliable evaluation the calibration pattern was observed from 100 dierent views. The views were shifted in all directions and acquired from dierent angles and thereby contain a varying amount of checkerboard corners. For evaluating the robustness of our calibration algorithm the reprojection error for a setup using 70 dierent views was calculated for both sensors in 30 repetitions. Furthermore, the focal lengths and the principal point were calculated for dierent numbers of views for 30 repetitions each. The views were chosen randomly from all 100 views without using any view twice within one repetition. Evaluating the barcode identication process was performed by labeling all images by an expert for ground truth data.
Sensor Fusion For sensor fusion evaluation we constructed a realistic medical scenario and used the generic mapping according to Eq. 1 as well as the homographic mapping according to Eq. 2. In order to obtain a quantitative comparison for both techniques the normalized mutual information (NMI) [22] was calculated as a similarity measurement using the RGB image and the amplitude image. A checkerboard representation of both input images as depicted in Fig. 8 shows qualitative improvements.
Measuring in 3-D The metric measurements were evaluated by virtually calculating the length of the tool tip using a point picker and comparing it to the ground truth data measured on the real tool, subsequently. This measurement was repeated for 30 successive frames acquired in a realistic medical scenario as depicted in Fig. 5 .
Results and Discussion
Calibration Data The advantage of our multiscale approach is noticeable in the rejection phase of Fig. 3 . On the last scale our algorithm was able to detect dierent patches compared to the rst. In terms of marker identication we achieved an identication rate of 92.7% for the RGB images. The small improvement for the RGB images is due to the fact that almost all completely visible barcodes were identied using the conventional approach. The residual were expert labeled barcodes that were only partially visible and thereby not identied by our algorithm. In terms of the ToF data, we improved the identication rate of the barcodes from 92.0% [14] to 96.4% using our multiscale approach. Partially visible barcodes are less an issue in the ToF images due to the fact that the expert was not able to identify those barcodes either. Note that all identied barcodes are veried beforehand. Therefore, no erroneous identied barcodes are retained for calibration. As shown in Fig. 7(a) increasing the number of dierent views and thereby increasing the amount of checkerboard corners for calibration improves the robustness of the intrinsic parameters. We want to point out that a number of 70 dierent views seems sucient to result in a reliable calibration output as all relative standard deviations result in less than 5%. For 30 repetitions using 70 images for calibration the mean reprojection error resulted in 0.63 px for the ToF sensor and 0.49 px for the RGB sensor. The reprojection error allows a rst interpretation of the quality of the estimated parameters, where a high reprojection error indicates that the parameters t poorly to the input data. On the other hand a low reprojection error combined with a huge collection of input data indicates high quality parameters. We managed to keep the reprojection error in subpixel domain for all input data. Comparing Fig. 7(a) and Fig. 7(c) leads to the conclusion that the RGB sensor allows less calibration images for robust results due to its better signal-to-noise-ratio and higher resolution.
Sensor Fusion As shown in Fig. 8 , the homographic mapping is independent of the error-prone ToF range values and, therefore, is more robust. The improved results are noticeable along the border of the observed tool and at the corners of the image where range data is usually less reliable. The NMI between the amplitude image and the raw RGB image resulted in 0.92. After naive mapping it is improved to 0.93. With our homographic transformation we achieved an NMI of 0.95. This leads to the conclusion that the initial misalignment of both input images is not huge, but can be improved further by our approach.
Measuring in 3-D The tool tip measured as depicted in Fig. 5 has a length of 20.0 mm.
Averaging the values using the range data for calculating this length resulted in a mean length of 18.0 mm with a standard deviation of 3.3 mm. This accuracy enables rough estimations within the human body. But due to the early development stage of this ToF/RGB endoscope, the accuracy is not yet sucient enough for assisting surgeons during minimal invasive procedures. Though, it demonstrates the feasibility of measurements with improved hardware.
Summary and Outlook
In this paper we presented an easy-to-use calibration technique for ToF/RGB sensor fusion demonstrated for a 3-D endoscope. We assembled a powerful framework that identies a self-encoded marker even on low resolution endoscope images. The framework identied more than 96% of all barcodes in the ToF images. Furthermore, the reprojection error of the ToF camera using our identied subpixel accurate checkerboard corners resulted in 0.63 px using 70 dierent views containing more than 1500 feature points. The fused output provides an intuitive visualization of the acquired data for the surgeon. Furthermore, it enables various applications where range and corresponding color information is needed. We proposed a metric measurement tool for calculating 3-D distances on the 2-D color and the 3-D range image. However, the data acquired by the ToF chip are still error-prone which shows the need for further hardware improvements.
Compared to Haase et al. [14] we added three major contributions. First, we enhanced the detection pipeline by a multiscale approach. Second, the conventional ToF/RGB mapping was replaced by a homographic mapping. Third, we showed the feasibility to measure metric distances with the fused data.
Henceforth, further applications benet from both range and color information to achieve more robust or more reliable results. Medical applications in particular, including 3-D instrument tracking or reconstruction of the whole abdomen by stitching dierent 3-D views, could be improved signicantly by using both color and surface data.
