In this paper, we concerned the existence of solutions of the following nonlinear mixed fractional differential equation with the integral boundary value problem:
Introduction
In this paper, we study the following integral boundary value problems of the mixed fractional differential equations under resonance:
where C D α 1-and D β 0+ are the left Caputo fractional derivative of order α ∈ (1, 2] and the right Riemann-Liouville fractional derivative of order β ∈ (0, 1], respectively, f ∈ C([0, 1] × R 3 , R), A(t) is a bounded-variation function, 1 0 x(t) dA(t) is the Riemann-Stieltjes integral of x with respect to A. From the Lemma 2.3 we know that problem (1.1) is resonance if 1 0 t β+1 dA(t) = 1. Due to the existence of solutions for boundary value problems of fractional differential equations widely used in applied science and technological science [1] [2] [3] [4] [5] , they have © The Author(s) 2020. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/. become a popular research field. At present, many researchers study the existence of solutions of fractional differential equations such as the Riemann-Liouville fractional derivative problem at nonresonance [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , the Riemann-Liouville fractional derivative problem at resonance [17] [18] [19] [20] [21] [22] [23] , the Caputo fractional boundary value problem [6, 24, 25] , the Hadamard fractional boundary value problem [26] [27] [28] , conformable fractional boundary value problems [29] [30] [31] [32] , impulsive problems [33] [34] [35] , boundary value problems [8, [36] [37] [38] [39] [40] [41] [42] [43] , and variational structure problems [44, 45] .
For example, Tang et al. [24] investigated the existence of solutions for the four-point boundary value problems of fractional differential equations
where D α 0+ denotes the Caputo fractional derivative with 1 < α ≤ 2. Zou and He [23] investigated the integral boundary value problem for resonant fractional differential equation
where D p 0+ is the standard Riemann-Liouville differentiation. Using Mawhin's coincidence degree theory, they proved the existence of solutions.
In recent paper [9] , the existence and uniqueness results for integral boundary value problem of two-term fractional differential equations
were considered by the Schauder fixed point theorem and the Banach contraction mapping principle.
Among several types of fractional differential equations found in the literature, the Caputo and Riemann-Liouville derivatives are studied separately in many cases. However, the study of resonant boundary value problems involving mixed fractional-order derivatives have not been extensively studied (see [26, 46] In this paper, we always suppose that the following condition is satisfied:
Preliminaries
In this paper, we first need the following necessary basic definitions.
Definition 2.1 ([2])
The left and right Riemann-Liouville fractional integrals of order α > 0 of a function g : (0, ∞) → R are respectively given by
where the right-hand sides are pointwise defined on (0, ∞), and Γ is the gamma function.
The left Riemann-Liouville fractional derivative and the right Caputo fractional derivative of order α > 0 of a function g ∈ C n ((0, ∞), R) are given by
and
respectively.
Lemma 2.1
Let α ∈ (1, 2] and β ∈ (0, 1]. For y ∈ C[0, 1], the fractional differential equation
has the general solution
Proof Applying the right fractional integral I α 1-to (2.1) and using the properties of Caputo fractional derivatives, we can obtain that
Applying the left fractional integral I β 0+ to this equation and using the properties of Riemann-Liouville fractional derivatives, we have
, then u is a solution of the fractional differential equation
By the boundary condition u(1) = 0 we have
Therefore
This process is reversible.
Let L : Dom L ⊂ X → Y be a Fredholm operator of index zero, where X and Y are two real Banach spaces, and let N : X → Y be a nonlinear continuous map. If P :
Let Ω is an open bounded subset of X with Dom L ∩ Ω = ∅. If QN(Ω) is bounded and K P (I -Q)N : Ω → X is compact, then we call the mapping N : X → Y L-compact on Ω.
Theorem 2.1 ([47] ) Let L be a Fredholm operator of index zero, and let N be L-compact on Ω. Assume that the following conditions are satisfied:
Then the equation Lu = Nu has at least one solution in dom L ∩ Ω.
We use the classical Banach space [22, 23] ). After further discussion for problems (1.1), we define two operators L and N as follows:
where
then we can write problem (1.1) as Lx = Nx.
Next, the following lemmas play an important role in proving the existence of solutions to (1.1).
Lemma 2.3
Let L be defined as in (2.3) . Then
By the boundary value condition u(0) = u (0) = 0 we can infer that c 0 = c 2 = 0. Consequently, (2.6) reduces to
.
Then, combining with the boundary value condition u(1) = 1 0 u(t) dA(t), we have that (2.4) holds.
If y ∈ Im L, then there exists u ∈ dom L such that y(t)
It follows from Lemma 2.1 and the boundary value condition u(0) = u (0) = 0 that
Thus we have
Using the condition u(1) = 1 0 u(t) dA(t), we obtain that
So we obtain that y ∈ Im L.
Thus the proof of
is completed.
Lemma 2.4
Assume that (H 1 ) is satisfied. Then the operator L is a Fredholm operator with index zero, and two linear continuous projectors P : X → X and Q : Y → Y are respectively defined by
Then K P is the inverse of L P = L| Dom L∩Ker P .
Proof For u ∈ X, we have
So P : X → X is a linear continuous projector operator with Ker P = Im L.
Since u = u-Pu+Pu, it is easy to see that u-Pu ∈ Ker P and Pu ∈ Ker L. Thus X = Ker P + Ker L. If u ∈ Ker P ∩ Ker L and so u(t) = ct β+1 , then we can conclude that (Pu)(t) = ct β+1 = 0, and so c = 0. Then
Take z(t) ≡ 1 for t ∈ [0, 1]. For y ∈ Y , we have
which implies that Q 2 = Q and Ker Q = Im L.
For y ∈ Y , y = y -Qy + Qy, we have Y = Im L + Im Q. Moreover, by direct computation we get Im L ∩ Im Q = {0}. Thus Y = Im L ⊕ Im Q. Therefore dim Ker L = dim Im Q = codim Im L = 1.
This shows that L is a Fredholm operator of index zero.
Next, we will prove that K P : Im L → Dom L ∩ Ker P is the inverse of L P = L| Dom L∩Ker P . In fact, for y ∈ Im L, we have
and for u ∈ dom L ∩ ker P, we know that there exists y ∈ Y such that
In view of Lemma 2.2, we get
which shows that K P = (L| dom L∩ker P ) -1 .
Thus the proof that K P is the inverse of L P = L| Dom L∩Ker P is complete.
By standard arguments we have the following lemma. 
Then
Moreover,
Proof Applying the left fractional derivative D β 0+ and D β+1 0+ , respectively, and using the properties of Riemann-Liouville fractional derivatives, we get
Consequently,
which, on taking the norm for t ∈ [0, 1], yields
Main results
In this section, we use Theorem 2.1 to prove the existence of solutions to IBVP (1.1).
To get our main result, we need the following conditions: 
Proof
Set
For u ∈ Ω 1 , since Lu = λNu and so λ = 0, Nu ∈ Im L = Ker Q, and hence QNu = 0.
Thus, By (H4) there exists t 0 ∈ [0, 1] such that
It follows from Lemma 2.1 and u(0) = u (0) = 0 that there exists c 1 ∈ R such that the function u satisfies
where the operator T is defined by (2.7). Applying the left fractional derivative D β+1 0+ to this equation and using the properties of fractional derivative, we get Therefore
This, together with Lemma 2.6, yields
Thus from (3.3) we obtain that
Therefore Ω 1 is bounded. Now we denote Ω 2 = {u ∈ Ker L : Nu ∈ Im L}. If u ∈ Ω 2 , then u = ct β+1 , c ∈ R, and it is easy to deduce that QNu(t) = 0. By (H2) we obtain |c| ≤ B. Therefore Ω 2 is a bounded set. Now we define the isomorphism J : Im Q → Ker L by J(c) = ct β+1 .
If ( where J is as before. Similarly to the previous argument, we can show that Ω 3 also is bounded.
Next, we will prove that all the assumptions of Theorem 2.1 are satisfied. Let Ω be any bounded open subset of Y such that 3
i=1 Ω i ⊂ Ω. By Lemma 2.5 K P (I -Q)N : Ω → Y is compact, and thus N is L-compact on Ω.
Clearly, assumptions (i) and (ii) of Theorem 2.1 are fulfilled. Finally, we will prove that (iii) of Theorem 2.1 is satisfied. Let F(u, λ) = ±λx + (1λ)JQNu. According to previous argument, we have F(u, λ) = 0 for u ∈ Ker L ∩ ∂Ω.
Thus by the homotopy property of degree we have Then by Theorem 2.1 Lu = Nu has at least one solution in dom L ∩ Ω, so that IBVP (1.1) has a solution.
