Abstract-We present a method for jamming a time-division duplex link using a transceiver with a large number of antennas. By utilizing beamforming, a jammer with M antennas can degrade the spectral efficiency of the primary link more than conventional omnidirectional jammers under the same power constraint, or perform equally well with approximately 1/M of the output power. The jammer operates without any prior knowledge of channels to the legitimate transmitters, or the legitimate signals by relying on channel reciprocity.
I. INTRODUCTION

R
ECIPROCITY-BASED
multiple-input multipleoutput (MIMO) refers to the subset of MIMO systems which rely on channel reciprocity: the fact that for a given frequency band, the channel response between two transceivers is the same in both directions. Perhaps the ultimate form of reciprocity-based MIMO is massive MIMO: a cellular wireless technology, conceived in [1] , in which the base station is equipped with hundreds or more antennas. Operating in time-division duplex (TDD) mode, the base station learns the uplink and downlink channels simultaneously from uplink pilots. The base station can then multiplex spatially, in the same time-frequency resource, to all active terminals and achieve a high spectral efficiency. Since 2010, several testbeds have emerged, and the basic technology is maturing, gaining both academic attention, e.g. [2] - [4] , as well as industrial attention, e.g. Terragraph and Project ARIES.
The introduction of software-defined radio, and mature hardware has turned jamming from a hardware to a software issue, making it readily available to almost anyone. Today anyone with access to the Internet, a few $100 and some technical know-how can create a jammer with the ability to jam LTE systems [5] , [6] . Jamming of GPS receivers [7] , or jamming of private/professional mobile radio systems [8] used by first responders have been observed, and can have drastic effects. Vulnerabilities in CDMA systems are discussed in [9] , while [6] , [10] , [11] discuss options of jamming mitigation in OFDM systems.
A. Prior Work
In broad terms, the jamming literature can be divided into two categories: jammers without any information about the legitimate system or channel state information (CSI), and jammers with CSI and/or information about the legitimate signal. It has been shown that in the former case, barrage jamming and omnidirectional jamming are optimal [12] - [17] . In the latter case, more effective techniques can be used [13] , [15] - [19] . For example, if the jammer has CSI and knowledge of the structure of the legitimate signal, the jammer can beamform noise to the target or focus jamming on the training phase of the legitimate link to increase jamming performance. As a jammer and a legitimate transmitter can naturally be seen as two non-cooperative opponents, jamming problems are sometimes analyzed using a game-theoretic approach [20] - [23] .
In the reciprocity-based MIMO context, physical layer security has been studied with both passive and active eavesdroppers, see [24] for an overview. Zhu et al. [25] study a passive multi-antenna eavesdropper in a multi-cell setup. Moreover, jamming of massive MIMO systems has also been analyzed for some specific scenarios [26] - [28] . In [26] and [27] , massive MIMO technology is used to mitigate jamming, and Pirzadeh et al. [28] discuss the scenario where a single-antenna jammer aims to degrade the performance of a massive MIMO base station as much as possible.
B. Specific Contributions
As opposed to other multi-antenna jammers using perfect CSI or knowledge of the legitimate signal in order to device a potent jamming strategy [15] , [17] , [18] , [20] , [21] , [29] - [31] , our proposed jammer does not rely on prior knowledge of the channel state, or of the legitimate signal, but is able leverage the reciprocity inherent to TDD-systems to estimate the channel to the target, outperforming an omnidirectional barrage jammer. The jammer only has limited knowledge of the legitimate link: an upper bound on the maximum excess delay (number of taps) of the frequency-selective channel, the carrier frequency of the legitimate link, and the time duration of each transmission slot (all of which could be estimated, but are assumed to be known here). Throughout the paper, we assume that the legitimate transmitters use Gaussian codebooks, for which every transmitted sample is equally important. In practice, the transmitted block is typically composed symbols of different importance, for example pilots and payload data. In that case, targeting the pilots with the jamming can be an effective strategy, see [17] , [18] , [28] . However, in order to target the pilots specifically, additional information about the signal transmitted by the legitimate system would be needed. The proposed jammer does not have or need such additional information, which is a big advantage.
The initial idea of using a reciprocity-based MIMO jammer to attack a point-to-point TDD link was presented by us in [32] , in which we covered the frequency-flat case. In most systems, however, the channel is frequency selective, which complicates both the analysis and the algorithm design. Comparing the jamming scheme presented here to the one presented in [32] (see Sections IV-B and V) shows that the former is superior to the latter for frequency-selective channels. This paper further gives a more detailed description of the proposed jamming scheme and considers a slightly different, more rigorous performance metric. The paper also discusses possible countermeasures the legitimate link can use, and a clear motivation to the use of reciprocity-based MIMO technology.
In this paper, we treat the problem in the time domain, but it could in principle equivalently be treated in the frequency domain. Assuming a cyclic prefix and orthogonal frequencydivision multiplexing (OFDM) transmission, each subcarrier could then be described by the model in [32] . However, the estimation of the frame timing (Section III-A) is not straightforward in the frequency domain. Moreover, the jammer would have to know/estimate the length of the cyclic prefix used in the legitimate link and fuse the estimates given by the different subcarriers. The jammer would further have to allocate power over the subcarriers in order to increase jamming performance.
II. SYSTEM MODEL
We consider a system consisting of two legitimate users (terminals) communicating over a legitimate link in TDD mode. 1 The terminals are equipped with a single antenna each and are considered to be identical. In addition, there is a multiantenna jammer present, seen in Fig. 1 , whose goal is to disrupt the communication over the legitimate link as much as possible. In other words, the jammer wants to degrade the legitimate link to the extent that communication with an adequate rate is impossible. We adopt the nomenclature common in the field and call the two terminals Alice and Bob. We further call the jammer Jeff [16] .
A. The Legitimate Link
Alice and Bob split the transmission time equally and transmit every other transmission frame, where each transmission frame consists of τ F = τ C /2 samples, where τ C is the length of the coherence interval, measured in samples. We assume an underspread channel [34, Sec. 2.3.2], i.e., the coherence time is much larger than the delay spread. We let Alice denote the terminal transmitting in odd transmission frames and Bob denote the terminal transmitting in even transmission frames, see Fig. 2 . If the terminals switch order, they also switch names.
We refer to the time instant when the jammer starts listening to the legitimate link as time zero, or n = 0. The number of samples from time zero to the start of the first transmission frame is called the frame offset and is denoted by τ O ∈ N, illustrated in Fig. 2 . We let F k (τ ) denote the collection of samples (k − 1)τ F + τ through kτ F + τ − 1 and call F k (τ ) a frame. In other words, F k (τ ) contains all samples n such that
In particular we defineF k F k (τ O ) (the kth transmission frame), as this will be used frequently throughout the paper.
Alice and Bob communicate over a multipath, underspread channel transmitting the zero-mean, unit-variance, complex symbols s A [n] and s B [n], respectively. The multipath channel is modeled with L taps, where each tap experiences quasistatic fading. The signal Alice receives (when Jeff is silent) can be expressed as
where [n] ∼ CN (0, 1) is normalized independent noise and h[l] is the lth channel tap, normalized so that
We denote the normalized transmit power used by either of the two terminals by ρ P . The legitimate link further uses a guard interval of L − 1 samples in the end of each frame. This assumption, apart from being required by TDD operation (to facilitate switching between transmit and receive mode), will have a very small impact on the results-as we assume an underspread channel-and will make the analysis of the jamming problem more tractable.
B. The Jammer
Jeff is located in the vicinity of Alice and Bob, see Fig. 3 . During odd frames of the legitimate transmission, a portion of the signal intended for Bob reaches Jeff (Fig. 3a) . The signal Jeff receives on antenna m at time instant n is given by
where g m [l] is the channel from the terminal to Jeff's mth antenna and η m [n] ∼ CN (0, 1) is (normalized) independent noise. Just like for the legitimate link, the channel taps are modeled as independent block fading processes. Note that s A [n] = 0 for the last L − 1 samples in each frame, however, Jeff is unaware of this particular transmission strategy. Hence the introduction of the guard interval constitutes a worst-case scenario for the jammer, since these samples are treated as any other samples in the frame but only contain noise.
Remark: There are two implicit assumptions in this model. First, the coherence time is defined as the minimum of the coherence times of the three considered channels: Alice-Bob, Alice-Jeff and Bob-Jeff. Second, L is an upper bound on the excess delay for the three considered channels, which implies that some taps, in any of the three considered channels, may be zero. Note that L is assumed to be known to the jammer.
Stacking the measurements for each antenna in (2) on top of each other, gives the M-dimensional received vector
where
The noise samples are assumed to be identically distributed, as well as spatially and temporally white. Based on these received signals, Jeff constructs the M ×1 jamming signal z[n], to be transmitted in the subsequent frame (Fig. 3b) . When Jeff transmits this jamming signal with transmit power ρ J , Alice receives
Compared to (1), (4) has one extra term, due to the active jammer, namely
called the received jamming signal. This received jamming signal is the only thing Jeff can affect in (4) . How Jeff constructs the jamming signal is described in detail in Section III-B.
Later, it will be useful to consider the all the received samples in an entire frame. The τ F symbols Alice receives can be written in matrix form as
where H F ∈ C τ F ×τ F is a lower-triangular Toeplitz matrix with first column equal to 
III. JAMMING SCHEME This section describes the jamming scheme from Jeff's perspective. Recall that Jeff has no information about the transmitted legitimate signals, so in order to perform the steps described here, Jeff assumes a few things about the legitimate signal: i) The legitimate link uses Gaussian codebooks; ii) The legitimate symbols are uncorrelated. It is important to note that the analysis hereafter does not rely on these assumptions being true: the scheme will work when practical codebooks are used and when the symbols are correlated (which they On top are the two first frames of the legitimate transmission, below are the first two frames of the legitimate transmission according to the jammer's estimate. Because the jammer has to estimate the frame offset τ O , these frames might not overlap perfectly. The error in frame offset estimate results in a contaminated channel estimate as well as missed jamming opportunity.
would be in practice). However, if the jammer knows about, for example, what codebooks are used, this can be used to improve the jamming performance [35] .
To jam the legitimate link, Jeff first estimates the frame offset, τ O , by analyzing the received signal during N F frames. The idea is to use the covariance matrix in each frame, to see when the statistics of the received signal in (3) changes. This will give the time instance where two frames meet, and thereby the frame offset. From this estimate, denotedτ O , Jeff defines the estimate of the transmission frame aŝ
The relationship between the transmission framē F k and the estimated transmission frameF k is shown in Fig. 4 (for overestimation of τ O ).
Once the frame offset has been estimated, the jammer performs a two-step process to disrupt the legitimate link, illustrated in Fig. 3 . First, in odd frames, Jeff is silent and collects samples from the transmitting terminal. In the subsequent (even) frame, Jeff transmits a jamming signal, based on the samples received in the previous frame. In other words, Jeff operates in "half-duplex", 2 hence, only one direction in the legitimate communication is targeted. Note that Jeff does not target either of the terminals specifically, but targets the terminal transmitting in odd frames (which by our definition is Alice). There is no direct way for Jeff to distinguish the identities of the two terminals.
The preceding estimation of the frame offset is crucial for this two-step process to work. If the frame offset estimate is inaccurate,F k will contain samples from two different frames, which will contaminate the constructed jamming signal. As an effect, part of the jamming signal will be directed towards the transmitting terminal rather than the receiving one. Moreover, Jeff will spend time jamming when he should be listening, and vice versa.
The covariance matrix of the received signal will differ between frames, as the covariance matrix depends on the realization of the channel in each particular frame. We denote the L-tap channel realization between the transmitting terminal and the jammer in frameF k by
For sample n ∈F k , the received signal at the jammer is
where the transmitted symbols
are assumed to be uncorrelated. 3 The conditional covariance matrix of the received signal in frameF k , given G k , is
It is important to note that we can only write the covariance matrix for a frameF k = F k (τ O ), since for any other value of τ , the received signal in frame F k (τ ) originates from two different distributions and hence, is not stationary.
A. Estimating the Frame Offset
To estimate the frame offset, Jeff considers multiple a priori equiprobable hypotheses:
That is, under H τ , τ is the true frame offset and thus Q k is the covariance matrix of the received signal in F k (τ ). The optimal decision rule, that minimizes the probability of error, is to choose the frame offset estimate corresponding to the hypothesis that maximizes the posterior probability Pr(H τ |y) [36, Sec. 3.8] .
The posterior probability is intractable (owing to the statistical dependence between subsequent samples 4 and the guard interval); instead Jeff uses
which would be the actual posterior probability, if all samples were independent. Here, y i k is the i th sample in frame F k (τ ). Maximizing (9) with respect to τ is equivalent to minimizing
with respect to τ , where
is the probability density function of y i k under H τ . For a fixed channel G k , under H τ , the received signal in frame F k (τ ) has a complex Gaussian distribution with zero mean and covariance Q k , i.e.,
This gives (10) which is a function of the true covariance matrices {Q k }. These matrices are unavailable to the jammer, and hence, have to be estimated. The maximum likelihood (ML) estimate of 5 The maximum likelihood estimate of Q is
where ML is a diagonal matrix with diagonal elements
Each diagonal element is the ML estimate of the corresponding eigenvalue, computed as
Replacing the true covariance matrices in (10) with their ML estimates results in (11) and the frame offset estimate is finally given bŷ
Note that l(·) in (10) is not a log-likelihood function in general, since there is a statistical dependence between the received samples. However, in the flat fading case, when L = 1, the posterior probability Pr(H τ |y) equals the expression in (9) and hence, in this case, (10) is a loglikelihood function. In addition, we only need to consider τ ∈ {0, 1, . . . , τ F − 1} in (12) sincel(τ ) is (almost) periodic with period τ F . The periodicity arises because Jeff only seeks to find at what time index the statistics of the channel change.
B. Choosing the Jamming Signal
Once Jeff has an estimate of the frame offset, he knows when to listen and when to transmit: starting at sampleτ O i) listen to τ F samples; ii) jam for τ F samples; iii) repeat. Jeff can then construct the jamming signal in each frame, by using the samples received in the previous frame. We first show how to optimize the jamming signal in the case when Jeff knows the L-tap channel G perfectly, and next how this optimization can be done in practice, when Jeff has no a priori knowledge of G. In this section, everything takes place in a single frame, hence, we omit the frame index for improved readability.
In order to inflict the maximum amount of damage to the legitimate transmission, the received jamming signal, (5), should be Gaussian and its expected power should be maximized. Looking at an entire frame, (6), we see that in order to maximize the expected power of the received jamming signal, for a fixed G F , Jeff should maximize
F z subject to a power constraint on z. The solution to this problem is to pick z to be the dominant eigenvector of
However, there are a few concerns with this method: Even for a moderate number of antennas and a short frame, the matrix dimensions could be in the order of 10 000 × 10 000, so the sheer size of this matrix may prove problematic for Jeff. On top of storing this matrix, Jeff would have to calculate the dominant eigenvector. 6 Instead, Jeff considers a "typical" received jamming sample r J [n] (cf. (5)), where n is such that Jeff can ignore any edge effects. Jeff then solves the following maximization problem:
subject to
is zero mean complex Gaussian white noise with unit variance and
decides how Jeff weighs the noise and is referred to as the beamforming vector associated with the kth filter tap. 7 Interpreting the problem stated in (13), Jeff aims to construct a jamming signal z that maximizes the expected received jamming power of a typical sample. Jeff considers jamming signals constructed by filtering Gaussian white noise, and chooses the coefficients of the filter (the beamforming vectors) to maximize the objective function (13a). The last constraint ensures that E z H [n]z[n] ≤ 1, so the average transmit power is less than ρ J . The solution to (13) gives the optimal jamming signal generated through a K -order moving average process (cf. (13b)), but does not guarantee that this is the optimal construction overall. However, maximizing the received jamming signal for a typical sample is intuitively reasonable and letting K > 1 in (13b) forces the jammer to take the effects of the frequency-selective channel into account.
Note that this strategy is not optimal for the L − 1 samples in the beginning of the frame, since these have a different structure. For example, the first received sample is only affected by the first tap, g[0], and thus to maximize the received jamming power of the first sample, Jeff should choose the jamming signal z[0] = g * [0] . Doing this would require Jeff to estimate g[0], which is difficult since the channel taps are "tangled", and are difficult to untangle without any further knowledge of the transmitted symbols. Furthermore, there is no guarantee that this choice of jamming signal will be a good fit when considering the subsequent channel taps.
The optimal beamforming vectors for the problem in (13) are given by the following theorem:
Theorem 2: Let
problem (13) 
corresponds to the autocorrelation of the received signal with lag k, and
In particular, the blocks on the diagonal are the autocorrelation with lag 0, i.e.,
However, Jeff has no knowledge of the channel, G, so to be able to find the weights {v m [l]}, he needs to estimateḠ. Also, as previously mentioned, Jeff cannot effectively estimate the individual channel taps. Instead, Jeff estimates each of the L blocks of size M × M by using the biased sample covariance estimateB are the M ×τ F received symbol matrix and the received symbol matrix with lag k, respectively. For (14) to be a reasonably good estimate, 9 we must have τ F L, which is implied in the underspread channel assumption. Worth noting is that for the diagonal blocks, (14) actually estimates B 0 + I, effectively giving the estimate ofḠ + I. However, for the purpose of finding the dominant eigenvector, estimatingḠ + I orḠ makes no difference since their eigenvectors are identical.
C. Locating the Jammer
One problem the jammer faces is to remain undetected during transmission. A jammer that is easily located will quickly be found and terminated. Adding more antennas increases the jammer's ability to beamform which makes the jammer more difficult to locate, as we will exemplify below.
Consider two single-antenna terminals placed at the same distance from the jammer. The first terminal is the jammer's target, and the second terminal aims to detect whether or not a jammer is present by comparing the received signal power to a threshold. This power detection can be seen as a first step in locating the jammer. The detector moves in a circle around the jammer so that the large-scale fading stays constant over the measurements. Let g H T and g H D denote the M-dimensional channels from the jammer to the target and the detector, respectively. In this discussion, for the sake of argument, the jammer is assumed to know g T perfectly. We assume that the jammer transmits unit variance symbols aimed at the target, using the beamforming vector b g T /M.
1) Line of Sight:
In line-of-sight propagation, the two channel vectors are steering vectors satisfying
that only depend on the azimuth angle to the jammer. Here we assume a uniform linear array with antenna elements spaced a half wavelength apart at the jammer. The received jamming power at the detector, |g H D b| 2 , when the target is located in the direction of π/6, is showed in Fig. 5 . We see that for an omnidirectional (M = 1) jammer, the received power is the same in all directions, making the jammer relatively easy to locate. For a jammer with more antennas, the received jamming power is always less in any other direction than that of the target. The more antennas the jammer has, the more difficult the jammer is to locate. This is so because, with half-wavelength spaced antennas, the beamwidth scales proportionally to 1/M. For antenna spacings larger than half a wavelength, there will be grating lobes [34] ; however, the size of the total angular sector "covered" by the main beam and its associated grating lobes 9 One could just as well choose the unbiased estimator for B k (where the denominator would be τ F − k − 1) instead of the biased estimate chosen in (14) without any noticeable effects for the analyzed scenarios. substantially scales proportionally to 1/M. Note that the total transmit power is 1/M, so a large array uses less transmit power than a smaller one but still manages to transfer the same amount of jamming power to the target.
2) Rayleigh Fading: In independent Rayleigh fading the channels are random. In this illustrative example, we assume the channels are flat fading and
The expected received jamming power at the detector is
M while the expected received jamming power at the target is
That is, on average the target receives (approximately) M times more power than the detector.
D. Extensions and Defensive Countermeasures
The assumed system model involves single-antenna terminals that do not actively try to counteract the jammer; the jamming signal is just treated as additional noise. In this section, we briefly discuss how the current model can be extended, what the terminals can do to mitigate jamming, and how these countermeasures affect the jamming procedure in Section III.
1) Multi-Antenna Terminals:
For the entirety of this discussion, we let the legitimate terminals have multiple antennas, but restrict ourselves to the frequency-flat case. We also omit the frame index and denote each new variable with( ·), to avoid confusion with its frequency-selective counterpart. Note that [16] analyzes the optimal jamming signal for this exact case when perfect CSI is assumed at both the jammer and the legitimate link. Thus, we focus on how multiple antennas at the terminals affects the jamming procedure in Section III, which assumes no a priori CSI.
The targeted terminal (T) is equipped with M T antennas and the unaffected terminal (U) is equipped with M U antennas.
In the general case, the received symbol vector at the jammer can be written asỹ
whereG is the channel from the terminal,s is the transmitted symbol vector andη represents noise. Specifically, when T transmits,
wheres T is the transmitted vector andG T is the channel to the jammer. When U transmits,
wheres U is the transmitted vector andG U is the channel to the jammer. The received signal at T is
whereH ∈ C M T ×M U denotes the legitimate channel between the U and T,z denotes the jamming signal and˜ denotes the noise.
First, consider the case when the transmit antennas do not cooperate, i.e., no beamforming is used and all antennas transmit independent streams of data. When U transmits, this meanss
The received signal at the jammer in (15) then has the same form as (7), only the columns of the channel matrix represents different transmit antennas in (15) and different channel taps in (7) . Since the conditional covariance matrix of the received signal, (8) , is the only thing used by the jammer when estimating the frame offset the case of multiple non-cooperative transmit antennas can be treated in the same framework as multiple channel taps (Section III-A).
Second, consider the received signal at the targeted terminal (16) . Forming the jamming signalz that maximizes the (conditional) expected received jamming signal
follows the same principles as the optimization in [32] or the discussion in the beginning of Section III-B. Conditioned onG, the answer is to choosez to be the dominant eigenvector ofG * TG T T . As an alternative, if the jammer suspects or knows that the target may use receive beamforming, the jammer could construct its jamming signal by waterfilling over the eigenvalues ofG * TG T T . This waterfilling will make the received jamming power smaller than if choosing the dominant eigenvector, but will spread the signal in several directions, making it more difficult to negate. The optimal reception strategy for the target in this case (for the special case of perfect CSI) is described in [16] .
Finally, consider the case when the legitimate terminals use transmit beamforming. The transmit/receive beamforming vectors for obtaining the maximum signal-to-jamming-plusnoise ratio (assuming perfect CSI) are described in [16] . The transmit beamforming causes two major problems to the jammer in Section III. First, since the legitimate signal is directed to the other terminal, less signal power reaches the jammer, making the frame offset estimation more difficult. Second, this beamforming will obscure the jammer's perception of the channel to the target. To see this, consider transmitted legitimate signals of the forms T = ts, where t is the beamforming vector and s is a symbol. The effective channel from the target to the jammer is thenG T t, very different from the channel to the targetG T T . This severely complicates the construction of the jamming signal and it is not clear if effective jamming is possible in this case.
Exactly how the jammer should face the problem with multiple antennas at the terminal in a frequency-selective system is not clear. What is clear is that multiple-antenna terminals make the jamming procedure more challenging. The extra antennas can be seen as a countermeasure, even when they do not cooperate, because of the added spatial diversity: no matter what jamming scheme Jeff employs, the received jamming power will differ between the receiving antennas. Typically, transmitting in the direction of the dominant eigenvector ofG * TG T T focuses the jamming signal on fewer antennas than waterfilling over the eigenvaluesG * TG T T does.
2) Frequency Hopping:
If the legitimate link uses frequency hopping, it can quickly switch the frequency band used for transmission in hope to avoid the frequency band that the jammer is operating in. Assuming the same frequency band is used during at least one coherence interval, the jammer presented in Section III, with a small add-on, could deal with this. However, it is not clear what the optimal course of action would be and the optimal choice may also depend on what prior knowledge is available at the jammer. The simplest alternative would be to try to detect what frequency band the legitimate link is using. Once the band is found, the procedure would be the one presented in Section III. To detect what band the legitimate link is using, the jammer could measure the strength of the received signal in each band, and through a hypothesis test decide if a signal is present or not. The only difference to the jammer presented here would then be to take the probability of erroneous detection of the frequency band into account.
IV. EVALUATING THE JAMMER PERFORMANCE
How well the jammer performs depends partly on its ability to estimate the frame offset, and partly on the construction of the beamforming vectors. Note that a reliable estimate of the frame offset is imperative to choose the beamforming vectors in a good way. If the frame offset estimate is poor, the beamforming vectors will be contaminated by the channel to the other terminal. Additionally, the frame offset estimate is also crucial to jam at the correct time.
A. Performance Metric
To derive a performance metric, consider Alice's received symbols in one frame (cf. (6)):
represents effective noise, with zero mean and covariance R eff . This covariance matrix varies depending on the transmitted jamming signal z, which is independent of the legitimate channel H F (see Section IV-B). By assuming perfect knowledge of H F at the legitimate receiver and treating the effective noise as Gaussian with covariance matrix R eff , a lower bound on the legitimate link ergodic capacity is [39] C ≥ C J E log 2 det I + ρ P R
measured in bits per channel use (bpcu). When Jeff does not transmit (ρ J = 0), the corresponding lower bound on the legitimate link's ergodic capacity is
Tighter bounds on the ergodic capacity for the legitimate link than (17) and (18) can be obtained if we let the terminals use waterfilling over the eigenvalues of H F H H F . However, when Jeff is silent, using waterfilling brings no significant gains over uniform power allocation, if the SNR is reasonably high. In addition, when Jeff is active the bounds are already quite conservative in measuring Jeff's performance as perfect CSI at the terminals is difficult to obtain in this case.
The absolute error of the frame timing estimate is |τ O −τ O |. We denote the average absolute error in the frame timing estimation in number of samples by τ . Based on this error, and the two bounds above, we choose the performance metric as
and call C SE the legitimate link spectral efficiency (SE). Here,
are the fractions of time when Jeff beamforms (and listens) to the correct and incorrect terminal, respectively. Note that C P ≥ C J , so C P ≥ C SE .
B. Jamming Schemes
To evaluate the performance of the proposed jammer, we compare the presented scheme to a number of alternative jammers. For convenience, each jammer is associated with an abbreviation written in small caps (e.g. PROP). We compare the following jamming schemes:
• Proposed jammer (PROP): The jammer presented in Section III.
• Full genie (F-GENIE): A genie-aided version of PROP where the frame offset τ O and the channel G are known.
• Time genie (T-GENIE): A genie-aided version of PROP where the frame offset τ O is known.
• Frequency flat jammer (FLAT): A version of PROP where the frequency selectivity of the channel is ignored. This jammer was considered in [32] .
• Time-reverse and conjugate (TRC): A low-complexity jammer where each antenna time-reverses, conjugates and transmits the received signal in the previous frame. The produced jamming signal can be written as
wheres A is the legitimate transmitted vector timereversed (i.e. the first L − 1 symbols ofs A are zero).
• Omnidirectional barrage jammer (OMNI): A jammer with a single antenna continuously transmitting white noise. The transmitted jamming signal is chosen randomly from a circular symmetric Gaussian distribution:
independently for each n. The two genie-aided jammers will give upper bounds on jamming performance. The difference in performance between F-GENIE and T-GENIE is solely due to the difficulty to construct the jamming vectors, whereas the difference in performance between T-GENIE and PROP comes from the error in estimating the frame offset (which in turn affects the jamming vectors). FLAT and PROP will perform equally in the flat fading case, but we expect PROP to outperform FLAT when L > 1, as FLAT does not take the temporal correlations of the received signals into account. Worth noting is that OMNI is the only scheme that can ignore the frame offset estimation, and that TRC and OMNI are the only schemes which is distributed in the sense that no cooperation between antennas is needed when constructing the jamming signal.
C. Effects of Assumptions
Section I stated that the jammer has three key parameters given, namely the length of a frame, the number of channel taps, and the carrier frequency of the legitimate link. The consequences of knowing these parameters a priori, and how the jammer could estimate these are briefly discussed here. The development of algorithms for the actual estimation of these parameters has to be relegated to future work.
Knowing the frame length τ F makes the frame offset easier to estimate, since we only have to consider the time location of the transmission frame, and not the duration of it. However, one could just as well include the different frame lengths τ F in the search when finding the frame offset. This would considerably increase the computational complexity of the jammer, but the principle of finding the correct τ F and τ O would be the same as in Section III-A.
Knowing the upper-bound on the number of channel taps, L, will first and foremost help the jammer in the ML estimation of the covariance matrix, since the multiplicities of all eigenvalues must be known to obtain the ML estimate. Second, the jammer chooses the filter length K , based on the number of channel taps L (see Section V-A). One possible way of estimating the channel taps would be to perform an order estimation, similar to what is done in [40] , or to estimate the delay spread of the channel as in [41] . One would then have to take the cost of over-and underestimating L into account. Initial simulations, not included here, show that the cost of overestimating L is mostly computational and only reduces the jamming performance slightly.
We assume that the jammer is perfectly synchronized in frequency relative to the legitimate link, to make the problem more tractable. In practice, the jammer would have to estimate the carrier frequency of the legitimate link in order to jam efficiently. This should not be a big problem, however, since exact frequency synchronization is not required, as the jammer does not have to decode any symbols. What is needed is for the jammer to be approximately synchronized to the extent that the channel to the target does not change significantly over the duration of a frame. Another effect of bad frequency synchronization is if the jammer wastes power by transmitting outside of the band of the legitimate link. But even very coarse synchronization will make this a non-problem. All in all, the performance of the jammer might change somewhat, but the conclusions will not change noticeably, even if the jammer has to estimate the legitimate carrier frequency.
V. SIMULATIONS
We here state specific values of the parameters introduced in the previous sections and use these to evaluate the performance of the proposed jammer in Section III based on the metrics in Section IV-A. The simulations show how the proposed jammer performs in different scenarios, and how it performs in relation to the other schemes mentioned in Section IV-B.
Both the legitimate channel and the jammer channel are assumed to have a uniform delay profile, independent across the taps:
where β represents the relative path loss of the jammer channel compared to the legitimate channel. We assume a coherence time of 1 ms and sampling time 1 μs, resulting in a frame length of τ F = τ C /2 = 500 samples. We further assume that Jeff listens for 50 ms, giving N F = 100 frames to estimate the frame offset. For future convenience, we denote the link from Alice to Jeff by A→J, and the link from Jeff to Alice by J→A. All jamming schemes presented in Section IV-B use the same total output power and the normalized transmit powers of the legitimate link and the jammer are fixed and equal, that is ρ = ρ P = ρ J = 7 dB. When Jeff is silent, ρ has the interpretation of the SNR of the legitimate link. Similarly, ρβ can be thought of as the SNR of A→J as well as J→A. We say that there is a legitimate link advantage (LLA) equal to β −1 .
To see how the number of channel taps, the LLA, and the number of jammer antennas affect the performance, we focus on four scenarios, henceforth referred to as SCEN 1 through SCEN 4. In SCEN 1 and SCEN 2, we have a flat fading channel (L = 1), and LLA of 23 dB and 26.5 dB, respectively. In SCEN 3 and SCEN 4, we have L = 5 channel taps, and LLA of 23 dB and 26.5 dB, respectively. Using SCEN 1 as a reference, we can see how the performance of the jammer is affected by increasing the LLA (SCEN 2), increasing the number of channel taps (SCEN 3), or both (SCEN 4). Each scenario has the same style in all the figures, to make comparisons easy. The four different scenarios are summarized in Table I . We choose to study scenarios with relatively large LLA (23 dB and 26.5 dB), because these are the most interesting. For small LLA, there is little difference between many of the schemes, as the scenario (for the chosen parameters) is too easy for the jammer, most schemes perform well. On the other hand, if the LLA is too large, none of the schemes have any noticeable effect on the legitimate link SE (C SE ). The case of L = 5 corresponds to a delay spread of 5 μs (or a coherence bandwidth of approximately 100 KHz) for the selected sampling time.
We stress that "performance" refers to the performance of the jammer, unless explicitly stated. Specifically, improved performance means better jamming and hence a lower legitimate link SE.
A. Impact of Filter Length
The number of taps for the filter creating the jamming signal vector in (13b), K , is yet to be specified. The effect of the different numbers of taps, for the ideal case when the jammer knows both the realization of the channel G and the frame offset τ O perfectly is shown in Fig. 6 (for LLA 0 dB). We show the jamming to noise ratio (JNR), defined as (cf. (4) and (5))
Even though Fig. 6 shows that the jammer can perform better (higher JNR) with a longer filter, we assume that Jeff uses the same number of taps in the construction of the jamming signal as there are channel taps, i.e. K = L in (13b). The reason being that each filter tap adds complexity, but adding more than L taps gives a relatively small increase in the JNR. Note that any given result presented subsequently could thereby be slightly improved, if the number of filter taps is increased.
B. Impact of Jammer Location
If the terminals are located at different distances from the jammer, the frame offset estimation can be simplified. Different distances means different path losses, which in turn implies that the power of the received signal at Jeff will vary between even and odd frames. If this variation in power is large enough, a detector measuring the received energy is sufficient to accurately estimate the frame offset.
To illustrate this, we consider two scenarios. In the first scenario, the distance between Jeff and Alice is 1.2 times the distance between Jeff and Bob, which gives a path loss difference of about 3 dB (assuming a path loss exponent of 3.8). Furthermore, in this example Jeff has 100 antennas, Fig. 6 . The JNR, (19) , for different numbers of filter taps K and channel taps L when the jammer is equipped with 100 antennas, has perfect channel knowledge, knows the frame offset τ O , and the LLA is 0 dB. Even though a larger number of filter taps improves the performance of the jammer, we reach a clear point of diminishing returns after K = L.
τ F = 100, N F = 10 and L = 1. The true frame offset is set to τ O = 23. The second scenario is identical, but has Alice and Bob at the same distance from Jeff, giving no (0 dB) difference in path loss. The metric used to estimate the frame offset is the (normalized) absolute difference between the energy received in even and odd frames. Jeff finds the frame offset estimate as the offset that gives the largest absolute difference, since this indicates that Jeff has successfully found the border between the high-energy even frames and the lowenergy odd frames. Note that since we consider the absolute difference the jammer cannot distinguish between an odd-even crossing and an even-odd crossing, making the metric τ F -periodic. Fig. 7 shows an example output when the jammer considers a range of possible frame offsets. Looking at the 3 dB curve, we see the metric increases until reaching the first peak at τ = 23 (which is the true frame offset in this case). This peak represents the first odd-even crossing. As mentioned earlier, the metric is periodic, so the next peak is located at 23+τ F and represents the first even-odd crossing. In the second scenario, where the difference in path loss is 0 dB, this estimator performs very poorly. Since all received samples on average have the same energy, it is impossible to separate the samples in odd and even frames, making the chosen metric highly volatile.
As a comparison, the proposed frame estimate metric (11) is also shown in Fig. 7 for the case with the same path loss. As seen, the metric has its minimum exactly at τ O and thus manages to correctly estimate the frame offset, even in the scenario where there is no difference in path loss.
Consequently, when the difference in path loss is large enough analyzing the structure of the covariance matrix is not necessary. However, in the simulations below, we consider Alice and Bob to be located equidistant from Jeff, as this is the most difficult scenario. Jeff thus solely relies on the estimation presented in Section III-A. Fig. 7 . Example output of the simple decision metric (normalized absolute difference in received energy between even and odd frames) for two scenarios: one where the terminal are the same distance from the jammer (0 dB difference in path loss) and one where they are at different distances from the jammer (3 dB difference in path loss). The vertical lines show the ground truth (τ F -periodic). Using this metric, the jammer performs well when the difference in path loss is 3 dB but poorly when there is no difference in path loss. The proposed metric (11) can correctly estimate the frame offset, even in the 0 dB case. The range of considered frame offsets is here increased to 2τ F to show the periodicity of both metrics. This periodicity is due to the fact that the jammer cannot distinguish between even and odd frames.
C. Impact of Jamming Scheme
In Fig. 8 we see how the different transmission schemes perform in SCEN 1. As a reference the dotted line shows C P , the SE of the legitimate link when Jeff is silent. We see that the performance of OMNI is the worst, followed by TRC and that OMNI barely has any effect on C SE . TRC performs similarly to OMNI for small number of antennas, but improves as more antennas are added. The other four jammers have very similar performance to each other, which implies that both the frame offset and the beamforming vectors are estimated accurately, even when the number of antennas is small. Moreover, all schemes except OMNI benefit from adding more antennas. Fig. 9 illustrates the performance of all jammers in a more challenging scenario, SCEN 4. Here the jammer is further away from the legitimate link, and the channel is now frequency selective, with five taps. Once again we find that OMNI and TRC perform the worst, now degrading the legitimate link even less than in SCEN 1. The four jammers derived from Section III are now spread out. FLAT fails to construct efficient jamming signals, because the effects of the frequency-selective channel are ignored. There is now a significant gap between F-GENIE and PROP which, looking at the small difference between PROP and T-GENIE, can be attributed to the construction of the jamming signals. When the number of antennas is small, all practical schemes have the same performance. However, as M grows, we see PROP outperforming OMNI by a significant margin.
D. Number of Jammer Antennas
The more antennas Jeff has, the better is his beamforming. For the F-GENIE, a decrease in J→A SNR can always be A comparison of different transmission schemes for SCEN 1 (cf. Section IV-B and Table I ) for a varying number of antennas at the jammer. The dotted line is the spectral efficiency without jamming. In general, all schemes which utilizes beamforming or have to estimate the frame offset benefit from more antennas. PROP performs just as well as F-GENIE, and outperforms OMNI by a large margin, even for a moderate number of antennas. Fig. 9 .
A comparison of different transmission schemes for SCEN 4 (cf. Section IV-B and Table I ) for a varying number of antennas at the jammer. The dotted line is the spectral efficiency without jamming. As in Fig. 8 , all schemes which utilize the antenna array benefit from more antennas. When the number of antennas at the jammer is large, PROP can significantly decrease the legitimate SE, while OMNI barely affects the legitimate SE at all. mitigated by using more antennas. To see this, consider the case of a single channel tap, the optimal beamforming vector is then given by g * /||g|| (maximum ratio transmission), and the expected power of the received jamming signal is ρ J β M. So in this case, Jeff can compensate for the increased path loss by increasing his output power or having more antennas.
In A→J, on the other hand, it is not as easy see that more antennas gives a more accurate frame offset estimate. 10 This is demonstrated in Fig. 10 , where the average error of the frame offset estimate is shown. We see that more antennas Fig. 10 . The frame offset estimate gets more accurate the more antennas the jammer has. More antennas can effectively compensate for low A→J SNR, or a larger number of channel taps. To mitigate the effects of both of these complications at the same time, many additional antennas may be needed. Fig. 11 . Performance of the proposed jammer in the same scenarios as in Fig. 10 for different number of antennas at the jammer. For any scenario, the performance increases with M.
can compensate for both more channel taps, and higher LLA. However, in the case where both of these effects are present, quite a few additional antennas are needed to compensate for the combined effect.
The ultimate performance metric, however, is not the ability to estimate the frame timing, but how much Jeff can impair the legitimate link. Looking at Fig. 11 we see how PROP performs in the four scenarios from Table I . In all scenarios, adding more antennas always helps; Jeff can cause more damage to the legitimate link the more antennas he has, partly because the improved frame offset estimate, and partly because of the increased beamforming gain.
We can see a quite significant difference in performance between the scenarios for large M in Fig. 11 , even though the frame timing estimate is of similar quality (Fig. 10) . Comparing SCEN 1 and SCEN 2, the change in LLA has a considerable effect on how well Jeff can estimate the beamforming vectors. Moreover, looking at SCEN 1 and SCEN 3, we see that when the LLA is small enough the frequency selectivity of the channel makes little difference. Looking at SCEN 2 and SCEN 4, however, the added frequency selectivity makes estimation of the beamforming vectors even more difficult.
Finally, we consider the case where OMNI is allowed to spend more power than PROP. Fig. 12 shows how much more transmit power OMNI has to use, to get the same performance as PROP. We see that when the number of antennas is large enough to push the frame error close to zero, the improvement is linear (note the log-log scale). When the jammer has M antennas, and M is large, we can reduce the output power by almost 10 log 10 (M) dB, compared to OMNI, without sacrificing jamming performance.
VI. CONCLUSION
The channel reciprocity is one of the benefits of TDD links, but this reciprocity can also be exploited by an adversary. A multi-antenna jammer for TDD systems can outperform an omnidirectional barrage jammer by orders of magnitude in many scenarios with very limited knowledge of the legitimate transmission. For a jammer with M antennas, the proposed algorithm can cause substantially the same harm to a legitimate link as a single-antenna jammer with 1/M of the output power even without prior channel knowledge. Both increased frequency selectivity and distance between the jammer and the legitimate transmitters can be dealt with by adding more antennas. Both frame timing estimate accuracy and jamming performance increase monotonically with increasing M.
APPENDIX
A. Proof of Theorem 2
We write the received jamming signal as 
where we have defined 
