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Tiivistelma¨
Tutkielmassa verrataan suorituspalveluarkkitehtuurin ja perinteisen sovellusark-
kitehtuurin eroja API-rajapinnan toteutusta vertailemalla. Vertailua varten on
toteutettu kaksi ratkaisua hyo¨dynta¨en Amazon Web Service -tyo¨kaluja ja Server-
less Frameworkia¨. Tarkastelu keskittyy pitka¨lti kehitystyo¨n eroihin, ja tuloksissa
pohditaan taloudellisia eroja ja suorityskyjy eroja.

Sisa¨llys
1 Johdanto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Ja¨senrekisterija¨rjestelma¨n kuvaus . . . . . . . . . . . . . . . . . . 3
2.1 Rajapinnan yleinenkuvaus . . . . . . . . . . . . . . . . . . 3
2.2 API-rajapinnan kuvaus . . . . . . . . . . . . . . . . . . . . 3
2.3 Tietorakenteen kuvaus . . . . . . . . . . . . . . . . . . . . 4
2.4 Taustapalvelun yleinen kuvaus . . . . . . . . . . . . . . . . 5
3 Suorituspohjainen arkkitehtuuri . . . . . . . . . . . . . . . . . . . 7
3.1 Ka¨ytetyt teknologiat . . . . . . . . . . . . . . . . . . . . . 7
3.2 Rakenteen kuvaus . . . . . . . . . . . . . . . . . . . . . . . 9
3.3 Julkaisu ja pa¨ivitta¨minen . . . . . . . . . . . . . . . . . . . 10
3.4 API-rajapinta . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.5 handler.js funktioiden hallinta . . . . . . . . . . . . . . . . 12
3.6 Tilattomien funktioiden esittely . . . . . . . . . . . . . . . 14
4 Perinteinen sovellusarkkitehtuuri . . . . . . . . . . . . . . . . . . 19
4.1 Ka¨ytetyt teknologiat . . . . . . . . . . . . . . . . . . . . . 19
4.2 Rakenteen kuvaus . . . . . . . . . . . . . . . . . . . . . . . 19
4.3 Julkaisu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.4 Sovellusloogiikan esittely . . . . . . . . . . . . . . . . . . . 21
5 Erot suorituspohjaiseen arkkitehtuuriin . . . . . . . . . . . . . . . 25
5.1 Kehitys- ja ylla¨pitotyo¨n erot . . . . . . . . . . . . . . . . . 25
5.2 Testaamisen erot . . . . . . . . . . . . . . . . . . . . . . . 26
5.3 Taloudelliset erot . . . . . . . . . . . . . . . . . . . . . . . 32
5.4 Ratkaisujen infrastruktuuriset erot . . . . . . . . . . . . . 33
6 Yhteenveto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Viiteluettelo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

1 Johdanto
Tutkielmassa tarkastellaan suorituspohjaisen arkkitehtuurin (Function-based arc-
hitecture) ja perinteisen sovellusarkkitehtuurin eroja. Tarkastelu tapahtuu hyo¨-
dynta¨en yksinkertaista ja¨senrekisterisovellusta, joka on toteutettu molemmilla
teknologioilla. Sovellusta tarkastellaa enemma¨n luvussa 2, jossa kuvataan yhtei-
sia¨ teknisia¨ ratkaisuja, jotka ovat valittu selvitta¨ma¨a¨n vertailua. Sovellus on yk-
sinkertainen, eika¨ kumpikaan tekniikka pa¨a¨se ta¨ysiin vahvuuksinsa ta¨ma¨n takia.
Kuitenkin suurimmat erot pystyta¨a¨n havaitsemaan. Suorituskyvyn vertaaminen
ta¨lla¨ sovelluksella olisi hyo¨dyto¨nta¨. Suorityskykya¨ tarkastellaan la¨hinna¨ la¨hteiden
pohjalta.
Tutkielmassa ka¨yteta¨a¨n Amazon Web Servicen [Amazon, 2017a] tarjoamia palve-
luita. Amazon Web Service tarjoaa monia erilaisia pilvipalveluita kansainva¨lisesti
ja on yksi suurimpia toimijoita alalla. Monet muut pilvipalveluiden tarjoajat mah-
dollistavat hyvin samanlaisen toteutuksen ja myo¨s muiden palveluita olisi voinut
ka¨ytta¨a¨ tutkielmassa yhta¨ hyvin. Na¨ista¨ esimerkkeina¨ ovat IBM:n BlueMix [IBM,
2017], Google Cloud Platform [Google, 2017] ja Microsoft Azure Cloud [Micro-
soft, 2017]. Na¨ma¨ kaikki palvelut mahdollistavat hyvin samantyylisten arkkiteh-
tuurien ka¨yto¨n ja suorituspohjaiset tilattomat funktiot ovat viimeisimpia¨ pilvi-
palveluiden ratkaisuja. Amazon Web Servicen palveluista, jotka ovat ka¨yto¨ssa¨
tutkielmassa ovat: AWS EC2, AWS DynamoDB, AWS Lambda, AWS ApiGa-
teway. Na¨iden lisa¨ksi hyo¨dynneta¨a¨n Serverless Framework -nimista¨ tyo¨kalua [ser-
verless.com, 2017], joka mahdollistaa AWS Lambdan, AWS ApiGatewayn, AWS
DynamoDB:n esitta¨misen ja julkaisun huomattavasti yksinkertaisemmalla raken-
teella kuin Amazon Web Servicen oma CloudFormation. Ta¨ma¨n lisa¨ksi se mah-
dollistaa tilattomien funktioiden tallentamisen versionhallintaan.
Yksi merkitta¨va¨mpia¨ eroja na¨iden kahden eri sovellusarkkitehtuurin va¨lilla¨ on eri-
tyisesti sovelluksen ylla¨pidossa. Perinteisessa¨ sovellusarkkitehtuurissa usein hyo¨-
dynneta¨a¨n joko virtuaalipalvelimia pilvipalvelutarjoajalta tai perinteiselta¨ ka¨ytto¨-
palvelun tarjoajalta. Usein na¨iden virtuaalisten ja fyysistenpalvelimien va¨lilla¨
ei na¨y merkitta¨va¨a¨ eroa sovelluksen ylla¨pita¨ja¨lle, paitsi toimitusajoissa. Suo-
rituspohjaisessa arkkitehtuurissa ylla¨pito tapahtuu la¨hes kokonaan sovelluksen
la¨hdekoodia ylla¨pita¨ma¨lla¨. Palvelimien asetusten ylla¨pito ja valvonta ulkoistuu
seka¨ piiloutuu sovelluksen ylla¨pita¨ja¨lta¨ palveluntarjoajalle, esimerkkitapauksessa
siis Amazon Web Servicen taakse.
Suorituspohjaisissa palveluissa palveluntarjoaja tarjoaa palvelua, jossa sovelluk-
sen toiminta on hajautettu tilattomiin funktioihin. Ta¨ma¨ mahdollistaa myo¨s teo-
2riassa rajattoman skaalautumisen, koska aina toimintoja ka¨ytetta¨essa¨ kutsutaan
uutta tilatonta funktiota. Ta¨ma¨ ka¨ynnista¨a¨ uuden funktion ja na¨ita¨ funktioi-
ta voi olla rinnakkain useita samaan aikaan ka¨ynnissa¨. Rinnakkaisuuden avulla
pa¨a¨sta¨a¨n eroon perinteisen mallin palvelimella ajettavan sovelluksen skaalautu-
mis ongelmista, silla¨ korkean kuorman alla resurssit palvelimella loppuvat kesken.
Vastaavasti kun funktiota ei tarvita, sita¨ ei kutsuta eika¨ se vie mita¨a¨n resursse-
ja. Ta¨ma¨ mahdollistaa resurssien sa¨a¨sta¨misen hiljaisempina hetkina¨. Resurssien
sa¨a¨sta¨minen na¨kyy usein suoraan ylla¨pitokulujen va¨hentymisena¨.
2 Ja¨senrekisterija¨rjestelma¨n kuvaus
Ja¨rjestelma¨ mallintaa yksinkertaista ja¨senrekisterin REST (Representational Sta-
te Transfer) -arkkitehtuuria hyo¨dynta¨en UTA Sportin kaltaiselle ja¨rjesto¨lle, jol-
la on monia alaja¨rjesto¨ja¨. UTA Sport seuraa ja ylla¨pita¨a¨ kaikkien alaja¨rjesto¨jen
ja¨senyyksia¨. Ja¨rjestelma¨a¨n on pa¨a¨sy vain muutamalla UTA Sportin ja sen ala-
ja¨rjesto¨jen hallitusten edustajilla. Tutkielmassa ka¨ytetty versio on hyvin pelkis-
tetty toteutus mahdollisesta ratkaisusta, jota voitaisiin ka¨ytta¨a¨ ta¨ha¨n tarkoituk-
seen. Ta¨ssa¨ kyseisessa¨ versiossa ei ole huomioitu ka¨ytta¨jienhallintaa ja tietoturva
on ja¨a¨nyt va¨ha¨iselle huomiolle. Esimerkiksi taustapalvelulle tunnistautumista ei
ole toteutettu ollenkaan.
2.1 Rajapinnan yleinenkuvaus
Rajapintaan ei kuulu ka¨ytto¨liittyma¨a¨, vaan pelka¨sta¨a¨n ja¨senrekisterin ja sovellus-
logiikan sisa¨lta¨va¨ sovellusrajapinta. Rajapintaan ei ole toteutettu kirjautumista
ja pa¨a¨synhallintaa, koska kyseinen versio ei ole tarkoitettu tuotantoka¨ytto¨o¨n. Sa-
masta syysta¨ rajapinnalle ei ole myo¨ska¨a¨n huomioitu mita¨a¨n valvontakeinoja sen
toimivuuden valvomiseksi.
Sovelluksia pystyy hallitsemaan API-rajapinnan kautta. Rajapinnan kautta voi
lisa¨ta¨, poistaa ja muokata ja¨senia¨. Ja¨senrekisteriin tallennetaan kaikkien ja¨senten
yhteystiedot ja tiedot seuroista, joihin ja¨senella¨ on ja¨senyys. Ja¨senrekisteri on to-
teutettu yksinkertaistamisen takia dokumenttikantana ja ilman relaatioita. Ra-
japinta kuvataan tarkemmin kohdassa 2.2.
Tutkielman aiheena oleva sovellusrajapinta on toteutettu kahdella eri teknii-
kalla. Ensimma¨inen versio on toteutettu perinteisempa¨a¨ sovellusarkkitehtuuria
hyo¨dynta¨en, jossa taustapalvelut ja sovelluslogiikka ovat yksi palvelu, joka pyo¨rii
virtuaalipalvelimella. Toinen on toteuttu hyo¨dynta¨en tilattomia funktioita, jotka
toteuttavat sovelluslogiikan ja pyo¨riva¨t hyo¨dynta¨en Amazon Web Service Lamb-
da palvelua.
Testauksesta on toteutettu vain yksikko¨testit apufunktioille, mutta tietokanta-
testeja¨ ei ole toteutettu. Tarkoituksena on tunnistaa ratkaisujen va¨liset erot oh-
jelmistokehitysta¨ ja ylla¨pitoa helpottavien yksikko¨testien muodossa.
2.2 API-rajapinnan kuvaus
Rajapinnan kautta hallitaan ja¨senrekisteriin tallennettuja ja¨senia¨. Rajapinnalle






• Lisa¨a¨ma¨a¨n ja¨senelle ja¨senyyden alaseuraan
• Poistamaan ja¨senelta¨ ja¨senyyden alaseurasta
• Listaamaan koko ja¨senrekisterin
• Listaamaan tietyn alaseuran ja¨senrekisterin.
Ka¨ytto¨liittyma¨a¨ palvelulle ei toteuteta, koska sita¨ ei tarvita testausta varten.
Kaikki tarvittavat kutsut pystyta¨a¨n testaamaan ka¨ytta¨ma¨lla¨ Postman-sovellusta
[Technologies, 2017]. Postman on tarkoitettu API-rajapintojen kehitta¨mista¨ var-
ten. Molemmat palvelut toteuttavat rajapinnan samoilla sa¨a¨nno¨illa¨ vain web-
osoite on eri.
2.3 Tietorakenteen kuvaus
Tietorakenteessa hyo¨dynneta¨a¨n dokumenttikannan rakennetta, jossa ja¨sen on yk-
si dokumentti. Dokumentissa on seuraja¨senyyskentta¨, johon tallennetaan jokaisen
seuran ja¨senyys ja sen aktiivisuus. Listauksessa 1 esiteta¨a¨n esimerkki ja¨sendoku-
mentista. Tietokannassa pa¨a¨avaimena toimii sa¨hko¨postiosoite, koska se on uniikki
jokaisella yksitta¨isella¨ ka¨ytta¨ja¨lla¨. Tuotantototeuksessa olisi hyva¨ ka¨ytta¨a¨ uniik-






"address": "Example street 2, 33100, TAMPERE",
"memberships": [
{ "team": "utasport", "expires": "always" },
{ "team": "apa", "expires": "30.03.2018"},
{ "team": "random", "expires": "01.01.2017"}
]
}
Listaus 1: Esimerkki ja¨sendokumentista
Molemmat toteutukset hyo¨dynta¨va¨t samaa versiota tietokannasta ja samaa tie-
tokantaa. Tietokannan kanssa on hyo¨dynnetty AWS DynamoDBD -toteutusta,
joka on dokumenttikanta. Kyseinen dokumenttikanta poistaa mahdollisuuden re-
laatioiden ka¨ytto¨o¨n, mutta ja¨senrekisterin yksinkertaisessa ratkaisussa ta¨ma¨ ei
haittaa. Lisa¨ksi kanta ei ole tutkielmassa tarkastelun kohteena. Ongelmana isoissa
tietokannoissa AWS DynamoDB:n ka¨yto¨n kohdalla on, etta¨ tietokantaan tehda¨a¨n
aina kaiken aineiston haku, kun haetaan jotain tiettya¨ rivia¨. Ta¨ma¨ on isossa tie-
tokannassa tehoton ratkaisu. Tuotantoka¨yto¨ssa¨ toteutettaisiin varmasti tietokan-
nan relaatiokantana, eika¨ dokumenttikantana. [Amazon, 2017d]
2.4 Taustapalvelun yleinen kuvaus
Tutkielman aiheena olevien taustapalveluiden vertaaminen tapahtuu edella¨ esi-
tettyjen tietokannan ja rajapinnan avulla. Taustapalvelu toteuttaa kaikki omi-
naisudet, joita rajapinta tarvitsee. Taustapalvelu tarjoaa API-palvelurajapinnan,
jota ka¨ytto¨liittyma¨ voi hyo¨dynta¨a¨. Taustapalvelu hoitaa tietokannan muokkaami-
sen API-rajapinnan va¨lityksella¨ tulevien komentojen perusteella. Taustapalvelu
toteutetaan toisessa esimerkissa¨ suorituspohjaisella ratkaisulla hyo¨dynta¨en AWS







• Ja¨sen aktiivisuuden tarkastus (ja¨senmaksu).
Testausta varten ka¨yteta¨a¨n Mochajs-nimista¨ kirjastoa. Mochajs mahdollistaa Ja-
vaScriptin yksikko¨testaamisen ja helpottaa yksikko¨testien toteuttamista mer-
kitta¨va¨sti. [Mochajs, 2017]
3 Suorituspohjainen arkkitehtuuri
Luvussa tutustutaan ka¨ytettyyn suorituspohjaisen arkkitehtuurin ratkaisuun. A-
luksi ka¨yda¨a¨n la¨pi ka¨ytetyt teknologiat ja tietokannan luonti. Tietokanta luo-
daan vain ta¨ma¨n toteutuksen yhteydessa¨, koska molemmat ratkaisut tutkielmassa
hyo¨dynta¨va¨t samaa tietokantaa ja suorituspohjaisen ratkaisun kanssa sen luomi-
nen oli nopeampaa ja helpompaa. Luvun loppupuolella esitella¨a¨n sovelluslogiikan
toteutus funktiot esittelema¨lla¨.
3.1 Ka¨ytetyt teknologiat
Suorituspohjaisessa ratkaisussa hyo¨dynnettiin Serverless Framework -tyo¨kalua
Amazon Web Servicen palveluiden ka¨yto¨n helpottamiseksi. Serverless Framework
mahdollistaa kohtuullisen yksinkertaisen yaml-tiedoston tekemisen, joka ohjaa
Amazon Web Service -resurssien rakentamista automaattisesti. Serverless Fra-
meworkin ansiosta ei tarvitse ka¨ytta¨a¨ Amazon Web Servicen tarjoamaa web-
ka¨ytto¨liittyma¨a¨. Konfiguraation ja sen muutokset saadaan helposti versiohallin-
taan talteen. Listauksessa 2 esitella¨a¨n, milta¨ na¨ytta¨a¨ serverless.yml kokonaisuu-
dessaan. YAML-tiedoston avulla Serverless Framework asettaa kaikki tarvittavat
Amazon Web Service -palvelut haluttuun muodoon. Konfiguraatioasetuksia esi-
tella¨a¨n tarkemmin listauksessa 3 ja resurssien hallintaa listauksessa 4.
Amazon Web Service asetuksen ja palveluiden konfiguroiminen tapahtuu pa¨a¨asi-
assa tarjoaja- (provider) ja resurssi-osioissa (resources). Funktio-osiossa (Func-
tions) esitella¨a¨n funktiot ja niiden rajapinnat. Funktioista enemma¨n kohdissa
3.6–3.9. Listauksessa 3 esitella¨a¨n palvelussa ka¨ytetty tarjoaja ja palvelu eli pal-
velun nimi. Tarjoajaosuudessa esitella¨a¨n tiedostolle yleisia¨ asetuksia ja voidaan
ma¨a¨ritella¨ AWS-ympa¨risto¨o¨n ka¨ytto¨oikeuksia. Siina¨ muun muassa ma¨a¨ritella¨a¨n,
minne Amazon Web Servicen pilviympa¨risto¨o¨n palvelu pystyteta¨a¨n (region) pro-
fiili, jonka Amazon Web Service tunnuksia ka¨yteta¨a¨n, Lambda-funktioille varattu
muistinma¨a¨ra¨ (vaikuttaa hintaan) ja minka¨laiset oikeudet Lamba-funktioille an-
netaan ja mihin resurssiin (iamRoleStatements). Listauksessa 3 on myo¨s esitelty
mukautettu (custom) asetus, jolla on mahdollista esitella¨ muuttujia konfiguraa-
tiolle. Muuttujilla voi hallita usein toistuvia nimia¨ konfiguraatiossa. Amazon Web
Service ka¨ytta¨a¨ IAMRole:a ka¨ytto¨oikeuksien hallintaan, niiden avulla voi rajata
eri palveluiden tai ka¨ytta¨jien oikeuksia ja/tai tehda¨ eri asioita Amazon Web Ser-





























tablename: {dynamodb table name}
Listaus 3: Esimerkki Amazon Web Servicen tarvitsemasta konfiguraatiosta.
9Listauksessa 4 luodaan DynamoDB-resurssi. Ta¨ssa¨ syntaksi on Amazon Web Ser-
vicen ka¨ytta¨ma¨a¨ YAML-syntaksia. Ka¨yta¨nno¨ssa¨ siis ta¨ssa¨ esitella¨a¨n taulu, joka
luodaan, sen nimi ja avain. Lisa¨ksi ma¨a¨ritella¨a¨n, kuinka monta samanaikaista
















Listaus 4: Esimerkki DynamoDB -resurssin esitta¨misesta¨ serverless.yaml-
tiedostossa.
Muita ka¨ytettyja¨ tyo¨kaluja ovat versionhallintaja¨rjestelma¨ GIT ja yksikko¨testien
tekemiseen Mocha.js. API-rajapinnan testauksessa hyo¨dynnettiin niin Serverless
Frameworkin komentorivityo¨kaluja kuin myo¨s Postman-sovellusta, joka mahdol-
listaa graafisesta ka¨ytto¨liittyma¨sta¨ API-kutsujen tekemisen. API-testaus tehtiin
ka¨sin. Itse sovelluslogiikka on ohjelmoitu ka¨ytta¨en JavaScript-kielta¨.
3.2 Rakenteen kuvaus
Suorituspohjaisen toteutuksen arkkitehtuurikuva on hieman liioiteltu ja jokainen
Lambda-funktio on eriytetty omaksi kuvakseen. Ta¨ma¨ on tehty erojen havaitsemi-
sen helpottamiseksi. Kuvassa 3.1 esiteta¨a¨n kaikki resurssit, jotka projektin server-
less.yaml luo ja ylla¨pita¨a¨. AWS ApiGateway tarjoaa jokaiselle Lambda-funktiolle
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oman polun ja mahdollistaa na¨in funktioiden kutsumisen. Lambdafunktiot ovat
yhteydessa¨ AWS DynamoDB:hen ja hakevat tai muokkaavat tietoa siella¨. Saatu-
aan vastauksensa funktio palauttaa sen AWS ApiGatewayn kautta kutsujalle.
Kuva 3.1 Suorityspalveluarkkitehtuurikuva
3.3 Julkaisu ja pa¨ivitta¨minen
Serverless Framework tekee Amazon Web Serviceen palvelun julkaisusta todel-
la yksinkertaista. Se on mahdollista hyo¨dynta¨ma¨lla¨ komentorivityo¨kalua ja yk-
sinkertaista komentoa. Listauksessa 5 esitelty komento paketoi ja julkaisee koko
serverless.yaml-tiedoston ma¨a¨ritta¨ma¨n palvelun Amazon Web Servicessa¨. Ta¨ha¨n
kuluva aika riippuu siita¨, kuinka isot la¨hdekoodit sovelluslogiikan osalta siirreta¨a¨n
palveluun. Projektin tapauksessa aikaa kului noin 30–60 sekuntia/pa¨ivitys.
$ serverless deploy
Listaus 5: Komentorivikomento, jolla julkaistaan koko serverless.yaml ja
la¨hdekoodit Amazon Web Serviceen.
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Listauksessa 6 esitetylla¨ komennolla pystyy julkaisemaan vain yhden halutun
funktion Amazon Web Servicessa¨, mutta ta¨ma¨ vaatii, etta¨ ainakin kerran on tehty
listauksen 5 mukainen komento. Kuitenkin ta¨ma¨ on hyo¨dyllinen komento, jos on
tehnyt vain tiettyyn funktioon muutoksia. Jos tekee muutoksia serverless.yaml-
tiedostoon, muutokset eiva¨t siirry ta¨ma¨n komennon avulla AWS-ympa¨risto¨o¨n.
Komennon suorittamissa ja funktion pa¨ivitta¨misessa¨ listauksen 6 mukaisella ko-
mennolla menee noin 2–5 sekunttia, eli huomattavasti va¨hemma¨n kuin listauksen
5 mukaisella komenolla. Ta¨ma¨ mahdollistaa hyvinkin nopean ja ketta¨rea¨n kehi-
tysprosessin, jossa pienten koodimuutosten tekeminen ja testaaminen tapahtuu
nopeasti. Eri versioita voi hallita konfiguroimalla stagen serverless.yaml-tiedoston
provider-osaan, jolloin tuotantoversiota ei tarvitse pa¨ivitta¨a¨ ennen kuin uuden
version toimivuus on varmistettu.
$ serverless deploy function --function {function-name}
Listaus 6: Komentorivikomento, jolla julkaistaan vain haluttu funktio Amazon
Web Serviceen.
Lambda-funktioiden toimivuutta on ta¨rkea¨a¨ seurata tai asettaa automaattival-
vonta seuraamista varten. Seuranta ja valvonta tapahtuvat hyo¨dynta¨en AWS
CloudWatchia, jonne Lambda-funktiot kirjoittavat tapahtumalogiaan. AWS Cloud-
Watch tarjoaa suoraan mahdollisuuden tehda¨ ha¨lytyksia¨, kun jotain ma¨a¨riteltya¨
tapahtuu AWS Lambdan lokeissa. Na¨ita¨ ha¨lytyksia¨ on mahdollista hallita AWS
Web Consolesta. Ha¨lytyksia¨ ei toteutettu projektissa, mutta niiden toteuttami-
nen on yksinkertaista ka¨ytto¨liittyma¨n kautta. [Amazon, 2017c]
3.4 API-rajapinta
API-rajapinta on toteutettu hyo¨dynta¨ma¨lla¨ Amazon Web Service ApiGateway
-palvelua. Palvelun avulla on helppo tarjota esimerkiksi AWS Lambda -funktiot
saataville julkisesti ja helposti ka¨ytetta¨viksi. Lambda-funktioita voi kutsua suo-
raankin, mutta silloin kutsujalla pita¨a¨ olla tietyt oikeudet, joita voi hallita AWS
IAMRole:lla. AWS ApiGatewayn avulla pystyy kutsumaan Lambda-funktioita
ilman erillisia¨ oikeuksia tai voi ka¨ytta¨a¨ monia muita mahdollisia tunnistautu-
misia, kuten APIKey:ta¨ tai toteuttaa ra¨a¨ta¨lo¨idyn tunnistautumisen esimerkiksi
OAuthia hyo¨dynta¨en. AWS ApiGateway tuotetaan serverless.yaml:ssa¨ jokaiselle
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funktiolle erikseen. Listauksessa 7 na¨yteta¨a¨n esimerkki siita¨ miten helloworld-
funktiolle asetetaan AWS ApiGateway:n avulla API-rajapinta. Ta¨ma¨ tapahtuu
antamalla funktiolle tapahtumien (events) alle AWS ApiGateway -tunniste http








Listaus 7: Yksinkertainen esimerkki ApiGatewayn toteuttamisesta funktiolle.
Tapahtumat on serverless-frameworkin ka¨ytta¨ma¨ tunnus Lambda-funktion hera¨t-
ta¨va¨lle toiminnolle se voi olla http-kutsu (AWS ApiGatewayn kautta), AWS S3
-a¨mpa¨rissa¨ tapahtunut muutos, AWS CloudWatch lokitustapahtuma tai jokin
muu Amazon Web Servicen tarjoama palvelu Lambda-funktion hera¨tta¨miseen.
3.5 handler.js funktioiden hallinta
Serverless-frameworkin ka¨ytta¨ma¨ssa¨ serverless.yaml:ssa mainitaan jokaisen funk-
tion kohdalla ka¨sittelija¨ (handler), joka merkitsee sita¨ mita¨ koodia tapahtuman
laukaisema lambda-funktio alkaa suorittamaan. Handler-sanan ja¨lkeinen osuus
kertoo tiedoston ja funktion kyseisesta¨ tiedostosta, joka on osa koodia mita¨ lamb-
dan tulee alkaa suorittamaan. Toteutuksenssa ka¨ytetty hander.js on kokonaisuu-
dessaan esitetty listauksessa 8. Kyseinen tiedosto on myo¨s samalla funktion en-
simma¨inen paikka, josta Lambda la¨htee ajamaan koodia. Tiedostoa ennen ei siis




3 const AWS = require('aws-sdk');
4 const db = new AWS.DynamoDB.DocumentClient({reqion: 'eu-west-1'});
5 const Member = require('src/member');
6 const member = new Member(db);
7
8 module.exports.get = (event, context, callback) => {





13 module.exports.update = (event, context, callback) => {





18 module.exports.create = (event, context, callback) => {





23 module.exports.delete = (event, context, callback) => {





28 module.exports.getExpired = (event, context, callback) => {
29 member.getExpired(callback);
30 };
Listaus 8: Handler.js tiedostossa esitella¨a¨n kaikki funktiot, jotka AWS Lambda
-funktiot toteuttavat.
14
Funktioita varten voi toteuttaa useita handler-tiedostoja, mika¨ onkin hyvin suota-
vaa ylla¨pitotyo¨n helpottamiseksi. On hyva¨ jakaa API-rajapinta erillisiin loogisiin
kokonaisuuksiin, kuten osapolkuihin. Esimerkiksi jos haluttaisiin lisa¨ta¨ erillinen
alaseurojen hallinta rajapinnan kautta. Olisi silloin API-polku ”/team/*”, jolloin
kaikki team-polun funktiot on hyva¨ laittaa omaan tiedostoon.
3.6 Tilattomien funktioiden esittely
Ja¨senten listaaminen tapahtuu la¨hetta¨ma¨lla¨ AWS ApiGatewaylle HTTP Post-
kutsu, joka voi sisa¨lta¨a¨ team-rajoittimen. Rajoittimen tehta¨va¨ on valikoida jouk-
kueet, joiden ja¨senet halutaan listata. Jos rajoitinta ei laiteta, palauttaa funk-
tio kaikki rekistero¨idyt ja¨senet. Listauksessa 9 esitella¨a¨n Serverless-frameworkin








Listaus 9: GetMembers-funktion esittely serverless.yaml-tiedostossa.
Ja¨senten lisa¨a¨minen ja¨rjestelma¨a¨n tapahtuu JSON REST -kutsuna, jossa hyo¨ty-
kuormana va¨liteta¨a¨n JSON-objekti AWS ApiGatewaylle. Listauksessa 10 esi-















Listaus 10: Esimerkki ja¨senen lisa¨a¨misessa¨ ka¨ytetysta¨ JSON-objektista.
Listauksia 9 ja 11 verratessa huomataan, etta¨ niissa¨ suurin osa on toistoa. Erot
tulevat vain REST-rajapinnan polussa tapahtuman polkuosiossa ja lambdan to-







Listaus 11: CreateMembers-funktion esittely serverless.yaml-tiedostssa.
Ainoa lambda-funkioiden esittelyista merkkitta¨va¨sti eroava on GetExpiredMem-
berships-funktion esittely, jossa luodaan AWS ApiGateway polun pa¨a¨ha¨n HTTP
GET -metodia hyo¨dynta¨va¨ rajapintakutsu. GetExpiredMemberships-funktion luon-








Listaus 12: GetExpiredMemberships-funktion esittely serverless.yaml-tiedostossa.
Ja¨senen poisto toimii antamalla poistettavan ja¨senen sa¨hko¨postiosoite JSON-
objektina rajapinnalle, ja ta¨ma¨n ja¨lkeen hera¨tella¨a¨n deleteMember-lambda, jo-
ka poistaa ka¨ytta¨ja¨n ja sen tiedot tietovarastosta. Ja¨senen muokkaaminen toimii
myo¨s hyvin samalla tavalla kuin uuden ja¨senen luonti; siina¨ annetaan membership-
taulukon sijaan vain yksitta¨inen ja¨senyys. Ja¨senen muokkaaminen on siis ka¨yta¨n-
no¨ssa¨ tarkoitettu henkilo¨n seuratietojen pa¨ivitta¨mista¨ varten. Listauksessa 13 on





"address":"Example street 2, 33100, TAMPERE",
"team":"apa","expires":"always"
}
Listaus 13: Esimerkkisyo¨te, jolla pa¨iviteta¨a¨n John Doen ja¨senyystiedot joukku-
eeseen APA.
Suorituspohjaisessa ratkaisussa la¨hdekoodin suoritus on hyvin yksinkertainen.
Listauksessa 14 on esitetty erikseen, miten getMembers-funktion toteuttava AWS
Lambda -funktio on esitelty koodissa. Listauksessa 14 esitetyn koodin avulla
Lambda-funktio osaa hera¨tta¨a¨ ja va¨litta¨a¨ tiedot listauksessa 15 esitetylle funk-
tiolle. Funktio on esitelty Member.js-tiedostossa ja se ka¨ytta¨a¨ myo¨s filterTeams-
funktiota, joka on esitelty listauksessa 16.
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8 module.exports.get = (event, context, callback) => {




Listaus 14: Get-funktion esittely, handler.js tiedostosta.
8 /*
9 * Will get all members of asked team, if team is ´*´ will
return all members.↪→
10 */
11 getTeam(team, callback) {




16 this.db.scan(params, (err, data) => {
17 if (err) {
18 callback(err);
19 } else {





Listaus 15: Get-funktion toteuttava osuus la¨hdekoodista.
18
289 /*
290 * Filter memers what are not part of wanted team. If team is
´*´ will return all members.↪→
291 */
292 filterTeams(data, team) {
293 let result = [];
294 data.forEach( (member) => {
295 if (member.memberships.length === 0 && team === '*') {
296 result.push(this.makeMemberRecord(member, {"team": "",
"expires": ""}));↪→
297 } else {
298 member.memberships.forEach( (membership) => {









Listaus 16: Get-funktiossa ka¨ytetta¨va¨ filterteams funktion la¨hdekoodi.
4 Perinteinen sovellusarkkitehtuuri
Ta¨ssa¨ luvussa tutustutaan perinteisen sovellusarkkitehtuurin ratkaisuun. Aluksi
ka¨yda¨a¨n tarkemmin la¨pi ka¨ytetyt teknologiat ja ratkaisun rakenne. Tietokantaa
ja sovelluksen logiikkaa ei ka¨yda¨ yksityiskohtaisesti la¨pi.
4.1 Ka¨ytetyt teknologiat
Perinteista¨ sovellusarkkitehtuuria varten toteutettiin sovelluslogiikka hyo¨dynta¨en
Express.js-nimista¨ sovelluskehysta¨ [StrongLoop/IBM, 2017]. Express mahdollis-
taa nopeasti tehta¨va¨n NodeJS-pohjaisen taustapalvelusovelluksen, eika¨ ota kan-
taa juuri mihinka¨a¨n muuhun. Sovelluksen ka¨ytto¨o¨notto ja ajaminen olisi mah-
dollista la¨hes kaikilla virtuaalipalvelinvaihtoehdoilla ja sovelluksen voisi paketoi-
da esimerkiksi Docker-imageen, jota voisi ajaa Linux-pohjaisissa ympa¨risto¨issa¨
ilman suurempia valmisteluja.
Itse sovellusta ei kuitenkaan laitettu ajoon AWS EC2-ympa¨risto¨o¨n alkupera¨isen
suunnitelman mukaan, koska tarvittavat tulokset pystyttiin tunnistamaan paikal-
lisesti palvelua suorittamalla. Perinteisen sovelluskehityksen etuja onkin, etta¨ so-
velluksia pystyy ajamaan tuotantoympa¨risto¨a¨ vastaavissa ympa¨risto¨issa¨ paikal-
lisesti kohtuullisen helposti. Expressjs otettiin ka¨ytto¨o¨n hyo¨dynta¨en NodeJS:n
NPM-pakettienhallintasovellusta. Ta¨ma¨n kautta taustapalvelun ainoa ja mer-
kitta¨va¨ asetustiedosto on package.json.
4.2 Rakenteen kuvaus
Perinteinen sovellusarkkitehtuuri on hyvinkin helppoa kuvata na¨in yksinkertai-
sessa palvelussa. Se sisa¨lta¨a¨ tietokantaratkaisun, eli ta¨ssa¨ tapauksessa AWS Dy-
namoDB:n, jonne tallennetaan kaikki tieto. Lisa¨ksi se sisa¨lta¨a¨ taustapalvelun
eli sovelluspalvelimen. Sovelluspalvelimella pyo¨rii itse sovellus, joka tarjoaa API-
rajapinnan, jonka kautta palvelu on tavoitettavissa internetista¨. Ta¨ma¨n kaltainen
”monoliitti”arkkitehtuuri on hyvinkin suosittu pienten palveluiden toteutuksessa.
Vaihtoehtoinen malli olisi ”hajautettu monoliitti”, eli taustapalvelusta olisi irroi-
tettu pienempia¨ kokonaisuuksia omiin prosesseihin tai jopa omille palvelimille.
Kuitenkin hajautetussa monoliitissa¨ ka¨yteta¨a¨n edelleen yhta¨ tietokantaa. Kol-
mas vaihtoehto perinteiselle sovellusarkkitehtuurille olisi mikropalveluarkkiteh-
tuuri, jossa usea palvelu toimii toisistaan erillisina¨ palveluina, mutta keskustelevat
keskena¨a¨n muodostaen yhden isomman. Mikropalveluarkkitehtuurissa jokaisella
mikropalvelulla on oma tietovarastonsa. Mikropalveluarkkitehtuurilla toteutettu-
20
na ta¨ma¨ palvelu olisi siis todenna¨ko¨isesti saannut parikin kantaa, ja¨senrekisterin
ja joukkuerekisterin. Sitten ja¨seniin ja joukkueisiin jakautunet sovellukset olisivat
sitten keskustelleet keskena¨a¨n muodostaen yhden kokonaisuuden.
Tutkielmassa ka¨ytetty vertailutoteutus perinteisesta¨ sovellusarkkitehtuurista nou-
dattaa siis monoliittiratkaisua, jossa koko palvelu on toteutettu yhteen sovelluk-
seen yhdelle sovelluspalvelimelle, kuten kuvassa 4.1 on esitetty.
Kuva 4.1 Perinteinen sovelluspalveluarkkitehtuuri.
4.3 Julkaisu
Johtuen yksinkertaisesta ratkaisusta ja siita¨, etta¨ toteutuksessa ei ka¨ytetty eril-
lisia¨ julkaisutyo¨kaluja, on sovelluksen julkaisu ka¨sityo¨ta¨. Ta¨sta¨ johtuen julkaisu
tapahtuu seuraavasti:
1. Kirjaudutaan virutaalipalvelimelle ssh-yhteyden avulla
2. Asennetaan tarvittavat tyo¨kalut (NodeJS, npm ja git)
3. Kloonataan sovellus repository-palvelimelle
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4. Ajetaan npm install -komento sovelluksen juurihakemistossa
5. Konfiguroidaan palvelin ka¨ynnista¨ma¨a¨n sovellus aina mahdollisen kaatumi-
sen ja¨lkeen
6. Ka¨ynnistetta¨a¨n palvelu.
Ylla¨mainitut va¨livaiheet voisi muuttaa yhdeksi ansible scriptiksi, jolla olisi mah-
dollista julkaista yhdella¨ kommennolla koko sovellus. Ta¨ma¨ laskisi merkitta¨va¨sti
ylla¨pidossa ja julkaisussa mahdollisesti tapahtuvien virheiden todenna¨ko¨isyytta¨.
Ylla¨pidon kannalta perinteinen malli on hyvinkin yksinkertainen, kun julkaisu-
tyo¨kaluja on ka¨yto¨ssa¨. Kehitysta¨ voi tehda¨ ta¨ysin paikallisessa ympa¨risto¨ssa¨ il-
man virtuaali- tai fyysisia¨ palvelimia, ja muutoksia voi testata ilman verkkoyh-
teytta¨ ulkomaailmaan. Tietenkin paikallisesti testaamisessa nousee helposti esiin
ongelmia siita¨, etta¨ kehitysympa¨risto¨ ja tuotantoympa¨risto¨ eiva¨t ole samanlai-
sia. Ta¨ma¨nlaista tilannetta varten on hyva¨ harkita virtualisointityo¨kaluja, jot-
ka mahdollistavat yhtena¨iset ympa¨risto¨t. Esimerkiksi Docker toimii mahdollisena
virtuaalisovelluksentyo¨kaluna.
4.4 Sovellusloogiikan esittely
Sovelluksen toteutus on hyvinkin yksinkertainen, minka¨ mahdollistaa expressjs.
Listauksessa 17 on app.js-tiedoston koodi, jolla konfiguroidaan expressjs:n toi-
mintaa. Alussa kerrotaan, mita¨ moduuleita tarvitaan, ja luodaan sovellus (app).
1 const express = require('express')
2 const app = express()




7 app.listen(3000, () => { console.log('Express server working')})
Listaus 17: App.js-tiedosto, jolla ohjataan sovelluksen toimintaa.
Listauksen 17 rivilla¨ 5 ka¨sketa¨a¨n sovellusta ohjaamaan /aws-polkuun tuleva lii-
kenne aws-reitittimelle (router), joka on ma¨a¨ritelty rivilla¨ 3. Rivilla¨ 7 ka¨sketa¨a¨n
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sovellusta kuuntelemaan porttia 3000. Listauksessa 18 on esitelty kutsujen reititys
/aws-polun takaa, eli API-rajapinnan toteutus. Ta¨ma¨ tiedosto siis ka¨yta¨nno¨ssa¨
ma¨a¨rittelee sen, miten /aws-polkuun tuleva liikenne ka¨sitella¨a¨n. Tiedoston ri-
vima¨a¨ra¨n takia siita¨ on poimittu vain osa listaukseen 18.
1 const express = require('express')
2 const router = express.Router()
3 const Member = require('../../src/member')
4
5 const AWS = require('aws-sdk')
6 AWS.config.loadFromPath('./config.json')




11 const db = new AWS.DynamoDB.DocumentClient({reqion: 'eu-west-1'})
12 const member = new Member(db)
13 const bodyParser = require('body-parser').json()
14
15 router.post('/getMembers', bodyParser, (req, res, next) => {
16 member.getTeam(req.body.team, (error, success) => {




21 router.post('/createMember', bodyParser, (req, res, next) => {
22 member.create(req.body, (error, success) => {




27 router.post('/updateMember', bodyParser, (req, res, next) => {
Listaus 18: Osa aws.js-tiedostosta, joka hoitaa /aws-polkuun tulevan liikenteen
reitityksen.
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Listauksessa 19 otetaan tarkasteluun tiedoston ma¨a¨ritykset. Rivilla¨ 2 on esitetty
reititin expressjs:n luokka, jonka avulla pystyta¨a¨n yksinkertaistamaan reitityksen
toteuttamista koodissa. Rivilla¨ 3 haettu Member-luokka toteuttaa sovelluslogii-
kan ja on ta¨ysin sama tiedosto kuin se, jota suorituspohjainen ratkaisu hyo¨dynsi.
Riveilla¨ 5–9 alustetaan AWS-sdk-moduuli AWS DynamoDB -yhteytta¨ varten, jo-
ka luodaan rivilla¨ 11.
1 const express = require('express')
2 const router = express.Router()
3 const Member = require('../../src/member')
4
5 const AWS = require('aws-sdk')
6 AWS.config.loadFromPath('./config.json')




11 const db = new AWS.DynamoDB.DocumentClient({reqion: 'eu-west-1'})
12 const member = new Member(db)
13 const bodyParser = require('body-parser').json()
Listaus 19: aws.js-tiedostossa tapahtuvat ma¨a¨ritykset.
Listauksia 20 ja 21 vertaillessa voidaan todeta, etta¨ eri polkujen reititykset eri
member.js:n funktioille eiva¨t juuri eroa toisistaan. Niissa¨ otetaan vastaan polkuun
tulevat viesti, parsitaan JSON-merkkijonoksi, JSON-objektiksi ja va¨liteta¨a¨n se
funktiolle toteutettavaksi. Lopulta lopputuloksen perusteella palautetaan virhe-
(error) tai onnistuminen-viesti (success). Kaikki toteutettavat funktiot ohjataan
samantyylisilla¨ reitityskomennoilla.
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15 router.post('/getMembers', bodyParser, (req, res, next) => {
16 member.getTeam(req.body.team, (error, success) => {
17 (error) ? res.send(error) : res.send(success)
18 })
19 })
Listaus 20: /aws/getMembers-pyynno¨n reititys.
21 router.post('/createMember', bodyParser, (req, res, next) => {
22 member.create(req.body, (error, success) => {
23 (error) ? res.send(error) : res.send(success)
24 })
25 })
Listaus 21: /aws/createMember-pyynno¨n reititys.
5 Erot suorituspohjaiseen arkkitehtuuriin
Ratkaisuja on vertailtu kehitys- ja ylla¨pitotyo¨n eroja vertailemalla projektien ha-
vaintojen perusteella. Taloudellisia eroja on pyritty arvioimaan Amazon Web
Servicen hintojen perusteella tutkielman tekohetkella¨, ja infrastruktuurin erois-
sa vertaillaan ka¨ytettyja¨ Amazon Web Service -resursseja. Toteutusta tehdessa¨
huomattiin, etta¨ la¨hdekoodin tasolla eroja kahden eri ratkaisun va¨lilla¨ sovellus-
logiikassa ei tarvinnut olla ollenkaan. Ta¨ma¨ tuli pienena¨ ylla¨tyksena¨ aikaisempi
kokemus huomioiden. Teknisten erojen va¨ha¨isyys ratkaisujen va¨lilla¨ oli hyvinkin
ylla¨tta¨va¨a¨ ja mielenkiintoista. Vertailussa keskityta¨a¨n tarkemmin eroihin ratkai-
sujen va¨lilla¨.
5.1 Kehitys- ja ylla¨pitotyo¨n erot
Suorituspalveluarkkitehtuurin kehitysprosessi on hieman erilainen kuin perintei-
sella¨ arkkitehtuurilla. Esimerkiksi tutkielman tekohetkella¨ ei ollut mita¨a¨n mahdol-
lisuutta testata lambda-funktioita luotettavasti paikallisesti, joten ka¨yta¨nno¨ssa¨
aina piti julkaista versio AWS-ympa¨risto¨o¨n ilman, etta¨ toteutusta pa¨a¨si testaa-
maan. Perinteisemma¨n toteutuksen kanssa pystyy ajamaan ta¨ysin paikallisesti
ratkaisua ja testamaan sita¨, eika¨ sita¨ tarvitse vieda¨ ennen valmista tuotosta oi-
keaan tuotantoympa¨risto¨o¨n. Kehityksessa¨ huomaa myo¨s erot siina¨, miten hallita
tuotantoon vientia¨, joka on todella ta¨rkea¨ osa projektia. Serverless Framework on
tarkoitettu myo¨s tuotantoon vientiin, joten sen kanssa tilattomien funktioiden ja
hajautetun sovelluslogiikan julkaiseminen on todella kivutonta. Perinteisemma¨ssa¨
mallissa ei ollut ka¨yto¨ssa¨ mita¨a¨n julkaisutyo¨kalua, koska sellaista ei tarvita ke-
hitykseen. Ta¨sta¨ syysta¨ julkaiseminen oli huomattavasti tyo¨la¨a¨mpa¨a¨. Kuitenkin
myo¨s perinteiselle mallille on tarjolla tyo¨kaluja, joiden avulla julkaiseminen on
helpompaa, esimerkiksi Ansible ja Docker. Na¨ma¨ julkaisutapojen erot on mah-
dollista siis va¨henta¨a¨ yhteen komentorivilta¨ ajettavaan komentoon helposti, mut-
ta perinteisen ratkaisun hyo¨dynta¨essa¨ Ansiblea tai Dockeria, ylla¨pitotyo¨ kasvaa
verrattuna valmiiseen tyo¨kaluun, joka tekee julkaisun kehitta¨ja¨n puolesta.
Ohjelmoinnin erot julkaisun lisa¨ksi ovet oikeastaan vain pyynto¨ja¨ reititta¨va¨ssa¨ ja
API-rajapinnan toteuttavassa osassa. Niissa¨kin se on vain teknologian ma¨a¨ra¨a¨ma¨a¨.
Listauksien 22 ja 23 va¨lilla¨ on vain va¨ha¨n eroja. Listauksesssa 23 ei kerrota API-
polkua, kun taas listauksessa 22 esiteta¨a¨n se. Lisa¨ksi tilattoman toteutuksen lis-
tauksessa ka¨yteta¨a¨n sisa¨a¨nrakennettua callback-funktiota, joka pita¨a¨ huolen vas-
tauksen palauttamisesta kysyja¨lle. Perinteisen toteutuksen ratkaisussa se pita¨a¨
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itse la¨hetta¨a¨. Kun viela¨pa¨ molemmat ratkaisut hyo¨dynta¨va¨t samaa sovelluslo-
giikkatiedostoa voidaan todeta, erot la¨hdekoodissa ovat hyvinkin va¨ha¨iset.
15 router.post('/getMembers', bodyParser, (req, res, next) => {
16 member.getTeam(req.body.team, (error, success) => {
17 (error) ? res.send(error) : res.send(success)
18 })
19 })
Listaus 22: Perinteisen ratkaisun getMember-reititys.
8 module.exports.get = (event, context, callback) => {




Listaus 23: Suorituspohjaisen toteutuksen getMembers-reititys.
Ylla¨pidossa on myo¨s merkitta¨via¨ eroja. Esimerkiksi sovelluksen toimivuuden ja
saavutettavuuden valvonnnan suhteen. AWS tarjoaa valmiit tyo¨kalut, joilla seura-
ta AWS Lambdojen ja AWS ApiGatewayn toimivuutta. Vain ylla¨pidon ka¨ytto¨o¨n-
otto on kehitta¨ja¨n vastuulla. Tyo¨ma¨a¨ra¨ on va¨ha¨inen ja ka¨ytto¨o¨notto on hyvin yk-
sinkertaista. Perinteisessa¨ ratkaisussa pita¨a¨ toteuttaa valvonnat itse hyo¨dynta¨en
saatavilla olevia tyo¨kaluja. Ta¨ma¨n ja¨lkeen pita¨a¨ toteuttaa na¨iden tyo¨kalujen val-
vonnat. Toisin sanoen ylla¨pito ja sovelluksen valvonta ovat jonkin verran tyo¨la¨a¨m-
pia¨ perinteisessa¨ mallissa kuin kilpailevassa ratkaisussa.
5.2 Testaamisen erot
Yksikko¨testaamisen suhteen eroja ratkaisujen va¨lilla¨ ei ole, koska sovelluksen toi-
minnallisuus on ta¨ysin sama la¨hdekoodi ja sama sovelluslogiikka. Yksikko¨testeja¨
ei tarvinnut toteuttaa kuin apufunktioille Member.js-tiedostossa. Johtuen erojen
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va¨hyydesta¨ ja testien luonteesta ne esitella¨a¨n yhdessa¨ ta¨ssa¨ vaiheessa. Apufunk-
tiot ja niiden testit on esitelty listauksissa 24, 25, 26 ja 27.
224 filterExpired(teams) {
225 return teams.filter((member) => {
226 if (member.expires === 'always' || member.expires === '') {
227 return false;
228 } else {







235 * Check is date is expired
236 */
237 isExpired(memberDate, date) {
238 if (parseInt(memberDate[2]) < date.getUTCFullYear()) {
239 return true;
240 } else if (parseInt(memberDate[2]) === date.getUTCFullYear())
{↪→
241 if (parseInt(memberDate[1]) < date.getUTCMonth()) {
242 return true;
243 } else if (parseInt(memberDate[1]) === date.getUTCMonth()) {







Listaus 24: Member.js-tiedoston apufunktiot, osa 1.
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270 createResponse(status, message, data) {

















Listaus 25: Member.js-tiedoston apufunktiot, osa 2.
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292 filterTeams(data, team) {
293 let result = [];
294 data.forEach( (member) => {
295 if (member.memberships.length === 0 && team === '*') {
296 result.push(this.makeMemberRecord(member, {"team": "",
"expires": ""}));↪→
297 } else {
298 member.memberships.forEach( (membership) => {











309 * Will create member record for frontend.
310 */










Listaus 26: Member.js-tiedoston apufunktiot, osa 3.
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10 describe('testing filter teams helper function', () => {


























22 describe('testing creating response', () => {
23 it('should return ok response', () => {
24 const tested = member.createResponse(200, "All okey!", {});
25 expect(tested).to.have.property('statusCode', 200)
26 });
27 it('should return ok response with data', () => {











Listaus 27: memberTests.js, osa 1 yksikko¨testeja¨.
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34
35 describe('testing create member record', () => {
36
37 it('should create member record', () => {
38 const m = { email: "testi@example.org", name: "test",
phone: "0504003369", address: "Exmaple Streeet" }↪→
39 const ms = { team: "APA", expires: "always" }
40 const r = { email: "testi@example.org", name: "test",
phone: "0504003369", address: "Exmaple Streeet", team:









46 describe('testing filter expired', () => {
47
48 it('should not contain JohnDoe', () => {



















Listaus 28: memberTests.js, osa 2 yksikko¨testeja¨.
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Palvelun toimivuuden testaaminen on hieman erilaista ratkaisujen va¨lilla¨. Perin-
teisemma¨n sovellusarkkitehtuurin toteutus on helppo testata paikallisesti pyo¨rit-
ta¨ma¨lla¨ sovellusta kehityskoneella, tai mahdollisesti esimerkiksi asentamalla se
tuotantoympa¨risto¨a¨ vastaavassa ympa¨risto¨ssa¨ virtuaalikoneenassa paikallisesti.
Viela¨ tutkielman toteutuksen aikana ei ollut tarjolla mahdollisuutta testata ti-
lattoman ratkaisun koko toiminnallisuutta, mutta siihen on tulossa muutoksia
muun muassa Amazon Web Servicen toimesta, AWS SAM Localin muodossa.
AWS SAM Local va¨henta¨a¨ tarvetta Serverless Frameworkiin, mutta vaikutuksia
tilattoman ratkaisun kehitykseen tai testaamisen on vaikea arvioida ilman tutki-
mista [Hunt, 2017].
5.3 Taloudelliset erot
Tuloksien perusteella taloudellisten erojen arvioiminen suuressa mittakaavassa
on hyvin vaikeaa. Ylla¨pitokustannuksia toteutetulle sovellukselle ei kummassa-
kaan tapauksessa tule yhta¨a¨n, minka¨ mahdollistaa AWS:n ilmainen suunnitel-
ma [Services, 2017]. Ensimma¨isen vuoden ja¨lkeen kustannukset nousisivat to-
denna¨ko¨isesti noin 4 dollariin kuukaudessa tilattomalle toteutukselle ja perin-
teisemma¨lle toteutukselle noin 5 dollariin kuukaudessa. Kustannukset tottakai
nousisivat, mika¨li palvelua ka¨ytetta¨isiin valtavia ma¨a¨ria¨. Ka¨yto¨n lisa¨a¨ntyessa¨ ti-
lattomille funktioille ei tarvitsisi periaatteessa tehda¨ juuri mita¨a¨n, paitsi mahdol-
lisesti lisa¨ta¨ hieman laskentatehoa, eli muistia, lambdoille tietokannan kasvaes-
sa ja lisa¨ta¨ tietokantaan luku- ja kirjoitusoperaattorien ma¨a¨ra¨a¨, jotta lambdat
eiva¨t esta¨isi toisiaan toimimasta. Perinteisemma¨ssa¨ toteutuksessa pita¨isi kasvat-
taa AWS EC2 -instanssin kokoa ja harkita mahdollista rinnakkaisten instans-
sien lisa¨a¨mista¨. Kuitenkin tietokannan luku- ja kirjoitusoperaattoreita ei tarvit-
sisi lisa¨ta¨ kuin vasta rinnakkaisia ajoja lisa¨tessa¨.
Taloudelliset erot kasvavat viela¨ entisesta¨a¨n, mika¨li muutama API-rajapinnan
kutsua ka¨yteta¨a¨n todella paljon ja muita kutsuja selva¨sti va¨hemma¨n ja la¨hes
marginaalisesti. Perinteisemma¨ssa¨ sovellusarkkitehtuuriratkaisussa palvelua voisi
pilkkoa viela¨ pienempiin osiin eli muuttaa toteutusta hajautetuksi monoliitiksi.
Tietenka¨a¨n toteutuksessa oleva koodi ei vie resursseja, kun sita¨ ei ajeta. Mono-
liittisessa¨ ratkaisussa on hyvin vaikea optimoida resursseja. Jos esimerkiksi olisi
tunnistettavissa jokin ka¨ytta¨ja¨ryhma¨, joka tekee valtavasti kyselyita¨, ja suurin
osa ka¨ytta¨jista¨ ei tekisi sellaisia (ylla¨pita¨ja¨t versus peruska¨ytta¨ja¨t). Ta¨llaisessa
tilanteessa monoliitissa on hyvin vaikea lisa¨ta¨ vain ylla¨pita¨jille resursseja, jolloin
saattaa syntya¨ ylima¨a¨ra¨ista¨ kuluera¨a¨. Ta¨ma¨ johtaa siihen, etta¨ voidaan joutua
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maksamaan resursseita, joita ka¨yteta¨a¨n va¨ha¨n ja harvoin, jotta peruska¨ytta¨jilla¨
on hyva¨ ka¨ytta¨ja¨kokemus. Hajautettu monoliitti tarjoaisi ta¨ha¨n ratkaisun. Suori-
tuspohjaisessa ratkaisussa resursseja ei tarvitse varata va¨ha¨isella¨ ka¨yto¨lla¨ olevilla
osille, koska jokainen tilaton funktio ka¨ynnisteta¨a¨n vain tarvittaessa. Sillon kuin
kukaan ei ka¨yta¨ palvelua niin resurssien rasitus on automaattisesti nolla.
5.4 Ratkaisujen infrastruktuuriset erot
Merkitta¨vimma¨t erot toteutusten va¨lilla¨ ilmeniva¨t teknologioissa, joita taustal-
la ka¨yteta¨a¨n. Ratkaisujen ka¨ytta¨mien palveluiden va¨lilla¨ on merkitta¨via¨ eroja,
vaikka molemmat ratkaisut tukeutuvat AWS DynamoDB:hen tietovarastona ja
sovelluslogiikan toteuttaa sama la¨hdetiedosto. Esimerkiksi tilattoman ratkaisun
jokainen API-rajapinnan kutsu ka¨ynnista¨a¨ oman muista kutsuista irrallisen toi-
minnon, joka suorittaa halutun asian. Na¨ita¨ toimintoja voi olla periaatteessa ra-
jaton ma¨a¨ra¨ ka¨ynnissa¨ samaan aikaan, tietenkin tietokannan kirjoittajat ja luki-
jat rajoittavat sita¨, kuinka moni voi olla yhteydessa¨ tietokantaan samaan aikaan.
Vastaavanlaisesti perinteisessa¨ mallissa virtuaalikoneen resurssit rajoittavat suo-
rituskykya¨ jo ennen kuin pa¨a¨sta¨a¨n tietokannan rajoituksiin, tosin myo¨s ta¨ssa¨
mallissa tietokannan rajoitteet ovat mahdollisena ongelmana.
Yksi huomattava ero on myo¨s se, etta¨ AWS Lambda -toteutuksessa API-rajapinta
on ka¨yta¨nno¨ssa¨ eriytetty sovelluslogiikasta ta¨ysin, koska sen toteuttaa AWS Api-
Gateway. Serverless Framework piilottaa toteutuksen eriytyksen, koska AWS Lamb-
dojen ja ApiGatewayn resurssien luontia hallitaan samasta kohtaa tiedostoa.
Eriytys mahdollistaa esimerkiksi sen, etta¨ osan API-rajapinnasta pystyy toteut-
tamaan helposti muilla keinoin, tai ohjata suoraan toiseen palveluun eriytta¨misen
kautta. Esimerkiksi mika¨li haluttaisiin osa vanhasta perinteisella¨ mallilla toteu-
tetusta taustapalvelusta korvata Lambdoilla, voidaan reititys ei viela¨ korvattui-
hin polkuihin tehda¨ AWS ApiGatewayn kautta ilman lambda-funktioitakin. Na¨in
voidaan hyvin yksinkertaisesti piilottaa loppuka¨ytta¨jilta¨ API-rajapinnassa tapah-
tuvat muutokset.
6 Yhteenveto
Yksi mielenkiintoisimpia tuloksia tutkielmassa on perinteisen monoliittisen taus-
tasovelluksen ja hajautettuun staattisiiin funktioihin erotetun ratkaisun la¨hdekoo-
dien va¨ha¨inen eroavaisuus. Tyo¨ma¨a¨ra¨ perinteisen NodeJS-sovelluksen muuttami-
sen AWS Lamdoilla toteutetuksi on hyvinkin pieni, mika¨li sovellus on alunperin
toteutettu tilattomaksi siten, etta¨ ainoa tilanhallinta tapahtuu tietokannassa. Ny-
kypa¨iva¨na¨ kaikki pilvipalvelut tuleekin toteuttaa tilattomina, jotta automaatti-
skaalautuminen voidaan toteuttaa perinteisen sovellusarkkitehtuurin kanssa. So-
vellusten kehityksessa¨ merkitta¨va¨ osa ajasta eli sovelluslogiikan toteuttaminen
on siis ka¨yta¨nno¨ssa¨ saman mittainen. Esimerkiksi tutkielmassa toteutetut ver-
siot tehtiin ensin Lambda-toteutuksena ja ta¨ma¨n ja¨lkeen muutamassa tunnissa
toteutettiin Expressjs-reititys ja perinteisemma¨n arkkitehtuurin mukainen taus-
tapalvelusovellus oli toteutettu. Toteutusten haastavuudessa teknisella¨ tasolle ei
myo¨ska¨a¨n ole suuria eroja. Tietenkin ongelmaksi voi muodostua AWS Lambdo-
jen tilattomuus, jolloin joitakin perinteisia¨ ratkaisuja ei voi hyo¨dynta¨a¨ tai jakaa
resursseja eri Lambda-kutsujen va¨lilla¨.
Valvonnassa ja ylla¨pidossa havaittiin merkitta¨vimma¨t erot ja na¨iden kohdalla
Lambda-toteutus tuntuu olevan selkea¨ voittaja. Tyo¨ma¨a¨ra¨ valvontojen toteutta-
miseksi on hyvinkin pieni verrattuna perinteisempa¨a¨n virtuaalikoneratkaisuun.
Tosin samalla ylla¨pita¨ja¨ luottaa merkitta¨va¨n osan valvonnasta ja ylla¨pidosta
Amazon Web Servicen hartioille. Varsinkin pienemmille toimijoille vastaava mal-
li on hyvinkin houkutteleva johtuen ylla¨pidetta¨vien ja¨rjestelmien va¨ha¨isyydesta¨.
Vaikka itse julkaisun saa toteutettua molemille ratkaisulle yhta¨ kevyesti hyo¨dyn-
ta¨ma¨lla¨ jatkuvan kehityksen tyo¨kaluja, kuten Ansiblea perinteisen mallin kans-
sa, niin Lamdojen yhteydessa¨ ka¨ytetty Serverless Framework tekee kehitta¨ja¨n
puolesta hieman enemma¨n asioita ja tarjoaa hieman turvallisemman ympa¨risto¨n
kehitta¨ja¨n omien virheiden va¨ltta¨miseen ta¨ysin valmiilla tyo¨kalulla.
Taloudellisia eroja varsinkaan pienemmissa¨ toteutuksissa ei juurikaan pa¨a¨se ilme-
nema¨a¨n, mutta AWS Lambda -toteutuksen etuna voidaan pita¨a¨ ta¨ydellista¨ skaa-
lautumista suuremmalle kuormalle ilman mita¨a¨n tyo¨vaiheita. Ta¨ma¨n ominaisuu-
den lisa¨ksi myo¨s kuormattomina aikoina kulujen va¨heneminen on taloudellisesti
merkitta¨va¨ etu. Monesti suuren kuorman palveluiden kohdalla perinteisemma¨n
mallin toteutuksiin pita¨a¨ konfiguroida jonkinlainen automaattinen skaalautumi-
nen, jotta suuren kuorman tilanteista selvita¨a¨n ilman ongelmia ja va¨ha¨isella¨ kuor-
malla ei ka¨yteta¨ turhaan maksullisia resursseja.
Tutkielmassa tarkasteltiin hyvin pitka¨lti JavaScriptin na¨ko¨kulmasta toteutusten
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teknisia¨ eroja. AWS:n Lambdat tukevat myo¨s Java (8)-, Python- ja C# (.Net
core) -ohjelmointikielia¨, joita ei ta¨ssa¨ tutkielmassa tarkasteltu. Erot perintei-
semma¨n taustapalvelusovelluksen ja lambda-toteutuksen va¨lilla¨ voivat olla mer-
kitta¨va¨mma¨t muilla kielilla¨. Kuitenkin esimerkiksi Pythonin kohdalla perusperi-
aate pysyy samanlaisena ja mika¨li sovelluslogiikka on toteutettu erillisena kutsu-
jen reitityksesta¨, niin esimerkiksi tiedon lisa¨a¨minen tietokantaan ja sen ka¨sittely
on samanlaista ja oikein toteutettuna samaa koodia.
Viiteluettelo
[Amazon, 2015] Amazon. https://d0.awsstatic.com/whitepapers/AWS_
Serverless_Multi-Tier_Architectures.pdf, 2015. [Checked 02-06-2017].
[Amazon, 2016] Amazon. https://d0.awsstatic.com/whitepapers/AWS_
Cloud_Best_Practices.pdf, 2016. [Checked 02-06-2017].
[Amazon, 2017a] Amazon. Amazon Web Services. https://aws.amazon.com/,
2017. [Checked 02-06-2017].
[Amazon, 2017b] Amazon. AWS API Gateway. https://aws.amazon.com/
api-gateway, 2017. [Checked 01-05-2017].
[Amazon, 2017c] Amazon. AWS CloudWatch. https://aws.amazon.com/
cloudwatch, 2017. [Checked 01-05-2017].
[Amazon, 2017d] Amazon. AWS DynamoDB. https://aws.amazon.com/
dynamodb, 2017. [Checked 01-06-2017].
[Amazon, 2017e] Amazon. AWS IAM. https://aws.amazon.com/iam/, 2017.
[Checked 02-06-2017].
[Amazon, 2017f] Amazon. AWS Lambda. https://aws.amazon.com/lambda,
2017. [Checked 01-05-2017].
[Amazon, 2017g] Amazon. AWS Lambda — Pricing. https://aws.amazon.com/
lambda/pricing/, 2017. [Checked 01-05-2017].
[Amazon, 2017h] Amazon. AWS S3. https://aws.amazon.com/S3, 2017. [Chec-
ked 02-06-2017].
[Google, 2017] Google. Google Cloud Platform. https://cloud.google.com/,
2017. [Checked 02-06-2017].
[Hastings, 2013] R. Hastings. Making the Most of the Cloud: How to Choose and
Implement the Best Services for Your Library. Scarecrow Press, 2013. [Online]
Checked: http://dx.doi.org/10.1007/s00607-013-0346-9.
37
[Hendrickson et al., 2016] Scott Hendrickson, Stephen Sturdevant, Tyler Har-
ter, Venkateshwaran Venkataramani, Andrea C Arpaci-Dusseau, & Remzi H
Arpaci-Dusseau. Serverless computation with openlambda. Elastic, 60:80,
2016.
[Hunt, 2017] Randall Hunt. AWS Sam Local. https://aws.amazon.com/blogs/
aws/new-aws-sam-local-beta-build-and-test-serverless-applications-locally/,
2017. [Checked 11-08-2017].
[IBM, 2017] IBM. IBM Bluemix. https://www.ibm.com/cloud-computing/
bluemix/, 2017. [Checked 02-06-2017].
[Microsoft, 2017] Microsoft. Microsoft Azure. https://azure.microsoft.com/,
2017. [Checked 02-06-2017].
[Mochajs, 2017] Mochajs. Mochajs. https://mochajl.readthedocs.io/en/
latest/, 2017. [Checked 15-06-2017].
[Roberts, 2016] Mike Roberts. Serverless Architectures. https:
//martinfowler.com/articles/serverless.html, 2016. [Checked 06-
04-2017].
[serverless.com, 2017] serverless.com. serverless.com. https://serverless.
com/, 2017. [Checked 28-04-2017].
[Services, 2017] Amazon Web Services. AWS Free Tier. https://aws.amazon.
com/free/, 2017. [Checked 14-08-2017].
[Spillner, 2017a] J. Spillner. Exploiting the Cloud Control Plane for Fun and
Profit. ArXiv e-prints, January 2017.
[Spillner, 2017b] J. Spillner. Snafu: Function-as-a-Service (FaaS) Runtime Design
and Implementation. ArXiv e-prints, March 2017.
[StrongLoop/IBM, 2017] StrongLoop/IBM. Expressjs. https://expressjs.
com/, 2017. [Checked 28-04-2017].
[Technologies, 2017] Postdot Technologies. Postman. https://www.
getpostman.com/docs/, 2017. [Checked 14-07-2017].
38
[Walraven et al., 2013] Stefan Walraven, Eddy Truyen, & Wouter Joosen. Com-
paring paas offerings in light of saas development. Computing, 96(8):669–724,
2013. [Online] Checked: http://dx.doi.org/10.1007/s00607-013-0346-9.
[Yan et al., 2016] Mengting Yan, Paul Castro, Perry Cheng, & Vatche Ishakian.
Building a chatbot with serverless computing. In Proceedings of the 1st Inter-
national Workshop on Mashups of Things and APIs, MOTA ’16, pages 5:1–5:4,
New York, NY, USA, 2016. ACM.
