Let π 1 and π 2 be two independent populations, where the population π i follows a bivariate normal distribution with unknown mean vector θ (i) and common known variance-covariance matrix Σ, i = 1, 2. The present paper is focused on estimating a characteristic θ S y of the selected bivariate normal population, using a LINEX loss function. A natural selection rule is used for achieving the aim of selecting the best bivariate normal population. Some natural-type estimators and Bayes estimator (using a conjugate prior) of θ S y are presented. An admissible subclass of equivariant estimators, using the LINEX loss function, is obtained. Further, a sufficient condition for improving the competing estimators of θ S y is derived. Using this sufficient condition, several estimators improving upon the proposed natural estimators are obtained. Further, a real data example is provided for illustration purpose. Finally, a comparative study on the competing estimators of θ S y is carried-out using simulation.
1 Introduction.
The estimation of a characteristic after selection has been recognized as an important practical problem for many years. The problem arises naturally in multiple applications where one wishes to select a population from the available k (≥ 2) populations and then estimate some characteristics (or parametric functions) associated with the population selected by a fixed selection rule. For example, in modelling economic phenomenons, often the economist is faced with the problem of choosing an economic model from k (≥ 2) different models that returns a minimum loss to the capital economic. After the selection of the desired economic model, using a pre-specified selection procedure, the economist would like to have an estimate of the return losses from the selected model. In clinical research, after the selection of the most effective treatment from a choice of k available treatments, a doctor may wishes to have an estimate of the effectiveness of the selected treatment. The aforementioned problems are continuation of the general formulation of the Ranking and Selection problems. Several inferential methods for statistical selection and estimation related to these problems have been developed by many authors, see Cohen and Sackrowitz (1982) , Misra and Dhariyal (1994) , Misra and van der Meulen (2001) , Vellaisamy and Punnen (2002) , Stallard et al. (2008) , Vellaisamy (2009) , Misra and Arshad (2014) , Arshad et al. (2015) , Misra (2015a, 2015b) , Fuentes et al. (2018) , Meena et al. (2018) , Arshad and Abdalghani (2019) .
The majority of prior studies on selection and estimation following selection problems have exclusively focused on a selected univariate population, and very few papers have appeared for a selected bivariate/multivariate population. Some of the works devoted to the bivariate/multivariate case are due to Amini and Nematollahi (2016) and Mohammadi and Towhidi (2017) . In particular, Mohammadi and Towhidi (2017) considered the estimation of a characteristic after selection from bivariate normal population, using a squared error loss function. The authors used this loss function and derived a Bayes estimator of a characteristic of the bivariate normal population selected by a natural selection rule. The authors also provided some admissibility and inadmissibility results. This paper continues the study of Mohammadi and Towhidi (2017) by considering the following loss function
where δ is an estimator of the unknown parameter θ, a is a location parameter of the loss function (1), Θ denotes the parametric space, and D represents a class of estimators of θ. The loss function in Equation (1) is generally called an asymmetric linear exponential (LINEX) loss and is useful in situations where positive bias (overestimation) is assumed to be more preferable than negative bias (underestimation) or vice versa. Many researchers have used the above loss function, see among others Zellner (1986) , Lu et al. (2013) Nematollahi and Jozani (2016) , and Arshad and Abdalghani (in press ).
The normal distribution is the most important and used probability model in many natural phenomena. For instance, variables such as psychological, educational, blood pressure, and heights, etc., follow normal distribution. One generalization of the univariate normal distribution is the bivariate normal distribution. Consider two independent populations π 1 and π 2 . Let Z i = (X i , Y i ) ⊺ be a random vector associated with the bivariate normal population
denotes the 2-dimensional unknown mean vector (i = 1, 2), and Σ = σ xx σ xy σ xy σ yy denotes the common known positive-definite variance-covariance matrix. Suppose that the Y -variate is a characteristic which is difficult (or expensive) to measure whose mean is of interest, and the X-variate is an auxiliary characteristic which is easy (or inexpensive) to measure. Then, based on an available information of the X-variate, we wish to make some inferences about the corresponding Y -variate. For instance, X may be the grade of an applicant on a particular test and Y is regarded as a grade on a future test. Then, based on the X-grade we want to see the behavior of the corresponding Y-grade. Let X (1) and X (2) be the order statistics from X 1 and X 2 . Then, the Y -variates induced by the order statistic X (i) is called the concomitant of X (i) and is denoted by Y [i] (i = 1, 2). Assume that the bivariate population associated with max{θ
(1)
x , θ
(2)
x } is referred as the better population. For selecting the better population, a natural selection rule ψ = (ψ 1 , ψ 2 ) selects the population associated with X (2) = max(X 1 , X 2 ), so that, the natural selection rule ψ = (ψ 1 , ψ 2 ) can be expressed as
and ψ 2 (x) = 1 − ψ 1 (x). After a bivariate normal population is selected using the selection rule ψ, given in (2), we are interested in the estimation of the second component of the mean vector associated with the selected population, which can be expressed as
Note that θ S y depends on the variable X i , i = 1, 2, so that is a random parameter. Our goal is to estimate θ S y using the loss function given in (1). Putter and Rubinstein (1968) have shown that an unbiased estimator of the mean after selection from univariate normal population does not exist. Dahiya (1974) continued the study of Putter and Rubinstein (1968) by proposing several different estimators of mean and investigated their corresponding bias and mean squared error. Later, Parsian and Farsipour (1999) considered two univariate normal populations having same known variance but unknown means, using the loss function given in (1). They suggested seven different estimators for the mean and investigated their respective biases and risk functions. Misra and van der Muelen (2003) continued the study of Parsian and Farsipour (1999) by deriving some admissibility and inadmissibility results for estimators of the mean of the univariate normal population selected by a natural selection rule. As a consequence, they obtained some estimators better than those suggested by Parsian and Farsipour (1999) . Recently, Mohammadi and Towhidi (2017) extended the study of Dahiya (1974) by considering a bivariate normal population. The authors derived Bayes and minimax estimators and an admissible subclass of natural estimators were also obtained. Further, they provided some improved estimators of the mean of the selected bivariate normal population. This article continues the investigation of Mohammadi and Towhidi (2017) by deriving various competing estimators and decision theoretic results under the LINEX loss function.
Note that, using the loss function given in (1) for estimating θ S y , the estimation problem under consideration is location invariant with regard to a group of permutation and a location group of transformations. Moreover, its appropriate to use permutation and location invariante estimators satisfying δ (Z 1 , Z 2 ) = δ (Z 2 , Z 1 ) and δ (Z 1 + c, Z 1 + c) = δ (Z 1 , Z 1 ) + c 2 , ∀ c = (c 1 , c 2 ) ⊺ ∈ R 2 , where R 2 denotes the 2dimensional Euclidean space. Therefore, any location equivariant estimator of θ S y will be of the form
where ϕ(·) is a function of X (1) − X (2) and Y [1] − Y [2] . Let Q c represents the class of all equivariant estiamtors of the form (3). For notational simplicity, the following notations will be adapted throughout the paper;
denotes the positive part of the two dimensional Euclidean space R 2 , and φ(·) and Φ(·) denote the usual pdf and cdf of N(0, 1).
We presented some natural estimators and Bayes estimator, under the loss function (1), of θ S y in Section 2. In Section 3, an admissible subclass of natural type estimator is obtained. Further, a result of improved estimators is derived in Section 4. In Section 5, a data analysis using a real data set is provided to illustrate the computation of the various estimates of θ S y . Finally, in Section 6, using the LINEX loss function, risk comparison of the estimators of θ S y is carried-out using a simulation study.
Estimators of θ S y
In this section, we present various estimators of θ S y of the selected population. First, based on the maximum likelihood estimator (MLE), an estimator of θ S y is given by
Similarly, based on the minimum risk equivariant estimator (MREE), an estimator of θ S y is given by
The third estimator of θ S y that we propose is given by
Note that the estimator δ N,3 is based on the MLE of 1 a ln E e aθ S y , where E e aθ S y = e aθ (2)
.
Another natural estimator of θ S y , which is similar to the estiamtor studied by Dahiya (1974) , is given by
where c > 0 is a constant. The estimator δ N,4 is called hybrid estimator and is same as the estimator δ N,1 for c = 0.
Remark 1. It can be verified that, the estimator δ N,2 is also a generalized Bayes estimator of θ S y , using the loss function given in (1) and the improper prior Π θ (1) , θ (2) = 1, ∀ θ (i) ∈ R 2 , i = 1, 2.
Theorem 1. Under the conjugate prior N 2 (µ, ϑ) and the loss function given in (1), the Bayes estimator of θ S y is given by
Proof. Suppose that θ (i) has a conjugate bivariate normal prior N 2 (µ, ϑ) where µ = (µ 1 , µ 2 ) ′ , ϑ = mI, and I denotes an identity matrix of order 2 and m is a positive real number. Then, the posterior distribution of θ (i) , given
where
y under the loss function (1) is
y , which minimizes the posterior risk (5), is given by
Combining (6) and (7), we get
It can be verified that the posterior risk of the Bayes estimator δ
y , is given by
Since the posterior risk (8) does not depend on Z i , i = 1, 2, it follows form Theorem 3.1 of Sackrowitz and Samuel-Cohen (1987) that the posterior risk r δ B i (Z i ) , given in (8), is also the Bayes risk of δ B i (Z i ). Now an application of Lemma 3.2 of Sackrowitz and Samuel- Cohen (1987) leads to the result.
Remark 2. It can be easily checked that the estimator δ N,2 is a limit of the Bayes estimators δ B (Z) as m → ∞.
Some Admissibility Results
In this section, an admissible subclass of equivariant estimators within the class Q d is obtained, using the loss funtion given in (1), where
where R denotes the real line. For obtaining the admissibility of the estimators within the above class we require the following lemma.
y , and ρ = σxy √ σxxσyy . Then, W has the pdf
The following theorem establishes the admissibility of the estimators δ d within the class Q d .
Let δ d ∈ Q d be given estimators of θ S y . Then, (i) Within the class Q d , the equivariant estimators δ d are admissible for d 0 ≤ d ≤ d 1 , under the loss function (1),
Then, for fixed θ * ∈ R 2 + , the risk function of the estimators δ d is given by
. Clearly, the behaviour of H a (θ x ) depends on θ x ∈ (0, ∞). It can be verified that for aσ xy > 0 (aσ
and for σ xy < 0
(i) Since Ψ(θ * ) is a continuous function of θ * , it follows from (9) and (10) that any value of d in the interval (d 0 , d 1 ) minimizes the risk function R(δ d , θ * ) for some θ * ∈ R 2 + . Consequently, the estimators δ d , for any value of d ∈ (d 0 , d 1 ) are admissible within the subclass Q d . The admissibility of the estimators δ d 0 and δ d 1 , within the class Q d , follows form continuity of R(δ d , θ * ).
(ii) For a fixed θ * ∈ R 2 + , the risk function R(δ d , θ * ) is a decreasing (an increasing)
Remark 3. The estimator δ N,2 is a member of the class Q d for d = − 1 2 aσ yy . Then, using Theorem 2, the estimator δ N,2 is admissible within the class Q d .
Some Results of Improved Estimators
In this section, using the loss function given in (1), a sufficient condition for improving equivariant estimators of θ S y in the general class Q c is derived. The following lemmas are needed for establishing the result.
where for t 1 ≤ 0 and t 2 ∈ R,
Lemma 3. For t 1 ≤ 0 and t 2 ∈ R, define
where ∆(·) is given by (11). Then, for t 1 ≤ 0 and t 2 ∈ R,
where ξ = σyy σxx .
Now, we exploit the approach of Brewster and Zidek (1974) to obtain a sufficient condition for improving the equivariant estimators of the form δ
where ϕ I (·) and ϕ S (·) are as given in Lemma 3. Then, using the loss function given in (1)
Proof. (i) Consider the risk difference of the estimators δ ϕ and δ * ϕ and
where, for t 1 ≤ 0, t 2 ∈ R,
The last line of the above expression follows from Lemma 2 and Lemma 3. Now, for a fixed t 1 ≤ 0 and t 2 ∈ R, if ϕ(t 1 , t 2 ) ≤ ϕ I (t 1 , t 2 ) (so that ϕ * (t 1 , t 2 ) = ϕ I (t 1 , t 2 )), then,
Using the property e x > 1 + x, ∀ x = 0, we have K θ * (t 1 , t 2 ) ≥ 0. If ϕ I (t 1 , t 2 ) < ϕ(t 1 , t 2 ) < ϕ S (t 1 , t 2 ) (so thatϕ * (t 1 , t 2 ) = ϕ(t 1 , t 2 )), then, K θ * (t 1 , t 2 ) = 0. If ϕ(t 1 , t 2 ) ≥ ϕ S (t 1 , t 2 ) (so that ϕ * (t 1 , t 2 ) = ϕ S (t 1 , t 2 )), then,
Again using the property e x > 1 + x, ∀ x = 0, we have K θ * (t 1 , t 2 ) ≥ 0. Now, since
and the srtict inequality holds for some θ * ∈ R 2 + . Hence the result follows.
Improved Estimators
Here, we provide some improved estimators of θ S y by using the reuslt of Theorem 3. Improved estimator 1: For a > 0 and 0 < ρ ≤ 1, the estimator δ N,1 is improved by
Improved estimator 2: For a < 0 and −1 ≤ ρ < 0, the estimator δ N,1 is improved by
Improved estimator 3: For a > 0 (a < 0) and −1 ≤ ρ < 0 (0 < ρ ≤ 1), the estimator δ N,1 is improved by
Improved estimator 4: For a < 0 and ρ = 0, the estimator δ N,1 is improved by
For a > 0 and ρ = 0, Theorem 3 fails to provide an improved estimator upon the estimator δ N,1 .
Improved estimator 5: For a > 0 and −1 ≤ ρ < 0, the estimator δ N,2 is improved by
otherwise.
Improved estimator 6: For a > 0 (a < 0) and 0 < ρ ≤ 1 (−1 ≤ ρ < 0), the estimator δ N,2 is improved by
For a < 0 (a = 0) and 0 < ρ ≤ 1 (ρ = 0), Theorem 3 fails to provide an improved estimator upon the estimator δ N,2 . Improved estimator 7: For a > 0, 0 < ρ ≤ 1, and
, and ϕ I and ϕ S are as given in Lemma 3, the estimator δ N,3 is improved by
Improved estimator 8: For a < 0 and 0 < ρ ≤ 1 and ϕ 3 ≤ ϕ I , the estimator δ N,3 is improved by
Improved estimator 9: For a = 0, −1 ≤ ρ < 0 and ϕ 3 ≤ ϕ I or ϕ 3 ≥ ϕ I , the estimator δ N,3 is improved by
Improved estimator 10: For a = 0, ρ = 0 and ϕ 3 ≤ ϕ I , the estimator δ N,3 is improved by
Improved estimator 11: For a > 0 and 0 < ρ ≤ 1, the estimator δ N,4 is improved by
Improved estimator 12: For a > 0 and −1 ≤ ρ < 0, the estimator δ N,4 is improved by
Improved estimator 13: For a < 0 and 0 < ρ ≤ 1, the estimator δ N,4 is improved by
Improved estimator 14: For a < 0 and −1 ≤ ρ < 0, the estimator δ N,4 is improved by
Improved estimator 15: For a < 0 and ρ = 0, the estimator δ N,4 is improved by
For a > 0 and ρ = 0, Theorem 3 fails to provide an improved estimator upon the estimator δ N,4 .
An application to Poultry feeds data
In this section, a data analysis is presented using a real data set (reported in Olosunde (2013)) to domenstrate the computation of various estimates of θ S y . Olosunde (2013) conducted a study to compare the effect of two different copper-salt combinations on eggs produced by chicken in poultry feeds. An equal number of chickens were randomly assigned to be fed with each of the two combinations. A sample of 96 chickens were randomly selected from the poultry and were divided into two groups, of 48 chickens each. One group was given an organic copper-salt combination and an inorganic copper-salt combination was given to the another group. After a period of time, the weight and the cholesterol level of the eggs produced by the two groups were measured. The observed data from the organic and the inorganic Copper-Salt combinations are reported in Olosunde (2013) and presented in Table 5 . The eggs with more weights and less cholesterol is preferable.
Let π 1 and π 2 represent the populations given an organic copper-salt combination and an inorganic copper-salt combination, respectively. Let (X i , Y i ) be a pair of observations from the population π i , i = 1, 2, where the X-variate denotes the average weights of eggs and the Y -variate denotes the corresponding average cholesterol levels. A number of 48 observations corresponding to each measurement is available from the data obtained by Olosunde (2013) . Since the sample sizes of the two populations are same, the pooled variance-covaraince matrix is used. The obtained data are assumed to have a bivariate normal distribution with different means and common known variance-covariance matrix. To check the validity of the bivariate normality assumption for the available data set, we apply the Royston's normality test, given in the R-software package MVN" that provided by Korkmaz et al. 2014 . Royston's test combines the Shapiro-Wilk (S-W) test statistics for univaraite normality and obtain one test statistic for bivariate/multivariate normality. The Royston's and Shapiro-Wilk tests statistic with corresponding p-values are presented in Table 1 . Recall that, the quality of a population is determined with regard to their Xvariate, while the corresponding Y-variate is of main interest. We say that the population π 1 ≡ N θ (1) , Σ is better than the population π 2 ≡ N θ (2) , Σ if θ (1)
x > θ
(2) x and the population π 2 is considered better than the population π 1 if θ
(2) y ⊺ are the mean vectors of the populations π 1 and π 2 respectively. From the data we haveθ . It can be observed that the average weight of eggs from chicken fed with an organic copper-salt combination is larger than the one with an in-organic copper-salt combination. Therefore, using the natural selection rule ψ given in (2), we may conclude that the population π 1 is preferable over the population π 2 . Also, the average cholesterol level for the population π 1 is less than that for the population π 2 . Hence, based on the above observations, the organic copper-salt combination is recommended. This result was also obtained by Olosunde (2013) . The various estimates of θ S y of the selected bivariate normal population are presented in Tables 3 and 4 . 
Risk Comparisons of Estimators
In this section, we compare the risk performance of the proposed estimators of θ S y , using the loss function given in (1). For this purpose, a simulation study is performed using MATLAB software to compute the values of risk of the various estimators. 20,000 simulation runs with different configurations of parameters are used to obtain the risk values. (For this purpose, a simulation study is performed using MATLAB software with 20,000 simulation runs and different configurations of parameters are used. Note that the estimator with the least average risk values is preferable. Further, the natural selection rule ψ presented in Equation (2) is used for achieving the aim of selecting the best bivariate normal population. It is easy to see that, the risk of the proposed estimators of θ S y depend on the parameters σ xx , σ yy , ρ, a and θ (1) = θ
(2) y (only through θ x and θ y ). So that, the risk functions are vary for different combinations of these parameters. The computed values of risks of the various estimators of θ S y are presented in Tables 6-11, for different combinations of θ (1) , θ (2) , and for σ xx = σ yy = 2, ρ ∈ {−1, 0, 1}, and a ∈ {−1, 1} . Note that the computation of risk values was carriedout for other values of a and ρ but these values were omitted from the tables because the same results were obtained. The risk values of the hybrid estimator δ N,4 were calculated for c = 1. In view of the risk values in Tables 6-11, we present the following assessment of the estimators of θ S y .
(1) For a > 0 and 0 < ρ ≤ 1, the imrpoved estimators δ I1 N,1 and δ I2 N,2 provide a considerable improvement upon the estimators δ N,1 and δ N,2 , respectively. The improved estimators δ I1 N,3 and δ I1 N,4 have the same performance with the estimators δ N,3 and δ N,4 , respectively, hence their risk values were omitted form Table 6 . The improved estimator δ I2 N,2 dominate all other estimators and has the least values of risk among other estimators.
(2) For a > 0 and −1 ≤ ρ < 0, the improved estimators δ I3 N,1 , δ I1 N,2 , δ I3 N,3 and δ I2 N,4 perform better than their respective natural estimators. However, among all these estimators the improved estimator δ I3 N,1 has the best performance.
(3) For a > 0 and ρ = 0, the improved estimator δ I4 N,3 provides a significant improvement upon the estimator δ N,3 . Also, the estimator δ I4 N,3 has better performance than the estimators δ N,2 and δ N,4 only when θ x ≥ −0.2 and θ y ≤ 0.2. But, when θ x < −0.2 and θ y > 0.2 the estimator δ N,2 performs better than δ I4 N,3 . Further, the estimator δ N,2 dominates the three estimators δ N,1 , δ N,3 and δ N,4 .
(4) For a < 0 and 0 < ρ ≤ 1, the estimator δ N,4 dominates the estimators δ N,2 and δ N,3 , but, when θ x and θ y are very close to zero, δ N,3 dominates δ N,4 . The estimator δ N,1 dominates all the estimators of θ S y . The improved estimators δ I3 N,1 , δ I2 N,3 and δ I3 N,4 have the same values of risk with the estimators δ N,1 δ N,3 and δ N,4 , respectively, hence their risk values were omitted form Table 9 .
(5) For a < 0 and −1 ≤ ρ < 0, the improved estimators δ I2 N,1 , δ I2 N,2 , δ I3 N,3 and δ I4 N,4 provide considerable improvement upon their respective natural estimators. However, the improved estimator δ I2 N,2 has the least risk values among all these estimators.
(6) For a < 0 and ρ = 0, the improved estimators δ I4 N,1 , δ I4 N,3 and δ I5 N,4 provide only marginal improvement upon the estimators δ N,1 , δ N,3 and δ N,4 , respectively. The estimator δ I5 N,4 domintes the other estimators when θ x and θ y are very close to zero, but when θ x and θ y are not close to zero the estimator δ N,2 dominates δ I5 N,4 .
Based on the above observations, we conclude that, for a > 0 and 0 ≤ ρ ≤ 1 the performance of the estimator δ I2 N,2 is satisfactory, hence is recommended for practical purposes. For a > 0 and −1 ≤ ρ < 0, the estimator δ I3 N,1 is recommended. For a > 0 and ρ = 0, the estimator δ I4 N,3 is recommended when θ x ≥ −0.2 and θ y ≤ 0.2 and the estimator δ N,2 is recommended for other values of θ x and θ y . For a < 0, the use of the natural estimator δ N,1 is recommended for 0 < ρ ≤ 1 and the estimator δ I2 N,2 is recommended for −1 ≤ ρ < 0. Also, for a < 0 and ρ = 0, the estimator δ I5 N,4 is recommended when θ x and θ y are very close to zero, and the estimator δ N,2 is recommended when θ x and θ y are not close to zero. 
