ABSTRACT The acoustic classification technology of moving vehicles is a significant application in wireless sensor networks (WSNs). However, the wild environment makes it more intractable for the acoustic target classification owing to the complicated interference noise. The widely used mel-frequency cepstral coefficients (MFCCs) are somewhile contaminated by the acoustic noise, resulting in degrading the classification performance in real environments. To increase the classification accuracy of the moving vehicles, this paper presents an acoustic feature extraction method, which integrates the nonlinear function with the MFCC method, termed as NMFCC. Through nonlinear transformation, the proposed method could amplify the acoustic features in a nonlinear way, and obtain more robust acoustic features, thereby achieving a superior classification performance. Comparing the NMFCC with the baseline feature extraction method, experimental results not only demonstrate the viability of the proposed algorithm but also show a satisfactory performance of the moving vehicle classification for diverse practical scenarios in the wild.
I. INTRODUCTION
With the increasing advances in wireless communication systems, electronics and sensing technologies, wireless sensor networks (WSNs) have recently become an indispensable platform for many surveillance and control applications [1] , [2] . As a crucial part of the WSN applications, the classification of moving vehicles deserves special investigation [3] - [5] .
Compared with image and infrared technologies, passive acoustic technology [6] possesses many advantages in terms of high efficiency, all-weather reconnaissance target, high survival rate of the battlefield, and strong concealment [7] . Automatic acoustic surveillance [8] enables continuous, permanent verification of compliance with limitations of conventional armaments, as well as with peace agreements. Acoustic surveillance plays a crucial role in the success of military operations. The purpose of acoustic signal classification is to recognize the type of the moving vehicles with only the acoustic signals. In the classification scheme of the moving vehicles, the characteristic sounds are emitted by a moving target and acquired by a microphone array sensor,
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Acoustic feature extraction is considered as one of the most challenging techniques, since the adverse environment noises always cause disturbances on the extracted acoustic features. Reviewing the literatures, many classic algorithms have been proposed to extract the acoustic feature for vehicle target, such as eigenfaces [12] , fast Fourier transform (FFT) and power spectral density (PSD) [13] , wavelet packet transform (WPT) [14] . The mentioned methods could perform well under certain conditions. However, the classification performances of these algorithms fail in achieving the satisfactory accuracy in the field experiment under interference noise. Besides, the Mel-frequency cepstral coefficient (MFCC) feature extraction method is widely used in the audio applications [15] - [18] . In the previous work, we have adopted the MFCC method in our vehicle classification system, and it can provide a relatively satisfactory recognition accuracy for acoustic target in the wild [19] , but its performance will degrade in real environments owing to the complicated interference.
Human auditory neurons are nonlinear [20] , which means that the human ear is not equally sensitive to all frequency bands because it is more impressible at low frequencies and more obtuse at high frequencies. Psychophysical studies demonstrate that human perception of sound frequency contents for speech signals follows a subjectively defined nonlinear scale rather than a linear scale [21] . This nonlinear scale is termed as ''Mel'' scale. Being similar with human auditory system, the MFCC implementation is a highly nonlinear process. Therefore, the MFCC-based features perform well in the speech and speaker recognition [22] - [24] . In reality, acoustic signals of the moving vehicles are usually contaminated by the unknown interference such as the wind noise, resulting in polluting the corresponding MFCC features. In the harsh environment where the WSN is deployed on, it is inevitable for sensors to collect the noise signals owing to the ubiquitous interference. Hence, research on improving the robustness and effectiveness of the acoustic features, thereupon achieving a satisfactory classification performance, is urgently required in the practical applications.
According to the analysis of the acoustic signatures of moving vehicles, we find that both the spectrums and the MFCC features of the vehicle signals mainly reside in the low frequency part. It indicates that the acoustic features in the low frequency part are very critical. However, within the MFCC features, the frequency mapping between the Hertz scale and Mel scale is approximately linear in low frequency, which will result in the loss of classification performance.
In order to improve the classification performance of the acoustic target, we propose a robust acoustic feature extraction method, which combines the nonlinear function and MFCC, termed as NMFCC. The NMFCC method implements a nonlinear transformation to amplify the MFCC features nonlinearly, especially in the low frequency part. Specifically, in NMFCC method, the output of the particular nonlinear function is adopted as a weight for the MFCC features. Simultaneously, the proposed method could obtain a stronger nonlinear acoustic feature. We adopt the NMFCC features to classify the moving ground vehicles in WSNs. Experimental results demonstrate that the proposed algorithm not only is more robust, but also outperforms the baseline method with a superior classification accuracy on our actual datasets.
The remainder of this paper is organized as follows. The acoustic signatures of the moving ground vehicles are analysed in Section II. The proposed algorithm is described in Section III. Experimental results and analysis are presented in Section IV and this paper is concluded in Sections V.
II. ACOUSTIC SIGNATURES ANALYSIS
Using a microphone array sensor, we have collected the acoustic signals of four vehicles in different environments. The vehicles were wheeled armored vehicle (Armored), jeep (Car), tracked vehicle (Tracked), and military truck (Truck), respectively. All vehicles emit acoustic signals when moving, which may consist of many sound signals generated from engines, tires, exhaust system, aerodynamic effects, and so on. The spectral content of a vehicle signal is approximately regular while being mainly dominated by the engine and exhaust system [25] .
The experiments were performed in a suburb of Shannxi in May 2018, and the wind power level was around five there, the corresponding wind speed is between 8.0 meters per second and 10.7 meters per second. The spectrums of vehicle acoustic signals are shown in Fig. 1 . The figure shows that the spectrums of moving vehicles mainly exist in the low frequency part, and the spectral details are relatively distinct. The spectral contents of interest are composed of a limited number of pitches, harmonics, and some high frequency components. Particularly, the power of the low frequency harmonics is larger than that of the high frequency harmonics since the high frequency components attenuate more quickly than the low frequency components in the atmosphere [26] . From Fig. 1 , it can be learned that the spectrum lines of vehicles in the presence of wind noise could be nearly distinguished. In fact, when the wind noise is weak, the harmonics are distinct, whereas the harmonics degrade and can hardly be distinguished from noise when the wind noise becomes stronger. In the field environment, an unknown target can hardly be recognized when its spectrum is contaminated by the interference noise. Hence, it is greatly crucial for the subsequent classification to extract the more significant and representative features from the acoustic vehicle signals.
III. THE PROPOSED METHOD A. REVIEW OF MFCC
The MFCC-based acoustic target recognition method can achieve satisfactory accuracy in a relatively clean environment. In practice, it is feasible to distinguish different types of vehicles by hearing their acoustic signals. That indicates the problem is somewhat similar to speech recognition, where researchers employ MFCC to overcome the acoustic mismatch problem between the training and test signals.
Here, the conversion formulas between Hertz frequency and Mel frequency are given by:
where f is a Hertz frequency and f mel is the corresponding Mel frequency. The acoustic signal of the moving target in the field is statistically non-stationary. Hence, the original time-domain signal needs to be divided into frames, so as to approximately consider that the signal is stable in each frame time. When calculating the MFCC features, the input acoustic signals are segmented into fixed-length frames using a Hamming or Hanning window. The frame size should be selected properly, thus the signal within the window could be considered as a stationary random part. The frequency content of the waveform can be calculated from the discrete Fourier transform (DFT) of the frame data. The spectrum of each frame is computed with the FFT in practice. The synthetic spectrum is then filtered by the Mel filter bank whose individual filters center frequency is positioned in consistent with the Mel frequency. Afterwards, the discrete cosine transform (DCT) is applied to the log of the filter bank output.
In speech applications, to capture the dynamic properties of the speech signal, the first and second derivatives of the cepstral coefficients are appended to MFCC features [27] . Compared with speech signals, the acoustic signals of vehicles are more stationary, and the spectrums are narrower, so the derivatives will make no sense and can be omitted here.
B. NMFCC METHOD
The frequency mapping between the Hertz scale and Mel scale is approximately linear in low frequency, and most of the frequency energy of the moving ground vehicles exists below 1000Hz. Therefore, it is somewhat pointless that building Mel filter bank in the low frequency.
In order to improve the robustness and effectiveness of the acoustic features, thereby achieve a satisfactory vehicle classification performance in WSNs, we propose the NMFCC feature extraction method. Through the appropriate feature transformation with the nonlinear function, the core idea of NMFCC is to amplify the acoustic features in a nonlinear way. To be specific, with the increasing of the frequency, the feature coefficients increase less. The features in the low frequency are augmented more. Moreover, the features become more nonlinear. Namely, the output of the nonlinear function here can be regarded as a nonlinear gain or nonlinear weight of the acoustic feature coefficients, which decreases with the increasing of the frequency.
Associated with the acoustic feature, the nonlinear function should also satisfy the following properties:
1) The function should be monotonically decreasing during the nonlinear transformation, hence it is capable of amplifying and highlighting the features in the low frequency part. 2) The function should be nonnegative in the transformation process, due to the nonnegativity of acoustic features. Based on above consideration, for the nonlinear transformation process, here we have three types of functions as follows:
where a and b are tunable parameters according to specific applications, x is the feature coefficient index. The nonlinear function Map(x) will nonlinearly decease when the x increases. By choosing parameters appropriately, the NMFCC method employs nonlinear gains on the acoustic feature coefficients, could contribute to obtaining more robust features for the succeeding classification. Fig. 2 describes the flowchart of the proposed method. The acoustic signal is first preprocessed by framing and windowing, then the target detection algorithm would be conducted. When a target intrusion is confirmed, the feature would be extracted for the subsequent target classification. The NMFCC features are obtained with the following steps: 1) Preprocess the acoustic vehicle signals into window data frames and get their power spectrum through DFT, which is denoted as PS(f ) in the following. In practice, FFT is used for calculating short-term power spectrum of acoustic signal. During this process, Hamming or Hanning window is applied to raw signal frames to reduce spectral leakage effect. These windows have appropriate sidelobe and mainlobe characteristics, which are required for DFT computation. 2) Build a Mel filter bank which is essentially a series of triangular bandpass filter, then map the power spectrum into the Mel scale, as follows:
where f i , i = 1, . . . , M is the central frequency of the ith filter in Mel scale, and M is the number of filters in filter bank. f str and f end are the starting and ending frequency expressed in Hertz, respectively. 3) Calculate the logarithm of the output of the Mel filter bank, apply the DCT to the logarithmic power spectrum, and multiply the nonlinear function to obtain the corresponding coefficients as follows:
Therefore, the NMFCC features are expressed as the vector
T , which will be used in the classification system. Fig. 3 and Fig. 4 present the MFCC and NMFCC features of the acoustic signals from four moving vehicles, respectively. It can be learned that most of the features of the vehicle targets reside in the low frequency part. Moreover, the features of wheeled armored vehicle (Armored) and tracked vehicle (Tracked) are more distinct in the presence of wild noise. The horizontal axes and vertical axes of the four bottom figures in Fig. 3 represent the MFCC coefficient index and frame index, respectively. The same principle is feasible for Fig. 4 . From the two figures, we learn that the NMFCC features of the vehicles are more significant than the corresponding MFCC features in the low frequency part, and the proposed algorithm could achieve a better classification performance.
IV. EXPERIMENTAL EVALUATION A. DATASETS
To validate the efficiency of the proposed method, experiments are conducted using hundreds of sample data, which were collected by a microphone uniform circular array (UCA) under different wild environments. In field experiments, the acoustic samples of moving ground vehicles were collected through a sensor node, which integrated a 4-element MEMS microphone (ICS-40720) UCA with a radius of R = 0.04 m without wind-shelters. The inputs of these microphones were transferred into separate channels of a 4-channel 16-bit simultaneous ADC, whose sampling rate was 8192 Hz. The experimental scenario is illustrated in Fig. 5 , where the UCA was placed 13 meters away from the center of the road.
The composition of our labeled sample datasets is shown in Table 1 . There are no less than 279 acoustic signals collected from the four types of the moving ground vehicles for the subsequent target classification. All the audio samples were collected in the suburban districts in four different experimental environments during the year 2016∼2018 shown in Fig. 6 . Because the detection distances of different kinds of vehicles are variant, tracked vehicles usually have the longest detection distances, we consider a frame-based classification. Here each signal is split into fixed-length frames, and the frame size is 1024 with no overlap between the contiguous frames.
B. EXPERIMENTS
This paper mainly focuses on improving the classification accuracy of moving ground vehicles using the proposed acoustic features. In WSNs, real-time implementation in VOLUME 7, 2019 the energy limited sensor node requires a compact and efficient classifier [28] . We evaluate the proposed method for moving vehicles classification by comparing with the baseline method, and perform experiments in the framework with the popular classifier Gaussian mixture model (GMM) [17] , [29] , [30] . In our experiment, we adopt the target detection algorithm presented in [31] . For the two-stage detector we adopted, the first-stage detector reports a suspected target only after that a target could be detected in three sequential frames and it is considered a target invasion when the suspected target could be confirmed in the following frame by the second-stage detector. The microphone sensor would keep performing the detection algorithm utill a target intrusion is confirmed, then the sensor will classify the invasive target. All microphones in the array are tightly arranged and the bandwidth of the vehicle acoustic signal is narrow, which results in the excellent consistency of the phase of received signals. The averaging method in [11] , having the superiority of small-aperture array in the improvement of signal-to-noise ratio (SNR), is adopted in our array-based method for signal enhancement.
The flowchart of the classification system in our experiments is shown in Fig. 7 . Dataset 1 ∼ 4 in that flowchart denote the acoustic data samples acquired in the four types of experimental environments described in Fig. 6 . The training sets in our experiment are the collection of randomly selected data samples at different ratios from our labeled database. In the training phase, the training sets are used to train the GMM model, which is performed by the expectation maximization (EM) algorithm [32] . Besides, the tenfold cross-validation method is employed to evaluate the classification performance.
To obtain the optimal parameters a and b, and to evaluate the efficiency of the NMFCC feature, we regard the classification accuracy as the measurement. Owing to the frame-based classification, the classification accuracy is defined as the ratio of the number of correctly classified frames to the total number of frames. As shown in the Fig. 7 , by adjusting the parameters to maximize the classification accuracy, the evolution continues and repeats until it achieves the optimum solution. In the process of optimization, compared with the MFCC feature, NMFCC with the appropriate parameters should lead to a superior classification performance, otherwise the direction of the optimization deviates and 8 GB memory). In the classification system, we set f str = 0 Hz and f end = 4096 Hz in the feature extraction method. When training the GMM model, the number of the Gaussian functions is 10, which could achieve an excellent performance in the experiments. Fig. 8 shows that experimental results for change in classification accuracies from 4 dimensional features to 30 dimensional features, which correspond to MFCC, M1 (NMFCC with function Map 1 ), M2 (NMFCC with function Map 2 ) and M3 (NMFCC with function Map 3 ). Particularly, the optimal parameters of our feature extraction methods are listed in Table 2 . Fig. 8 shows the better performance of our proposed method on the classification of acoustic vehicle signals with higher classification rate. The classification accuracies increase when increasing the parameter M , and the performance of the proposed NMFCC is better than the MFCC algorithm. Furthermore, the experiment indicates that classification performance becomes relatively stable when M is greater than 24. Fig. 9 shows the comparison on the UCA among the Mono (MFCC + single microphone), MFCC (microphone array), M1 (microphone array), M2 (microphone array) and M3 (microphone array). To obtain a convincing conclusion, the classifiers are trained on the training sets with different sizes [33] . The datasets are randomly chosen from the labeled sample datasets at the ratios depicted in the horizontal axis of Fig. 9 . Feature dimensionality is not always better for the bigger values, and here the number of filters in the feature extraction process is 24. Comparing Mono with MFCC, the results in Fig. 9 indicate that the classification rate of the latter is higher. After adopting array signal enhancement, the signal quality of UCA could exceed the signal of single microphone. Hence, the performance of array-based classification method is preferable. Furthermore, the NMFCC features contribute to a better classification accuracy. The above three nonlinear functions perform well in the NMFCC method, especially the classification accuracy of the M1 features achieves an outstanding result, which is up to 92.86%.
The proposed NMFCC adopts the nonlinear transformation to amplify the features nonlinearly in the low frequency part, where the features are very important for the succeeding classification. Hence, the NMFCC features could contribute to the subsequent classification, resulting in a superior performance for the vehicle classification system. Experimental results indicate that the proposed NMFCC is more suitable for acoustic target classification of moving vehicles in WSNs compared to the other methods.
V. CONCLUSION
In this paper, using the acoustic signals captured by a microphone array sensor node in WSNs, we mainly study the feature extraction method, to improve the classification performance of moving ground vehicles. By analysing the acoustic signatures of the moving vehicles and MFCC features, we propose an acoustic-based feature extraction method, which is called NMFCC. Combining the particular nonlinear function and the MFCC features, the NMFCC method performs the nonlinear transformation to augment the acoustic features, especially in the low frequency part. Therefore, the proposed features are more robust and representative, and able to achieve a better environment-robust moving vehicle classification performance in the wild. Moreover, three types of nonlinear functions for the experimental evaluation are presented. Subsequent experiments demonstrate that NMFCC-based classification systems outperform the other methods. On the labeled datasets collected in various environments with complicated and strong wind noise, the classification system of the proposed method achieves an excellent performance of 92.86% accuracy for moving vehicles.
The major contribution of this paper is the NMFCC feature extraction method, which is suited to the moving vehicle classification based on microphone array in WSNs. Furthermore, the proposed method also provides an inspiration to other classification applications.
