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Introduccio´n
Sean N un conjunto arbitrario, {fi}i∈N una coleccio´n de funciones con el
mismo dominio y el mismo conjunto de llegada, y, fI = (fi)i∈I para cada
I ⊆ N . Para un par de conjuntos (I, J) ∈ 2N×2N , puede existir una funcio´n
que conecte fI con fJ , es decir, una funcio´n g(I, J) tal que fJ = g(I, J)◦fI .
Informalmente hablando, dir´ıamos que hay una cierta dependencia funcional
en la pareja (I, J), o mejor, entre las familias de funciones indexadas por I
y J . Evidentemente, existe tal dependencia funcional si el par (I, J) es tal
que J ⊆ I. Ahora bien, si fJ = g(I, J) ◦ fI y fK = g(J,K) ◦ fJ entonces
fK = g(J,K)◦g(I, J)◦fI ; y, si fJλ = g(I, Jλ)◦fI para cada λ ∈ Λ, entonces,
fJ = (g(I, Jλ))λ∈Λ ◦ fI con J =
⋃
λ∈Λ
Jλ.
Las afirmaciones anteriores permiten concluir que la dependencia funcional
es transitiva y cerrada para la contenencia y para la unio´n de las segundas
componentes.
El estudio de las propiedades de lo que hemos llamado dependencia fun-
cional, se simplifica remitiendose al conjunto N de ı´ndices y definiendo un
conjunto N ∈ 2N × 2N as´ı:
1. (I, J) ∈ N si I ⊇ J ,
2. (I, J), (J,K) ∈ N implica (I,K) ∈ N , y,
3. (I, Jλ) ∈ N para cada λ ∈ Λ implica (I,
⋃
λ∈Λ
Jλ) ∈ N .
A un conjunto N que satisfaga los axiomas anteriores, lo llamaremos
relacio´n de dependencia funcional, o simplemente, FD relacio´n.
La nocio´n de FD relacio´n surgio´ del estudio de la Teor´ıa de las Bases de
Datos [1], sin embargo, su versatilidad es sorprendente. Hay una correspon-
dencia b´ıunivoca entre las FD relaciones y los operadores de clausura [2]. Lo
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anterior implica que existe una conexio´n estrecha entre las FD relaciones y
los objetos que son definidos por un operador de clausura, como por ejemplo
las matroides y las topolog´ıas. Por otro lado, las matroides esta´n relacionadas
con la solucio´n de problemas de Codificacio´n en Redes ([3],[4],[5]), as´ı, es de
esperar que las FD relaciones tambie´n lo este´n; de ah´ı que, en [3], se de-
muestre que las FD relaciones son estructuras adecuadas para capturar las
dependencias e independencias que caracterizan los co´digos de red.
Adema´s, las FD relaciones son u´tiles para comprender las dependencias entre
si de los elementos de una familia de funciones o los de un semiret´ıculo
inferior. Tambie´n, es posible demostrar que toda funcio´n submodular (una
generalizacio´n de funcio´n rango en matroides) define una FD relacio´n, y,
rec´ıprocamente, toda FD relacio´n finita define una funcio´n submodular que
resulta ser una funcio´n de entrop´ıa [2].
El objetivo principal de este trabajo, es estudiar las propiedades de las FD
relaciones, sus conexiones con los operadores de clausura, las topolog´ıas, las
matroides, los semiret´ıculos y las funciones submodulares; y, su aplicacio´n a
la solucio´n de problemas de codificacio´n de las redes de informacio´n.
El trabajo esta´ organizado de la siguiente manera: En el cap´ıtulo 1 se pre-
senta la definicio´n base de todo el trabajo, a saber, la de FD relacio´n. Se
sugiere una forma de representar gra´ficamente las FD relaciones finitas, con
el fin de visualizar mejor las dependencias entre sus elementos. Aunque [2]
restringe su trabajo a FD relaciones finitas, en el presente documento se
ampl´ıa el concepto al caso infinito. Hacerlo as´ı, permitira´ extender los re-
sultados obtenidos en [2], y tambie´n permitira´ explorar un nuevo campo de
estudio, a saber, la conexio´n entre Topolog´ıa y la Teor´ıa de las FD relaciones.
En el cap´ıtulo 2, se probara´ que, dada una FD relacio´n N , es posible definir
un operador clausura cN a partir de ella, y, rec´ıprocamente, dado un op-
erador de clausura c, es posible definir una FD relacio´n Nc a partir de e´l.
Adema´s, se probara´ que N = NcN , c = cNc y que existe una conexio´n de
Galois entre el conjunto de las FD relaciones sobre un soporte N y los oper-
adores de clausura sobre N [2]. Se explorara´ co´mo, algunos objetos definidos
por operadores de clausura se pueden ver como FD relaciones, a saber, las
matroides y las topolog´ıas.
En el cap´ıtulo 3, se presentan las conexiones, descritas en [2], entre las
FD relaciones y los semiret´ıculos, y entre las FD relaciones y las funciones
7submodulares. Se demostrara´ que toda funcio´n submodular define una FD
relacio´n, y que toda FD relacio´n finita define una funcio´n submodular.
En el cap´ıtulo 4, se demuestra el resultado citado en [3], que describe el
estrecho v´ınculo entre FD relaciones y las redes de informacio´n. Para tal
efecto, se definen los conceptos de grafo dirigido ac´ıclico y co´digo de red.
Los aportes del presente documento son los siguientes:
La extensio´n de la definicio´n de las FD relaciones al caso infinito.
La demostracio´n, v´ıa operadores de clausura, de que toda topolog´ıa
define una FD relacio´n, y, los axiomas adicionales inducidos por una
topolog´ıa sobre la FD relacio´n asociada.
Los axiomas adicionales inducidos por una matroide sobre la FD
relacio´n asociada.
La construccio´n de una funcio´n submodular a partir de una FD
relacio´n.
Una demostracio´n alternativa del resultado enunciado en [3], que vin-
cula las FD relaciones con la solucio´n de los problemas de codificacio´n
en redes.
Una conexio´n de Galois entre el conjunto de las FD relaciones y el de los
operadores de clausura definidos sobre N , alternativa a la presentada
en [2].
Cap´ıtulo 1
Preliminares
En este cap´ıtulo se presenta la definicio´n de FD relacio´n. Se sugiere una
forma de representar gra´ficamente las FD relaciones finitas, con el fin de vi-
sualizar mejor las dependencias entre sus elementos. Aunque [2] restringe su
trabajo a FD relaciones finitas, en el presente documento se ampl´ıa el concep-
to al caso infinito. Hacerlo as´ı, permitira´ extender los resultados obtenidos
en [2], y tambie´n permitira´ explorar un nuevo campo de estudio, a saber, la
conexio´n entre Topolog´ıa y la Teor´ıa de las FD relaciones.
Definicio´n 1.1. Sea N un conjunto arbitrario. Diremos que N ⊆ 2N × 2N
es una FD-relacio´n sobre N , si satisface que:
(FD1) N ⊇ I ⊇ J implica (I, J) ∈ N ,
(FD2) (I, J), (J,K) ∈ N implica (I,K) ∈ N ,
(FD3) (I, Jλ) ∈ N para todo λ ∈ Λ implica (I,
⋃
λ∈Λ
Jλ) ∈ N .
Llamaremos al conjunto N de la definicio´n el conjunto soporte de la FD
relacio´n.
Veamos un ejemplo de FD relacio´n sobre un soporte de dos elementos, pero
antes convengamos en notar el conjunto {a1, a2, ..., an} en la forma a1a2...an.
Ejemplo 1.2. Sea N = ab. Es fa´cil verificar que los siguientes conjuntos
son FD relaciones.
N = {(ab, ab), (a, a), (b, b), (∅, ∅), (ab, ∅), (ab, a), (ab, b), (a, ∅), (b, ∅)}
M = {(ab, ab), (a, a), (b, b), (∅, ∅), (ab, ∅), (ab, a), (ab, b),
(a, ∅), (b, ∅), (a, b), (a, ab)}
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No´tese que, por la propiedad (FD1), toda FD relacio´n sobre un soporte de
dos elementos contiene a N , es decir, N es la ma´s pequen˜a FD relacio´n que
se puede definir sobre un soporte de dos elementos. Obse´rvese adema´s que,
si a N le adherimos la pareja (a, b), entonces para obtener una nueva FD
relacio´n M, es obligatoria la presencia de (a, ab) por la propiedad (FD3);
ahora bien, otra forma de obtenerM a trave´s de N es pegar la pareja (a, ab)
y luego, por (FD2), la pareja (a, b).
Nota: La existencia de la FD relacio´n ma´s pequen˜a definida sobre un soporte
N , esta´ garantizada por el hecho de que el conjunto de todas las parejas en
donde la segunda componente es un subconjunto de la primera es una FD
relacio´n contenida en cualquier otra. Notaremos tal FD relacio´n por N|N |.
1.1. Representacio´n gra´fica de una FD relacio´n
finita
Representaremos la pareja (I, J) como una flecha que parte desde el punto
I y llega al punto J . La FD relacio´n N|N | sera´ representada por un grafo
rojo. As´ı, graficamente, la FD relacio´n M del ejemplo 1.2 es:
Ejemplo 1.3. Consideremos FD relaciones con soporte N = {a, b, c}. Nos
preguntamos cu´al es la ma´s pequen˜a que contiene (b, c). Si colocamos la
flecha negra b→ c, entonces, por (FD2), aparece ab→ c. Las dema´s flechas
negras son producto de la propiedad (FD3) aplicada sucesivas veces (ver
figura 1.1).
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Figura 1.1: Figura del ejemplo 1.3
Cap´ıtulo 2
FD relaciones y operadores
de clausura
Los operadores de clausura son bien conocidos, por ejemplo, el operador
adherencia de una topolog´ıa. Lo que no es conocido es su estrecha conexio´n
con las FD relaciones. Se probara´ que, dada una FD relacio´n N , es posible
definir un operador clausura cN a partir de ella, y, rec´ıprocamente, dado un
operador de clausura c, es posible definir una FD relacio´n Nc a partir de e´l.
Adema´s, se probara´ que N = NcN , que c = cNc y que hay una conexio´n
de Galois entre el conjunto de las FD relaciones sobre un soporte N y los
operadores de clausura sobre N .
Algunos objetos definidos por operadores de clausura son las matroides [6] y
las topolog´ıas. Lo anterior implica que existen algunas FD relaciones espe-
ciales que definen y son definidas por matroides, y otras, que definen y son
definidas por topolog´ıas. Se dara´n condiciones suficientes y necesarias sobre
tales FD relaciones. Dichas condiciones son novedades de este documento.
2.1. Operadores de Clausura
Nos proponemos en esta seccio´n, mostrar que las FD relaciones y los oper-
adores de clausura esta´n vinculados de manera biun´ıvoca.
Definicio´n 2.1. Diremos que el operador c : 2N −→ 2N es de clausura sobre
N si, dados I, J ⊆ N :
(CL1) I ⊆ c(I),
(CL2) I ⊆ J implica c(I) ⊆ c(J),
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(CL3) c(I) = c(c(I)).
Proposicio´n 2.2. Sea N ⊆ 2N × 2N una FD relacio´n. El operador cN :
2N −→ 2N
cN (I) =
⋃
(I,J)∈N
J
es de clausura.
Prueba. 1. Es claro que (I, I) ∈ N . Luego I ⊆ cN (I).
2. Sean I ⊆ J ⊆ N y x ∈ cN (I). Entonces (I, x) ∈ N y (J, I) ∈ N .
Luego, (J, x) ∈ N . Por lo tanto x ∈ cN (J).
3. No´tese que (I, cN (I)) ∈ N por (FD3). Sea x ∈ cN (cN (I)). Entonces
(cN (I), x) ∈ N . Luego (I, x) ∈ N . Por lo tanto x ∈ cN (I). La otra
contenencia es consecuencia inmediata de (CL1) y (CL2).
Proposicio´n 2.3. Sea c un operador de clausura sobre N . Entonces
Nc = {(I, J) ∈ 2N × 2N : J ⊆ c(I)}
es una FD relacio´n.
Prueba. 1. Sean N ⊇ I ⊇ J . Entonces, J ⊆ c(I) y (I, J) ∈ Nc.
2. Sean J ⊆ c(I) y K ⊆ c(J), pot lo tanto, K ⊆ c(J) ⊆ c(c(I)) ⊆ c(I),
de donde (I,K) ∈ Nc.
3. Para cada λ en un conjunto arbitrario Λ, sea Jλ ⊆ c(I). Se concluye
que
⋃
λ∈Λ
Jλ ⊆ c(I).
Proposicio´n 2.4. 1. Si N es una FD relacio´n, entonces, N = NcN .
2. Si c es un operador de clausura, entonces, c = cNc.
Demostracio´n. Sea N una FD relacio´n con soporte N . Entonces, (I, J) ∈ N ,
si y so´lo si, J ⊆ cN (I), si y so´lo si, (I, J) ∈ NcN .
Ahora, sea c un operador de clausura. Entonces, x ∈ c(I), si y so´lo si,
(I, x) ∈ Nc, si y so´lo si, x ∈ cNc(I).
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Las proposiciones anteriores garantizan que cada operador clausura se puede
definir v´ıa una FD relacio´n y viceversa, de manera biun´ıvoca. Esto permite
ver los objetos definidos a trave´s de operadores de clausura como FD rela-
ciones. Nos proponemos mostrar la afirmacio´n anterior en el caso de las
matroides, y despue´s, en el caso de las topolog´ıas.
2.2. Matroides
Las matroides surgen en el esfuerzo de generalizar los conceptos de depen-
dencia e independencia que se tiene en espacios vectoriales. Cada uno de
estos interesantes objetos, posee, adema´s, su propia funcio´n rango. En [3] y
[5] se demuestra su utilidad para la resolucio´n de problemas de codificacio´n
de redes. Se incluyen en este trabajo por su conexio´n con las FD relaciones,
v´ıa los operadores de clausura. Para una revisio´n detallada de Teor´ıa de
Matroides, ve´ase [6].
Definicio´n 2.5. Una matroide M consiste en un par (E, I) donde E es un
conjunto finito e I es una coleccio´n de subconjuntos de E que satisface los
siguientes axiomas:
(M1) ∅ ∈ I.
(M2) Si A ∈ I y B ⊆ A, entonces B ∈ I.
(M3) Si A,B ∈ I y |B| < |A|, entonces existe a ∈ A−B tal que B∪a ∈ I.
Diremos que M es una matroide sobre E.
Ejemplo 2.6. Algunas colecciones de independientes que se pueden obtener
sobre el conjunto E = {a, b, c} son:
1. I = {∅, {a}}.
2. J = {∅, {a}, {b}}.
3. K = {∅, {a}, {b}, {c}, {a, b}, {a, c}, {b, c}}.
As´ı, M = (E, I), N = (E,J ) y L = (E,K) son matroides.
Definicio´n 2.7. Los elementos de I son los conjuntos independientes de M ,
y E es su conjunto base. Un subconjunto de E que no pertenezca a I es un
conjunto dependiente. Un elemento C ∈ I es un circuito, si es dependiente y
cualquiera de sus subconjuntos propios es independiente. Un elemento B ∈ I
es una base, si es maximal independiente, es decir, si no existe un elemento
en I que lo contenga propiamente.
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A continuacio´n listamos algunas proposiciones que sera´n u´tiles en lo que
sigue.
Proposicio´n 2.8. Todas las bases de una matroide tienen la misma cantidad
de elementos.
Demostracio´n. Sean A y B bases de M . Supongamos que |B| < |A|. En-
tonces, por (M3), existe x ∈ A−B tal que B∪x ∈ I. Pero eso es imposible
porque B es maximal independiente.
Proposicio´n 2.9. Sean M = (S, I) una matroide e I|X := {I ⊆ X : I ∈
I}. Entonces, M |X := (X, I|X) es una matroide sobre X.
Demostracio´n. 1. ∅ ⊆ X y ∅ ∈ I, luego ∅ ∈ I|X.
2. Si A ∈ I|X y B ⊆ A, entonces A ∈ I, luego B ∈ I; y dado que B ⊆ X,
se sigue que B ∈ I|X.
3. Supongamos que A,B ∈ I|X tales que |B| < |A|. Existe a ∈ A − B
tal que B ∪ a ∈ I. Pero B ∪ a ⊆ A ∪B ⊆ X, luego B ∪ a ∈ I|X.
Proposicio´n 2.10. Todo independiente esta´ contenido en una base.
Demostracio´n. Sea I ∈ I que no es una base. Entonces, existe un indepen-
diente I1 tal que I1 ⊃ I. Si I1 no es base, existe I2 independiente tal que
I2 ⊃ I1. Si I2 no es base se repite el argumento, y as´ı sucesivamente. No´tese
que debe existir k ∈ N tal que Ik sea base puesto que los conjuntos In son
crecientes por contenencia y esta´n contenidos en E que es finito.
2.2.1. Rango de una matroide y Operador de clausura de
una matroide
La funcio´n rango de una matroide, generaliza el concepto de rango en espa-
cios vectoriales de dimensio´n finita. Esta funcio´n resulta ser submodular.
Vı´a la funcio´n rango, definiremos el operador de clausura de una matroide.
Este operador satisface el axioma adicional (CL4), e induce una propiedad
adicional, sobre la FD relacio´n asociada a e´l.
Definicio´n 2.11. Una funcio´n rM : 2E −→ N es la funcio´n rango de la
matroide M , si para cada X ⊆ E, rM (X) es el taman˜o del independiente
ma´s grande contenido en X.
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Las proposiciones 2.8 y 2.9 garantizan la buena definicio´n de rM .
Proposicio´n 2.12. La funcio´n rM satisface los siguientes axiomas:
(R1) 0 ≤ rM (X) ≤ |X| para todo X ⊆ E.
(R2) Si X ⊆ Y entonces rM (X) ≤ rM (Y ).
(R3) Si X,Y ⊆ E, entonces,
rM (X ∪ Y ) + rM (X ∩ Y ) ≤ rM (X) + rM (Y ),
es decir, rM es submodular.
Demostracio´n. Las propiedades (R1) y (R2) se deducen directamente de
la definicio´n.
Sea BX∩Y una base para X ∩ Y . Entonces, BX∩Y es un independiente de
M |(X ∪ Y ). Adema´s, BX∩Y esta´ contenido en una base BX∪Y de esta ma-
troide (proposicio´n 2.10). Ahora bien, BX∪Y ∩X y BX∪Y ∩ Y son indepen-
dientes en M |X y M |Y , respectivamente. As´ı,
|BX∪Y ∩X| ≤ rM (X) y |BX∪Y ∩ Y | ≤ rM (Y ).
Luego,
rM (X) + rM (Y ) ≥ |BX∪Y ∩X|+ |BX∪Y ∩ Y |
= |(BX∪Y ∩X) ∪ (BX∪Y ∩ Y )|
+ |(BX∪Y ∩X) ∩ (BX∪Y ∩ Y )|
= |BX∪Y ∩ (X ∪ Y )|+ |BX∪Y ∩X ∩ Y |
= |BX∪Y |+ |BX∩Y |
= rM (X ∪ Y ) + rM (X ∩ Y ),
y queda demostrado (R3).
Construyamos el operador de clausura asociado a una matroide. Necesitare-
mos los siguientes lemas.
Lema 2.13. Si X ⊆ E y x ∈ E, entonces, r(X) ≤ r(X ∪ x) ≤ r(X) + 1.
Demostracio´n. Sea BX una base para X. Entonces, debe darse una de dos
posibilidades: BX es una base de X ∪x o BX ∪x lo es. As´ı r(X ∪x) es r(X)
o es r(X) + 1.
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Lema 2.14. Sean X,Y ⊆ E tales que para todo y ∈ Y −X, rM (X ∪ y) =
rM (X), entonces rM (X ∪ Y ) = rM (X).
Demostracio´n. Sea Y −X = {y1, ..., yk}. Razonemos por induccio´n sobre k.
Si k = 1, el resultado es inmedianto. Asumamos que el enunciado es cierto
para k = n y sea k = n+ 1. Entonces, por (R3),
rM (X) + rM (X) = rM (X ∪ {y1, ..., yn}) + rM (X ∪ yn+1)
≥ rM ((X ∪ {y1, ..., yn}) ∪ (X ∪ yn+1))
+ rM ((X ∪ {y1, ..., yn}) ∩ (X ∪ yn+1))
= rM (X ∪ {y1, ..., yn+1}) + rM (X)
≥ rM (X) + rM (X).
Luego,
rM (X ∪ {y1, ..., yn+1}) = rM (X).
Definicio´n 2.15. El operador de clausura de una matroide M es una fun-
cio´n cM : 2E −→ 2E tal que
cM = {x ∈ E : rM (X ∪ x) = rM (X)}.
Proposicio´n 2.16. La funcio´n cM no so´lo satisface (CL1)-(CL3), sino
tambie´n el axioma adicional:
(CL4) Si X ⊆ E, x ∈ E, y, y ∈ cM (X∪x)−cM (X), entonces x ∈ cM (X∪y).
Demostracio´n. (CL1) se satisface directamente de la definicio´n. Ahora, para
probar (CL2), supongamos que X ⊆ Y y x ∈ cM (X)−X. Entonces, r(X ∪
x) = r(X). As´ı, si BX es una base de X, entonces, BX es una base de X ∪x.
Entonces, Y ∪x tiene una base BY ∪x que contiene BX y no contiene x. Como
BY ∪x debe ser tambie´n una base de Y , se sigue que
r(Y ∪ x) = |BY ∪x| = r(Y ),
y as´ı, x ∈ cM (Y ).
Para probar (CL3), obse´rvese primero que, por (CL1), cM (X) ⊆
cM (cM (X)). Ahora, para la otra contenencia, sea x ∈ cM (cM (X)). Entonces,
r(cM (X) ∪ x) = r(cM (X)).
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Pero, para todo y ∈ cM (X)−X, r(X ∪ y) = r(X). Luego, por el lema 2.14,
r(X) = r(X ∪ (cM (X)−X)) = r(cM (X)).
As´ı,
r(cM (X) ∪ x) = r(X).
Pero, por (R2),
r(cM (X) ∪ x) ≥ r(X ∪ x) ≥ r(X),
por lo que,
r(X ∪ x) = r(X).
Ahora probaremos (CL4). Supongamos que y ∈ cM (X ∪ x) − cM (X). En-
tonces
r(X ∪ x ∪ y) = r(X ∪ x) y r(X ∪ y) 6= r(X).
Por la u´ltima desigualdad del lema 2.13, deducimos que r(X∪y) = r(X)+1.
As´ı,
r(X) + 1 = r(X ∪ y) ≤ r(X ∪ y ∪ x) = r(X ∪ x) ≤ r(X) + 1.
Entonces, x ∈ cM (X ∪ y).
El propo´sito de las proposiciones siguientes, es demostrar que la asociacio´n
del operador de clausura con su respectiva matroide es biun´ıvoca.
Lema 2.17. Sean c un operador de clausura que satisface (CL4), X ⊆ E
y x ∈ E. Si X ∈ I pero X ∪ x /∈ I, entonces x ∈ c(X).
Demostracio´n. Como X ∪ x /∈ I, hay un elemento y ∈ X ∪ x tal que y ∈
c((X ∪ x)− y). Si y = x, entonces el lema se satisface. Si y /∈ x, se concluye
que,
(X ∪ x)− y = (X − y) ∪ x y y ∈ c((X − y) ∪ x)− c(X − y).
As´ı, por (CL4), x ∈ c((X − y) ∪ y) = c(X).
Proposicio´n 2.18. Sean c un operador de clausura que satisface (CL4) e
I = {X ⊆ E : x /∈ c(X − x) para todo x ∈ X}.
Entonces, (E, I) es una matroide, es decir, todo operador de clausura c que
satisfaga (CL4) es el operador de clausura de alguna matroide.
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Demostracio´n. Evidentemente ∅ ∈ I. Ahora, supongamos que I ∈ I y que
I ′ ⊆ I. Si x ∈ I ′, entonces, x ∈ I por lo que x /∈ c(I − x). Por (CL2),
c(I − x) ⊇ c(I ′ − x), as´ı, x /∈ c(I ′ − x), de donde I ′ ∈ I. Se satisface pues
(M2).
Ahora, supongamos que para I1, I2 ∈ I, se tiene que |I1| < |I2| pero no
se satisface (M3). Supongamos tambie´n que, entre las intersecciones de
pares de conjuntos que cumplen la afirmacio´n anterior, |I1 ∩ I2| es maximal.
Escojamos y ∈ I2− I1 y consideremos I2− y. Asumamos que I1 ⊆ c(I2− y).
Luego, por (CL2) y (CL3), c(I1) ⊆ c(I2−y). Como y /∈ c(I2−y), entonces,
y /∈ c(I1). De modo que, por la contrarec´ıproca del lema 2.17, I1 ∪ y ∈ I,
por lo que se satisface (M3) para I1 e I2; lo cual es una contradiccio´n. As´ı,
I1 * c(I2 − y), es decir, existe t ∈ I1 tal que t /∈ c(I2 − y). Evidentemente
t ∈ I1 − I2. De nuevo, por el lema 2.17, (I2 − y) ∪ t ∈ I. Como
|I1 ∩ ((I2 − y) ∪ t)| > |I1 ∩ I2|,
(M3) se satisface para el par I1 e (I2−y)∪ t, es decir, existe x ∈ (I2−y)∪ t
tal que I1 ∪ x ∈ I. Pero x ∈ I2 − I1, luego (M3) se satisface para I1 e I2; lo
que es absurdo.
Proposicio´n 2.19. Sea M la matroide obtenida a partir del operador de
clausura c segu´n la proposicio´n anterior. Entonces c = cM .
Demostracio´n. Supongamos primero que x ∈ cM (X)−X. Entonces,
rM (X ∪ x) = rM (X).
Sea B una base de X. Entonces B ∈ I y B ∪ x /∈ I, as´ı, por el lema
2.17, x ∈ c(B). Pero, por (CL2), c(B) ⊆ c(X). Luego x ∈ c(X) y as´ı
cM (X) ⊆ c(X).
Supongamos ahora que x ∈ c(X)−X. Sea B una base para X. Se sigue que
B ∪ y /∈ I para todo y ∈ X − B, as´ı, por el lema 2.17, X ⊆ c(B). Luego,
c(X) ⊆ c(B) y x ∈ c(B). As´ı, B ∪ x /∈ I, por lo que B es una base para
X ∪ x, y,
rM (X ∪ x) = |B| = rM (X).
De lo anterior, se deduce que x ∈ cM (X). Concluimos que c(X) ⊆ cM (X).
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Tal como vimos en la seccio´n 2.1, toda FD relacio´n N define un operador
de clausura c y viceversa. As´ı pues, lo que la proposicio´n 2.16 afirma es
que toda matroide define una FD relacio´n a partir de su operador clausura
que en u´ltimas depende de la funcio´n rango de la matroide. Ahora bien, esa
FD relacio´n deber´ıa satisfacer algu´n axioma ma´s, auspiciado por (CL4).
Lo anterior nos lleva a la siguiente pregunta: ¿Co´mo se refleja la propiedad
(CL4) en las FD relaciones obtenidas a partir de matroides? La siguiente
proposicio´n se ocupa en responder esta pregunta.
Proposicio´n 2.20. La FD relacio´n N con soporte E obtenida a partir del
operador clausura de una matroide satisface el axioma adicional:
(FD4) Sean x, y ∈ E, I ⊆ E. Si (I ∪ x, y) ∈ N y (I, y) /∈ N , entonces,
(I ∪ y, x) ∈ N .
Adema´s, si una FD relacio´n N satisface (FD4), entonces, el operador de
clausura cN generado a partir de N satisface (CL4), es decir, cN es el
operador clausura de una matroide.
Demostracio´n. Sea N una FD relacio´n obtenida a partir del operador
clausura de una matroide. Supongamos que
(I ∪ x, y) ∈ N y (I, y) /∈ N .
Entonces,
y ∈ cM (I ∪ x), y , y /∈ cM (I).
Luego, por (CL4), x ∈ cM (I ∪ y). As´ı, existe H tal que
(I ∪ y,H) ∈ N y (H,x) ∈ N ,
luego
(I ∪ y, x) ∈ N .
Ahora, supongamos que N satisface (FD4). Sea y ∈ cN (I ∪ x) − cN (I).
Entonces existe J tal que
y ∈ J y (I ∪ x, J) ∈ N ,
por lo que,
(I ∪ x, y) ∈ N .
Adema´s, como
y /∈ cN (I),
entonces,
(I, y) /∈ N .
Luego, por (FD4), (I ∪ y, x) ∈ N . Concluimos que x ∈ cN (I ∪ y).
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Proposicio´n 2.21. Una FD relacio´n satisface el axioma (FD4), si y so´lo
si, satisface el axioma:
(FD4)’ Sean x ∈ E, I, J ⊆ E. Si (I ∪ x, J) ∈ N y (I, J) /∈ N , entonces
(I ∪ J, x) ∈ N .
Demostracio´n. Supongamos que N satisface (FD4). Sean x ∈ E, I, J ⊆ E,
tales que (I ∪ x, J) ∈ N y (I, J) /∈ N . Entonces, existe y ∈ J − I tal que
(I, y) /∈ N , porque de lo contrario, (I, y) ∈ N para todo y ∈ J − I, y, por
(FD3), (I, J) ∈ N ; lo que es absurdo. Adema´s, es claro que (I ∪ x, y) ∈ N .
Luego, por (FD4), (I ∪ y, x) ∈ N . Pero como (I ∪ J, I ∪ y) ∈ N , entonces
(I ∪ J, x) ∈ N .
Ahora, si suponemos que N satisface (FD4)’, basta hacer J = {y} para
comprobar que N satisface (FD4).
2.3. Topolog´ıas
No hace falta decir mucho para introducir las topolog´ıas, ampliamente cono-
cidas en el mundo de las matema´ticas. Son incluidas en este trabajo por su
conexio´n con las FD relaciones, v´ıa los operadores de clausura. En [2], el
art´ıculo base de este documento, no se hace mencio´n de esta conexio´n; as´ı,
pues, en este trabajo se extendio´ el concepto de FD relacio´n al caso infinito
con el fin de establecer en que´ forma una topolog´ıa se puede ver como una
FD relacio´n.
Definicio´n 2.22. Una topolog´ıa τ sobre un conjunto X arbitrario, es un
subconjunto de 2X que satisface:
(T1) X, ∅ ∈ τ ,
(T2) si {Oλ}λ∈Λ ⊆ τ , entonces,
⋃
λ∈Λ
Oλ ∈ τ , y,
(T3) si {Oi}ni=1 ⊆ τ , entonces,
n⋂
i=1
Oi ∈ τ .
Definicio´n 2.23. Un conjunto O ∈ τ se llama abierto. Si A = Oc, entonces
A es un cerrado. La adherencia de I ⊆ X es el cerrado ma´s pequen˜o que
contiene a I y se nota por I.
Una topolog´ıa se podr´ıa definir v´ıa los conjuntos cerrados as´ı:
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Proposicio´n 2.24. τ es una topolog´ıa sobre X, si y so´lo si, el conjunto
C = {A : A = Oc para algu´n O ∈ τ} satisface:
1. X, ∅ ∈ C,
2. si {Aλ}λ∈Λ ⊆ C, entonces,
⋂
λ∈Λ
Aλ ∈ C, y,
3. si {Ai}ni=1 ⊆ C, entonces,
n⋃
i=1
Ai ∈ C.
Demostracio´n. Directa de la definicio´n de topolog´ıa.
Proposicio´n 2.25. Sea τ una topolog´ıa sobre X. El operador cτ : 2X −→ 2X
tal que cτ (I) = I es de clausura.
Demostracio´n. Por definicio´n de clausura, I ⊆ I para todo I ⊆ X. Si I ⊆
J ⊆ X, entonces, I ⊆ J , y como I es el cerrado ma´s pequen˜o que contiene
a I, entonces I ⊆ J . Por u´ltimo, como I es cerrado, entonces I = I.
No todo operador de clausura es la adherencia de una topolog´ıa. La siguiente
proposicio´n da condiciones necesarias y suficientes para que as´ı sea.
Proposicio´n 2.26. Un operador de clausura c es la adherencia de una
topolog´ıa, si y so´lo si,
(CT1) c(∅) = ∅, y,
(CT2) c
(
n⋃
k=1
Ik
)
=
n⋃
k=1
c(Ik).
Demostracio´n. Ver [9].
Tenemos lo necesario para construir un ejemplo de una FD relacio´n obtenida
a partir de una topolog´ıa.
Ejemplo 2.27. Sea N = {a, b, c}, C = {∅, N, {a}, {c}, {a, b}, {a, c}} el con-
junto de los cerrados de una topolog´ıa τ sobre N y sea cτ el operador que
asigna a cada subconjunto I de N el cerrado ma´s pequen˜o que lo contenga.
Siguiendo la construccio´n de la proposicio´n 2.3, la FD relacio´n asociada a
cτ es N3 ∪ {(b, ab), (b, a), (bc, abc), (bc, ab), (bc, ac), (bc, a)} (Ver figura).
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Tal como en el caso de las matroides, nos hacemos la siguiente pregunta: ¿Co´-
mo se reflejan las propiedades (CT1)-(CT2) en las FD relaciones obtenidas
a partir de topolog´ıas? La siguiente proposicio´n se ocupa en responder esta
pregunta.
Proposicio´n 2.28. La FD relacio´n N con soporte X obtenida a partir del
operador clausura de una topolog´ıa τ sobre X satisface los axiomas adi-
cionales:
(FD5) si (∅, J) ∈ N para algu´n J ⊆ X, entonces J = ∅, y,
(FD6) si (
n⋃
k=1
Ik, J) ∈ N , entonces, existe una coleccio´n {Jk}k=1,...,n tal
que, J =
n⋃
k=1
Jk con (Ik, Jk) ∈ N para todo k = 1, ..., n.
Adema´s, si una FD relacio´n N satisface (FD5)-(FD6), entonces el oper-
ador de clausura cN generado a partir de N satisface (CT1)-(CT2), es
decir, cN es el operador clausura de una topolog´ıa.
Demostracio´n. Sea N la FD relacio´n con soporte X obtenida a partir de la
topolog´ıa τ . Veamos queN satisface (FD5)-(FD6). Si (∅, J) ∈ N , entonces,
J ⊆ cτ (∅) = ∅, de donde J = ∅.
Ahora, si (
n⋃
k=1
Ik, J) ∈ N , entonces,
J ⊆ cτ (
n⋃
k=1
Ik),
luego,
J ⊆
n⋃
k=1
cτ (Ik).
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Pero esto implica que existen conjuntos Jk, k = 1, ..., n, tales que J =
n⋃
k=1
Jk
y Jk ⊆ cτ (Ik), es decir, (Ik, Jk) ∈ N .
Supongamos ahora que N satisface (FD5)-(FD6). Queremos ver que, cN
satisface (CT1)-(CT2). (CT1) se cumple porque
cN (∅) =
⋃
(∅,J)∈N
J = ∅.
Veamos que,
cN
(
n⋃
k=1
Ik
)
⊆
n⋃
k=1
cN (Ik).
Si
x ∈ cN
(
n⋃
k=1
Ik
)
,
entonces,
(
n⋃
k=1
Ik, x) ∈ N .
As´ı, por (FD7), (Ik, x) ∈ N para algu´n k = 1, ..., n, de modo que x ∈ cN (Ik).
Concluimos que,
x ∈
n⋃
k=1
cN (Ik).
Por u´ltimo, la contenencia
n⋃
k=1
cN (Ik) ⊆ cN
(
n⋃
k=1
Ik
)
,
se satisface por ser cN de clausura.
2.4. Conexio´n de Galois
En la seccio´n 2.1 se demostro´ que, dado un conjunto arbitrario N , hay una
correspondecia biun´ıvoca entre el conjunto N de las FD relaciones sobre N
y el conjunto C de operadores de clausura sobre N . Dicho de otra forma,
existe una biyeccio´n Φ : N −→ C tal que Φ(N ) = cN y Φ−1(c) = Nc. Estas
funciones resultan ser una conexio´n de Galois entreN y C dotados de ciertos
ordenes, como lo veremos en esta seccio´n. Cabe aclarar que, la conexio´n de
Galois aqu´ı presentada, difiere de la presentada en [2].
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Definicio´n 2.29. Sean (X,≤) y (Y,) dos conjuntos parcialmente orde-
nados. Una conexio´n de Galois entre X y Y es una pareja de funciones
mono´tonas F : X −→ Y y G : Y −→ X tales que para todo x ∈ X y y ∈ Y :
F (x)  y, si y so´lo si, G(y) ≤ x.
Definicio´n 2.30. Sean N un conjunto arbitrario, N el conjunto de todas las
FD relaciones sobre N , y, C el conjunto de todos los operadores de clausura
sobre N . Entonces, (N,⊆) es el orden definido por contenencia, y, (C,≤)
es el orden definido as´ı:
c ≤ k si c(I) ⊆ k(I) para todo I ∈ 2N .
No es dif´ıcil verificar que (C,≤) es, en efecto, un orden parcial.
Proposicio´n 2.31. Las funciones
Φ : (N,⊆) −→ (C,≤),
y,
Φ−1 : (C,≤) −→ (N,⊆)
forman una conexio´n de Galois.
Demostracio´n. Supongamos que, dados N ∈ N y c ∈ C, se satisface que,
Φ−1(c) = Nc ⊆ N .
Veamos que
c ≤ Φ(N ) = cN ,
es decir, veamos que,
c(I) ⊆ cN (I) para todo I ∈ 2N .
En efecto, dados I ∈ 2N y x ∈ c(I), se tiene que (I, x) ∈ Nc, luego, (I, x) ∈
N , de donde x ∈ cN (I).
Ahora, supongamos que
c ≤ Φ(N ) = cN .
Veamos que
Φ−1(c) = Nc ⊆ N .
Si (I, J) ∈ Nc, es porque J ⊆ c(I), entonces, J ⊆ cN (I), pero esto significa
que (cN (I), J) ∈ N , as´ı, dado que (I, cN (I)) ∈ N , (I, J) ∈ N .
Cap´ıtulo 3
FD relaciones y otras teor´ıas
Abordemos ahora la conexio´n entre FD Relaciones y otras teor´ıas. No es
necesario establecer dicha conexio´n v´ıa los operadores de clausura (como
en el caso de las matroides y las topolog´ıas), ma´s bien, se utilizan me´todos
constructivos.
As´ı, en este cap´ıtulo, veremos que las FD relaciones son u´tiles para compren-
der las dependencias entre si de los elementos de un semiret´ıculo inferior.
Tambie´n, demostraremos que toda funcio´n submodular (una generalizacio´n
de funcio´n rango en matroides) define una FD relacio´n, y, que toda FD
relacio´n finita define una funcio´n submodular que resulta ser una funcio´n de
entrop´ıa [2].
3.1. Semiret´ıculos
Un hecho interesante con respecto a las FD relaciones es su conexio´n con
ciertos conjuntos parcialmente ordenados, entie´ndase, los semiret´ıculos.
Definicio´n 3.1. Un semiret´ıculo inferior es un conjunto parcialmente or-
denado en el que cada par de elementos tiene ı´nfimo, analogamente, un
semiret´ıculo superior es un conjunto parcialmente ordenado en el que cada
par de elementos tiene supremo.
La siguiente proposicio´n muestra que todo semiret´ıculo (inferior o superior)
define una FD relacio´n.
Proposicio´n 3.2. Sean (Z,∧) un semiret´ıculo inferior con elemento ma´x-
imo 1 (o, pudiera ser tambie´n un semiret´ıculo superior con mı´nimo), z =
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(zi)i∈N un subconjunto de Z indexado por N finito y zI =
∧
i∈I
zi(to´mese
z∅ = 1). Entonces, el conjunto N ⊆ 2N × 2N definido de tal manera que
(I, J) ∈ N , si y so´lo si, zI ≤ zJ
es una FD relacio´n.
Prueba. 1. Si I ⊇ J entonces zI ≤ zJ .
2. Si zI ≤ zJ y zJ ≤ zK , por transitividad, zI ≤ zK .
3. Si zI ≤ zJ y zI ≤ zK , se sigue que, zI ≤ zJ∪K porque zI ≤ zJ ∧ zK =
zJ∪K .
Ejemplo 3.3. 1. Conside´rese el semiret´ıculo inferior de la figura
Segu´n la construccio´n de la proposicio´n anterior, la FD relacio´n aso-
ciada al semiret´ıculo inferior es
2. Ahora ve´ase el semiret´ıculo
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La FD relacio´n asociada es
3.2. Funciones Submodulares
Las funciones submodulares generalizan las funciones rango. Se demostrara´
que, dada una FD relacio´n, se puede definir una funcio´n submudular y vicev-
ersa. Sin embargo, no existe una asociacio´n biun´ıvoca entre estos objetos.
En la proposicio´n 3.14, se construye una funcio´n submodular a partir de una
FD relacio´n finita; dicha funcio´n submodular resulta ser funcio´n de entrop´ıa.
Definicio´n 3.4. Diremos que la funcio´n r : 2N −→ R es submodular sobre
N , si
r(X) + r(Y ) ≥ r(X ∪ Y ) + r(X ∩ Y ) para todo X,Y ⊆ N ,
y es no decreciente, si
r(X) ≤ r(Y ) cuando X ⊆ Y ⊆ N .
Ejemplo 3.5. La funcio´n dimensio´n de un subconjunto de un espacio vec-
torial es submodular no decreciente.
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En el cap´ıtulo anterior se introdujeron las nociones de matroide y de rango
de una matroide. Estas no son ma´s que generalizaciones de los conceptos de
independencia lineal y de dimensio´n de espacio vectorial, respectivamente.
Se probo´ que la funcio´n rango de una matroide es submodular. Se probo´
tambie´n que las matroides son casos particulares de FD relaciones. As´ı pues,
es de esperar que haya en las FD relaciones una funcio´n de caracter´ısticas
similares a la funcio´n rango. Pero, ¿co´mo definir tal funcio´n submodular?.
Las proposiciones siguientes se incluyen con la idea de encontrar una funcio´n,
no so´lo no decreciente, sino tambie´n submodular asociada a una FD relacio´n
arbitraria finita. El plan es el siguiente:
1. A partir de un conjunto especial A, definir una FD relacio´n NA
(proposicio´n 3.6).
2. Construir una funcio´n submodular no decreciente rA, asociada a la FD
relacio´n NA (proposiciones 3.10,3.12, corolario 3.13).
3. Ver que toda FD relacio´n finita se puede ver en la forma NA (proposi-
cio´n 3.14).
Proposicio´n 3.6. Sea N un conjunto finito. Para cada i ∈ N , sean Xi un
conjunto finito no vac´ıo, XI =
∏
i∈I
Xi para cada I ⊆ N y X = XN . Adema´s,
si x = (xi)i∈N , entonces xI es la proyeccio´n cano´nica de x ∈ X sobre XI .
Si A ⊆ X, entonces el conjunto NA definido de tal manera que
(I, J) ∈ NA, si y so´lo si, xI = yI implica xJ = yJ para todo x, y ∈ A
es una FD relacio´n.
Prueba. 1. Si I ⊇ J entonces xI = yI implica xJ = yJ .
2. Si para todo x, y ∈ A, xI = yI implica xJ = yJ , y, xJ = yJ implica
xK = yK , entonces, para todo x, y ∈ A tal que xI = yI se tiene que
xK = yK .
3. Si para todo x, y ∈ A, xI = yI implica xJ = yJ y xK = yK , entonces
tambie´n se tiene que xJ∪K = yJ∪K .
La clases de equivalencia definidas en la pro´xima proposicio´n, son cruciales
para la construccio´n de una funcio´n rA asociada a NA, que resultara´ ser
submodular no decreciente.
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Proposicio´n 3.7. RAI =: {(x, y) ∈ A × A : xI = yI} es una relacio´n
de equivalencia. Si (I, J) ∈ NA entonces RAI ⊆ RAJ . Esto quiere decir que
A/RAI es un refinamiento de A/R
A
J .
Demostracio´n. Por verificacio´n directa, se ve que RAI es una relacio´n de
equivalencia. Si (I, J) ∈ NA, entonces para todo x, y ∈ A se tiene que
xI = yI implica xJ = yJ . En otras palabras, (x, y) ∈ RAI implica (x, y) ∈ RAJ .
Para ver que A/RAI es un refinamiento de A/R
A
J , no´tese que si y ∈ [x]RAI
entonces y ∈ [x]RAJ , luego toda clase de A/R
A
I esta´ contenida en alguna clase
de A/RAJ .
Proposicio´n 3.8. Para todo x ∈ A
(a) [x]RAI∪J = [x]RAI ∩ [x]RAJ
(b) [x]RAI∩J ⊇ [x]RAI ∪ [x]RAJ
Demostracio´n. (a) [x]RAI∪J = {y ∈ A : xI∪J = yI∪J} = {y ∈ A : xI =
yI} ∩ {y ∈ A : xJ = yJ} = [x]RAI ∩ [x]RAJ .
(b) [x]RAI∩J = {y ∈ A : xI∩J = yI∩J} ⊇ {y ∈ A : xI = yI} ∩ {y ∈ A : xJ =
yJ} = [x]RAI ∪ [x]RAJ .
Corolario 3.9. (a) Para cada clase de equivalencia Fi (Gj) de la particio´n
A/RAI (A/R
A
J ), existe una u´nica clase de equivalencia Hk de la particio´n
A/RAI∩J que la contiene.
(b) Toda clase de equivalencia El de la particio´n A/RAI∪J es la interseccio´n
de una clase Fi con una clase Gj.
Proposicio´n 3.10. Sean N finito y A como en la proposicio´n 3.6. La fun-
cio´n rA : 2N −→ R
rA(I) = −
∑
G∈A/RA
I
|G|
|A| ln
|G|
|A|
es no decreciente.
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Prueba. Veamos que rA es no decreciente. Sean I, J ⊆ N tales que I ⊇ J .
Sea G ∈ A/RAJ . Entonces, G es unio´n disyunta de clases de A/RAI porque
A/RAI es un refinamiento de A/R
A
J . Luego,
|G| =
∑
F⊆G
F∈A/RAI
|F |.
As´ı,
rA(J) = −
∑
G∈A/RAJ
|G|
|A| ln
|G|
|A| = −
∑
G∈A/RAJ
∑
F⊆G
F∈A/RAI
|F |
|A| ln
|G|
|A|
= −
∑
F∈A/RAI
|F |
|A| ln
|GF |
|A| ,
donde GF es la clase de A/RAJ que contiene a F . Ahora bien,
1 ≥ |GF ||A| ≥
|F |
|A|
luego
ln 1 ≥ ln |GF ||A| ≥ ln
|F |
|A|
0 ≥ |F ||A| ln
|GF |
|A| ≥
|F |
|A| ln
|F |
|A|
0 ≤ −|F ||A| ln
|GF |
|A| ≤ −
|F |
|A| ln
|F |
|A|
0 ≤ rA(J) = −
∑
F∈A/RAI
|F |
|A| ln
|GF |
|A| ≤ −
∑
F∈A/RAI
|F |
|A| ln
|F |
|A| = rA(I)
.
Demostraremos la submodularidad de rA recurriendo a la nocio´n de entrop´ıa
(ve´ase el ape´ndice A). Para empezar, retomemos los conjuntos y las clases
de equivalencia definidos en las proposiciones 3.6 y 3.7. Notaremos con Fi
a las clases de equivalencia de A/RAI , con Gj a las de A/R
A
J , con Hk a
las de A/RAI∩J y con El a las de A/R
A
I∪J . Supo´ngase que se quiere escoger
un elemento de A al azar, y supo´ngase tambie´n que todos tienen la misma
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probabilidad de ser escogidos, es decir, que la probabilidad de escogencia de
un elemento es 1/|A|. As´ı, la probabilidad de escoger un elemento de la clase
de equivalencia Fi es |Fi|/|A|.
Def´ınase el evento xi como la escogencia de un elemento de la clase Fi, el
evento yj , como la escogencia de un elemento de la clase Gj y el evento zk,
como la escogencia de un elemento de la clase Hk, entonces
p(xi) =
|Fi|
|A| , p(yj) =
|Gj |
|A| ,
p(zk) =
|Hk|
|A| , p(xi, zk) =
|Fi ∩Hk|
|A| ,
p(yj , zk) =
|Gj ∩Hk|
|A| , p(xi, yj , zk) =
|Fi ∩Gj ∩Hk|
|A| .
Proposicio´n 3.11. (a) p(xi, zk) = p(xi), siempre que Fi ⊆ Hk.
(b) p(yj , zk) = p(yj), siempre que Gj ⊆ Hk.
(c) p(xi, yj , zk) = p(xi, yj), siempre que Fi, Gj ⊆ Hk.
Proposicio´n 3.12. Sean X = {x1, ..., x|A/RAI |}, Y = {y1, ..., y|A/RAJ |} y Z ={z1, ..., z|A/RAI∩J |}. Entonces,
(a) H(X) = H(X,Z) = rA(I)
(b) H(Y ) = H(Y, Z) = rA(J)
(c) H(Z) = rA(I ∩ J)
(d) H(X,Y ) = H(X,Y, Z) = rA(I ∪ J)
Demostracio´n. Probemos (a). No´tese que, por la proposicio´n 3.8, para cua-
lesquiera que sean Fi y Hk, se tiene que Fi ⊆ Hk o´ que Fi ∩Hk = ∅. As´ı, en
la parte derecha de la igualdad
H(X,Z) = −
∑
i,k
p(xi, zk) ln p(xi, zk)
los u´nicos te´rminos no nulos son aquellos para los cuales los sub´ındices i
y k son tales que Fi ⊆ Hk. Adema´s, como p(xi, zk) = p(xi) siempre que
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Fi ⊆ Hk, y, como para todo i existe un u´nico k tal que Fi ⊆ Hk (corolario
3.9), entonces,
H(X,Z) = −
∑
i,k
p(xi, zk) ln p(xi, zk)
= −
∑
i
p(xi) ln p(xi) = H(X).
Las igualdades (b) y (d) se demuestran de manera similar. Las igualdades
H(X) = rA(I) y (c) se deducen directamente de las definiciones.
Corolario 3.13. La funcio´n rA es submodular.
Hasta aqu´ı, hemos obtenido funciones submodulares so´lo para ciertas FD
relaciones. En la siguiente proposicio´n, nos proponemos mostrar que toda
FD relacio´n finita es, de hecho, del tipo NA.
Proposicio´n 3.14. Toda FD relacio´n N con soporte N finito, define una
funcio´n submodular rN .
Demostracio´n. La idea es encontrar un conjunto A contenido en algu´n pro-
ducto cartesiano de conjuntos finitos de tal manera que la FD relacio´n NA
obtenida segu´n el procedimiento de la proposicio´n 3.6 sea precisamente N .
Si N = 2N × 2N , sean Xi = {1} para cada i ∈ N , X =
∏
i∈N
Xi y A = X,
as´ı, N = NA, y, por las proposiciones 3.15 y 3.16, la funcio´n submodular
definida por N es constante.
SiN esta´ contenido estrictamante en 2N×2N , sean p el nu´mero de elementos
de 2N × 2N que no pertenecen a N , Xi = {1, 2, ..., 2p} para cada i ∈ N , y
X =
∏
i∈N
Xi.
Recue´rdese que para cada I ∈ 2N se define la clausura de I como
c(I) =
⋃
(I,H)∈N
H.
Sea (I, J) ∈ 2N × 2N tal que (I, J) /∈ N . No´tese que J * c(I) porque, de lo
contrario, (c(I), J) ∈ N , y, como (I, c(I)) ∈ N , entonces, (I, J) ∈ N , lo cual
es absurdo. Identifiquemos a cada pareja (I, J) /∈ N con un u´nico nu´mero
natural k = 1, ..., p, y viceversa. Entonces, definimos x(2k−1), x(2k) ∈ X as´ı:
x
(2k−1)
i = 2k − 1 para todo i ∈ N ,
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x
(2k)
i =
{
2k − 1, si i ∈ c(I),
2k, en otro caso.
Sea A = {x(n) ∈ X : n = 1, ..., 2p}. No´tese que, si k es el natural con el que
identificamos a (I, J) /∈ N , entonces x(2k−1)i = x(2k)i para todo i ∈ I, pero
existe j ∈ J tal que x(2k−1)j 6= x(2k)j porque J * c(I). As´ı, (I, J) /∈ NA.
Veamos ahora que si (I, J) ∈ N entonces (I, J) ∈ NA.
Sea (I, J) ∈ N . Para cada (I ′, J ′) /∈ N tal que I ⊆ c(I), se tiene que
J ⊆ c(I ′). As´ı, si k es el natural con el que idenficamos a (I ′, J ′), entonces
x
(2k−1)
i = x
(2k)
i para todo i ∈ I ∪ J , es decir, x(2k−1)I∪J = x(2k)I∪J , por lo que
x
(2k−1)
I = x
(2k)
I implica x
(2k−1)
J = x
(2k)
J . Y para cada par (I
′, J ′) /∈ N tal que
I * c(I ′), se tiene que x(2k−1)I 6= x(2k)I , donde k es el natural que corresponde
a (I ′, J ′). Concluimos que (I, J) ∈ NA.
En la siguiente proposicio´n demostraremos que toda funcio´n submodular
define una FD relacio´n.
Proposicio´n 3.15. Si r es una funcio´n submodular sobre un conjunto N
arbitrario, entonces el conjunto
Nr = {(I, J) ∈ 2N × 2N : r(I) = r(I ∪ J)}
es una FD relacio´n.
Prueba. 1. Si I ⊇ J , entonces r(I) = r(I ∪ J), luego (I, J) ∈ N .
2. Si (I, J) ∈ N y (J,K) ∈ N , entonces r(I) = r(I ∪ J) y r(J) = r(J ∪K).
Ahora, por la submodularidad y por el no decrecimiento de r, tenemos
que,
r(I ∪ J) + r(J ∪K) ≥ r(I ∪ J ∪K) + r(J ∪ (I ∩K)) ≥ r(I ∪K) + r(J),
luego r(I) + r(J) ≥ r(I ∪K) + r(J), de donde r(I) = r(I ∪K).
3. Si (I, J) ∈ N y (I,K) ∈ N , entonces r(I) = r(I ∪ J) y r(I) = r(I ∪K).
Adema´s, como
2r(I) = r(I ∪ J) + r(I ∪K) ≥ r(I ∪ J ∪K) + r(I ∪ (J ∩K)) ≥
r(I ∪ J ∪K) + r(I),
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entonces r(I) = r(I ∪ J ∪K).
Finalmente, veamos que, si una funcio´n submodular se obtiene a trave´s de
una FD relacio´n finita N , entonces, la FD relacio´n obtenida a partir de dicha
funcio´n submodular, es precisamente N .
Proposicio´n 3.16. Sea A un conjunto como en la proposicio´n 3.6. En-
tonces, NrA = NA.
Demostracio´n. Veamos que NA ⊆ NrA . Sea (I, J) ∈ NA. Entonces (I, I ∪
J) ∈ NA. Esto significa que A/RAI es un refinamiento de A/RAI∪J , as´ı, por el
mismo razonamiento con el que se demostro´ el no decrecimiento de rA en la
proposicio´n 3.10, rA(I ∪ J) ≤ rA(I), luego, rA(I ∪ J) = rA(I) y por lo tanto
(I, J) ∈ NrA .
Ahora, veamos que N ⊆ NA. Sea (I, J) ∈ NrA . Entonces, rA(I) = rA(I∪J),
pero como A/RAI∪J es un refinamiento de A/R
A
I , se tiene que
rA(I) = −
∑
F∈A/RAI∪J
|F |
|A| ln
|GF |
|A| = −
∑
F∈A/RAI∪J
|F |
|A| ln
|F |
|A| = rA(I ∪ J)
donde GF es la clase de A/RAI que contiene a F . No´tese que aunque
− |F ||A| ln |GF ||A| ≤ − |F ||A| ln |F ||A| , no existen F y GF tales que − |F ||A| ln |GF ||A| <
− |F ||A| ln |F ||A| porque, si existieran, rA(I) < rA(I∪J), lo cual es absurdo. Luego,
para cada F y cada GF ,
−|F ||A| ln
|GF |
|A| = −
|F |
|A| ln
|F |
|A|
ln
|GF |
|A| = ln
|F |
|A|
|GF |
|A| =
|F |
|A|
|GF | = |F |,
y, como F ⊆ GF y ambas son clases finitas, entonces F = GF para cada
F ∈ A/RAI∪J . Entonces, A/RAI = A/RAI∪J , o lo que es lo mismo, xI = yI ,
si y so´lo si, xI∪J = yI∪J , luego, xI = yI implica xJ = yJ , y, por lo tanto,
(I, J) ∈ NA.
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Corolario 3.17. Sea rN la funcio´n submodular obtenida a partir de la FD
relacio´n finita N segu´n la proposicio´n 3.14. Entonces NrN = N .
Demostracio´n. Sea A el conjunto tal que N = NA y rN = rA. Entonces,
por la proposicio´n 3.16, N = NrA = NrN .
Cap´ıtulo 4
FD relaciones y co´digos de
red
El problema de la codificacio´n de redes consiste en encontrar modos efi-
cientes de transmitir el flujo de informacio´n a trave´s de los canales de una
red, modelandola como un digrafo (un grafo cuyas aristas tienen direccio´n)
e interpretando la informacio´n sobre algu´n alfabeto. A medida que la in-
formacio´n va recorriendo las aristas, se transforma haciendo uso de ciertas
funciones escogidas de tal forma que se permita la entrega de los datos en-
viados por ciertos nodos, denominados fuentes, hasta otros que demandan
la informacio´n llamados receptores.
Vı´a las matroides, es posible encontrar la solucio´n de algunos problemas de
codificacio´n de redes ([5],[3]), sin embargo, en [3], se demuestra que las FD
relaciones resultan ser estructuras ma´s adecuadas para capturar las depen-
dencias e independencias en las redes de informacio´n.
No es el propo´sito de este trabajo el hacer un estudio detallado de la res-
olucio´n de problemas de codificacio´n redes (un estudio detallado de estos
problemas se hace en [4]), ma´s bien, se busca demostrar el resultado cita-
do en [3] (aqu´ı, proposicio´n 4.8), que describe el estrecho v´ınculo entre FD
relaciones y las redes de informacio´n que se trabajan en el art´ıculo ya men-
cionado.
Definicio´n 4.1. Sea G = G(V,E) un grafo dirigido ac´ıclico (es decir, que
las aristas tienen direccio´n y no existen caminos de retorno a un ve´rtice)
con conjunto de ve´rtices V y conjunto de aristas E ⊆ V × V . El grado de
entrada de un ve´rtice u es el nu´mero de aristas que entran a u, o sea, el
36
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nu´mero de aristas cuya cabeza es u; y, el grado de salida de u es el nu´mero
de aristas que salen de u, es decir, el nu´mero de aristas cuya cola es u.
El conjunto de aristas cuya cabeza es u sera´ denotado con In(u); mientras
que el conjunto de aristas cuya cola es u sera´ denotado con Out(u). Si
u y v son la cola y la cabeza de e respectivamente, escribiremos e(u, v).
Para cada arista e = e(u, v) ∈ E, sean In(e) = {a ∈ E : a ∈ In(u)} y
Out(e) = {a ∈ E : a ∈ Out(v)}. El grado de entrada de e es |In(e)| y
el grado de salida |Out(e)|. Sean S el conjunto de ve´rtices cuyo grado de
entrada es cero y D el conjunto de ve´rtices cuyo grado de salida es cero. Los
nodos que son cola de alguna arista de S son nodos fuente y los nodos que
son cabeza de alguna arista de D es un nodo terminal. Asumimos que los
elementos de E esta´n numerados y definimos m = |E|, k = |S|, y, d = |D|.
Asumimos tambie´n que S = {e1, ..., ek} y D = {em−d+1, ..., em}.
Ejemplo 4.2. Conside´rese el grafo,
no´tese que no existen caminos que retornen a un ve´rtice.
En un grafo dirigido ac´ıclico, los nodos y las aristas bien podr´ıan representar
una red de computadoras. Habr´ıa computadoras emisoras y computadoras
receptoras que demandan cierta informacio´n de las primeras. Si la informa-
cio´n es enviada en forma de mensajes codificados, entonces, dichos mensajes,
son transformados y re-enviados por cada una de las computadoras de la red,
de tal manera que las receptoras puedan decodificar la informacio´n que han
solicitado.
Dicho lo anterior, es necesario, pues, escoger un alfabeto en el cual codificar
los mensajes, y, definir funciones sobre cada una de las aristas del grafo
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de manera que se pueda garantizar la demanda de la red. Las siguientes
definiciones formalizan las ideas descritas.
Definicio´n 4.3. Sean G = G(V,E) tal como se definio´ anteriormente, Σ
un alfabeto de cardinal q y δ : D −→ S una funcio´n sobreyectiva. Una red
es un par N(G(V,E), δ). Asumimos que ei ∈ S carga un mensaje x(ei) =
xi ∈ Σn, n ∈ N. La funcio´n δ especifica que mensaje x(δ(ej)) es requerido
por cada ej ∈ D. Llamaremos a δ una funcio´n de demanda. Denotaremos
por ξ = (x1, ..., xk) ∈ Σnk a la concatenacio´n de todos los mensajes cargados
por las aristas de S.
Definicio´n 4.4. Un co´digo de red (n, q) para la red N(G, δ) es una coleccio´n
de funciones
{fe = (f1e , ..., fne ) : e ∈ E, f ie : Σnk −→ Σ}
llamadas funciones de decodificacio´n que satisfacen, para todo ξ ∈ Σnk, las
siguientes condiciones:
(N1) fei(ξ) = xi para i = 1, ..., k,
(N2) fej (ξ) = x(δ(ej)) para j = m− d+ 1, ...,m, y,
(N3) Para cada e ∈ E − S existe una funcio´n φe : Σ|In(e)|n −→ Σn, a
la que llamaremos funcio´n de decodificacio´n local, tal que fe(ξ) =
φe(fc1(ξ), ..., fc|In(e)|(ξ)) donde ci ∈ In(e) para i = 1, ..., |In(e)|.
Ejemplo 4.5. Conside´rese la red,
Los ro´tulos sobre las aristas fuente y sobre las receptoras, representan los
mensajes enviados y demandados, respecivamente. Nos proponemos encon-
trar un co´digo de red. Tomemos Σ = F2 (en este ejemplo el alfabeto es
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adema´s una estructura algebraica, aunque esto no es necesario segu´n nues-
tras definiciones) y n = 1. Entonces k = 2 y ξ = (x, y). As´ı, un co´digo de
red es:
fv1v3(ξ) = x;
fv2v4(ξ) = y;
fv3v5(ξ) = φv3v5(fv1v3(ξ)) := fv1v3(ξ) = x;
fv4v5(ξ) = φv4v5(fv2v4(ξ)) := fv2,v4(ξ) = y;
fv5v6(ξ) = φv5v6(fv3v5(ξ), fv4v5(ξ)) := fv3v5(ξ) + fv4v5(ξ) = x+ y;
fv6v7(ξ) = φv6v7(fv5v6(ξ)) := fv5v6(ξ) = x+ y;
fv6v8(ξ) = φv6v8(fv5v6(ξ)) := fv5v6(ξ) = x+ y;
fv3v7(ξ) = φv3v7(fv1v3(ξ)) := fv1v3(ξ) = x;
fv4v8(ξ) = φv4v8(fv2v4(ξ)) := fv2,v4(ξ) = y;
fv7v9(ξ) = φv7v9(fv3v7(ξ), fv6v7(ξ)) := fv3v7(ξ) + fv6v7(ξ) = 2x+ y = y;
fv8v10(ξ) = φv8v10(fv6v8(ξ), fv4v8(ξ)) := fv6v8(ξ)+fv4v8(ξ) = x+2y = x.
En la siguiente figura, se visualiza la red junto a su co´igo de red.
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4.1. Conexio´n entre las FD relaciones y las solu-
ciones de problemas de codificacio´n en redes
La proposicio´n 4.8 conecta los co´digos de red con las FD relaciones [3].
Se procede construyendo una FD relacio´n a partir del grafo de la red, y
se demuestra que la red tiene solucio´n, si y so´lo si, la FD relacio´n posee
una representacio´n funcional sobre los mismos conjuntos en los que esta´n
definidas las funciones del co´digo de red.
Comenzamos definiendo el concepto de representacio´n funcional de una FD
relacio´n.
Definicio´n 4.6. Sea {fi}i∈N una coleccio´n de funciones de un conjunto no
vac´ıo B en un conjunto C, y para cada I ⊆ N sea fI : B −→
∏
i∈I C tal que
fI(b) = (fi(b))i∈N . Diremos que la coleccio´n {fi}i∈N es una representacio´n
funcional de una FD relacio´n N , si
para todo (I, J) ∈ N existe una funcio´n gI,J :
∏
i∈I C −→
∏
j∈J C tal que
fJ = gI,J ◦ fI .
Sean N(G(V,E), δ) una red, V ′ el conjunto de nodos no conectados con una
arista terminal y de grados de entrada y de salida positivos, y, V ′′ el conjunto
de nodos que son cabeza de alguna arista terminal. Sea NN(G,δ) la menor
FD relacio´n que contenga al conjunto
M = {(In(v), Out(v)) : v ∈ V ′} ∪ {(In(v), δ(Out(v))) : v ∈ V ′′}.
¿Co´mo es NN(G,δ)?. La siguiente proposicio´n, del autor de este trabajo, nos
da la respuesta.
Proposicio´n 4.7. Sean N(G(V,E), δ) una red,
EI = {J ⊆ E : si e...e′′ es un camino tal que e ∈ S y e′′ ∈ J entonces
e...e′′ comparte por lo menos una arista con I} y
L = {(I, J) ∈ 2E × 2E : para algu´n v ∈ V ′ ∪ V ′′, I ⊇ In(v) y J ∈ EI}.
Entonces
NN(G,δ) = N|E| ∪ L.
Demostracio´n. Veamos que N|E| ∪ L es una FD relacio´n.
1. El axioma (FD1) se satisface gracias a N|E|.
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2. Para ver (FD2) debemos considerar casos.
a) Si (I, J) ∈ N|E| y (J,K) ∈ L, entonces I ⊇ J y J ⊇ In(v) para
algu´n v ∈ V ; luego I ⊇ In(v). De modo que (I,K) ∈ L.
b) Si (I, J) ∈ L y (J,K) ∈ N|E|, entonces J ∈ EI y J ⊇ K, de modo
que K ∈ EI , y as´ı (I,K) ∈ L.
c) Ahora, sean I, J,K ⊆ E y v1, v2 ∈ V tales que I ⊆ In(v1), J ⊆
In(v2), J ∈ EI y K ∈ EJ . Entonces, todo camino que empieza en
un nodo fuente y llega a K pasa por J , luego, pasa por I. Por lo
tanto (I,K) ∈ L
3. Verificar (FD3) es sencillo.
Veamos que NN(G,δ) es la FD relacio´n ma´s pequen˜a que contiene a M . Sean
(I, J) ∈ NN(G,δ), a ∈ J y Ca el conjunto de caminos que empieza en S y
termina en a. Para cada c ∈ Ca, sea ec la primera arista de c que pertenece
a I; y, si e ∈ c, sea gradc(e) el nu´mero de aristas que hay entre ec y e,
inclusive e. Si e /∈ c, gradc(e) = 0. Sea grad(e) = ma´x
c∈Ca
gradc(e). Para cada
n ∈ N, sea In = {e ∈ E : grad(e) = n}. Veamos que, dada una FD relacio´n
N ⊇ M , (I, In) ∈ N para todo n ≥ 1. No´tese que I1 6= ∅. No´tese tambie´n
que, si e ∈ I1, entonces In(e) ⊆ I, luego (I, e) ∈ N , de donde (I, I1) ∈ N .
Supongamos ahora que (I, In) ∈ N . Ahora, no´tese que, si e ∈ In+1, entonces
In(e) ⊆ ⋃
k=1,...,n
Ik, de donde (I, e) ∈ N , y, (I, In+1) ∈ N . As´ı, como a ∈ Im
para algu´n m entonces (I, a) ∈ N . Concluimos que (I, J) ∈ N .
Proposicio´n 4.8. [3] La red N(G(V,E), δ) tiene un co´digo de red (n, q) si y
so´lo si NN(G,δ) tiene una representacio´n funcional con |B| = qkn y |C| = qn.
Demostracio´n. Supongamos que (I, J) ∈ NN(G,δ) y que N(G(V,E), δ) tiene
un co´digo de red (n, q). Cualquier camino e...e′′ con e ∈ S y e′′ ∈ J debe
pasar por I. Lo anterior implica que existe una funcio´n ϕe′′ : Σ|I|n −→ Σn
tal que fe′′(ξ) = ϕe′′((fe(ξ))e∈I). Sea gI,J : Σ|I|n −→ Σ|J |n tal que
gI,J = (ϕe′′)e′′∈J .
Entonces fJ = gI,J ◦ fI , B = Σnk y C = Σn.
Ahora, supongamos que existe una representacio´n funcional para NN(G,δ)
con |B| = qnk y |C| = qn. Entonces, para todo par (I, J) ∈ NN(G,δ), existen
funciones
f˜I : B −→ C, f˜J : B −→ C y g˜I,J : C |I| −→ C |J |
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tales que f˜J = g˜ ◦ f˜I . Pero tambie´n existen biyecciones h1 : B −→ Σnk y
h2 : C −→ Σn; y as´ı, existen funciones
fI : h1(B) −→ h2(C), fJ : h1(B) −→ h2(C) y,
gI,J : (h2(C))|I| −→ (h2(C))|J |
tales que fJ = g ◦ fI . Como (In(v), Out(v)) ∈ NN(G,δ) para cada v ∈ V ′ y
(In(v), δ(Out(v))) ∈ NN(G,δ) para cada v ∈ V ′′, tenemos pues, un co´digo de
red lineal.
Conclusiones
Para la realizacio´n de este trabajo, se han tomado como base [2] y [3]. Se
han detallado minuciosamente los resultados de los art´ıculos citados, con-
cernientes a las propiedades de las FD relaciones y sus conexiones con los
operadores de clausura, los problemas de Codificacio´n en Redes y otros ob-
jetos.
No obstante, se han demostrado tambie´n resultados nuevos, entre los que
destacamos aquellos que describen las topolog´ıas como casos particulares de
FD relaciones, v´ıa los operadores de clausura. As´ı, una cuestio´n que se podr´ıa
abordar en futuras investigaciones, es co´mo conectar la Topolog´ıa con la
Teor´ıa de Codificacio´n en Redes. La motivacio´n para estudiar dicha relacio´n
esta´ en que los problemas de Codificacio´n en Redes esta´n vinculados con las
FD relaciones (cap´ıtulo 4), y, en que a trave´s de las matroides, que como las
topolog´ıas son casos particulares de FD relaciones, se hallan soluciones para
algunos de tales problemas ([3],[5]).
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Ape´ndice A
Una introduccio´n a Entrop´ıa
Definicio´n A.1. Sean X,Y y Z variables aleatorias finitas con funcio´n de
probabilidad dada por
p(xi, yj , zk) := Pr(X = xi, Y = yj , Z = zk)
Definimos
p(xi, yj) : =
∑
k
p(xi, yj , zk) p(xi, zk) : =
∑
j
p(xi, yj , zk)
p(yj , zk) : =
∑
i
p(xi, yj , zk) p(xi) : =
∑
j,k
p(xi, yj , zk)
p(yj) : =
∑
i,k
p(xi, yj , zk) p(zk) : =
∑
i,j
p(xi, yj , zk).
Nota: Obse´rvese que∑
i
p(xi) =
∑
j
p(yj) =
∑
k
p(zk) =
∑
i,j
p(xi, yj)
=
∑
i,k
p(xi, zk) =
∑
j,k
p(yj , zk) =
∑
i,j,k
p(xi, yj , zk) = 1.
Definicio´n A.2. (a) La entrop´ıa de una variable X esta´ dada por
H(X) = −
∑
i
p(xi) ln p(xi)
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Podemos extender la definicio´n de entrop´ıa a dos variables X,Y as´ı
H(X,Y ) = −
∑
i,j
p(xi, yj) ln p(xi, yj)
y para tres variables X,Y, Z
H(X,Y, Z) = −
∑
i,j,z
p(xi, yj , zk) ln p(xi, yj , zk)
Definicio´n A.3. (a) Sean X,Y dos variables, la informacio´n mutua entre
X y Y esta´ dada por
I(X ∧ Y ) =
∑
i,j
p(xi, yj) ln
p(xi, yj)
p(xi)p(yj)
(b) La informacio´n mutua de X y Y dada Z es
I(X ∧ Y |Z) =
∑
i,j,k
p(xi, yj , zk) ln
p(xi, yj |zk)
p(xi|zk)p(yj |zk)
Lema A.4. Para todo nu´mero real x > 0
ln y ≤ 1
x
(y − x) + lnx (A.1)
para todo y > 0.
Demostracio´n. To´mese la funcio´n
f(y) = ln y − 1
x
(y − x)− lnx
para y > 0. Entonces f ′(y) = 1y− 1x y f ′′(y) = − 1y2 . Luego f alcanza ma´ximo
en y = x, pero como f(x) = 0 entonces
ln y − 1
x
(y − x)− lnx ≤ 0
ln y ≤ 1
x
(y − x) + lnx
.
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Lema A.5. Para todo real y > 0
1− 1
y
≤ ln y ≤ y − 1 (A.2)
Demostracio´n. Si en la desigualdad del lema anterior se toma x = 1, en-
tonces queda demostrada la desigualdad de la derecha. Para demostrar la
desigualdad de la izquierda, basta con cambiar y por 1y en la desigualdad de
la derecha.
Proposicio´n A.6. (a) I(X ∧ Y |Z) = H(X,Z) + H(Y, Z) − H(Z) −
H(X,Y, Z).
(b) I(X ∧ Y |Z) ≥ 0.
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Demostracio´n. (a)
I(X ∧ Y |Z) =
∑
i,j,k
p(xi, yj , zk) ln
p(xi, yj |zk)
p(xi|zk)p(yj |zk)
=
∑
i,j,k
p(xi, yj , zk) ln
p(xi, yj , zk)p(zk)
p(xi, zk)p(yj , zk)
=
∑
i,j,k
p(xi, yj , zk)(ln p(xi, yj , zk) + ln p(zk)
− ln p(xi, zk)− ln p(yj , zk))
=
∑
i,j,k
p(xi, yj , zk) ln p(xi, yj , zk) +
∑
i,j,k
p(xi, yj , zk) ln p(zk)
−
∑
i,j,k
p(xi, yj , zk) ln p(xi, zk)
−
∑
i,j,k
p(xi, yj , zk) ln p(yj , zk)
=
∑
i,j,k
p(xi, yj , zk) ln p(xi, yj , zk) +
∑
k
ln p(zk)
∑
i,j
p(xi, yj , zk)
−
∑
i,k
ln p(xi, zk)
∑
j
p(xi, yj , zk)
−
∑
j,k
ln p(yj , zk)
∑
i
p(xi, yj , zk)
=
∑
i,j,k
p(xi, yj , zk) ln p(xi, yj , zk) +
∑
k
p(zk) ln p(zk)
−
∑
i,k
p(xi, zk) ln p(xi, zk)−
∑
j,k
p(yj , zk) ln p(yj , zk)
= −H(X,Y, Z)−H(Z) +H(X,Z) +H(Y, Z).
APE´NDICE A. UNA INTRODUCCIO´N A ENTROPI´A 48
(b)
I(X ∧ Y |Z) =
∑
i,j,k
p(xi, yj , zk) ln
p(xi, yj |zk)
p(xi|zk)p(yj |zk)
=
∑
i,j,k
p(zk)p(xi, yj |zk) ln p(xi, yj |zk)
p(xi|zk)p(yj |zk)
=
∑
k
p(zk)
∑
i,j
p(xi, yj |zk) ln p(xi, yj |zk)
p(xi|zk)p(yj |zk)
≥
∑
k
p(zk)
∑
i,j
p(xi, yj |zk)
(
1− p(xi|zk)p(yj |zk)
p(xi, yj |zk)
)
por (A.2)
=
∑
k
p(zk)
∑
i,j
(p(xi, yj |zk)− p(xi|zk)p(yj |zk))
=
∑
k
∑
i,j
(
p(xi, yj , zk)− p(xi, zk)p(yj , zk)
p(zk)
)
=
∑
k
∑
i,j
p(xi, yj , zk)−
∑
i,j
p(xi, zk)p(yj , zk)
p(zk)

=
∑
k
∑
i,j
p(xi, yj , zk)−
∑
i
p(xi, zk)
p(zk)
∑
j
p(yj , zk)

=
∑
k
∑
i,j
p(xi, yj , zk)−
∑
i
p(xi, zk)
p(zk)
p(zk)

=
∑
k
∑
i,j
p(xi, yj , zk)− p(zk)
 =∑
k
(p(zk)− p(zk)) = 0.
Corolario A.7. H(X,Z) +H(Y, Z) ≥ H(X,Y, Z) +H(Z).
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