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Abstract
A finite cover of a group G is a finite collection C of proper subgroups
of G with the property that
⋃
C = G. A finite group admits a finite cover
if and only if it is noncyclic. More generally, it is known that a group
admits a finite cover if and only if it has a finite, noncyclic homomorphic
image. If C is a finite cover of a group G, and no cover of G with fewer
subgroups exists, then C is said to be a minimal cover of G, and the
cardinality of C is called the covering number of G, denoted by σ(G).
Here we determine the covering numbers of some small projective special
unitary groups as well as that of the McLaughlin sporadic simple group.
1 Introduction
A number of interesting results about covering numbers were proven in [7],
where it was conjectured that the covering number of a finite, noncyclic, solv-
able group is of the form 1 + q, where q is the order of a chief factor of the
group. This conjecture was proven by M. J. Tomkinson in [18]. In light of this
result, much of the more recent work on covering numbers of finite groups has
focused on nonsolvable groups, and in particular on simple and almost simple
groups. A number of results can be found in [3, 4, 6, 11, 13, 14, 15, 16, 17].
We note specifically that in [6], the covering numbers of the projective special
linear groups L2(q) were determined. With a handful of exceptional cases when
q is small, σ(L2(q)) is equal to
1
2
q(q + 1) if q is even and 1
2
q(q + 1) + 1 if q
is odd. As it is well-known that L2(q) is isomorphic to the projective special
unitary group U2(q), it follows that the covering numbers of the groups U2(q)
are known. A natural next step would be to consider the covering numbers of
the groups U3(q). In this article we begin this work by computing σ(U3(q))
for q ∈ {2, 3, 4, 5}. Specifically, we prove that σ(U3(2)) = 3, σ(U3(3)) = 64,
This article is based on parts of the author’s dissertation [10], submitted in partial fulfill-
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1
σ(U3(4)) = 1745, and σ(U3(5)) = 176.
We will also determine the covering number of the McLaughlin sporadic
simple group. This was first attempted by P. E. Holmes in [13], where it was
shown that 24541 ≤ σ(McL) ≤ 24553. We will show that the upper bound of
24553 is in fact the correct covering number.
2 Preliminaries
In this article we follow [9] for basic group theoretic terminology and notation.
However, as we make heavy use of the Atlas of Finite Groups [8], we will also
find it convenient to adopt the notation of the Atlas for simple groups, subgroup
structures, characters, and conjugacy classes (including the algebraic conjugacy
operators).
The basic method we use for determining the covering numbers of finite
groups is based on two simple observations: First, that one need only consider
covers consisting of maximal subgroups, and second, that in order to prove that
a collection C of proper subgroups is a cover of a group G it is sufficient to
show that the generators of the maximal cyclic subgroups are covered by the
subgroups from C. We call the generators of the maximal cyclic subgroups of
G the principal elements of G. In light of these observations, the first step in
determining the covering number of a group G is to determine the maximal
subgroups and principal elements of G. As we are interested in finite simple
groups, the Atlas of Finite Groups is invaluable for this purpose.
The second step is to determine which principal elements are contained in
which maximal subgroups. Consider a bipartite graph whose vertex set consists
of a conjugacy class K of principal elements of G and a conjugacy class M of
maximal subgroups of G, with an edge between x ∈ K and H ∈M if and only
if x ∈ H . The group G acts transitively on both K and M by conjugation,
so any two vertices in K have the same degree aK,M and any two vertices in
M have the same degree bK,M. Moreover, counting the number of edges in the
graph in two ways yields the equation
aK,M|K| = bK,M|M|.
Consequently, one can construct two matrices A = (aK,M) and B = (bK,M)
describing the incidence between the principal elements of G and the maximal
subgroups up to conjugacy. In this article we give only the matrix A for each
group as the entries tend to be smaller, and as noted above the entries of B can
easily be computed from those of A.
In order to compute the entries of the matrices A and B described in the
preceding paragraph, we make use of the characters of the permutation rep-
resentations of G acting on the sets of right cosets of representatives of each
2
conjugacy class of maximal subgroups. This is justified by the following well-
known fact from character theory:
Proposition 2.1. Let H be a subgroup of G, x ∈ G, K the conjugacy class of
x, and θ be the permutation character of the action of G on the right cosets of
H. Then,
|K ∩H | = θ(x)
|K|
[G : H ]
.
Moreover, we note that if H is a self-normalizing subgroup of G (which is
always the case for a maximal subgroup of a nonabelian simple group) that
θ(x) = aK,M, where M is the conjugacy class of H . Most of the characters
relevant to this article can be found in [1, 8] and the few remaining characters
have been computed using Magma [2]. For the benefit of the reader we give
these characters for each group as a sum of irreducible characters as it appears
(or would appear) in [8].
The third step is to find a small cover which will be a candidate for a mini-
mal cover. This will sometimes, but not always, be a union of conjugacy classes
of maximal subgroups of G. One can easily tell if such a union of conjugacy
classes of maximal subgroups forms a cover; one need only check that the sum
of the corresponding columns of the matrix A has no zero entries. In any case,
once a cover has been found, the number of subgroups in the cover gives an
upper bound on σ(G).
We establish a lower bound for the covering number by solving a certain
integer programming problem. To make this more explicit, consider a cover C
consisting of the maximal subgroups of G, and let M1, . . . ,Mn be the conju-
gacy classes of maximal subgroups of G. Define xj = |Mj ∩ C| for 1 ≤ j ≤ n.
For each conjugacy class K of principal elements of G the following inequality
must hold:
bK,M1x1 + bK,M2x2 + . . . bK,Mnxn ≥ |K|.
The minimum value of the function x1 + · · · + xn subject to these linear
constraints, as well as the conditions 0 ≤ xj ≤ |Mj | for 1 ≤ j ≤ n is a lower
bound for σ(G). If this lower bound is equal to the number of subgroups in
a cover C, then necessarily C is minimal and σ(G) = |C|, though in general
this bound may be strictly less than the actual covering number of the group.
One may be able to work around this difficulty in some instances by deriving
additional linear constraints by, for example, considering how the group acts on
appropriate combinatorial objects. This is illustrated in the computation of the
covering number of the McLaughlin group.
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3 Projective Special Unitary Groups
The projective special unitary group U3(q) is the group of collineations of the
projective plane PG(2, q2) induced by the isometries of a conjugate-symmetric
sesquilinear form on F3
q2
. It is known to be simple, with the exception of U3(2).
3.1 U3(2)
Note that U3(2) ∼= 3
2 : Q8 has the Klein 4-group as a homomorphic image.
Consequently, U3(2) is covered by three proper subgroups, namely the preimages
of the three cyclic subgroups of order 2 in the Klein 4-group. It is well-known
that no group is the union of two proper subgroups, which proves the following
theorem:
Theorem 3.1. The covering number of U3(2) is 3.
3.2 U3(3)
In keeping with the first step of our procedure for determining covering numbers,
we begin with a description of the conjugacy classes of maximal subgroups and
elements of U3(3), given in Tables 1 and 2.
Table 1: Conjugacy classes of maximal subgroups of U3(3)
Class Order Index Structure
M1 216 28 3
1+2
+ : 8
M2 168 36 L2(7)
M3 96 63 4
·S4
M4 96 63 4
2 : S3
Table 2: Conjugacy classes of elements of U3(3)
Class Centralizer Order Class Size Principal
1A 6048 1 No
2A 96 63 No
3A 108 56 No
3B 9 672 Yes
4A 96 63 No
4B = 4A∗∗ 96 63 No
4C 16 378 Yes
6A 12 504 No
7A 7 864 Yes
7B = 7A∗∗ 7 864 Yes
8A 8 756 Yes
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Table 2: (continued)
Class Centralizer Order Class Size Principal
8B = 8A∗∗ 8 756 Yes
12A 12 504 Yes
12B = 12A∗∗ 12 504 Yes
For 1 ≤ i ≤ 4, let θi be the permutation character of U3(3) acting on the
right cosets of Hi ∈ Mi. In terms of the irreducible characters of U3(3) these
are given by:
θ1 = 1a + 27a
θ2 = 1a + 7bc + 21a
θ3 = 1a + 14a + 21a + 27a
θ4 = 1a + 7bc + 21a + 27a.
From these we can compute the entries in the matrix given in Table 3 by Propo-
sition 2.1.
Table 3: Matrix A for U3(3)
M1 M2 M3 M4
3B 1 3 0 3
4C 0 4 3 3
7AB 0 1 0 0
8AB 2 0 1 1
12AB 1 0 1 0
Lemma 3.2. If C is a cover of U3(3) consisting of maximal subgroups, then
M2 ⊆ C.
Proof. Let H ∈ M2, and let x be an element of order 7 in H . Then, as can be
seen in Table 3, H is the unique maximal subgroup of U3(3) containing x and
therefore we must have H ∈ C.
Theorem 3.3. The covering number of U3(3) is 64.
Proof. First we note that M1 ∪M2 is a cover of U3(3), and hence σ(U3(3)) ≤
|M1 ∪M2| = 64.
We now show that there is no smaller cover of U3(3). Let C be a minimal
cover of U3(3), which we may assume without loss of generality consists only of
maximal subgroups. For 1 ≤ j ≤ 4, let xj = |C ∩Mj |. In light of the previous
lemma, x2 = 36. Consider the elements of order 12 in U3(3). As can be seen in
Table 3, each element of order 12 is contained in a unique subgroup from each of
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M1 andM3, and is contained in no other maximal subgroups of U3(3). We can
deduce from this that each subgroup fromM1 contains 36 elements of order 12,
whereas each subgroup fromM3 contains only 16 such elements. Consequently,
we must have
36x1 + 16x3 ≥ |12AB| = 1008,
from which it follows that x1 + x2 ≥ 28. Therefore σ(U3(3)) = |C| ≥ x1 + x2 +
x3 ≥ 28 + 36 = 64.
3.3 U3(4)
Again we begin with the conjugacy classes of maximal subgroups and elements
of our group, which are described in Tables 4 and 5.
Table 4: Conjugacy classes of maximal subgroups of U3(4)
Class Order Index Structure
M1 960 65 2
2+4 : 15
M2 300 208 5×A5
M3 150 416 5
2 : S3
M4 39 1600 13 : 3
Table 5: Conjugacy classes of elements of U3(4)
Class Centralizer Order Class Size Principal
1A 62400 1 No
2A 320 195 No
3A 15 4160 No
4A 16 3900 Yes
5A 300 208 No
5B = 5A∗∗ 300 208 No
5C = 5A∗2 300 208 No
5D = 5A∗3 300 208 No
5E 25 2496 Yes
5F = 5E∗ 25 2496 Yes
10A 20 3120 Yes
10B = 10A∗∗ 20 3120 Yes
10C = 10A∗7 20 3120 Yes
10D = 10A∗3 20 3120 Yes
13A 13 4800 Yes
13B = 13A∗∗ 13 4800 Yes
13C = 13A∗5 13 4800 Yes
13D = 13A∗8 13 4800 Yes
15A 15 4160 Yes
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Table 5: (continued)
Class Centralizer Order Class Size Principal
15B = 15A∗∗ 15 4160 Yes
15C = 15A∗2 15 4160 Yes
15D = 15A∗8 15 4160 Yes
For 1 ≤ i ≤ 4, let θi be the permutation character of U3(4) acting on the
right cosets of Hi ∈ Mi. As linear combinations of irreducible characters, the
θi are as follows:
θ1 = 1a + 64a
θ2 = 1a + 39ab + 64a + 65a
θ3 = 1a + 39ab + 52abcd + 64a + 65a
θ4 = 1a + 13abcd + 39ab + 52aabbccdd + 64aa + 65abcde + 75aabbccdd.
By Proposition 2.1 the values of these characters on the principal elements
of G give the entries of the matrix presented in Table 6.
Table 6: Matrix A for U3(4)
M1 M2 M3 M4
4A 1 0 0 0
5EF 0 3 1 0
10ABCD 1 1 2 0
13ABCD 0 0 0 1
15ABCD 2 1 0 0
Lemma 3.4. 1. If C is any cover of U3(4) consisting of maximal subgroups,
then M1 ∪M4 ⊆ C.
2. There exists a minimal cover of U3(4) which consists of maximal subgroups
but contains no subgroups from M3.
Proof. For the first part, suppose that C is a cover consisting of maximal sub-
groups, and let H ∈ M1 ∪M4. If H ∈ M1, let x be an element of H of order
4, and if H ∈M4, let x be an element of H of order 13. In either case, H is the
unique maximal subgroup of U3(4) containing x, and therefore we must have
H ∈ C.
For the second part, start with any minimal cover C of U3(4) consisting of
maximal subgroups. As shown above, M1 ∪ M4 ⊆ C. The subgroups from
these two classes are sufficient to cover all of the elements of U3(4) except from
those from 5EF. Now, the subgroups from class M3 are the normalizers of
the Sylow 5-subgroups of U3(4), and consequently each one contains a unique
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Sylow 5-subgroup of U3(4). On the other hand, each subgroup from class M2
contains exactly six Sylow 5-subgroups of U3(4), from which we can deduce that
each Sylow 5-subgroup of U3(4) must therefore be contained in exactly three
subgroups from class M2. We construct a new cover C
′ from C by replacing
each subgroup H ∈ C ∩M3 with any one of the three subgroups from classM2
which contains the unique Sylow 5-subgroup of H . It is not difficult to see that
C′ ⊆M1 ∪M2∪M4, and that |C
′| ≤ |C|. Since C was assumed to be a minimal
cover, C′ must be one as well, and |C′| = |C|.
In light of Lemma 3.4, we would wish to find a subset of M2 of smallest
size which covers all of the elements of 5EF. We find such a subset using inte-
ger programming as follows: We construct the full 1248× 208 incidence matrix
M between the cyclic subgroups of order 5 generated by elements of 5EF and
the subgroups from class M2. Note that there is a one-to-one correspondence
between the power set of M2 and the collection of {0, 1}-vectors of length 208
given by S 7→ xS , where xS is the vector with a 1 in the position indexed by
the subgroup H ∈ M2 if and only if H ∈ S. A subset S of M2 will cover the
elements of 5EF if and only if the entries of the vectorMxS are all greater than
or equal to one. Finding such a set of least possible size is then equivalent to
minimizing the linear function
∑208
i=1 xi where x = [x1, . . . , x208]
T is a {0, 1}-
vector, subject to the condition that Mx ≥ J , where J is the vector of length
1248 whose entries are all equal to 1. The author used the Gurobi linear pro-
gramming software [12] to find an optimal solution consisting of 80 subgroups.
We summarize the results of this computation in the following lemma.
Lemma 3.5. There exists a set S of 80 subgroups from M2 which covers all
of the elements from 5EF, and no smaller set of subgroups from M2 will suffice
for this purpose.
Theorem 3.6. The covering number of U3(4) is 1745.
Proof. Let S be as in Lemma 3.5. By Lemmas 3.4 and 3.5 it follows that
S ∪M1 ∪M4 is a minimal cover of U3(4). Hence σ(U3(4)) = |S ∪M1 ∪M4| =
1745.
3.4 U3(5)
We note that U3(5) has permutation representations of degree 50 which derive
from its action as a group of automorphisms of the Hoffman-Singleton graph.
This is unique among the groups U3(q) whose lowest degree permutation repre-
sentation is usually the doubly transitive representation on the q3 + 1 absolute
points of a unitary polarity. Accordingly, we will find that the covering number
of U3(5) is much lower than we might otherwise expect. Tables 7 and 8 describe
the maximal subgroups and elements of the group.
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Table 7: Conjugacy classes of maximal subgroups of U3(5)
Class Order Index Structure
M1 2520 50 A7
M2 2520 50 A7
M3 2520 50 A7
M4 1000 126 5
1+2
+ : 8
M5 720 175 M10
M6 720 175 M10
M7 720 175 M10
M8 240 525 2S5
Table 8: Conjugacy classes of elements of U3(5)
Class Centralizer Order Class Size Principal
1A 126000 1 No
2A 240 525 No
3A 36 3500 No
4A 8 15750 No
5A 250 504 No
5B 25 5040 Yes
5C 25 5040 Yes
5D 25 5040 Yes
6A 12 10500 Yes
7A 7 18000 Yes
7B = 7A∗∗ 7 18000 Yes
8A 8 15750 Yes
8B = 8A∗∗ 8 15750 Yes
10A 10 12600 Yes
For 1 ≤ i ≤ 8, let θi be the permutation character of U3(5) acting on the
right cosets of Hi ∈Mi. These are as follows:
θ1 = 1a + 21a + 28a
θ2 = 1a + 21a + 28b
θ3 = 1a + 21a + 28c
θ4 = 1a + 125a
θ5 = 1a + 21a + 28a + 125a
θ6 = 1a + 21a + 28b + 125a
θ7 = 1a + 21a + 28c + 125a
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θ8 = 1a + 28abc + 84a + 105a + 125a + 126a.
From these we can determine the entries of the matrix A for U3(5) which is
given in Table 9.
Table 9: Matrix A for U3(5)
M1 M2 M3 M4 M5 M6 M7 M8
5B 5 0 0 1 5 0 0 0
5C 0 5 0 1 0 5 0 0
5D 0 0 5 1 0 0 5 0
6A 1 1 1 0 0 0 0 3
7AB 1 1 1 0 0 0 0 0
8AB 0 0 0 2 1 1 1 1
10A 0 0 0 1 0 0 0 1
Nicola Pace (personal communication, June 22, 2017) suggested M1 ∪M4
as a candidate for a possible minimal cover of U3(5). In light of Table 9, it is
not difficult to see that this is indeed a cover, and we will prove that it is in fact
minimal.
Theorem 3.7. The covering number of U3(5) is 176.
Proof. As noted above,M1 ∪M4 is a cover of U3(5), and therefore σ(U3(5)) ≤
|M1 ∪M4| = 176.
To see that there can be no smaller cover, suppose that C is a cover of U3(5)
consisting of maximal subgroups, and let xj be the number of subgroups from
class Mj for 1 ≤ j ≤ 8. The only maximal subgroups which contain elements
of order 7 are those isomorphic to A7. Each of these contains 720 elements of
order 7, so
720(x1 + x2 + x3) ≥ |7AB| = 36000,
from which it follows that x1+x2+x3 ≥ 50. Each element of order 10 in U3(5)
is contained in exactly two maximal subgroups: one from M4 and one from
M8. It follows then that each member of M4 contains exactly 100 elements of
order 10, whereas each subgroup from M8 contains only 24 elements of order
10. Then,
100x4 + 24x8 ≥ |10A| = 12600,
and consequently we must have x4 + x8 ≥ 126. Therefore,
σ(U3(5)) = |C| =
8∑
j=1
xj ≥ 50 + 126 = 176.
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4 The McLaughlin Group
The McLaughlin group, one of the sporadic simple groups, is a subgroup of
index two in the full automorphism group of the McLaughlin graph, a strongly
regular graph with parameters (275, 112, 30, 56). We note that the independence
number of the McLaughlin graph is 22 (see [5]), and that the McLaughlin group
acts transitively on the vertices, the edges, and the nonedges of the McLaughlin
graph. The maximal subgroups from classesM1,M6, andM7 are the stabiliz-
ers of the vertices, edges, and nonedges of the McLaughlin graph respectively.
Tables 10 and 11 give the conjugacy classes of maximal subgroups and elements
of the McLaughlin group.
Table 10: Conjugacy classes of maximal subgroups of the McLaughlin group
Class Order Index Structure
M1 3265920 275 U4(3)
M2 443520 2025 M22
M3 443520 2025 M22
M4 126000 7128 U3(5)
M5 58320 15400 3
1+4
+ : 2S5
M6 58320 15400 3
4 :M10
M7 40320 22275 L3(4) : 2
M8 40320 22275 2
·A8
M9 40320 22275 2
4 : A7
M10 40320 22275 2
4 : A7
M11 7920 113400 M11
M12 3000 299376 5
1+2
+ : 3 : 8
Table 11: Conjugacy classes of elements of the McLaughlin group
Class Centralizer Order Class Size Principal
1A 898128000 1 No
2A 40320 22275 No
3A 29160 30800 No
3B 972 924000 No
4A 96 9355500 No
5A 750 1197504 No
5B 25 35925120 Yes
6A 360 2494800 No
6B 36 24948000 Yes
7A 14 64125000 No
7B = 7A∗∗ 14 64152000 No
8A 8 112266000 Yes
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Table 11: (continued)
Class Centralizer Order Class Size Principal
9A 27 33264000 Yes
9B = 9A∗∗ 27 33264000 Yes
10A 30 29937600 No
11A 11 81648000 Yes
11B = 11A∗∗ 11 81648000 Yes
12A 12 74844000 Yes
14A 14 64152000 Yes
14B = 14A∗∗ 14 64152000 Yes
15A 30 29937600 No
15B = 15A∗∗ 30 29937600 No
30A 30 29937600 Yes
30B = 30A∗∗ 30 29937600 Yes
For 1 ≤ i ≤ 12, let θi be the permutation character of McL acting on the
set of right cosets of Hi ∈Mi. Explicitly these are:
θ1 = 1a + 22a + 252a
θ2 = 1a + 22a + 252a + 1750a
θ3 = 1a + 22a + 252a + 1750a
θ4 = 1a + 22a + 252a + 1750a + 5103a
θ5 = 1a + 252a + 4500a + 5103a + 5544a
θ6 = 1a + 22a + 252aa + 1750a + 3520a + 4500a + 5103a
θ7 = 1a + 22a + 252aa + 1750aa+ 3520a + 5103a + 9625a
θ8 = 1a + 252a + 1750a + 5103a + 5544a + 9625a
θ9 = 1a + 22a + 252aa + 1750aa+ 3520a + 5103a + 9625a
θ10 = 1a + 22a + 252aa + 1750aa+ 3520a + 5103a + 9625a
θ11 = 1a + 22a + 252aa + 1750aaa+ 3520aa+ 4500a + 5103aa
+ 8250ab + 9625aaa+ 9856ab+ 10395ab
θ12 = 1a + 252a + 896ab + 1750a + 3520a + 4500aaa+ 4752aa
+ 5103aaa + 5544aa+ 8019aabb+ 8250aaabbb+ 9625aaaa
+ 9856aabb+ 10395aaaabbbb.
The values of these characters on the conjugacy classes of principal elements
of the McLaughlin group yield the entries of the matrix A for the McLaughlin
group, which is given in Table 12.
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Table 12: Matrix A for McL
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12
5B 5 5 5 3 0 5 5 0 5 5 5 1
6B 2 3 3 3 2 1 6 7 6 6 6 0
8A 1 1 1 2 2 2 1 1 1 1 2 4
9AB 2 0 0 0 1 1 0 0 0 0 0 0
11AB 0 1 1 0 0 0 0 0 0 0 1 0
12A 1 0 0 0 3 2 0 1 0 0 0 2
14AB 0 0 0 0 0 0 1 1 1 1 0 0
30AB 0 0 0 0 1 0 0 1 0 0 0 1
Theorem 4.1. The covering number of the McLaughlin group is 24553.
Proof. We show that there exists a cover C ⊆ M1 ∪M2 ∪M8 with |C| = 24553
as follows: First, observe thatM2∪M8 is sufficient to cover all of the principal
elements of McL except for those of order 9, and that the elements of order 9
are contained in the subgroups from class M1. Each element of order 9 fixes
two adjacent vertices in the McLaughlin graph, the edge between them, and
no nonedges. As the independence number of the McLaughlin graph is 22, we
may choose an independent set I consisting of 22 vertices of the McLaughlin
graph. Let S be the subset of M1 consisting of the stabilizers of the vertices
of the McLaughlin graph which are not in I. Then |S| = 253, and given any
element x of order 9 in McL, at least one of the two subgroups fromM1 which
contain x is in S. Consequently, C = S ∪M2 ∪M8 is a cover of McL with
|C| = 253 + 2025 + 22275 = 24553. As a result, σ(McL) ≤ 24553.
We now prove that no smaller cover can exist. Suppose that C is a minimal
cover of McL consisting of maximal subgroups. For 1 ≤ j ≤ 12, let xj =
|C ∩Mj |. The elements of McL of order 11 are contained only in the maximal
subgroups from classes M2, M3, and M11. Each subgroup H ∈ M2 ∪ M3
contains 80640 elements of order 11 and each subgroup H ∈ M11 contains 1440
elements of order 11. Since C covers all of the elements of order 11,
80640(x2 + x3) + 1440x11 ≥ |11AB| = 163296000,
from which it follows that x2 + x3 + x11 ≥ 2025. Now, the elements of order
14 in McL are contained only within the maximal subgroups from classes Mi
for 7 ≤ i ≤ 10, and a subgroup from any of these classes contains exactly 5760
elements of order 14. Hence,
5760(x7 + x8 + x9 + x10) ≥ |14AB| = 128304000,
from which we may deduce that x7 + x8 + x9 + x10 ≥ 22275. A similar analysis
of the elements of order 9 in the McLaughlin group will yield the inequality
x1 + x5 + x6 ≥ 138, but this is insufficient for our purposes. We consider the
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action of such elements on the McLaughlin graph to obtain a stronger inequality.
Let W be the set of vertices of the McLaughlin graph whose stabilizers are not
contained in C. Observe that x1 + |W | = 275. Now, an element x of order 9 in
McL is left uncovered by the subgroups from M1 ∩ C if and only if the unique
edge e of the McLaughlin graph fixed by x is an edge of the subgraph induced
byW . The stabilizer in McL of an edge of the McLaughlin graph contains 4320
elements of order 9, so the total number of elements of order 9 left uncovered
by the subgroups from M1 ∩ C is 4320n, where n is the number of edges in the
subgraph of the McLaughlin graph induced by W . Aside from the subgroups
from class M1, the only maximal subgroups which contain elements of order
9 are those from M5 ∪M6, each of which contains 4320 elements of order 9.
Consequently, at least n subgroups from M5 ∪ M6 are needed to cover the
remaining elements of order 9. Now, the McLaughlin graph has independence
number 22, so the subgraph induced by W can have no independent set of more
than 22 vertices. Therefore n ≥ |W | − 22. Thus,
x1 + x5 + x6 ≥ x1 + n ≥ x1 + |W | − 22 = 275− 22 = 253.
It follows from the inequalities x2+x3+x11 ≥ 2025, x7+x8+x9+x10 ≥ 22275,
and x1 + x5 + x6 ≥ 253 that σ(McL) = |C| =
∑12
j=1 xj ≥ 2025+ 22275+ 253 =
24553, which completes the proof.
This settles one of two open cases for which upper and lower bounds were
given in [13]. The other such case, that of the Janko group J1, remains open,
though improved bounds were given in [16].
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