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In the field of turbulent reactive flow simulations, hybrid particle/finite vol-
ume large eddy simulation/probability density function (LES/PDF) methods
have been shown to be highly accurate in simulating laboratory-scale flames.
Their strengths lie in the combination of the large eddy simulation procedure’s
ability to resolve the large, non-universal scales of turbulence, combined with the
fact that probability density function models for turbulent combustion require
no closure for the highly non-linear chemistry source term.
This work presents advances in such hybrid particle/finite volume LES/PDF
algorithms for turbulent reactive flows. New time stepping, interpolation, and
coupling schemes have been proposed with the goal of reducing particle mass
consistency (PMC) error (defined as the discrepancy between particle mass den-
sity and resolved finite volume density) and overall simulation error.
The Multi-step Second-order Runge-Kutta (MRK2) integration scheme is
an ODE integration scheme designed for reducing PMC errors when applied to
discontinuous velocity fields. When applied to a discontinuous velocity field such
as might be produced by a state-of-the art velocity interpolation scheme, MRK2
preserves the continuity of the Lagrangian position mapping and is second-order
convergent in time, as opposed to a standard second-order Runge-Kutta scheme,
which is only first-order convergent in time when applied to a discontinuous
velocity field.
The Direct Richardson p-th order (DRp) is a conceptually new family of
SDE integration schemes which are weakly p-th order accurate in time, where
p is an arbitrary positive integer. Unlike standard SDE integration schemes,
which are based on matching appropriate terms in the Ito-Taylor expansion
of the stochastic process, the DRp schemes work via Richardson extrapolation
between the probability density functions of a set of first-order accurate Euler
approximations with differing time steps.
In the context of the Large Eddy Simulation/Probability Density Function
(LES/PDF) code developed by the Turbulence and Combustion Group at Cor-
nell University, a PDF to LES density coupling scheme via a transported specific
volume (TSV) has been developed. While coupling approaches similar to TSV
have been used previously in LES/PDF application, the present implementation
is the first to allow overall second-order accuracy of the LES/PDF code in space
and time.
New implicit and explicit schemes for PMC error reduction schemes have
been developed and tested in the context of the Sandia-Sydney bluff-body flame.
Implicit PMC preservation schemes include new velocity and diffusivity inter-
polation algorithms, and explicit PMC error correction is achieved via a cor-
rective velocity. While corrective velocity schemes have been used previously,
the present algorithm, featuring a smoothed version of the PMC error field, is
capable of maintaining the same PMC error levels with a corrective velocity of
lower magnitude.
Finally, the LES/PDF algorithm, developed by the Turbulence and Combus-
tion group at Cornell, is applied to the Sandia-Sydney bluff-body flames. Com-
parison is made with experimental data, and the new code is in better agreement
with experiment than previous simulations of the same series of flames.
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1 Introduction
Ubiquitous in engineering applications, from internal combustion engines, through
power plant and jet gas turbines, rocket engines, and even environmental phe-
nomena such as forest fires, turbulent combustion processes are an essential com-
ponent of modern engineering science. As with all physical processes, the ability
to predict their behavior is not only the ultimate form of their understanding,
but also highly advantageous in the future design of applications which incor-
porate turbulent combustion - better predictive capability at the design stage
will allow for a more efficient, stable and clean final product.
Because of this, computational methods for turbulent combustion have been
a vibrant area of research for over four decades [19,20,3,27]. The challenge in
performing accurate computations of turbulent reactive flows lies in the con-
siderable separation between the largest and smallest scales of motion, which
necessitates the use of extremely refined grids if an exact solution to the Navier-
Stokes and chemical evolution equations is to be achieved. Therefore, a model
for the unresolved turbulent structures is required for most flows to be compu-
tationally tractable [21].
Building on the well-developed theory of incompressible turbulent flow [8, 9,
24, 10, 4, 6, 21], and on established mechanisms of chemical kinetics for predict-
ing the evolution of chemical compositions [25,26], computational methods for
turbulent combustion fall into many different classes depending on the type of
modeling used for the turbulent motions and turbulence-chemistry interactions.
Given sufficient computational resources, it is also possible to perform a direct
numerical simulation (DNS) of turbulent combustion, but even with state-of-the
art technology, the high cost of DNS limits this option to a small fraction of
turbulent reactive flows with low to moderate Reynolds numbers [2].
Provided that some turbulence modeling is used, turbulent combustion sim-
ulations are either of the Reynolds-averaged Navier-Stokes (RANS) [6], or of
the Large Eddy Simulation (LES) [24] type. The major difference between the
RANS and LES types of simulations is that all turbulent motions are modeled
in RANS, whereas in LES only the smallest (and, according to the Kolmogorov
hypotheses, universal) scales are modeled.
An additional distinction between different methods for turbulent reactive
flow is due to the different models for turbulence-chemistry interactions (TCI),
especially the approach used for modeling the unresolved chemical source term,
which is challenging due to the source term being highly non-linear as a function
of temperature [18,16]. The simplest of these models, applicable in a very limited
number of cases and completely inadequate in most situations [18] is the so-
called Arrhenius, or ”no-model” model, which assumes that the mean of the
source term equals the source term corresponding to the composition mean.
Other TCI models such as the flamelet-assumed PDF [17] yield better results
over a broader range of cases, but still require that assumptions be made for
the unresolved source term.
In the field of turbulent reactive flow calculations, the Probability Density
Function (PDF) method for TCI modeling [19] has an advantage over most other
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TCI models in that it requires no closure for the highly non-linear chemistry
source term. First used in conjunction with Reynolds-averaged Navier-Stokes
(RANS) hydrodynamic solvers, the resulting RANS/PDF class of algorithms
are to this date effectively used in the simulation of turbulent reactive flows
[11,14].
In the past two decades, with increases in computational resources, Large
Eddy Simulation (LES) methods have been increasingly supplanting RANS as
the hydrodynamic solvers to be used in conjunction with PDF chemistry solvers.
The resulting class of LES/PDF algorithms, first introduced by Pope [20], have
the usual benefits over RANS solutions in that they do not require modeling
of the large scales of turbulent motion, and can capture time-dependent flow
phenomena, such as vortex shedding, for example. Hybrid LES/PDF methods
have been demonstrated to be highly effective in simulating laboratory scale
flames [3,5,23,22].
In a standard LES/PDF application, the LES code is a finite volume solver
which evolves the momentum and continuity equations, with an appropriate
turbulence model for the unresolved motions. An example of such a code is the
one developed by Pierce and Moin [17], a modification of which is used in a large
portion of the present work. The other component of an LES/PDF algorithm
is a Lagrangian particle PDF code, which provides a Monte Carlo solution to
the evolution equation of the joint PDF of chemical compositions. This Monte
Carlo solution is evaluated from an ensemble of Lagrangian particles, which are
advected in physical space by a stochastic differential equation (SDE), whose
diffusion term is determined by the LES turbulent diffusivity and whose drift
term is determined by both the LES resolved velocity and turbulent diffusivity.
The hybrid nature of LES/PDF methods poses several challenges. One of
these is that several fields are defined in two separate forms - as LES fields
and as properties of the particle ensemble; as pointed out by Muradoglu et al.
[15], correspondence between these redundantly defined fields is necessary for
the LES/PDF procedure to be valid. Another issue arising from the disparate
nature of the two components of an LES/PDF code is that certain fields com-
municated from the PDF to the LES component contain statistical error due to
the stochastic nature of the former; in the case of the density field, whose time
derivative is needed by the LES code in the solution of the continuity equation,
this statistical error may be the cause of significant errors and even instability
in the overall solution.
In this dissertation, we focus on two aspects of the LES/PDF procedure
which are closely connected to the issues described in the above paragraph.
The first of these is the evolution of particles in physical space, with a special
emphasis on the preservation of consistency between the mass of particles in
a given region (which is the form of the density field carried by the particle
ensemble), and the LES finite-volume density field - we shall henceforth refer
to this as particle mass consistency (PMC). Secondly, we consider the transfer
of specific volume information from the PDF to the LES code, with the goal of
minimizing the errors in the overall solution caused by the stochastic nature of
the PDF code.
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The main body of the dissertation is divided into five chapters, each of which
consists of a paper already published, in review, or in preparation for submission
to a scientific journal.
Chapter 2: An Accurate Time Advancement Algorithm for Particle Track-
ing (published in the Journal of Computational Physics) presents a new time
integration scheme for ordinary differential equations (ODE) which is designed
to deal with spatial discontinuities in the velocity field by which the particles
are advected. It builds on the work of McDermott and Pope [13], who intro-
duce a new velocity interpolation scheme, called the Parabolic Edge Recon-
struction Method (PERM) specifically designed to preserve PMC by extending
the second-order multilinear scheme for velocity interpolation so that the di-
vergence of the interpolated velocity has certain desirable qualities. While the
PERM scheme has been shown in [13] to improve particle mass consistency, it
also features discontinuities along the faces of the finite volume cells, which can
be problematic when a standard ODE integration scheme is applied to the re-
sulting velocity field. In particular, when the second-order Runge-Kutta (RK2)
ODE integration scheme is applied to a PERM velocity field on a fixed grid, the
accuracy of the scheme with respect to the time step decreases to first-order,
and the continuity of the Lagrangian mapping between initial and final particle
positions is violated. The new time integration scheme introduced in Chapter
2, called the modified second-order Runge-Kutta (RK2), rectifies these issues:
it is second-order accurate in time, preserves the continuity of the Lagrangian
mapping, and is shown to better satisfy PMC when applied to a known analytic
velocity field.
Chapter 3: The Direct Richardson p-th Order (DRp) Schemes - A New Class
of Time Integration Schemes for Stochastic Differential Equations (published
in the SIAM Journal on Scientific Computing), introduces a new class of weak
p−th order (for an arbitrary positive integer p) schemes for the integration
of stochastic differential equations. Unlike standard SDE integration schemes,
which rely on matching terms up to a given degree in the Ito-Taylor expansion
of a stochastic process, the DRp schemes perform an acceptance-rejection based
Richardson extrapolation of the PDF of the final particle position after at the
end of a time step, as given by first-order accurate Euler solutions with smaller
time steps. The DRp SDE integration schemes are tested on a 2D anisotropic
and a 1D isotropic test case, and their performance is compared to that of the
schemes of Kloeden and Platen [7] and Cao and Pope [1]. The error yielded
by the second- and third-order members of the DRp class of schemes is lower
than that of [7,1], whereas the computational cost is slightly higher, so that the
overall computational efficiency is comparable. Thus, the DRp schemes are a
practicable alternative to other SDE integration schemes, with the benefit of
being easier to imlpement.
Chapter 4: Specific Volume Coupling and Convergence Properties in Hybrid
Particle/Finite Volume Algorithms for Turbulent Reactive Flows (in review by
the Journal of Computational Physics) deals, in the context of the LES/PDF
code developed by the Turbulence and Combustion Group at Cornell (called
LES/HPDF), with the transfer of specific volume information from the PDF to
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the LES component of the code, and the implementation of LES to PDF cou-
pling which is overall second-order accurate in time (previous LES/PDF codes
are only first-order accurate in time, although they may feature higher-order
spatial discretization). Two alternative schemes for specific volume coupling are
tested, and their performance is evaluated based on the amount of coupling error
introduced in an LES/PDF simulation of the Sandia-Sydney Bluff-Body flame
HM1 [12]. A new LES/PDF time-stepping procedure, designed for second-order
accuracy with respect to the time step, is introduced, and the overall second-
order convergence of the LES/PDF code, with respect to both grid spacing and
time step, is verified on a well-resolved vortex ring flow.
Chapter 5: Implicit and Explicit Schemes for Mass Consistency Preservation
in Hybrid Particle/Finite Volume Algorithms for Turbulent Reactive Flows (in
review by the Journal of Computational Physics) introduces new algorithms for
the preservation of PMC, and tests them in the context of the LES/HPDF code.
A new velocity interpolation scheme called PPERM, which is an extension of the
PERM interpolation scheme to cylindrical coordinates, is introduced, as well as
a new, third-order accurate scalar interpolation scheme, called the Multilinear
Gradients scheme (MLG). In the context of the Sandia-Sydney Bluff-Body flame
HM1, it is shown that the use of PPERM/MLG for the interpolation of LES
fields gives an improvement of PMC when compared the standard multilinear
and fourth-order Lagrangian interpolation schemes.
Numerical tests also demonstrate a reduction in the PMC error when a
second-order accurate SDE integration scheme is used for particle tracking,
rather than the first order Euler scheme; while that is intuitive, it is also the
first time that a second-order accurate time stepping scheme has been demon-
strated to hold advantages over a first-order scheme in a practical LES/PDF
application. Additionally, alternative schemes for the explicit preservation (via
an additional corrective velocity) of particle mass consistency are tested, with
the optimal among them meeting the desired PMC criterion with a low level
(around 5% relative magnitude) of the corrective velocity.
Finally, Chapter 6: Large Eddy Simulation/Probability Density Function So-
lutions of a CH4/H2 Bluff Body Stabilized Flame (in review by ”Combustion
and Flame”) presents solutions of the Sandia-Sydney Bluff-Body flames, using
the latest version of the LES/HPDF code with chemistry described by the 19-
species ARM2 chemical mechanism. Unlike the previous two chapters, where
the bluff-body flame was used simply as a representative LES/PDF context, in
this chapter we make a comparison between the LES/HPDF solution, exper-
imental measurements and previous calculations of the same flow, using both
the RANS/PDF and LES/PDF approaches. The LES/HPDF results compare
favorably with other simulations: while the results indicate that the outer shear
layer is somewhat under-resolved, in the downstream regions of the flow the
agreement with experiment is better than that of previous computational stud-
ies for the bluff-body flames.
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Abstract
We describe a particle-position time-advancement algorithm that is de-
signed for use with several subgrid velocity reconstruction schemes used
in LES/FDF methods, and potentially in other applications. These recon-
struction schemes yield a subgrid velocity field with desirable divergence
properties, but also with discontinuities across cell faces. Therefore, a con-
ventional time advancement algorithm, such as second-order Runge-Kutta
(RK2), does not perform as well as it does with a smooth velocity field.
The algorithm that we describe, called Multi-Step RK2 (MRK2), builds
upon RK2 by breaking up the time step into two or more substeps when-
ever a particle crosses one or more velocity discontinuities. When used
in conjunction with the Parabolic Edge Reconstruction Method, MRK2
performs considerably better than RK2: both the final position of an
advected particle, and the final area of a 2D infinitesimal area element
are second-order accurate in time (as opposed to first-order accurate for
RK2). Furthermore, MRK2 has the theoretical advantage that it better
preserves the continuity of the mapping between initial and final particle
positions.
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1 Introduction
In this paper, we consider some aspects of particle tracking in hybrid finite-
volume/particle PDF methods for turbulent reactive flows. In these methods,
and potentially in other CFD applications, we have a large number of particles
(on the order of 107) whose positions are initially random and evolve by the
ODE
dX∗
dt
= U∗ = U (X∗(t), t) , (1)
where X∗(t) is a particle’s position as a function in time, and U (X∗(t), t) is the
velocity experienced by the particle. Usually, this velocity consists of a deter-
ministic component and a random term which is part of the turbulence model:
in the present paper, we consider the deterministic part only. In general, velocity
information is available at discrete locations on a finite-volume (FV) grid, and
therefore a particle tracking algorithm consists of two parts: a velocity inter-
polation scheme which interpolates the FV velocity onto the particle locations,
and a time advancement scheme which updates the particle locations, using the
interpolated velocity.
In recent research on FV/particle PDF methods for reacting flows, accurate
particle tracking has been recognized as an important condition for maintaining
numerical consistency between the finite–volume and the particle aspects of the
solution. Muradoglu et al. [2] define mean particle mass density, q(x, t), as the
expectation of the total mass of particles in an infinitesimal region, normalized
by that region’s volume:
q ≡ 〈m∗δ(X∗ − x)〉 (2)
(where m∗ denotes a particle’s mass), and have shown that an important con-
sistency condition is that the mean particle mass density should remain equal
to the FV mean density:
q = 〈ρ〉 , (3)
provided that the initial conditions are consistent, q (x, 0) = 〈ρ (x, 0)〉. The
meaning of Eq.(3) is that the expected mass of all particles inside a certain
region S must be equal to the mass of S as given by the FV density field. In
the incompressible case, for example, this means that if particles are initially
uniformly distributed in the computational domain, then they should remain so
for all time.
In order to satisfy the above consistency condition, Muradoglu et al. [2]
employ a position-correction algorithm which introduces a small displacement
in the particle positions after each time step, in order to enforce Eq.(3). A similar
position-correction algorithm has been employed by Zhang and Haworth [4].
In a different approach, Jenny et al. [3] note that if particles move with a
velocity
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U∗ = U˜+ u∗, (4)
where U˜ is a deterministic component interpolated from the FV velocity, and
u∗ is a random component with zero mean, then the following equation holds:(
∂
∂t
+ U˜ · ∇
)
ln q = −∇ · U˜, (5)
which has the same form as the mean continuity equation(
∂
∂t
+ 〈U〉 · ∇
)
ln 〈ρ〉 = −∇ · 〈U〉 , (6)
where 〈U〉 is the mean velocity. Therefore, if Eq.(3) is satisfied at t = 0, it
will also be satisfied implicitly at future time, provided that the velocity in-
terpolation scheme yields accurate values for the reconstructed velocity and its
divergence, and provided that an accurate time advancement scheme is used.
Addressing the velocity interpolation issue, Jenny et al. [3] introduce a 2D ve-
locity interpolation scheme with desirable divergence properties. McDermott
and Pope [1] improve upon this scheme, and extend it to 3D, calling the new
scheme the Parabolic Edge Reconstruction Method (PERM). It has been shown
[1] that PERM performs better than standard multilinear interpolation in sat-
isfying the above-mentioned consistency condition in the particle tracking limit
(i.e., when there are no velocity fluctuations).
In the present work, we make a further improvement in particle tracking by
using a time-stepping algorithm which has been specifically designed for use in
conjunction with PERM. The new algorithm, called Multi-Step Runge-Kutta
2 (MRK2) is quite similar to the standard second-order Runge-Kutta (RK2),
but it provides a more accurate treatment of particles which cross a velocity
discontinuity. Although MRK2 is motivated by the PERM reconstruction, it can
also be used as an alternative to RK2 in all applications in which particles need
to be advected though a velocity field with discontinuities at known locations.
To illustrate the benefits of PERM and MRK2, Figure 1 shows final parti-
cle distributions for a simple 2D incompressible test flow with a uniform initial
particle distribution. In this case, the final particle distribution should be uni-
form as well. It can be seen on Figure 1 that, when RK2 is used as the time
advancement scheme, the PERM velocity interpolation yields a more uniform
final particle distribution than standard bilinear interpolation. We can also see
that the final particle distribution becomes even more uniform when the new
time-stepping scheme, MRK2, is used in conjunction with the PERM velocity
interpolation.
Properties of the PERM velocity reconstruction
The reader is encouraged to refer to [1] for a thorough decription of PERM and
its properties–here we focus only on its aspects which are relevant to the MRK2
time-stepping scheme.
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The PERM velocity reconstruction scheme uses discretized velocity infor-
mation in the form of face-average velocity components in the direction normal
to a given grid cell face (we shall refer to this as the ”FV velocity”, for the sake
of brevity). The PERM reconstructed velocity within a given grid cell depends
only on the FV velocity on the faces of that cell and its nearest neighboring cells.
Its functional form, in two dimensions (the extension to 3D is rather intuitive)
is:
u(q, r) = (1− r)
[
u¯S +
(
q − 12
)
∆
(1)
u,S +
1
2
{(
q − 12
)2 − 14}∆(2)u,S]
+ r
[
u¯N +
(
q − 12
)
∆
(1)
u,N +
1
2
{(
q − 12
)2 − 14}∆(2)u,N]
v(q, r) = (1− q)
[
v¯W +
(
r − 12
)
∆
(1)
v,W +
1
2
{(
r − 12
)2 − 14}∆(2)v,W ]
+ q
[
v¯E +
(
r − 12
)
∆
(1)
v,E +
1
2
{(
r − 12
)2 − 14}∆(2)v,E]
,where u, v are respectively the horizontal and vertical velocity components,
N,S,E,W is the standard compass convention for 2D grids, q, r are respectively
the horizontal and vertical local coordinates (e.g., q = 0 on the West face and
q = 1 on the East face), and u¯S,∆
(1)
u,S ,∆
(2)
u,S , etc. are parameters which are
determined by an algorithm described in [1].
Some of the important properties of PERM are enumerated below. They
indicate why a standard time-stepping scheme, such as RK2, does not perform
well with this particular velocity reconstruction. For simplicity, we consider
here a grid composed of 2D or 3D cubes, of side ∆x.
1. For a given velocity component, in the component direction, the recon-
structed field is continuous, piecewise parabolic, and second-order accurate
with respect to ∆x.
2. The flux of the reconstructed velocity field through any given grid cell face
is identically equal to the flux implied by the FV face-normal velocity.
3. For a given velocity component, in the component–normal direction, the
reconstructed field is piecewise continuous, piecewise linear, and second-
order accurate with respect to ∆x.
4. The magnitudes of the velocity discontinuities implied by Property 2 are
proportional to ∆x2.
5. The divergence of the reconstructed velocity field is bi- or trilinear, piece-
wise continuous, and second-order accurate with respect to ∆x.
6. The magnitudes of the divergence discontinuities implied by Property 4
are proportional to ∆x2.
It should be noted that, as described in [1], the PERM reconstruction scheme
requires a Cartesian grid (either uniform or non-uniform in each coordinate). It
is also possible to extend PERM to cylindrical coordinate grids.
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Furthermore, we should note from the functional form of PERM as shown
above that it is not possible to integrate Eq.(1) analytically-to see why this is so,
note that any bi- or tri-linear velocity field is a particular case of a PERM field,
and we cannot integrate Eq.(1) exactly for a general bi- or tri-linear velocity
field, even if it were time-independent (the differential equation of the Lorentz
attractor, for example, is a particular case of a tri-linear velocity field). There-
fore, we have to utilize a numerical time-integration scheme for the integration
of Eq.(1)–a natural candidate is second-order Runge-Kutta (RK2).
However, second-order time accuracy for the RK2 scheme requires that the
velocity field is everywhere continuous, and differentiable (in both space and
time) everywhere except on a set of measure zero. Therefore, due to the discon-
tinuities in the PERM reconstructed velocity, an RK2 solution is only first-order
accurate in time, for a fixed grid size. Also, applying RK2 to a discontinuous ve-
locity field leads to the violation of an important continuity principle, namely:
if two particles are initially infinitesimally close, they remain so. These two
statements are demonstrated in the next section.
On the other hand, Items 3 and 5 above imply that for a fine mesh the
discontinuities in velocity and divergence, and their detrimental effect on the
performance of RK2, are negligible. More specifically, if we decrease both the
grid size and time step, keeping the Courant number fixed, a solution which
combines PERM and RK2 is second-order accurate. Nevertheless, it is often the
case in Large Eddy Simulation/Filtered Density Function (LES/FDF) methods
that the grid used provides only marginal resolution of the filtered velocity field,
and hence the discontinuities in the PERM reconstructed velocity field should
not be neglected.
2 Description of MRK2, and its theoretical ad-
vantages over RK2
Let us begin with a simple example of the problems that we encounter when
we use RK2 on a discontinuous velocity field. Instead of thinking about a
grid, consider an infinite, time-independent velocity field in 2D, which has the
following form:
U(x, y) = 1 (7)
V (x, y) =
{
0, for x < 0
1, for x ≥ 0. (8)
Here, we can think of the regions x < 0 and x > 0 as two grid cells, with
the region x = 0 as the face between them. Note that this velocity field has
the kind of discontinuity which can be caused by PERM: U is continuous in the
x-direction, and V is continuous in the y-direction, but V is not continuous in
the x-direction, its component-normal direction. Now, consider two particles at
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time t = 0: one at (X1,0, Y1,0) = (−∆t− ǫ, 0) and the other at (X2,0, Y2,0) =
(−∆t+ ǫ, 0), where 0 < ǫ≪ ∆t. An RK2 step of length ∆t has the form:
X(1) = X0 +∆tU (X0, 0) (9)
XRK2∆t = X0 +
1
2
∆t
(
U (X0, 0) +U(X
(1),∆t)
)
. (10)
Substituting their initial positions for X0 in Eqs.(9)-(10), we determine that
the final positions of the two particles, after one RK2 step of length ∆t, are(
XRK21,∆t , Y
RK2
1,∆t
)
= (−ǫ, 0) and (XRK22,∆t , Y RK22,∆t ) = (ǫ,∆t/2). On the other hand,
with perfect time advancement, the final particle positions at time ∆t are
(X1,∆t, Y1,∆t) = (−ǫ, 0) and (X2,∆t, Y2,∆t) = (ǫ, ǫ/2). Therefore, we can see
that the RK2 position of the second particle differs from the correct position by
a distance of (∆t− ǫ)/2. Keeping in mind that we set ǫ≪ ∆t, we have that this
single time step introduces an O(∆t) error in the final position of the second
particle. Therefore, RK2 is first order accurate in time overall, and for a time
step that crosses a discontinuity it is zeroth-order accurate (in the sense that if
all time steps introduced an error of the same magnitude as that introduced by
a discontinuity-crossing step, the overall error in the final position of a particle
would be O(∆t0)).
Furthermore, if we take the limit as ǫ → 0, we can see that the distance
between the initial positions of the two particles goes to 0, but the distance
between the final positions after the RK2 step goes to ∆t/2. As previously
mentioned, this is a violation of a fundamental continuity principle, namely
that if X(Y, t) is the Lagrangian mapping between a particle’s initial and final
positions (i.e. if a particle is at Y at time 0, it will be at X(Y, t) at time t),
then X(Y, t) is continuous in both Y and t, except at regions where there is a
velocity discontinuity and the face-normal velocity is zero.
The considerable RK2 position error for the second of the two particles is
introduced by the following fact: even though under perfect time advancement
the second particle is in the region x > 0 only for a time ǫ ≪ ∆t/2, the cor-
rected velocity of the RK2 step,
(
U (X2,0, 0) +U
(
X
(1)
2 ,∆t
))
/2, is the average
velocity that the particle would experience if it were in that region for a time
∆t/2. In other words, RK2 does not account for how much time a particle
spends on each side of a discontinuity. This is the motivation for the Multi-Step
RK2 scheme, which we now describe in detail.
MRK2 description
In this section, we present a description of a Multi-Step RK2 time step. We
consider a particle that is initially at the position X0 at time 0, and which is to
be advected for a time step of length ∆t. For the moment, let us consider the
case in which there is only one velocity discontinuity, as in the example above.
First, we take an RK2 predictor step, according to Eq.(9):
X(1) = X0 +∆tU (X0, 0) .
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If X0 and X
(1) are in the same cell, then we take the remainder of a standard
RK2 time step, according to Eq.(10), which gives the final result
XMRK2∆t = X
RK2
∆t = X0 +∆t
(
U (X0, 0) +U(X
(1),∆t)
)
/2.
Otherwise, let X′ be the point where the ray from X0 to X(1) first intersects a
cell face. For Cartesian, cylindrical and unstructured polygonal/polyhedronal
grids, in order to determine X′ we have to identify the faces of the current grid
cell, each of which is a piece of a plane or a cylinder in 2D or 3D, and identify
the points where the ray from X0 to X
(1) crosses each of them, if it does (a
simple problem in analytic geometry). Out of these points, X′ is the one closest
to X0.
We make the following second-order accurate estimate for the time, ∆t1,
that it takes for the particle to reach this discontinuity:
∆t1 = ∆t‖X′ −X0‖/‖X(1) −X0‖, (11)
where ‖ · ‖ denotes the 2-norm. Next, we break up the RK2 predictor step into
two substeps. The first predictor substep, from time 0 to ∆t1, and from X0 to
X′, accounts for the advection of the particle before it reaches the discontinuity.
The second predictor substep, which accounts for advection after the particle
crosses the discontinuity, takes the particle from time ∆t1 to ∆t and from X
′
to X(2), where X(2) is given by
X(2) = X′ + (∆t−∆t1)U+ (X′, 0) . (12)
There are two possible definitions of velocity at X′, where the velocity field
is discontinuous. The value U+ (X′, 0) denotes the velocity experienced by the
particle after it has crossed the discontinuity. Similarly, below we useU− (X′, 0)
to denote the velocity experienced by the particle before it crosses a discontinuity
(we have assumed, for the moment, that the particle does not cross another
discontinuity between X′ and X(2).)
Next, we make second-order linear approximations in time to estimate the
velocities at X′ at the intermediate time ∆t1
U− (X′,∆t1) ≈ Uˆ− (X′,∆t1) = [(∆t−∆t1)/∆t]U− (X′, 0)
+ [∆t1/∆t]U
− (X′,∆t) (13)
U+ (X′,∆t1) ≈ Uˆ+ (X′,∆t1) = [(∆t−∆t1)/∆t]U+ (X′, 0)
+ [∆t1/∆t]U
+ (X′,∆t) . (14)
Finally, we calculate the corrected velocities for each of the two substeps,
and obtain the final particle position
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XMRK2∆t = X0 + (∆t1/2)
(
U (X0, 0) + Uˆ
− (X′,∆t1)
)
+ ((∆t−∆t1) /2)
(
Uˆ+ (X′,∆t1) +U
(
X(2),∆t
))
. (15)
As already mentioned, for a particle which crosses the discontinuity, we
break up the time step into two substeps. The two terms added to X0 in
Eq.(15) are respectively the contributions of each of those two substeps to the
advancement of the particle. For simplicity’s sake, the algorithm presented
above allows for two substeps at most, and can therefore deal with at most
one velocity discontinuity crossed by a particle during a time step. By allowing
for a greater number of substeps (e.g., breaking up the substep from ∆t1 to
∆t into two substeps if the ray from X′ to X(2) crosses another discontinuity),
the algorithm is extended to deal with an arbitrary number of discontinuities
crossed by a particle in one time step.
Below, we make a few important observations about MRK2:
1. The MRK2 procedure is almost the same as taking two RK2 steps - one
from 0 to ∆t1 and one from ∆t1 to ∆t - with the one difference being that
the MRK2 procedure does not require knowledge of the velocity field at
the intermediate time ∆t1, and uses instead a linear interpolation in time
between the velocity fields at time 0 and ∆t. This difference is essential in
an LES/FDF context, because during each time step a fraction, approx-
imately equal to the Courant number, of the total number of particles
in the domain cross a cell face. For a typical LES/FDF calculation with
107 particles and a Courant number of 0.1, this means that for each time
step there would be approximately 106 particles crossing a cell face, each
at a different intermediate time ∆t1. It is not computationally feasible
to calculate a reconstructed velocity field at each of these intermediate
times, because the calculation of the LES FV velocity for one time step,
even if we only need the values at the faces of a single grid cell, requires
that the density of all the particles is updated, and hence that reaction
calculations are performed for each particle. In view of the fact that in a
typical LES/FDF calculation over 90% of the computational cost is due to
the reaction calculations, this means that calculating the LES FV velocity
at intermediate times would increase the overall computational cost by a
factor of 106.
2. For a fixed grid size, and subject to a condition which is described in the
next item, it can be shown analytically that an MRK2 step which crosses a
discontinuity introduces an O(∆t2) error in the final particle position, and
preserves the continuity of the Lagrangian mapping X(Y,∆t). Therefore,
MRK2 preserves continuity (in a restricted sense) and is second-order
accurate in time, since the number of discontinuities crossed by a particle
does not increase with decreasing time step.
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3. The condition necessary for Item 2 is that the velocity normal to a face
(discontinuity) is not identically zero. MRK2 does not preserve the con-
tinuity of X(Y,∆t) where the face-normal velocity is zero. To see this,
consider a velocity field similar to the example at the beginning of Sec-
tion 2, this time with U(x, y) = 0, and consider two particles: one at
(X1,0, Y1,0) = (−ǫ, 0) and the other at (X2,0, Y2,0) = (ǫ, 0). The result of
an MRK2 time step is the same as that of an RK2 time step, and of perfect
time advancement: (X1,∆t, Y1,∆t) = (−ǫ, 0) and (X2,∆t, Y2,∆t) = (ǫ,∆t).
Taking limits as ǫ → 0, we can see why continuity is violated. Note
that this is a property of the particular velocity field considered, not a
shortcoming of MRK2 (i.e., even with perfect time advancement there is
a continuity violation.)
4. The MRK2 procedure is applicable to a wide variety of grids–it has only
two grid-dependent aspects, namely the evaluation of the interpolated ve-
locity at an arbitrary point in space, and the determination of the pointX′
where the ray from X0 to X
(1) first intersects a cell face. The first of these
aspects, the ability to evaluate interpolated velocity at an arbitrary point,
is a general requirement for and reasonable velocity interpolation scheme.
The second aspect, the ability to determine efficiently X′, depends on the
grid geometry and, as mentioned in the description of MRK2, reduces to a
set of simple analytic geometry problems, such as finding the intersection
of a ray with a plane (or a cylinder). Therefore, in addition to Cartesian
and cylindrical grids, MRK2 in itself is also applicable to unstructured
polygonal/polyhedronal grids. However, we should also keep in mind that
the PERM velocity interpolation scheme, which is the primary motivation
for the modification from RK2 to MRK2, is currently available only for
Cartesian and cylindrical grids.
3 Comparison between the performance of RK2
and MRK2 when applied to a PERM recon-
structed velocity field
In this section, we apply both RK2 and MRK2 to a 2D test problem, and com-
pare the performance of the two time-stepping schemes based on three criteria:
preservation of continuity, accuracy relative to perfect time advancement, and
the maintaining of a consistent subgrid particle distribution.
We use the following problem framework: we have a 2D domain, [0, 2π] ×
[0, 2π], with periodic boundary conditions. We consider two 2D periodic flows.
Flow 1 is incompressible, given by the formula
U(x, y, t) = 1− 2 cos(x− t) sin(y − t), (16)
V (x, y, t) = 1 + 2 sin(x− t) cos(y − t). (17)
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Flow 2 is compressible, given by:
U(x, y, t) = 1− 2 cos(x− t) sin(y − t) + 1
2
sin(x) cos(2t), (18)
V (x, y, t) = 1 + 2 sin(x− t) cos(y − t) + 1
2
sin(y) cos(2t). (19)
In order to compute the reconstructed field, the PERM reconstruction scheme
uses values of U (according to Eq.(16) or (18)) at the centers of the vertical cell
faces, and values of V (according to Eq.(17) or (19)) at the centers of the hor-
izontal cell faces – this simulates FV velocity information. Once the subgrid
velocity is reconstructed by PERM, the respective time-advancement scheme is
used to advect the particles. The time step ∆t is directly proportional to the
Courant number (C), which is defined here as:
C = max (max (U(x, y, t)∆t/∆x) ,max (V (x, y, t)∆t/∆x)) (20)
where ∆x is the side of a grid cell.
3.1 Preservation of continuity, and a qualitative analysis
of particle distributions
Here, we present results for the incompressible Flow 1, Eqs. (16) and (17). One
of the beneficial properties of PERM is that if the velocity field is divergence free
at the FV level, then the subgrid reconstructed velocity is also divergence free.
Therefore, applying PERM to Flow 1, we obtain a subgrid velocity field that is
divergence free, and so (with perfect time advancement) a particle distribution
which is initially uniform remains uniform.
Here, we advect 409,600 particles which are initialized in the following man-
ner: the domain is broken up into 640× 640 squares of equal size, and a single
particle is placed randomly, with uniform probability density, in each square.
This allows for an initial particle distribution which is both very uniform and
does not degenerate when a large value of strain is applied to it. Note that the
number of particles that we are using is extremely large – 25,600 particles per
cell, for a 4× 4 grid. Naturally, in practical LES/FDF applications this number
is much smaller. The reason why we are using so many here is for the reader to
be able to better visualize the mappings X(Y, t) between initial and final parti-
cle positions. In the following figures, each of the particles is shown as a single
green dot, except for those which are initially in the region [0, π/2] × [0, π/2],
at the lower left corner. These particles have a magenta color, in order to help
visualize the strain of the particle distribution.
Figure 2 shows results for a 4 × 4 grid, with C = 1. We note that this is
a rather large Courant number - it is used mainly to emphasize the effects of
both time advancement schemes. After a single time step, we can see that the
RK2 distribution (top left of Fig. 2) has considerable voids where there are
no particles at all - this indicates that the mapping X(Y,∆t) is not surjective
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(onto), since there are values of X which cannot be attained for any value of Y.
We can also see regions in the RK2 distributions where the particles are twice as
dense - this indicates that the mapping X(Y,∆t) is not injective (one-to-one),
since regions which were initially separate are mapped on top of each other. This
is a serious problem – it introduces error in the subgrid particle distribution (as
we will see later on) and violates the fundamental principle that for a periodic
flow X(Y,∆t) is both injective and surjective.
A single MRK2 time step, too, has these problems, but to a much lesser
extent – we can see (from the top right of Fig. 2) four elongated gaps where
there are no particles, but the size of these gaps is much smaller than the size
of the holes in the particle distribution created by RK2. These gaps in the
MRK2 distribution are to be expected - they correspond to regions where the
face-normal velocity is zero, as explained in section 2. Comparing the particle
distributions after one flow-through time (12 time steps), we can see the same
differences but with greater magnitude. Whereas MRK2 does not preserve the
uniformity of the particle distribution very well, it does much better than RK2,
where there are considerably larger void regions.
Figure 3 shows results for the same value of the Courant number, C = 1, but
for a finer 8 × 8 grid. Because the magnitudes of the discontinuities in PERM
are O(∆x2) [1], the velocity discontinuities in this case are theoretically smaller
by a factor of 4, and RK2 does almost as well as MRK2.
Figure 4 shows results for a 4 × 4 grid, with a smaller Courant number, C
= 0.25. We can again see that RK2 does not preserve continuity very well –
there are noticeable voids in the RK2 distribution, both after one time step and
after one flow-through time. Although we know theoretically that there are also
voids in the MRK2 distributions, these cannot be perceived on the plots. We
also note that MRK2 performs better at preserving the sharp interface between
the green and purple regions.
Figure 5 shows results for an 8 × 8 grid, C = 0.25. We cannot perceive a
difference between the two particle distributions, which suggests that, due to
the smaller value of velocity discontinuities, the performance of RK2 is similar
to that of MRK2.
From these comparisons of particle distributions produced by RK2 and
MRK2, we conclude that when the velocity discontinuities yielded by the recon-
struction are considerable (as for the 4 × 4 grid), MRK2 performs better than
RK2 at preserving the continuity of the particle distribution and the consistency
between the subgrid particle distribution and the LES filtered density.
3.2 Accuracy relative to perfect time advancement
As we are focused on developing and demostrating an effective time advancement
scheme for a given velocity reconstruction, we are interested in the error of a
given solution relative to perfect time advancement. Since we do not have an
exact perfect time advancement solution, we use instead an MRK2 solution with
a very low Courant number (C = 1/512) as an approximation.
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First of all, we consider position error. We use N = 256 particles, uniformly
distributed across the domain at time 0. We denote by Y(i) the initial position
of the i-th particle, and we denote by XRK2
(
Y(i), t
)
, XMRK2
(
Y(i), t
)
, and
X
(
Y(i), t
)
the corresponding Lagrangian position mappings yielded by RK2,
MRK2 and perfect time advancement, respectively. The position error of a
given RK2 solution is then defined as
ǫRK2x =
1
N
(
N∑
i=1
∥∥∥XRK2 (Y(i), t)−X(Y(i), t)∥∥∥) . (21)
The MRK2 position error is defined analogously. As we already mentioned, it
can be shown analytically that, with ∆t being the length of the time step, the
RK2 position error is of order O(∆t), and the MRK2 position error is of order
O(∆t2).
We also consider error of infinitesimal volume expansion (which we will re-
fer to as dV error, for the sake of brevity). Note that we refer here to two-
dimensional volume, i.e. area. For an infinitesimal material element whose
initial volume is dV0, and whose initial position is Y, the final volume, dVt, is
given by
dVt = dV0 det
(
∂Xj(Y, t)
∂Yk
)
, (22)
where X (Y, t) is the Lagrangian position mapping previously mentioned. This
is the basis of the change of variables formula, which in this context tells us that
the volume at time t of a set S is
Vt =
∫
S
det
(
∂Xj(Y, t)
∂Yk
)
|dY|, (23)
provided that the mapping X (Y, t) is one-to-one. Therefore, accurate values
of det (∂Xj/∂Yk) are essential for achieving an accurate subgrid particle distri-
bution. We also note that X (Y, t) may not be one-to-one if its continuity is
violated (such as in Figure 1, where particles are twice as dense in some places,
because certain regions are mapped on top of each other), and therefore conti-
nuity of the position mapping, which is considered in the previous subsection,
is just as essential for getting the right value of Vt as are accurate values of
det (∂Xj/∂Yk).
With this in mind, we define dV error of a given RK2 solution as
ǫRK2dV =
1
N
N∑
i=1
∣∣∣∣∣det
(
∂XRK2j
(
Y(i), t
)
∂Yk
)
− det
(
∂Xj
(
Y(i), t
)
∂Yk
)∣∣∣∣∣ (24)
The MRK2 dV error is similarly defined. For RK2, it can be proven analytically
that the dV error is O(∆t2) when the divergence of the PERM reconstructed
field is continuous everywhere, and O(∆t) when the divergence is discontinuous
from cell to cell, which is the case for all compressible flows.
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Here, we cannot calculate the necessary Jacobians exactly, but a sufficiently
accurate numerical estimate which we use is
det
(
∂Xj
∂Yk
)
≈ At/A0 (25)
where A0 is the initial area of a triangle initially of sides 10
−8 formed by three
particles at time 0, and At is the area of the triangle formed by those three
particles at time t.
Here, we present results for the compressible Flow 2, Eqs.(18) and (19).
Figure 6 shows plots of position error and dV error for 4 × 4 and 8 × 8 grid
solutions, with the Courant number ranging from 1 down to 1/32. For both
position error and dV error, RK2 exhibits first-order behavior, whereas MRK2
exhibits second-order behavior. This is consistent with previously stated ana-
lytic results, and it also indicates that for MRK2, dV error is O(∆t2) - a result
which we have not been able to prove rigorously.
It should also be noted that, for larger values of C, MRK2 is computation-
ally slower than RK2. In order to compare the efficiency of MRK2 with that of
RK2, Figure 7 shows plots of the position and dV errors from Figure 6 versus
simulation time, for a simulation with 1600 particles per cell, instead of just
the 256 particles (for the entire domain) that we used to determine the errors.
We use a larger number of particles here to ensure that the cost of all the op-
erations other than particle advection (such as the determination of the PERM
coefficients) is negligible.
From Figure 7 we see that MRK2 becomes more efficient as the error (and
hence the Courant number) decreases–for the 4×4 grid, MRK2 is more efficient
for C ≤ 1/2, and for the 8× 8 grid, MRK2 is more efficient for C ≤ 1/4. On the
other hand, Figure 7 takes into account only the computational cost for particle
advection–if we also consider the cost of chemistry calculations, which is usually
much higher than the cost of particle advection, we conclude that MRK2 may
be more efficient than RK2 even for larger values of C.
Table 1 shows values of the error, as well as simulation time for a 1600-
particles-per-cell simulation, for C = 1 and for C = 0.25. For both values of C,
and for both meshes, MRK2 has a smaller position error: ǫMRK2X /ǫ
RK2
X < 0.69.
For both meshes, the MRK2 dV error is less than the RK2 dV error for C =
0.25, but for C = 1 and the 8× 8 mesh, the MRK2 dV error is greater than the
RK2 dV error. This, however, is not a major concern, because as we already
noted, C = 1 is a very large value for the Courant number - in most applications,
we expect a smaller value, such as 0.25, to be used.
3.3 Accuracy of the subgrid particle distribution
Previously, McDermott and Pope [1] have shown that a PERM reconstructed
velocity field, with RK2 as the time-stepping scheme, performs much better
than linear interpolation in maintaining a subgrid particle distribution which is
consistent with the LES filtered density. Here, we demonstrate that this consis-
tency becomes even better when MRK2 is used as the time-stepping scheme.
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For the present tests, we use the incompressible Flow 1, Eqs.(16) and (17).
The particles are initialized in a manner similar to that in Section 3.1 (by break-
ing up the domain into as many squares as there are particles, and initializing a
single particle randomly into each square). Then the mean particle mass density
is initially the same everywhere in the flow, and it remains so under perfect time
advancement, for a divergence-free velocity field such as the one we consider.
Hence, the expected number of particles in a set S is directly proportional to
the area of S.
We quantify the accuracy of the subgrid particle distribution in the following
way: we break up the domain into equally sized squares, which we call sampling
squares. We use sampling squares of three different sizes, with sides π/4, π/8,
and π/16 (respectively 1/2, 1/4 and 1/8 of the sidelength of a grid cell, for a
4× 4 grid). At any given timestep, let Ni be the number of particles in the i-th
sampling square, let Nmean be the expected number of particles for a square of
this size, and let Nsq be the number of sampling squares in the domain. The
subgrid particle distribution error is then defined as:
ǫSG =
Nsq∑
i=1
|(Ni −Nmean) /Nmean|
 /Nsq. (26)
This subgrid distribution error has two contributions: first, a probabilistic
error, due to the random particle initialization; and, second, a bias error, due to
the particle advection scheme (an example of this are the considerable voids in
the particle distribution left by RK2 at C = 1). For this test flow, the PERM
reconstructed velocity field has zero divergence, and therefore a perfect time
advancement solution contains only the probabilistic component of the error.
Therefore, we compare the subgrid distribution errors given by the MRK2, RK2
and perfect time advancement solutions, making the assumption that whatever
is in excess of the perfect time advancement error is mostly bias error.
Figure 8 shows results for 65,536 particles, C = 0.25 and a 4 × 4 grid. As
may be seen, the MRK2 subgrid distribution error is much closer to the perfect
time advancement error than is the RK2 error. From this we deduce that, for
the coarse 4 × 4 grid, the bias error caused by MRK2 is smaller than the bias
error caused by RK2.
Figure 9 shows results for 65,536 particles, C = 0.5 and a 8×8 grid. The time
step is the same as for the results on Figure 6, but the velocity field is better
resolved by PERM. Here, the MRK2, RK2 and perfect time advancement errors
are much closer together, and MRK2 does not provide a big advantage over RK2.
Again, we observe that for a finer grid RK2 does not perform considerably worse
than MRK2, because the discontinuities in velocity are smaller.
3.4 Computational cost
We have seen that MRK2 has superior accuracy than RK2, and has better per-
formance in preserving the consistency between the subgrid particle distribution
and the filtered LES density. One disadvantage that MRK2 has over RK2 is
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that it is slower–this was mentioned in Section 3.2, where we compared the
efficiency of MRK2 with that of RK2.
For the well-optimized Fortran 90 implementation of MRK2 which we used
to obtain the results in the previous sections, each additional substep after
the first one costs approximately 1.5 times the cost of an RK2 step. In other
words, if the total time for one RK2 time step for one particle is tstep, the total
time for an MRK2 time step, for a particle which crosses n discontinuities, is
approximately tstep(1+1.5n). Therefore, for a flow in which each particle crosses
one discontinuity per time step (hence requiring 2 substeps per time step) an
MRK2 calculation would require 2.5 times more time than an RK2 calculation
would.
Fortunately, in most flows of practical interest the number of particles which
require two or more substeps is not quite so high. For the test cases from the
previous sections, the MRK2 calculations have a 70% computational overhead
at C = 1, and a 20% computational overhead at C = 0.25, relative to the RK2
calculations. For smaller values of C the computational overhead is even smaller,
since the ratio between the number of particles which cross a discontinuity
and the number of particles which do not cross one decreases with decreasing
Courant number.
4 Conclusions
We have outlined a new time-stepping scheme, based on second-order Runge-
Kutta, which is particularly suited for advection of a large number of particles
through a discontinuous velocity field, such as the one yielded by the Parabolic
Edge Reconstruction Method (PERM). We have demonstrated that the new
scheme, MRK2, preserves better than RK2 the continuity of the Lagrangian
mapping between initial and final positions. We have also shown that MRK2 is
second-order accurate in time, as opposed to RK2, which is first-order accurate
for a discontinuous velocity field. Additionally, we have shown that MRK2 pre-
serves better than RK2 the consistency between the subgrid particle distribution
and the LES filtered density.
On the other hand, we have seen that the advantages of MRK2 over RK2
diminish when a more refined grid is used for velocity reconstruction, and that
MRK2 has a computational overhead relative to RK2 (20% at C = 0.25) which
is not negligible. Therefore, whereas RK2 is sufficiently accurate (and faster)
for problems with a fine mesh, it is preferable to use MRK2 in problems where
the mesh provides only marginal resolution of the velocity, which is often the
case in LES/FDF methods.
Finally, it should be noted that the main principle of MRK2 - breaking up a
step into two or more substeps every time a velocity discontinuity is encountered
- can be applied in a straightforward manner to time advancement schemes other
than RK2. The Midpoint Euler scheme, for example, can be modified to deal
with velocity discontinuities similarly to the way MRK2 does. This would be
preferable in a situation where velocity information is known at the middle of
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the time step.
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Figure 1: Comparison between the performance of the bilinear and PERM
velocity interpolation schemes, and between the RK2 and MRK2 time-stepping
schemes. The test flow is incompressible and the initial particle distribution
is uniform. Under these conditions, the final particle distribution should be
uniform. Top left: final particle distribution yielded by bilinear interpolation
and RK2 time-stepping, top right: final particle distribution yielded by PERM
interpolation and RK2 time-stepping, bottom: final particle distribution yielded
by PERM interpolation and MRK2 time-stepping.
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Figure 2: Particle distributions in Flow 1 for a 4 × 4 grid, CFL = 1. Top left:
RK2, one time step (∆t = 0.448); top right: MRK2, one time step; bottom left:
RK2, one flow-through time (12 time steps); bottom right: MRK2, one flow-
through time. The magenta-colored particles are those that are in the lower-left
corner of the domain at t = 0.
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Figure 3: Particle distributions in Flow 1 for an 8× 8 grid, CFL = 1. Top left:
RK2, one time step (∆t = 0.224); top right: MRK2, one time step; bottom left:
RK2, one flow-through time (24 time steps); bottom right: MRK2, one flow-
through time. The magenta-colored particles are those that are in the lower-left
corner of the domain at t = 0.
25
Figure 4: Particle distributions in Flow 1 for a 4×4 grid, CFL = 0.25. Top left:
RK2, one time step (∆t = 0.112); top right: MRK2, one time step; bottom left:
RK2, one flow-through time (48 time steps); bottom right: MRK2, one flow-
through time. The magenta-colored particles are those that are in the lower-left
corner of the domain at t = 0.
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Figure 5: Particle distributions in Flow 1 for an 8×8 grid, CFL = 0.25. Top left:
RK2, one time step(∆t = 0.056); top right: MRK2, one time step; bottom left:
RK2, one flow-through time (96 time steps); bottom right: MRK2, one flow-
through time. The magenta-colored particles are those that are in the lower-left
corner of the domain at t = 0.
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Figure 6: Results for position and dV error in Flow 2 at t = 8.97. Top left:
position error for a 4× 4 grid; top right: dV error for a 4× 4 grid; bottom left:
position error for a 8 × 8 grid; bottom right: dV error for a 8 × 8 grid. The
red circles denote RK2 error, the blue circles denote MRK2 error. The blue
solid line indicates first-order convergence, and the black solid line indicates
second-order convergence.
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Figure 7: Comparison between the efficiency of MRK2 and RK2, based on
position and dV error, and computational cost of particle advection for a 1600-
particles-per-cell simulation of Flow 2 at t = 8.97. Top left: position error for a
4× 4 grid; top right: dV error for a 4× 4 grid; bottom left: position error for a
8× 8 grid; bottom right: dV error for a 8× 8 grid. The red circles denote RK2
error, the blue circles denote MRK2 error. The blue solid line indicates first-
order convergence, and the black solid line indicates second-order convergence.
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Figure 8: Results for subgrid particle distribution error for Flow 1. CFL = 0.25,
(∆t = 0.112), 4 × 4 grid Top: error for sampling squares of side π/4; middle:
error for sampling squares of side π/8; bottom: error for sampling squares of side
π/16. The errors for the RK2, perfect time advancement, and MRK2 solutions
are shown respectively by the red, green, and blue curves.
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Figure 9: Results for subgrid particle distribution error for Flow 1. CFL = 0.5,
(∆t = 0.112), 8 × 8 grid Top: error for sampling squares of side π/4; middle:
error for sampling squares of side π/8; bottom: error for sampling squares of side
π/16. The errors for the RK2, perfect time advancement, and MRK2 solutions
are shown respectively by the red, green, and blue curves.
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Abstract
We describe a new family of weak p-th order accurate SDE time inte-
gration schemes, called the Direct Richardson p-th order accurate (DRp)
schemes. The DRp schemes use the idea of Richardson extrapolation
on Euler time steps, performed by way of an acceptance-rejection algo-
rithm. Previous applications of Richardson extrapolation to the Euler
scheme are applicable only when the objective is to estimate a functional
of the final distribution of the process. In contrast, provided that the
diffusion matrix is strictly positive definite, the DRp class of schemes
can be used in all applications which require a weak SDE time inte-
gration scheme. Numerical results have been obtained, and a compari-
son is made between the second- and third-order accurate DRp schemes
and other modern SDE time integration schemes, indicating that the
DRp schemes incur less error than standard algorithms based on Ito-
Taylor expansions, and have similar computational efficiency. Finally,
we provide a proof of the convergence properties of the DRp schemes.
AMS subject classifications: 60H35, 65C30
1 Introduction
In this work, we introduce a new class of weak p-th order accurate numer-
ical schemes for the integration of the n-dimensional non-homogeneous and
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anisotropic Ito stochastic differential equation (SDE):
dX = D (X, t) dt+ σ (X, t) dW, (1)
where X(t) is the random process governed by the Ito SDE, D (x, t) denotes
the drift, which is an n-dimensional vector field, σ (x, t) is a strictly positive
definite n × n matrix field, and dW as usual indicates that the SDE is driven
by the standard n-dimensional Wiener process. In this form and generality, the
Ito SDE has numerous applications in science and engineering [4]: for example,
its solution is an essential component of particle-based numerical schemes for
turbulent combustion [3], which is the authors’ particular interest.
Given the wide range of applicability of the Ito SDE, it is not suprising
that over the years numerous methods have been developed for its numerical
approximation, in both the strong and weak senses. Strong SDE integration
schemes aim to accurately reconstruct the trajectory X (t) as a function of the
Wiener sample path W (t). In contrast, weak schemes only need to satisfy the
condition that the distribution of the numerical solution approximates that of
the actual SDE solution. Here, we concentrate on numerical schemes which
exhibit weak convergence.
One of the most widespread numerical schemes for the solution of non-stiff
SDEs in Ito form is the forward Euler scheme. Using ∆t to denote the length of
a time step, and η to denote a sample vector from the n-dimensional standard
normal distribution N (0, I), a single time step of the Euler scheme has the form
ZE (t+∆t) = ZE (t) +D
(
ZE (t) , t
)
∆t+ σ
(
ZE (t) , t
)
η
√
∆t, (2)
and it is well-known [4] that the Euler scheme is strong 0.5th order accurate
and weak 1st order accurate.
There are also numerous higher-order weak SDE integration schemes in ex-
istence [7,4,3,12]. To the authors’ knowledge, all of these are based on ap-
proximating higher-order terms in the Ito-Taylor expansion of X (t). One way
to perform this approximation is through the explicit evaluation of derivatives
of the fields D (x, t) and σ (x, t) at the initial point (for an example, see the
second-order weak Taylor scheme presented in [4]). Alternatively, the fields
can be sampled at additional points, thereby implicitly obtaining the required
derivatives through finite differences (for an example, see the two families of
weak second-order derivative-free schemes developed in [12]).
Here, we present a different approach - to approximate each time step incre-
ment through Euler steps of varying length, and then employ Richardson extrap-
olation via an acceptance/rejection procedure in order to obtain a higher-order
scheme. This may sound somewhat familiar to the reader, inasmuch as Richard-
son extrapolation on Euler solutions is a well-known [9] method for obtaining
higher-order estimates of functionals E (g (X(T ))) of the solution at the end
time T . Additionally, the recently developed multilevel Monte Carlo method
[5,6] uses an approximation based on Euler solutions with varying time steps
to minimize the computational cost for approximating functionals of X(t) over
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the entire interval t ∈ [0, T ]. Furthermore, the acceptance/rejection methodol-
ogy has previously been used in SDE time-stepping algorithms, for example the
method introduced in [2], for the purposes of obtaining an integrator which is
ergodic with respect to the SDE equilibrium distribution.
The significant difference in the class of schemes that we present is that the
Richardson extrapolation is applied at each time step directly to the PDF of
the random variable that approximates the SDE solution. This yields a family
of SDE integration schemes, called the Direct Richardson p-th Order (DRp)
schemes, which are p-th order accurate at each time step, and not just at the
end of the simulation. This high-order accuracy at each time step is essential
when the solution to the SDE is just one part of a more complex simulation,
such as for example in a Lagrangian Monte Carlo solution for turbulent reactive
flows.
To elaborate on this issue, we note that in such a solution [13], the chemical
composition in the reaction domain is represented by an ensemble of particles
whose temperature and density affects the velocity and diffusivity of the flow.
The solution algorithm alternates between an SDE time step, which advances
the particle locations using the current velocity and diffusivity fields, and a
Finite-Volume time step, which solves the Navier-Stokes and turbulence mod-
eling equations, using density and temperature fields based on the new particle
locations.
Thus, while the methods described in [9,5,6] are computationally more ef-
ficient for the purpose of evaluating expectations of functionals of an a priori
known SDE, they cannot be employed in an application of mathematical physics
such as the one outlined in the above paragraph, because in such an application
the coefficients of eq.(1) at a given time t are not known until the particles’
positions have been advanced to time t. For this reason, we compare the per-
formance of the DRp class of schemes with that of SDE time integrators such
as those of Kloeden and Platen [4] and the Cao and Pope [3], which can also
be used in an application where the SDE coefficients are known only locally in
time, i.e., only for the duration of the current finite volume time step.
In this work, we present the general form of the DRp family of SDE in-
tegration schemes and provide a proof of the weak p-th order accuracy of its
members, subject to certain smoothness criteria on the SDE drift and diffusion
terms. We also provide results from numerical test cases which compare the
performance of the two simplest DRp schemes - DR2 and DR3 - with that of
other modern weak second-order accurate SDE integration schemes.
The organization of the rest of this paper is as follows: in Section 2, we
present the simplest member of the DRp family - DR2 - and comment on its
implementation in a computational code. In Section 3, we present results from
numerical test cases which compare the performance of DR2 and DR3 with
that of two modern weak second-order schemes. The numerical results indicate
that, for the purpose of approximating Ito SDEs with strictly positive definite
diffusion, the DRp schemes are at least as efficient as current SDE integration
schemes.
Section 4 introduces Richardson extrapolation and the way in which it is
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employed in the DRp schemes. Section 5 introduces the regularity and bound-
edness criteria which need to be satisfied by the fields D (x, t) and σ (x, t) in
order to achieve weak p-th order accuracy. Section 6 introduces the framework
and notation for the general form of the DRp schemes, and Section 7 gives a
pseudocode description of the general DRp scheme. Section 8 contains a proof
of the weak p-th order accuracy of the DRp schemes, and Section 9 provides
a summary. Finally, Appendices 1 and 2 contain the proofs of two theorems
which are used in Section 8.
The mathematical developments in the second half of this paper are essen-
tial, as they prove the convergence of the schemes proposed by the authors.
Nevertheless, it is appreciated that some readers are primarily interested in em-
ploying a DRp scheme for a particular application, and may wish to skip the
more theoretical aspects of this work. Such readers are advised to read Sections
2, 3, 5, as well as Section 4 up to and including eq.(20), and Section 7 up to
and including eq.(41).
2 Description of the Second-Order Member of
the DRp Family - DR2
Below, we give a pseudocode description of a single time step of length ∆t of the
weak second-order accurate DR2 scheme. Without loss of generality, we assume
that the initial position is X (t = 0) = 0. Also, for the sake of compactness of
notation, we shall use B (x, t) to denote σ (x, t)σT (x, t).
1. Obtain two independent samples η1, η2 ∼ N (0, I) from the standard nor-
mal distribution.
2. Set
U
(2)
1 ≡ 0+D (0, 0)
∆t
2
+ σ (0, 0) η1
√
∆t
2
U
(2)
2 ≡ U(2)1 +D
(
U
(2)
1 ,
∆t
2
)
∆t
2
+ σ
(
U
(2)
1 ,
∆t
2
)
η2
√
∆t
2
. (3)
3. Compute
v1 ≡ U(2)2 −U(2)1 −D (0, 0)
∆t
2
v2 ≡ U(2)2 −U(2)1 −D
(
U
(2)
1 ,
∆t
2
)
∆t
2
f1 ≡ 1|B (0, 0)|1/2
exp
(
− 1
∆t
vT1 (B (0, 0))
−1
v1
)
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f2 ≡ 1∣∣∣B (U(2)1 , ∆t2 )∣∣∣1/2 exp
(
− 1
∆t
vT2
(
B
(
U
(2)
1 ,
∆t
2
))−1
v2
)
H ≡ 1− f1
2f2
(4)
4. Sample a 1D random variable ξ from the standard uniform distribution:
ξ ∼ U(0, 1)
5. If the following acceptance criterion is met
ξ < max (H, 0.1), (5)
then set ZDR2∆t = U
(2)
2 . Else, go back to step 1.
The above algorithm is easily implemented in a computational code - each
acceptance-rejection step involves two evaluations of the drift and diffusion
fields, along with the computations involved in calculating H , which are trivial
for the case of isotropic diffusion, and can be optimized to involve just one deter-
minant evaluation and one solution of an n×n linear system for the anisotropic
case.
Taking a more abstract view on the DR2 algorithm, we can see that it
is basically a rejection sampling algorithm which takes two Euler time steps
(eq.(3)) at each sampling step, and accepts with probability max (H, 0.1). The
reader is referred to [1] for an accessable introduction to rejection sampling
methods, also known as acceptance-rejection methods. The essential idea of
acceptance-rejection methods is that we can generate a random variable with
a desired distribution (the target distribution), by obtaining a sample from a
simpler distribution on the same sample space (the instrumental distribution),
and accepting that sample with a probability based on the ratio of the PDFs
associated with the target and instrumental distributions.
One might wonder, then, where exactly is the Richardson extrapolation after
which this scheme is named. To answer this question, let us define f2∆t (x,y)
to be the PDF of the random variable
(
U
(2)
1 ,U
(2)
2
)
, in other words the PDF
associated with the event
{
U
(2)
1 = x,U
(2)
2 = y
}
. Also, let η3 ∼ N (0, I), define
U
(2)
2 by
U
(2)
2 ≡ U(2)1 +D (0, 0)
∆t
2
+ σ (0, 0) η3
√
∆t
2
, (6)
and let us define f1∆t (x,y) to be the PDF of the random variable
(
U
(2)
1 ,U
(2)
2
)
,
in other words the PDF associated with the event
{
U
(2)
1 = x,U
(2)
2 = y
}
. It can
then be shown that
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f1∆t
(
U
(2)
1 ,U
(2)
2
)
f2∆t
(
U
(2)
1 ,U
(2)
2
) = f1
f2
, (7)
and so, since f2∆t (x,y) is the instrumental distribution of the rejection sam-
pling, we arrive at the conclusion that the PDF of the pair
(
U
(2)
1 ,U
(2)
2
)
which
gets accepted by the DR2 algorithm, approximates 2f2∆t (x,y)
(
1− f1∆t(x,y)
2f2∆t(x,y)
)
=
2f2∆t (x,y)− f1∆t (x,y). For the above result to hold, however, we need to show
that the probability of H deviating significantly from 12 is negligible - we shall
elaborate on this claim, and demonstrate its correctness, later on.
Note, however, that eq.(6) implies that U
(2)
2 has the same distribution as
the end value after a single Euler step of length ∆t, whereas by its definition,
U
(2)
2 is the end value after two Euler steps of length
∆t
2 each. Therefore, the
PDF of ZDR2∆t approximates the second order Richardson extrapolation of the
PDFs of the final value at t = ∆t, as given by one and two Euler steps.
And so, we see that the DR2 scheme applies Richardson extrapolation di-
rectly to the PDF of the process’ value after a single time step. This makes
it weakly second-order accurate, as demonstrated by the numerical results pre-
sented in the next section.
3 Numerical Test Cases - Comparing the Accu-
racy and Efficiency of DR2 and DR3 with that
of Other Weakly Convergent SDE Integration
Schemes
In this section, we provide results from numerical test cases which compare
the accuracy and computational cost of the DR2 and DR3 schemes with those
of two other modern SDE time integration schemes. The first of these is the
weak second-order midpoint scheme, developed by Cao and Pope [3], which
we refer to as the Cao and Pope scheme, or CP for short. In the authors’
experience [8], the Cao and Pope SDE integration scheme is both accurate
and computationally efficient. However, having been designed specifically for
its application in Lagrangian Monte Carlo methods for turbulent combustion,
the CP scheme can only treat cases with isotropic diffusion. We compare its
performance with that of DR3 on a one-dimensional, and hence isotropic test
case.
We also make a comparison with the multi-dimensional explicit second-order
weak scheme described by Kloeden and Platen [4, p. 486-487] and generalized
to a family of derivative-free weak second-order schemes by Tocino and Vigo-
Aguiar [12] (the particular member of the family of schemes used here is re-
ferred to as SIE-A in [12]). As the Kloeden and Platen (KP) scheme allows
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for anisotropic diffusion, we compare its performance with that of DR2 on a
two-dimensional anisotropic test case.
Two dimensional, anisotropic test case - comparison be-
tween the DR2 and KP schemes
We perform a simulation on the domain x = (x, y) ∈ [0, 2π) × [0, 2π) with
periodic boundary conditions, from t = 0 to t = 1. We specify an analytic
solution with the functional form
f(x, y, t) =
3∑
k,l,m=0
R1,fklm sin (xk + yl + πtm) +R
2,f
klm cos (xk + yl + πtm) (8)
for the PDF of the process X(t). The same functional form is used for the
coefficients (σij)
2
i,j=1 of the diffusion matrix σ:
σij(x, y, t) =
3∑
k,l,m=1
R
1,σij
klm sin (xk + yl + πtm) +R
2,σij
klm cos (xk + yl+ πtm).
(9)
At the beginning of the simulation, the coefficients R1,fklm, R
2,f
klm, R
1,σij
klm , R
2,σij
klm
are assigned randomly from a standard normal distribution. Then, all of the
coefficients are rescaled and a constant offset is added, in order to enforce
min
x,y,t
(f(x, y, t)) =
1
8π2
,max
x,y,t
(f(x, y, t)) =
3
8π2
min
x,y,t
(σij(x, y, t)) = 0.6,max
x,y,t
(σij(x, y, t)) = 1.4, for i = j
min
x,y,t
(σij(x, y, t)) = −0.3,max
x,y,t
(σij(x, y, t)) = 0.3, for i 6= j, (10)
thus ensuring that f(x, y, t) is positive and integrates to 1, and that σ(x, y, t)
is positive definite. We then specify D(x, y, t) such that the Fokker-Planck
equation is satisfied. Denoting by f˜(x, y, t) the PDF of a given numerical ap-
proximation Z(t) to X(t), and denoting by A˜1,fkl , A˜
2,f
kl the coefficients of the
Fourier expansion of f˜(x, y, t = 1),
f˜(x, y, t = 1) =
∑
k,l∈(−∞,+∞)
A˜1,fkl sin(xk + yl) + A˜
2,f
kl cos(xk + yl) (11)
with a similar definition for the Fourier coefficients A1,fkl , A
2,f
kl of f(x, y, t = 1) we
estimate the following measure of error between f(x, y, t = 1) and f˜(x, y, t = 1)
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ǫf =
√√√√ 4∑
k,l=0
(
A˜1,fkl −A1,fkl
)2
+
(
A˜2,fkl −A2,fkl
)2
(12)
Note that ǫf can be estimated only stochastically from the sample PDF of
f˜(x, y, t = 1). We use a sufficient number of samples of Z(t = 1) to ensure
that the 95% confidence interval for ǫf has a width smaller than the sample
mean for ǫf , and employ a jackknife estimator to reduce bias. In addition to
estimating the error, we also measure the computational cost of each numerical
scheme, in terms of microseconds per sample computation on a single processor.
The machine used was a medium-sized cluster of 35 3.0GHz quad-core Xeon
processors, and the numerical test cases were implemented in Fortran 90, using
the Intel 10.032 compiler.
The results for this test case are given in Table 1, and in graphical form in
Figs. 1 and 2. On Fig. 1, which is a log-log plot of error vs. time step, we see
that both the DR2 and KP data points fall close to a line of slope two, which
confirms the second-order accuracy of both schemes. On Table 1, it can be seen
that DR2 has a slightly higher computational cost - it takes about 20% more
time for the same time step size - than the KP scheme. This, however, is offset
by the lower error produced by the DR2 scheme - only a third of the KP error
- to yield a numerical method which is overall computationally more efficient
for this test case. This can be seen on Fig. 2, which is a log-log plot of error
vs. computational cost. On this plot, the DR2 data points are closer to the
lower left corner of the plot, which indicates that a given level of error can be
achieved at lower computational cost by the DR2 scheme.
One-dimensional, isotropic test case - comparison between
the DR3 and CP schemes
We have chosen to test DR3 (which is defined in Section 7) on a 1D test case due
to the prohibitive computational cost associated with the stochastic verification
of the convergence properties of an SDE integration scheme with a high order of
accuracy. For example, for a third order scheme, halving the time step requires
27 times more computational effort in order to obtain a reasonable confidence
interval.
The methodology is similar to that of the 2D test case described above. In
particular, we set
f(x, t) = 1 + 0.3 sin (x− πt)
B(x, t) = 1 + 0.25 sin (x+ π/3) , (13)
with D(x, t) such that the Fokker-Planck equation is satisfied. We simulate on
the periodic domain x ∈ [0, 2π), from t = 0 to t = 1, and we define the error as
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Figure 1: Numerical results comparing the accuracy of the DR2 scheme (black
diamonds, horizontal bars denote 95% confidence intervals) with that of the KP
scheme (gray circles), for the 2D, anisotropic test case. The light gray, dark
gray and black sloped reference lines illustrate respectively first-, second- and
third-order convergence.
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Figure 2: Numerical results comparing the computational efficiency of the DR2
scheme (black diamonds, horizontal bars denote 95% confidence intervals) with
that of the KP scheme (gray circles), for the 2D, anisotropic test case. The
black sloped reference line illustrates the second-order convergence behavior of
DR2. The gray sloped reference line illustrates the second-order convergence
behavior of KP.
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ǫf =
√√√√ 6∑
k=0
(
A˜1,fk −A1,fk
)2
+
(
A˜2,fk −A2,fk
)2
, (14)
where again A˜1,fk , A˜
2,f
k and A
1,f
k , A
2,f
k are the Fourier coefficients of f˜(x, t = 1)
and f(x, t = 1) respectively.
The results are presented in Table 2, and in graphical form in Figs. 3 and
4. On Fig. 3, which is a log-log plot of error vs. time step, it can be seen
that the CP data points fall close to a line of slope two, confirming the second-
order convergence of this scheme, whereas the DR3 scheme achieves third-order
convergence for time steps lower than ∆t = 1/8. Also, as can be seen on Table 2,
for all time steps the error produced by DR3 is at least 4 times smaller than that
produced by CP. On the other hand, the computational cost of DR3 is about
2.5 times higher for a given time step than that of Cao and Pope’s scheme. On
Fig. 4, which is a log-log plot of error vs. computational cost, it can be seen
that at high error levels, CP is more computationally efficient (its data points
lie to the left of those of DR3), whereas at low error levels DR3 is more efficient,
as it has attained its higher order of convergence.
Based on these numerical test cases, we establish the practical significance of
the DR2 and DR3 schemes, which (for fixed ∆t) produce less error than other
modern SDE integration schemes, have comparable computational efficiency,
and can be implemented with ease in a computational code, as we saw from the
pseudocode description of DR2.
Finally, we note that as the DRp class of SDE integration schemes are based
on an acceptance/rejection procedure on a fixed number of explicit Euler time
steps, its stability properties are the same as that of the explicit Euler scheme.
While this may prevent DRp from being an appropriate SDE integrator for
certain applications, it does not pose a problem in the context of turbulent
reactive flow simulations and related applications in mathematical physics, in
which the time steps used are small, for the sake of time resolution of the
turbulent flow, and for stability of the finite volume solver. Indeed, explicit
schemes such as those developed in [12,3] and even explicit Euler are the SDE
integrators most often used in this field.
In the subsequent sections, we present the mathematical theory of the general
DRp scheme, and prove its properties. We start this with a brief description of
Richardson extrapolation and the manner in which it is used by the DRp family
of schemes in order to achieve weak p-th order accuracy.
4 Richardson Extrapolation and Its Use by the
DRp Scheme
Richardson extrapolation, as introduced in [10], introduces the elegant idea
that, if we have a first-order accurate numerical approximation A1∆t to an exact
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ǫX ǫdV
Case RK2 MRK2 RK2 MRK2
4× 4, C = 1 1.32× 100 8.17× 10−1 4.35× 10−1 3.97× 10−1
4× 4, C = 0.25 4.35× 10−1 1.29× 10−1 1.07× 10−1 4.56× 10−2
8× 8, C = 1 5.47× 10−1 3.80× 10−1 1.88× 10−1 2.33× 10−1
8× 8, C = 0.25 7.83× 10−2 3.55× 10−2 1.84× 10−2 1.41× 10−2
Table 1: Summary of position and dV errors for Flow 2 at t = 8.97.
DR2 ∆t 12
1
4
1
8
1
16
1
32
ǫf 1.04e-3 2.91e-4 9.06e-5 2.75e-5 7.67e-6
95% CI half-width 2.31e-4 5.65e-5 1.34e-5 3.10e-6 7.80e-7
µs/sample 14.56 27.16 50.65 100.38 195.92
KP ∆t 12
1
4
1
8
1
16
ǫf 2.58e-3 1.01e-3 3.09e-4 8.49e-5
95% CI half-width 2.90e-4 8.55e-5 1.60e-5 4.80e-6
µs/sample 13.04 22.98 43.01 84.92
Table 1: Summary of accuracy and computational cost of the DR2 and KP
schemes for the 2D anisotropic test case
DR3 ∆t 12
1
4
1
8
1
16
ǫf 2.08e-3 5.62e-4 1.10e-4 1.53e-5
95% CI half-width 6.65e-4 8.85e-5 1.05e-5 1.19e-5
µs/sample 7.81 15.60 30.69 60.85
CP ∆t 12
1
4
1
8
1
16
1
32
ǫf 9.07e-3 2.37e-3 7.32e-4 1.69e-4 4.28e-5
95% CI half-width 1.40e-3 3.35e-4 8.77e-5 2.13e-5 5.34e-6
µs/sample 3.22 6.27 11.82 23.61 47.03
Table 2: Summary of accuracy and computational cost of the DR3 and CP
schemes for the 1D isotropic test case
43
10−2 10−1 100
10−6
10−5
10−4
10−3
10−2
10−1
∆t
ε f
Figure 3: Numerical results comparing the accuracy of the DR3 scheme (black
diamonds, horizontal bars denote 95% confidence intervals) with that of the
CP scheme (gray circles), for the 1D, isotropic test case. The light gray, dark
gray and black sloped reference lines illustrate respectively first-, second- and
third-order convergence.
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10−3
10−2
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ε f
Figure 4: Numerical results comparing the computational efficiency of the DR3
scheme (black diamonds, horizontal bars denote 95% confidence intervals) with
that of the CP scheme (gray circles), for the 1D, isotropic test case. The black
sloped reference line illustrates the third-order convergence behavior of DR3,
for small time steps. The gray sloped reference line illustrates the second-order
convergence behavior of CP.
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solution A, and the error with respect to some linear functional g(·) varies
smoothly:
g(A1∆t −A) =
∞∑
i=1
Ki∆t
i, (15)
then we can construct from A1∆t a second-order accurate approximation A
2
∆t to
A by setting A2∆t = 2A
1
∆t/2 −A1∆t. Then eq.(15) gives us that
g(A2∆t −A) = 2g(A1∆t/2 −A)− g(A1∆t −A)
=
∞∑
i=1
Ki(2(∆t/2)
i −∆ti)
=
∞∑
i=2
Ki(2(∆t/2)
i −∆ti), (16)
and so we see that the first-order component of the error has vanished. Applying
this method inductively, we can obtain a scheme with an arbitrarily high order
of accuracy from the first order scheme A1∆t by the following linear combination
Ap∆t =
p∑
k=1
lpkA
1
∆t
2k−1
, (17)
where the coefficients lpk satisfy the following recursive relation
(
l21, l
2
2
)
= (−1, 2)
(
lp1 , ..., l
p
p
)
=
[
2p−1
(
0, lp−11 , ..., l
p−1
p−1
)
−
(
lp−11 , ..., l
p−1
p−1, 0
)]
2p−1 − 1 . (18)
In the context of solutions to stochastic differential equations([4],[9]), Richard-
son extrapolation has been used to obtain p-th order accurate estimates for the
expected value of a function of the SDE solution at the end time, E (g (X(T ))).
This can done by computing, for each time step ∆t,∆t/2, ..., Euler solutions
with that time step, which we shall denote by ZE∆t (T ) ,Z
E
∆t/2 (T ) , ..., and ap-
proximating E (g (X(T ))) by the expected value of the Richardson extrapolate
of g
(
ZE∆t (T )
)
:
E (g (X(T ))) ≈ E
(
p∑
k=1
lpkg
(
ZE∆t
2k−1
(T )
))
. (19)
The approximation given by eq.(19), while elegant and effective, is applicable
only if we are interested in a functional of the solution at the end time, T . On
the other hand, in many applications it is necessary to use an SDE integration
procedure which gives an accurate result at each intermediate time step, due
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to the fact that the SDE is coupled to another process. As an example, in
the implementation of a Monte Carlo method for turbulent combustion [13], an
overall time step may consist of a transport substep (in which an SDE of the
form of eq.(1) is solved), followed by a reaction substep and a diffusion substep.
As the last of these substeps uses the values provided by the first, it is easily
seen that the transport substep needs to employ an SDE integration scheme
which is accurate at intermediate times as well.
With this in mind, we adopt an alternative way of performing Richard-
son extrapolation on the Euler SDE solutions. Without loss of generality, let
X (t = 0) = 0, let, for k = 0, ..., p − 1, fk∆t(x) be the probability density func-
tions (PDFs) of the random variables ZE∆t
2k
(∆t), respectively, and let fX(∆t)(x)
be the PDF of the random variable X(∆t) which we are approximating numer-
ically. Furthermore, let us denote by ZDRp∆t the random variable which is the
DRp solution after a single time step of length ∆t, and let fDRp∆t (x) be its PDF.
Following [12], we note that a sufficient condition for the weak p-th order
accuracy of the DRp scheme is that it satisfies, for any multi-index of non-
negative integers (i1, i2, ..., in) with
∑n
m=1 im ≤ 2p+ 2, the inequality∣∣∣∣∣E
(
n∏
m=1
(
ZDRp∆t,m
)im − n∏
m=1
(Xm(∆t))
im
)∣∣∣∣∣ ≤ C˜∆tp+1, (20)
where C˜ is a positive constant which only depends on n, p and the fieldsD(x, t), σ(x, t).
Previously ([9],[11]) it has also been demonstrated that for fields D(x, t), σ(x, t)
which are sufficiently smooth, there exist constants CE1 , C
E
2 , ..., C
E
p+1 such that
∣∣∣∣∣E
(
n∏
m=1
(
ZE∆t,m
)im − n∏
m=1
(Xm(∆t))
im
)
−
p∑
m=1
CEm∆t
m
∣∣∣∣∣ ≤ C˜Ep+1∆tp+1, (21)
and hence
∣∣∣∣∣E
(
p∑
k=1
lpk
n∏
m=1
(
ZE∆t
2k−1
,m
)im − n∏
m=1
(Xm(∆t))
im
)∣∣∣∣∣ ≤ C˜Ep+1∆tp+1, (22)
We have designed the DRp solution so that fDRp∆t (x) satisfies∫ ∣∣∣∣∣fDRp∆t (x)−
p−1∑
k=0
lpk+1f
k
∆t(x)
∣∣∣∣∣ |dx| ≤ C∆tp+1, (23)
for a given finite constant C, independent of ∆t. It is proved in Theorem 2 in
the Appendix that eq.(23) implies that∣∣∣∣∣E
(
n∏
m=1
(
ZDRp∆t,m
)im − p∑
k=1
lpk
n∏
m=1
(
ZE∆t
2k−1
,m
)im)∣∣∣∣∣ ≤ C′∆tp+1, (24)
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where C′ is another constant which only depends on n, p and the fieldsD(x, t), σ(x, t).
Since eq.(20) follows directly from eqs.(22,24), we see that eq.(23) and Theorem
2 imply that the DRp scheme is weak p-th order accurate.
In the remainder of this paper, we give a general description of the DRp
schemes and a proof of eq.(23). First, however, we need to specify smooth-
ness and boundedness criteria on the SDE drift and diffusion fields, which are
necessary for the correct operation of the DRp schemes.
5 Smoothness Requirements of the DRp Scheme
As previously mentioned, we are computing, in Rn × [0, T ], weak solutions to
the SDE problem as given by eq.(1). We require that the fields D, σ be smooth
(all derivatives exist and are bounded), so that the result of eq.(21), derived
in [11], holds true. Furthermore, for the correct operation of the DRp family
of numerical schemes, we require that the drift vector field, D (x, t) ∈ Rn, be
bounded:
‖D (x, t) ‖ ≤ CD1 , (25)
and globally Lipschitz continuous in both space and time:
‖D (x1, t1)−D (x2, t2) ‖ ≤ CD,x2 ‖x1 − x2‖+ CD,t2 |t1 − t2| , (26)
and that the diffusion field of matrices, σ (x, t) ∈Mat(n, n), be globally bounded:
‖σ (x, t)v‖ ≤ Cσ1 ‖v‖ , for any v ∈ Rn, (27)
as well as being globally coercive:
‖σ (x, t)v‖ ≥ Cσ2 ‖v‖ , for any v ∈ Rn, (28)
and globally Lipschitz continuous with respect to the matrix norm:
‖σ (x1, t1)− σ (x2, t2) ‖ ≤ Cσ,x3 ‖x1 − x2‖+ Cσ,t3 |t1 − t2| , (29)
Here it is understood that constants CD1 , C
D,x
2 , C
D,t
2 , C
σ
1 , C
σ
2 , C
σ,x
3 , C
σ,t
3 are fi-
nite and strictly positive. Note also that eqs.(27 - 29) imply similar regularity
conditions on σ−1, the matrix inverse of σ:∥∥σ−1 (x, t)v∥∥ ≤ Cσ−11 ‖v‖ , for any v ∈ Rn, (30)
∥∥σ−1 (x, t)v∥∥ ≥ Cσ−12 ‖v‖ , for any v ∈ Rn, (31)
and
‖σ−1 (x1, t1)− σ−1 (x2, t2) ‖ ≤ Cσ
−1,x
3 ‖x1 − x2‖+ Cσ
−1,t
3 |t1 − t2| , (32)
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where Cσ
−1
1 =
1
Cσ2
, Cσ
−1
2 =
1
Cσ1
, Cσ
−1,x
3 =
Cσ,x3
(Cσ2 )
2 and C
σ−1,t
3 =
Cσ,t3
(Cσ2 )
2 are again
finite and strictly positive constants. For the sake of compactness of notation,
we shall call CD1 , C
D,x
2 , C
D,t
2 , C
σ
1 , C
σ
2 , C
σ,x
3 , C
σ,t
3 , C
σ−1
1 , C
σ−1
2 , C
σ−1,x
3 , C
σ−1,t
3 the
Richardson regularity constants, and we shall denote them collectively as {C}.
We note that in the application of LagrangianMonte Carlo turbulent reactive
flow simulations, the above regularity conditions hold for simulations on well-
resolved finite volume grids and in the absence of compressible shocks (i.e., a
subsonic simulation).
6 Framework of the DRp Scheme
Here we describe the random variable ZDRP∆t , and demonstrate why its PDF
satisfies eq.(23). Due to the fact that the Richardson extrapolation vectors lpk
have negative components, eq.(23) requires that the PDF of ZDRP∆t approximate
a non-convex linear combination of other PDFs, which are in themselves easily
sampled from. To achieve this goal, we use an acceptance-rejection approach,
with fp−1∆t (x) as the instrumental distribution.
An additional concept which we need to achieve this is that of the 2p−1-step
sample path which corresponds to the random variables ZE∆t
2k
. This concept
embodies the idea that if we do not update the coefficients for the second step,
two Euler steps of length ∆t/2 produce exactly the same result as a single Euler
step of length ∆t, and hence we can use time steps of length ∆t2p−1 to sample
from each of ZE∆t
2k
, by updating the values of D(x, t), σ(x, t) only when we reach
a time which is an integer multiple of ∆t
2k
, instead of at each time step.
More concretely, let us denote ⌊i⌋p,k ≡
⌊
i
2p−1−k
⌋
2p−1−k, let ηi ∼ N (0, I)
be independent samples from the standard normal distribution, and define the
random variable U(k), for each k = 0, 1, ..., p− 1 as U(k) =
(
U
(k)
i
)2p−1
i=1
, where
U
(k)
i are defined by:
U
(k)
0 = 0
U
(k)
i = U
(k)
i−1 +D
(
U
(k)
⌊i−1⌋p,k , ⌊i− 1⌋p,k
∆t
2p−1
)
∆t
2p−1
+ σ
(
U
(k)
⌊i−1⌋p,k , ⌊i− 1⌋p,k
∆t
2p−1
)
ηi
√
∆t
2p−1
. (33)
Finally, let fU,k∆t (x1,x2, ...,x2p−1) be the probability density function ofU
(k),
i.e. the PDF of the event
{
U
(k)
i = xi
}
. This variable, U(k) is what we will call
the 2p−1-step sample path generated by the 2k-step Euler scheme. Note that
it is an n2p−1-dimensional random variable, and correspondingly, its PDF is
defined on an n2p−1-dimensional sample space.
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Noting that in the definition of U(k), the coefficients D, σ are updated only
when the number of the time step is an integer multiple of 2p−1−k, we have that
U
(k)
i2p−1−k
= U
(k)
(i−1)2p−1−k +D
(
U
(k)
(i−1)2p−1−k , (i− 1)
∆t
2k
)
∆t
2k
+ σ
(
U
(k)
(i−1)2p−1−k , (i− 1)
∆t
2k
)[∑i2p−1−k
j=(i−1)2p−1−k+1
ηj
√
∆t
2p−1
]
,(34)
and so, since the vectors ηj are independent standard normal random vari-
ables, we have that the term in the square brackets in eq.(34) is distributed as
N
(
0, ∆t
2k
)
, which implies that the random variables
{
U
(k)
i2p−1−k
|U(k)
(i−1)2p−1−k = x
}
and
{
Zki |Zki−1 = x
}
are identically distributed, in other words the 2p−1−k steps
corresponding to eq.(34) are identical to a singe Euler step of length ∆t2k .
The above paragraph implies that, for each k = 0, 1, ..., p−1, the PDF fk∆t(x)
is the marginal PDF of fU,k∆t (x1,x2, ...,x2p−1) in the last variable, and so we can
achieve the goal of eq.(23) by approximating a linear combination of the PDFs
of the 2p−1-step sample paths.
The reason for this approach is the rather unexpected result that, if we com-
pute a realization ofU(p−1), we can also compute exactly the ratio
fU,k∆t (U
(p−1))
fU,p−1∆t (U(p−1))
.
To see how, define fU,k∆t,Uj (xj ;x1,x2, ...,xj−1) to be the PDF ofU
(k)
j , conditional
upon
{
U
(k)
1 = x1,U
(k)
2 = x2, ...,U
(k)
j−1 = xj−1
}
, and note that
fU,k∆t
(
U(p−1)
)
=
2p−1∏
j=1
fU,k∆t,Uj
(
U
(p−1)
j ;U
(p−1)
1 ,U
(p−1)
2 , ...,U
(p−1)
j−1
)
, (35)
which gives us that
fU,k∆t
(
U(p−1)
)
fU,p−1∆t
(
U(p−1)
) = 2p−1∏
j=1
fU,k∆t,Uj
(
U
(p−1)
j ;U
(p−1)
1 ,U
(p−1)
2 , ...,U
(p−1)
j−1
)
fU,p−1∆t,Uj
(
U
(p−1)
j ;U
(p−1)
1 ,U
(p−1)
2 , ...,U
(p−1)
j−1
) , (36)
where the factors of the above expression are easily evaluated, as they are just
evaluations of the joint normal distributions which correspond to the Euler steps
in eq.(33):
fU,k∆t,Uj (xj ;x1,x2, ...,xj−1) =
1
(2pi)n/2
∣∣∣B(x∗,t∗) ∆t
2p−1
∣∣∣1/2 exp
(
−vT 1
2
(
B (x∗, t∗) ∆t
2p−1
)
−1
v
)
, (37)
where, for the sake of brevity in the above equation, we use the notation
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x∗ = x⌊j−1⌋p,k ; t
∗ = ⌊j − 1⌋p,k
∆t
2p−1
(38)
and
v =
[
xj − xj−1 −D (x∗, t∗) ∆t
2p−1
]
. (39)
Note that eqs.(36 - 39) require values of D(x), σ(x) at x = U∗ = U(p−1)⌊j−1⌋p,k
only, and in the process of computing a realization of U(p−1) (i.e., taking 2p−1
Euler steps of length ∆t2p−1 ) we have already computed these values, so no further
sampling of the diffusion and drift fields is needed in order to evaluate the
products in eq.(36).
And so, we are ready to proceed to the pseudocode description of the DRP
scheme.
7 Pseudocode Description of the DRp Scheme
Here, we give a pseudocode description of the p-th order accurate Direct Richard-
son Scheme. As in the previous sections we assume, without loss of generality,
that the initial location is Z(t = 0) = 0, and we describe the algorithm by which
we calculate ZDRp∆t . First, we choose a parameter c ∈ (0, 0.5) which will serve
as a lower bound for the acceptance probability - in the computational results
presented in this work, the value c = 0.1 is used. Later on, we shall demonstrate
that the unconditional acceptance probability of the DRp algorithm converges
to 0.5 in the limit ∆t ↓ 0.
1. Obtain a sample of the random variable U(p−1), according to eq.(33) (i.e.,
take 2p−1 Euler time steps).
2. For each k = 0, 1, ..., p− 2, evaluate f
U,k
∆t (U
(p−1))
fU,p−1∆t (U(p−1))
according to eqs.(36 -
39), and calculate
H (x1, ...,x2p−1) ≡ 12
p−1∑
k=0
lpk+1
fU,k∆t (x1, ...,x2p−1)
fU,p−1∆t (x1, ...,x2p−1)
. (40)
at (x1, ...,x2p−1) = U
(p−1).
3. Sample a random variable ξ with a standard uniform distribution: ξ ∼
U(0, 1)
4. If the following acceptance criterion is met
ξ < max
(
H
(
U(p−1)
)
, c
)
, (41)
then set ZDRp∆t = U
(p−1)
2p−1 . Else, go back to step 1.
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As can be seen, the DR2 algorithm described earlier is the particular case
of the above algorithm when p = 2 and c = 0.1. Examining eq.(41) it is easily
seen that the probability of acceptance at each iteration of steps 1-4 is at least
equal to c. In fact, in the Appendix we shall prove the following theorem,
which implies that as the time step ∆t decreases, the probability of acceptance
converges to 12 :
Theorem 1: For any integer m, p ≥ 1, and any real number d > 0, if the fields
D (x, t) and σ (x, t) satisfy the regularity conditions stated in eqs.(25 - 32),
then there exists a constant C¯ ∈ (0,∞), dependent only on p,m, d, {C},
such that if the set E ⊂ Rn2p−1 is defined by
E =
{
(x1,x2, ...,x2p−1) ∈ Rn2
p−1 |
∣∣∣∣∣ fU,k∆t (x1,x2, ...,x2p−1)fU,p−1∆t (x1,x2, ...,x2p−1) − 1
∣∣∣∣∣ > d
}
,
(42)
then ∫
E
fU,k∆t (x1,x2, ...,x2p−1) |dx1| |dx2| ... |dx2p−1 | ≤ C¯∆tm (43)
and ∫
E
fU,p−1∆t (x1,x2, ...,x2p−1) |dx1| |dx2| ... |dx2p−1 | ≤ C¯∆tm. (44)
Theorem 1 as a very powerful result, as it implies that the probability of
the quantity H
(
U(p−1)
)
differing considerably from 12 on a given acceptance-
rejection step decreases faster than any power of ∆t, as ∆t ↓ 0. This implies
that the unconditional acceptance probability of the DRp algorithm converges
to 12 , as ∆t ↓ 0.
To see why this is so, note that by the definition of the Richardson extrap-
olation coefficients, eq.(18), we have that
∑p−1
k=0 l
p
k+1 = 1, hence H
(
U(p−1)
)
differing considerably from 12 implies that at for least one k ∈ {0, 1, 2, ..., p− 1},
fU,k∆t (U
(p−1))
fU,p−1∆t (U(p−1))
differs considerably from 1, and by Theorem 1 the probability of
this is negligible.
More concretely, choosing an arbitrary c′ ∈ (c, 12) and setting d = 1−2c′∑p−1
k=0|lpk+1| ,
we get that
H
(
U(p−1)
)
6∈ [c′, 1− c′] (45)
implies that for at least one k ∈ {0, 1, ..., p− 1}we have that
∣∣∣∣ fU,k∆t (U(p−1))fU,p−1∆t (U(p−1)) − 1
∣∣∣∣ >
d. However, denoting by PU(p−1) {·} the probability of a given event (dependent
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on U(p−1)) for one sampling of U(p−1), i.e., one acceptance-rejection step, we
have that
PU(p−1)
{∣∣∣∣∣ f
U,k
∆t
(
U(p−1)
)
fU,p−1∆t
(
U(p−1)
) − 1∣∣∣∣∣ > d
}
=
∫
E
fU,p−1∆t (x1, ...,x2p−1) |dx1| ... |dx2p−1 | ,
(46)
where E is as defined in eq.(42). Hence, applying Theorem 1 for this value of
d, an arbitrary m ≥ p + 1 and all k = 0, 1, ..., p− 1, we get that there exists a
constant C¯ such that
PU(p−1)
{
H
(
U(p−1)
) 6∈ [c′, 1− c′]} ≤
≤∑p−1k=0 PU(p−1) {∣∣∣∣ fU,k∆t (U(p−1))fU,p−1∆t (U(p−1)) − 1
∣∣∣∣ > d} ≤ C¯∆tm (47)
Since c′ ∈ (c, 12) andm ≥ p+1 are arbitrary, eq.(47) implies that for an arbi-
trarily narrow interval [c′, 1− c′], centered on 12 , as ∆t ↓ 0, the probability that
H
(
U(p−1)
)
falls outside of this interval decreases faster than any power of ∆t.
This, combined with eq.(41) (which implies that the probability of acceptance
is at least c, on each acceptance-rejection step of the DRp algorithm), implies
that the DRp acceptance-rejeciton algorithm is well-behaved, and as ∆t ↓ 0,
the expected number of steps to acceptance converges to 2.
In the next section, we use the result of Theorem 1 to prove that, with ZDRp∆t
being generated by the above algorithm, fDRp∆t satisfies eq.(23).
8 Proving that the DRp Scheme Satisfies Its
Objective
Before we proceed, we need some additional definitions. Let us define Vc′ as
follows:
Vc′ =
{
(x1, ...,x2p−1) ∈ Rn2
p−1 |H (x1, ...,x2p−1) ∈ [c′, 1− c′]
}
(48)
It is important to note that, by Theorem 1, the complement of Vc′ , (Vc′)
c
contains a negligible part of the mass of the PDFs fU,k∆t (x1, ...,x2p−1), in the
sense that ∫
(Vc′ )
c
fU,k∆t (x1, ...,x2p−1) |dx1| ... |dx2p−1 | ≤ C¯∆tm. (49)
Next, letW(p−1) =
(
W
(p−1)
i
)2p−1
i=1
be the value of U(p−1) at the last step of
the acceptance-rejection loop, i.e. the value which leads to an acceptance, and
let fW,p−1∆t (x1,x2, ...,x2p−1) be its PDF on the sample space R
n2p−1 . Finally,
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let PW(p−1) {·} denote the probability of a given event dependent on W(p−1).
Note that the difference between PU(p−1) {·} and PW(p−1) {·} is that the former
is the probability for one acceptance-rejection step, whereas the latter is the
probability for the entire time step, i.e., until the algorithm results in acceptance.
We have then that
ZDRp∆t =W
(p−1)
2p−1 (50)
and
fDRp∆t (x) =
∫
Rn(2
p−1
−1)
fW,p−1∆t (x1, ...,x2p−1−1,x) |dx1| |dx2| ... |dx2p−1−1| .
(51)
Now, by eq.(48), we have that, on Vc′ , max (H (x1, ...,x2p−1) , c) = H (x1, ...,x2p−1) ∈
[c′, 1− c′], and so for (x1, ...,x2p−1) ∈ Vc′
max (H (x1, ...,x2p−1) , c)× fU,p−1∆t (x1, ...,x2p−1) =
1
2
∑p−1
k=0 l
p
k+1
fU,k∆t (x1,...,x2p−1)
fU,p−1∆t (x1,...,x2p−1)
× fU,p−1∆t (x1, ...,x2p−1) =
1
2
∑p−1
k=0 l
p
k+1f
U,k
∆t (x1, ...,x2p−1) (52)
Therefore, since fU,p−1∆t (x1, ...,x2p−1) is the instrumental distribution in the
DRp acceptance-rejection scheme, and the acceptance probability is as defined
in eq.(41), we have that, on Vc′ :
fW,p−1∆t (x1,x2, ...,x2p−1)∑p−1
k=0 l
p
k+1f
U,k
∆t (x1, ...,x2p−1)
= Q1, (53)
where Q1 is a constant that does not vary with (x1,x2, ...,x2p−1), and hence,
because fW,p−1∆t is strictly positive, we have that
∫
Vc′
∣∣∣fW,p−1∆t (x1, ...,x2p−1)−∑p−1k=0 lpk+1fU,k∆t (x1, ...,x2p−1)∣∣∣ |dx1| ... |dx2p−1 | =∣∣∣∫Vc′ fW,p−1∆t (x1, ...,x2p−1)−∑p−1k=0 lpk+1fU,k∆t (x1, ...,x2p−1) |dx1| ... |dx2p−1 |∣∣∣ ≤∫
(Vc′ )
c f
W,p−1
∆t (x1,x2, ...,x2p−1) |dx1| ... |dx2p−1 |
+
∫
(Vc′ )
c
∣∣∣∑p−1k=0 lpk+1fU,k∆t (x1, ...,x2p−1)∣∣∣ |dx1| ... |dx2p−1 | , (54)
where, in order to get the inequality in the above eq.(54), we used the triangle in-
equality and the fact that fW,p−1∆t (x1, ...,x2p−1) and
∑p−1
k=0 l
p
k+1f
U,k
∆t (x1, ...,x2p−1)
both integrate to 1 over the entire space Rn2
p−1
. The above result, and eq.(51),
imply that
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∫ ∣∣∣fDRP∆t (x)−∑p−1k=0 lpk+1fk∆t(x)∣∣∣ |dx| =∫
Rn2
p−1
∣∣∣fW,p−1∆t (x1, ...,x2p−1)−∑p−1k=0 lpk+1fU,k∆t (x1, ...,x2p−1)∣∣∣ |dx1| ... |dx2p−1 | ≤
2
∫
(Vc′ )
c f
W,p−1
∆t (x1,x2, ...,x2p−1) |dx1| ... |dx2p−1 |
+2
∫
(Vc′ )
c
∣∣∣∑p−1k=0 lpk+1fU,k∆t (x1, ...,x2p−1)∣∣∣ |dx1| ... |dx2p−1 | , (55)
Now, by eq.(49), we have that
∫
(Vc′ )
c
∣∣∣∣∣
p−1∑
k=0
lpk+1f
U,k
∆t (x1, ...,x2p−1)
∣∣∣∣∣ |dx1| ... |dx2p−1 | ≤ C¯∆tm
p−1∑
k=0
∣∣lpk+1∣∣ , (56)
and by the definition of fW,p−1∆t we have that
∫
(Vc′)
c
fW,p−1∆t (x1,x2, ...,x2p−1) |dx1| ... |dx2p−1 | = PW(p−1)
{
W(p−1) ∈ (Vc′)c
}
(57)
Also, by eq.(47) and the fact that the acceptance probability is at least c,
we have that
PW(p−1)
{
W(p−1) ∈ (Vc′)c
} ≤
1
cPU(p−1)
{
U(p−1) ∈ (Vc′)c
} ≤ 1c C¯∆tm (58)
Substituting the result of eqs.(56,57,58) into eq.(55), we get that∫ ∣∣∣∣∣fDRp∆t (x)−
p−1∑
k=0
lpkf
k
∆t(x)
∣∣∣∣∣ |dx| ≤ 2C¯∆tm
(
1
c
+
p−1∑
k=0
∣∣lpk+1∣∣
)
, (59)
which proves that the DRp scheme satisfies the required condition, eq.(23).
In fact, as m ≥ p + 1 can be arbitrarily large, the result of eq.(59) is much
stronger than the required condition of eq.(23): we have just shown that the L1
difference between fDRp∆t (x) and the Richardson extrapolate,
∑p−1
k=0 l
p
kf
k
∆t(x),
decreases faster than any power of ∆t, as ∆t ↓ 0. This concludes the proof that
the DRp scheme is weak p-th order accurate.
9 Summary and Conclusions
We have developed a new class of weak p-th order accurate SDE integration
schemes, for the solution of non-homogeneous, anisotropic Ito SDE with strictly
positive definite diffusion matrices. These schemes, called the Direct Richardson
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p-th order accurate (DRp) schemes, perform Richardson extrapolation on the
Euler algorithm in a conceptually new way, by means of an acceptance-rejection
algorithm, after each time step.
Unlike previous applications of Richardson extrapolation to an Euler SDE
solution, which are only applicable to the problem of estimating functionals of
the distribution of the SDE process at the end time, the DRp solution is weak
p-th order accurate at each time step of the simulation, and can therefore be
applied to any problem which requires a weakly convergent SDE integration
scheme.
A simplified description of a particular member of the DRp class, DR2, has
been provided. This description illustrates the elegance of the Direct Richardson
schemes, and their ease of implementation in a computational code. Numerical
results have been provided for both 2D anisotropic and 1D isotropic test cases,
which compare the performance of DR2 and DR3 with that of other modern
SDE integration schemes, in particular those developed by Kloeden and Platen
[4] and by Cao and Pope [3]. The numerical results indicate that the error
of the DR2, DR3 schemes is smaller than that of existing schemes based on
Ito-Taylor expansions, whereas the computational cost of the DR schemes is
somewhat higher, so that the overall computational efficiency is comparable.
This suggests that the DRp family of SDE integration schemes are a practicable
alternative to existing SDE integration schemes, with the benefit of being easier
to implement, especially in cases where the SDE diffusion is isotropic, or its
matrix decomposition is known.
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Appendix 1: Proof of Theorem 1
Here, we prove Theorem 1.
Theorem 1: For any integer m, p ≥ 1, and any real number d > 0, if the fields
D (x, t) and σ (x, t) satisfy the regularity conditions stated in eqs.(25 - 32),
then there exists a constant C¯ ∈ (0,∞), dependent only on p,m, d, {C},
such that the set E ⊂ Rn2p−1 , as defined by
E =
{
(x1,x2, ...,x2p−1) ∈ Rn2
p−1
∣∣∣∣∣
∣∣∣∣∣ fU,k∆t (x1,x2, ...,x2p−1)fU,p−1∆t (x1,x2, ...,x2p−1) − 1
∣∣∣∣∣ > d
}
,
(60)
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satisfies ∫
E
fU,k∆t (x1,x2, ...,x2p−1) |dx1| |dx2| ... |dx2p−1 | ≤ C¯∆tm (61)
and ∫
E
fU,p−1∆t (x1,x2, ...,x2p−1) |dx1| |dx2| ... |dx2p−1 | ≤ C¯∆tm (62)
Proof of Theorem 1: We use the convention x0 = 0. For a given value of
ǫ ∈ (0,∞), consider the set Gǫ∆t ∈ Rn2
p−1
defined by:
Gǫ∆t =
{
(x1,x2, ...,x2p−1) ∈ Rn2
p−1
∣∣∣‖xj − xj−1‖ ≤ ∆t1/2−ǫ} (63)
Our proof consists of two parts. In the first, we demonstrate that for
a suitable ǫ and a small enough ∆t, a point (x1,x2, ...,x2p−1) is in E only
if it is also in the complement of Gǫ∆t (in other words E ⊆ (Gǫ∆t)c). In
the second part, we prove that the integral of either fU,k∆t (x1,x2, ...,x2p−1) or
fU,p−1∆t (x1,x2, ...,x2p−1) over the set (G
ǫ
∆t)
c
is small - the reader can get some
intuition as to why this is so by noting that, by their definition, the functions
fU,k∆t (x1,x2, ...,x2p−1) and f
U,p−1
∆t (x1,x2, ...,x2p−1) consist of products of Gaus-
sian PDFs with charateristic width ∆t1/2, whereas Gǫ∆t is a region of character-
istic width ∆t1/2−ǫ, and for small ∆t we have that ∆t1/2−ǫ > ∆t1/2, so that Gǫ∆t
contains most of the mass of fU,k∆t (x1,x2, ...,x2p−1) and f
U,p−1
∆t (x1,x2, ...,x2p−1).
Consider a given point (x1,x2, ...,x2p−1) ∈ Gǫ∆t. We have then, from eqs.(35
-39), that
fU,k∆t,Uj (xj ;x1, ...,xj−1)
fU,p−1∆t,Uj (xj ;x2, ...,xj−1)
=
∣∣B (xj−1, tj−1) ∆t2p−1 ∣∣1/2∣∣B (x∗, t∗) ∆t2p−1 ∣∣1/2 (64)
×
exp
(
−vT 12
(
B (x∗, t∗) ∆t2p−1
)−1
v
)
exp
(
−v˜T 12
(
B (xj−1, tj−1) ∆t2p−1
)−1
v˜
) ,
where x∗,v, t∗ are as defined in eqs.(38, 39), and we introduce, for the sake
of compactness, the notation tj−1 = (j − 1) ∆t2p−1 , and we shall also denote
v˜ =
[
xj − xj−1 −D (xj−1, tj−1) ∆t2p−1
]
.
Considering the term
|B(xj−1,tj−1) ∆t
2p−1
|1/2
|B(x∗,t∗) ∆t
2p−1
|1/2 first, we have that since ‖xj−1 − x
∗‖ ≤
∆t1/2−ǫ and |tj−1 − t∗| ≤ ∆t, then from the regularity equations, eqs.(25 - 32),
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∣∣∣∣∣
∣∣B (xj−1, tj−1) ∆t2p−1 ∣∣1/2∣∣B (x∗, t∗) ∆t2p−1 ∣∣1/2 − 1
∣∣∣∣∣ ≤
(
Cσ,x3 ∆t
1/2−ǫ + Cσ,t3 ∆t
Cσ2
)n
(65)
Next, considering the term
exp
(
−vT 12 (B(x∗,t∗) ∆t2p−1 )
−1
v
)
exp
(
−v˜T 12 (B(xj−1,tj−1) ∆t2p−1 )
−1
v˜
) , we have that
exp
(
−vT 12
(
B (x∗, t∗) ∆t2p−1
)−1
v
)
exp
(
−v˜T 12
(
B (xj−1, tj−1) ∆t2p−1
)−1
v˜
) = exp(−2p−2
∆t
(
wTw− w˜T w˜)) ,
(66)
where w = σ (x∗, t∗)−1 v and w˜ = σ (xj−1, tj−1)
−1
v˜. Now, we have that
wTw− w˜T w˜ = (w − w˜)T (w + w˜), and using again eqs.(25 - 32), we have that
‖w + w˜‖ ≤ 2Cσ−11
(
∆t1/2−ǫ + CD1
∆t
2p−1
)
, (67)
and
w − w˜ = σ (x∗, t∗)−1 v − σ (xj−1, tj−1)−1 v˜
=
(
σ (x∗, t∗)−1 − σ (xj−1, tj−1)−1
)
v + σ (xj−1, tj−1)
−1
(v − v˜)
=
(
σ (x∗, t∗)−1 − σ (xj−1, tj−1)−1
)
v
+ σ (xj−1, tj−1)
−1
(D (xj−1, tj−1)−D (x∗, t∗)) ∆t
2p−1
. (68)
Again invoking eqs.(25 - 32) to bound the magnitude of the two terms on
the rightmost side of eq.(68), we have that
‖w − w˜‖ ≤
(
∆t1/2−ǫ + CD1
∆t
2p−1
)(
Cσ
−1,x
3 2
p−1∆t1/2−ǫ + Cσ
−1,t
3 ∆t
)
+
∆t
2p−1
Cσ
−1
1
(
CD,x2 2
p−1∆t1/2−ǫ + CD,t2 ∆t
)
. (69)
Combining the results of eqs.(67, 69), we get that for ∆t < 1, ǫ ∈ (0, 0.5)
there exists a constant A1 ∈ (0,∞) such that∥∥wTw − w˜T w˜∥∥ ≤ A1∆t3/2−3ǫ. (70)
Choosing ǫ = 1/12, substituting the result of eq.(70) into eq.(66), and com-
bining with the result of eq.(65) we get that for any h ∈ (0,∞), we can choose
∆t small enough such that if (x1,x2, ...,x2p−1) ∈ G1/12∆t , then we have that∣∣∣∣ fU,k∆t,Uj (xj;x1,...,xj−1)fU,p−1∆t,Uj (xj ;x2,...,xj−1) − 1
∣∣∣∣ ≤ h. Since this result holds for any j ∈ {1, 2, 3, ..., 2p−1},
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by eq.(36) we can choose h small enough that
∣∣∣∣ fU,k∆t (x1,x2,...,x2p−1)fU,p−1∆t (x1,x2,...,x2p−1) − 1
∣∣∣∣ ≤ d for
any (x1,x2, ...,x2p−1) ∈ G1/12∆t .
Therefore, for ∆t small enough, we have that E ⊆
(
G
1/12
∆t
)c
which implies
that
∫
E
fU,k∆t (x1,x2, ...,x2p−1) |dx1| ... |dx2p−1 |
≤ ∫(
G
1/12
∆t
)c fU,k∆t (x1,x2, ...,x2p−1) |dx1| ... |dx2p−1 | (71)
Note that if (x1,x2, ...,x2p−1) ∈
(
G
1/12
∆t
)c
, then for some i between 1 and
2p−1 we have that ‖xi − xi−1‖ ≥ ∆t5/12, and so we have that
∫(
G
1/12
∆t
)c fU,k∆t (x1,x2, ...,x2p−1) |dx1| ... |dx2p−1 |
≤∑2p−1i=1 ∫{‖xi−xi−1‖≥∆t5/12} fU,k∆t (x1,x2, ...,x2p−1) |dx1| ... |dx2p−1 | , (72)
where
{‖xi − xi−1‖ ≥ ∆t5/12} denotes the set of all points (x1,x2, ...x2p−1) ∈
Rn2
p−1
such that ‖xi − xi−1‖ ≥ ∆t5/12. Let’s consider a single term in the sum
in eq.(72). We have, by eq.(35), that
∫
{‖xi−xi−1‖≥∆t5/12} f
U,k
∆t (x1,x2, ...,x2p−1) |dx1| ... |dx2p−1 |
=
∫
{‖xi−xi−1‖≥∆t5/12}
∏2p−1
j=1 f
U,k
∆t,Uj
(xj ;x1, ...,xj−1) |dx1| ... |dx2p−1 |
=
∫
{‖xi−xi−1‖≥∆t5/12}
∏i
j=1 f
U,k
∆t,Uj
(xj ;x1, ...,xj−1) |dx1| ... |dxi| , (73)
where the second inequality follows from Fubini’s theorem and the fact that,
since fU,k∆t,Uj (xj ;x1, ...,xj−1) are conditional PDFs, as defined in eq.(37) then
for any x1, ...,xj−1 we have that∫
Rn
fU,k∆t,Uj (xj ;x1, ...,xj−1) |dxj | = 1. (74)
By inductively applying eq.(74), we also get that∫
Rn(i−1)
i−1∏
j=1
fU,k∆t,Uj (xj ;x1, ...,xj−1) |dx1| |dx2| ... |dxi−1| = 1. (75)
Applying eq.(75) and Fubini’s theorem to eq.(73), we get that
∫
{‖xi−xi−1‖≥∆t5/12}
∏i
j=1 f
U,k
∆t,Uj
(xj ;x1, ...,xj−1) |dx1| ... |dxi|
≤ sup(x1,...,xi−1)
(∫
{‖xi−xi−1‖≥∆t5/12} f
U,k
∆t,Ui
(xi;x1, ...,xi−1) |dxi|
)
, (76)
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where the supremum in the above inequality is taken over all (x1, ...,xi−1) ∈
Rn(i−1). Note, however, that by its definition (eq.(37)), we have that the func-
tion fU,k∆t,Ui (xi;x1, ...,xi−1) is a multivariate Gaussian distribution whose co-
variance matrix roughly scales as ∆t2p−1 , and so it is intuitively easy to see that
integrating that distribution over the region
{‖xi − xi−1‖ ≥ ∆t5/12} gives a
quantity which decreases faster than any power of ∆t, as ∆t ↓ 0. More con-
cretely, we have that, for fixed x1, ...,xi−1, using the definition of f
U,k
∆t,Ui
and the
bounds given by eqs.(25 - 32), the following inequality holds
fU,k∆t,Ui (xi;x1, ...,xi−1) ≤ (77)
1
(2π ∆t
2p−1
)n/2(Cσ2 )
n exp
(
−
(
Cσ
−1
2
)2
2p−2
∆t
∥∥xi − xi−1 −D (x∗, t∗) ∆t2p−1∥∥2
)
,
and for ∆t ≤
(
2p−2
CD1
)12/7
, we have that ‖xi − xi−1‖ ≥ ∆t5/12 implies that∥∥xi − xi−1 −D (x∗, t∗) ∆t2p−1∥∥ ≥ 12 ‖xi − xi−1‖, hence for ∆t ≤ ( 2p−2CD1 )12/7 and
‖xi − xi−1‖ ≥ ∆t5/12, we have that
fU,k∆t,Ui (xi;x1, ...,xi−1) ≤ (78)
1
(2π ∆t
2p−1
)n/2(Cσ2 )
n exp
(
−
(
Cσ
−1
2
)2
2p−4
∆t ‖xi − xi−1‖2
)
,
which implies that
sup(x1,...,xi−1)
(∫
{‖xi−xi−1‖≥∆t5/12} f
U,k
∆t,Ui
(xi;x1, ...,xi−1) |dxi|
)
≤ ∫{‖y‖≥∆t5/12} 1(2π ∆t
2p−1
)n/2(Cσ2 )
n exp
(
−
(
Cσ
−1
2
)2
2p−4
∆t ‖y‖2
)
|dy|
=
∫
{‖z‖≥∆t−1/12} 1( 2pi
2p−1
)
n/2
(Cσ2 )
n exp
(
−
(
Cσ
−1
2
)2
2p−4 ‖z‖2
)
|dz| , (79)
where the third line follows from the second by the simple change of variables
z = y∆t−1/2. Using this result in conjunction with eqs.(76, 73, 72), we get that
for ∆t ≤
(
2p−2
CD1
)12/7
∫(
G
1/12
∆t
)c fU,k∆t (x1,x2, ...,x2p−1) |dx1| ... |dx2p−1 |
≤ 2p−1 ∫{‖z‖≥∆t−1/12} 1( 2pi
2p−1
)n/2(Cσ2 )
n exp
(
−
(
Cσ
−1
2
)2
2p−4 ‖z‖2
)
|dz| ,(80)
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and it is a simple, albeit lengthy, Calculus exercise to demonstrate that for any
integer m there exists a constant C¯ such that
2p−1
∫
{‖z‖≥∆t−1/12}
1(
2π
2p−1
)n/2
(Cσ2 )
n
exp
(
−
(
Cσ
−1
2
)2
2p−4 ‖z‖2
)
|dz| ≤ C¯∆tm,
(81)
which proves the first part of Theorem 1, eq.(61). The proof of the second part
is completely identical, with the only difference being that we have (xi−1, ti−1)
in place of (x∗, t∗) in eq.(77), which has no impact on the argument of eqs.(77
- 81). And so, we have proven Theorem 1.
Appendix 2: Proof of Theorem 2
Here, we prove Theorem 2, which was used to demonstrate that the DRp
schemes satisfy the criterion for weak p-th order accuracy.
Theorem 2: For the random variable ZDRp∆t defined in section 7, if eq.(23)
holds, then so also does eq.(24).
Proof of Theorem 2: We shall divide the domain, Rn, into two parts: a
ball of radius 1 centered on the origin, B(0, 1), and its complement, B(0, 1)c.
We have that
∣∣∣∣∣E
(
n∏
m=1
(
ZDRp∆t,m
)im − p∑
k=1
lpk
n∏
m=1
(
ZE∆t
2k−1
,m
)im)∣∣∣∣∣ =∣∣∣∣∣
∫ n∏
m=1
ximm
(
fDRp∆t (x) −
p−1∑
k=0
lpk+1f
k
∆t(x)
)
|dx|
∣∣∣∣∣ ≤∫
B(0,1)
‖x‖
∑n
m=1 im
∣∣∣∣∣fDRp∆t (x)−
p−1∑
k=0
lpk+1f
k
∆t(x)
∣∣∣∣∣ |dx| +∫
B(0,1)c
‖x‖
∑n
m=1 im
∣∣∣∣∣fDRp∆t (x)−
p−1∑
k=0
lpk+1f
k
∆t(x)
∣∣∣∣∣ |dx| , (82)
and since ‖x‖
∑n
m=1 im is bounded on B(0, 1), we have that eq.(23) implies that
there exists a constant, C′′, such that
∫
B(0,1)
‖x‖
∑n
m=1 im
∣∣∣∣∣fDRp∆t (x) −
p−1∑
k=0
lpk+1f
k
∆t(x)
∣∣∣∣∣ |dx| ≤ C′′∆tp+1 (83)
Now, let us consider the second term in eq.(82), and obtain a result analogous
to eq.(83) for it. From the boundedness of σ and D, there exists a parameter
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∆t0, dependent on {C} and n only, such that for all ∆t ≤ ∆t0, and any k
between 0 and p− 1, we have that ‖x‖ ≥ 1 implies that
fk∆t(x) ≤
1
(2π∆t)
n/2
(2Cσ1 )
n
exp
(
− ‖x‖
2
2∆t (2Cσ1 )
2
)
. (84)
Also, since c > 0, as defined in Section 7, gives a lower bound on the accep-
tance probability, we have that
fW,p−1∆t
fU,p−1∆t
≤ 1
c
, (85)
which implies that
fDRp∆t
fp−1∆t
≤ 1
c
, (86)
and so, eqs.(84,86) jointly imply that for ∆t ≤ ∆t0 and x ∈ B(0, 1)c, we have
that
∣∣∣∣∣fDRp∆t (x)−
p−1∑
k=0
lpk+1f
k
∆t(x)
∣∣∣∣∣ ≤(
1
c
+
p−1∑
k=0
∣∣lpk+1∣∣
)
1
(2π∆t)
n/2
(2Cσ1 )
n
exp
(
− ‖x‖
2
2∆t (2Cσ1 )
2
)
, (87)
which implies that for ∆t ≤ ∆t0 we have
∫
B(0,1)c
‖x‖
∑n
m=1 im
∣∣∣∣∣fDRp∆t (x) −
p−1∑
k=0
lpk+1f
k
∆t(x)
∣∣∣∣∣ |dx| ≤∫
B(0,1)c
‖x‖
∑n
m=1 im
1
c +
∑p−1
k=0
∣∣lpk+1∣∣
(2π∆t)n/2 (2Cσ1 )
n
exp
(
− ‖x‖
2
2∆t (2Cσ1 )
2
)
|dx| (88)
As the Gaussian distribution on the second line of eq.(88) has characteristic
width 2Cσ1
√
∆t, whereas the domain of integration is over all x with ‖x‖ ≥ 1,
it is a simple, albeit lengthy, Calculus exercise to demonstrate that there exists
a constant C′′ such that
∫
B(0,1)c
‖x‖
∑n
m=1 im
1
c +
∑p−1
k=0
∣∣lpk+1∣∣
(2π∆t)
n/2
(2Cσ1 )
n
exp
(
− ‖x‖
2
2∆t (2Cσ1 )
2
)
|dx| ≤ C′′∆tp+1.
(89)
Combining the results of eqs.(83,89) into eq.(82), eq.(24) follows immedi-
ately, which concludes the proof of Theorem 2.
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Abstract
We investigate the coupling between the two components of a Large
Eddy Simulation / Probability Density Function (LES/PDF) algorithm
for the simulation of turbulent reacting flows. In such an algorithm, the
Large Eddy Simulation (LES) component provides a solution to the hy-
drodynamic equations, whereas the Lagrangian Monte Carlo Probability
Density Function (PDF) component solves for the PDF of chemical com-
positions. Special attention is paid to the transfer of specific volume infor-
mation from the PDF to the LES code: the specific volume field contains
probabilistic noise due to the nature of the Monte Carlo PDF solution,
and thus the use of the specific volume field in the LES pressure solver
needs careful treatment. Using a test flow based on the Sandia/Sydney
Bluff Body Flame, we determine the optimal strategy for specific vol-
ume feedback. Then, the overall second-order convergence of the entire
LES/PDF procedure is verified using a simple vortex ring test case, with
special attention being given to bias errors due to the number of particles
per LES finite volume (FV) cell.
1 Introduction
The PDF method for the treatment of turbulent reactive flows [1,2] has been
shown to be highly effective, due to the fact that the chemical source term,
which is highly non-linear in a combustion application, appears in closed form
and thus requires no modeling [3]. Initially, the PDF methodology was cou-
pled to Reynolds-averaged Navier-Stokes (RANS) hydrodynamic solvers, thus
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giving rise to the RANS/PDF class of algorithms for simulation of turbulent
reactive flows, which are to this date effectively used in simulating combustion
processes (see [3] for a review). We note that there are three main classes of
computationally tractable algorithms for approximating the composition PDF
[3]. Here we focus on the Lagrangian Particle Monte Carlo class, in which the
PDF is approximated from an ensemble of points (from here on referred to as
“particles”) that are advected and diffused in physical space according to the
LES resolved velocity and turbulent diffusivity [1,9] (in this paper, we use the
terms “turbulent viscosity” and “turbulent diffusivity” to denote the viscosity
and diffusivity used to model the turbulent motions unresolved by the LES
grid). In the related Eulerian Particle Monte Carlo method [22], the locations
of particles are fixed to the grid nodes. Yet another class of PDF algorithms,
the Eulerian Field Monte Carlo class [21,20,8], instead employs an ensemble of
composition fields defined over the entire domain, which evolve by partial dif-
ferential equations with a stochastic forcing component. All of these approaches
have their strengths and differences [3]: for example, the Lagrangian Particle
Monte Carlo approach allows for more accurate treatment of sub-filter mixing
and diffusion [6]. With increasing computational resources, the Large Eddy Sim-
ulation (LES) approach for turbulence modeling has been supplanting RANS as
the hydrodynamic solver used for turbulent combustion simulations [17]. First
introduced by Pope [16], hybrid Large Eddy Simulation / Probability Density
Function (LES/PDF) methods have the added benefit that the LES approach
eliminates the need for modeling of the large scale turbulent motions, which are
highly geometry-dependent and fall outside of the scope of the Kolmogorov hy-
potheses [2]. Hybrid LES/PDF methods have been demonstrated to be highly
effective in simulating laboratory-scale flames [9, 10, 11, 18].
In a typical LES/PDF simulation, the LES code provides fields of velocity
and turbulent diffusivity to the PDF code. The PDF code then transports the
particles in physical space, performs molecular diffusion and mixing, and chem-
ical reaction steps, and then passes back to the LES code the fields of specific
volume, molecular viscosity and diffusivity. The very different nature of the
two components of an LES/PDF algorithm poses serious challenges for the im-
plementation of information transfer between the stochastic PDF code, whose
fields contain considerable random errors, and the LES code, which is a straight-
forward finite volume (FV) algorithm, employing discretization schemes which
assume a certain level of regularity from the fields on which they operate. Here,
we examine in detail this interplay between the LES and PDF components. Par-
ticular emphasis is given to the feedback of specific volume from PDF to LES. In
advancing the hydrodynamic variables, the LES code solves a Poisson equation
for pressure, whose source term contains the rate of change of specific volume.
Since specific volume information is obtained from the stochastic PDF code,
special effort must be made to ensure that the specific volume fields which are
input into the LES pressure solver contain as little statistical error as possible.
Furthermore, it is desired that the overall LES/PDF time stepping procedure be
second-order accurate in space and time. In the context of the LES/PDF code
developed by the Turbulence and Combustion Group at Cornell University [18],
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we address these two issues, examining different strategies in performing PDF
to LES feedback, and testing the overall order of convergence of the LES/PDF
code.
We note that specific volume feedback from PDF to LES (or from PDF to
RANS, which is a closely related problem) has previously been addressed as a
component of an overall algorithm for the simulation of turbulent reactive flows.
Previous researchers have proposed specific volume coupling schemes based on
direct evaluation from the particle ensemble [10] (analogous to the scheme PSV
described in Section 3), and schemes based on extracting specific volume in-
formation from an auxiliary transported scalar (analogous to the scheme TSV
described in Section 3), where the transported scalar is either enthalpy [13, 12,
4, 11] or temperature [10]. While using a similar formulation at the PDE level
for specific volume feedback, the present work extends the above studies by ex-
amining the LES to PDF coupling error in detail, isolating it from other sources
of numerical errors in an LES/PDF algorithm, and determining the optimal
coupling strategy. A further original contribution of the present work is in the
development of an LES/PDF coupling algorithm which allows for second-order
accuracy of the overall code (with respect to both the grid size and time step);
this second-order convergence is then verified numerically.
The rest of this paper is organized as follows: in Section 2, we present the
equations solved by an LES/PDF algorithm for turbulent reactive flows. Section
3 describes in detail the issues that arise in the coupling of the LES and PDF
algorithms; two alternative approaches for specific volume coupling are outlined.
The numerical algorithms for coupling between the LES and PDF codes are
described in Section 4. Numerical tests of these couplings are performed in
Sections 5 and 6, in which the fully-coupled LES/PDF implementations are
tested against a standalone-LES (S-LES) code with no coupling errors. Section
5 describes results from a long time interval turbulent jet flow, representative of
a typical LES/PDF simulation. In Section 6, we show convergence results from
a simple vortex ring numerical test case, which demonstrates that the overall
LES/PDF algorithm is second-order accurate in space and time.
2 Equations Solved by the LES/PDF Algorithm
In this section, we present the equations which are solved by an LES/PDF
algorithm. Throughout the present paper we use a tilde to denote mass weighted
resolved quantities (also referred to here as Favre-averaged quantities) solved for
by the LES/PDF solver, e.g. u˜ for the mass-weighted resolved velocity vector,
and φ˜ for the mass-weighted resolved composition vector. Additionally, the
composition PDF solver computes the evolution of individual particle properties,
which we denote by a star superscript, e.g. φ∗α for the α−component of an
individual particle’s composition vector.
In the present study, we use a simple flamelet chemistry model [19], and
the composition vector φα consists of a single component, the mixture fraction.
This still allows for considerable specific volume variation throughout the flow,
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which is necessary for testing the specific volume coupling. Furthermore, using
a mixture-fraction-only composition vector enables us to perform simulations of
the same flow via both LES/PDF and standalone-LES methods, with both solu-
tions evolving by the same governing equations. This allows us to approximate
the LES/PDF coupling error as the difference between the standalone-LES and
the LES/PDF solutions.
First, we describe the governing equations for a standalone-LES simulation
with flamelet chemistry modeling. The LES governing equations are the same
as those used by Pierce and Moin [7] (with the exception that in [7] the authors
also use a progress variable in the flamelet model), by Wang and Pope [18], and
by Kemenov et al. [19].
2.1 Governing equations for a standalone-LES simulation
We denote by u˜j , ξ˜, ξ˜2, respectively, the Favre-averaged LES velocity, mixture
fraction and square of mixture fraction. The Favre-averaged molecular viscosity
and diffusivity are denoted as ν˜ and D˜, and their turbulent counterparts are
ν˜T , D˜T respectively. The turbulent viscosity, ν˜T , is evaluated by the dynamic
Smagorinsky procedure, and the turbulent diffusivity, D˜T , is determined by
using a specified value for the turbulent Schmidt number:
ν˜T
D˜T
= σT , σT = 0.4. (1)
Finally, we denote with p, ρ, respectively, the LES resolved pressure and density.
With these definitions, the variable-density incompressible standalone-LES code
solves the following set of equations
∂ρ
∂t
+
∂ρu˜j
∂xj
= 0, (2)
∂ (ρu˜j)
∂t
+
∂(ρu˜iu˜j)
∂xi
= − ∂p
∂xj
+ 2
∂
∂xi
(
ρ (ν˜ + ν˜T )
(
S˜ij − 1
3
S˜kkδij
))
, (3)
∂
(
ρξ˜
)
∂t
+
∂
(
ρu˜j ξ˜
)
∂xj
=
∂
∂xj
(
ρ
(
D˜ + D˜T
) ∂ξ˜
∂xj
)
, (4)
∂
(
ρξ˜2
)
∂t
+
∂
(
ρu˜j ξ˜2
)
∂xj
=
∂
∂xj
(
ρ
(
D˜ + D˜T
) ∂ξ˜2
∂xj
)
+ Sξ2 . (5)
Equations (2-5) are respectively the Favre-averaged forms of the continuity,
momentum, and scalar evolution equations for the mixture fraction, ξ, and its
square ξ2. The tensor S˜ij is the resolved strain rate, whereas the scalar Sξ2 is
a source term in the scalar evolution equation for ξ˜2, determined by the scalar
mixing model. For the present study, which uses the dynamic Smagorinsky
procedure, we denote by ∆ the Smagorinsky filter size, and the exact form of
Sξ2 is:
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Sξ2 = −2ρD˜ ∂ξ˜
∂xi
∂ξ˜
∂xi
− 2ρΩ
(
ξ˜2 − ξ˜2
)
, (6)
Ω =
D˜T + 2D˜
∆2
, (7)
where the quantity Ω is known as the mixing frequency [9].
In the flamelet chemistry approach, the material properties ρ, ν˜, D˜ are func-
tions of ξ˜ and ξ˜2 only, the latter two via the resolved temperature, T˜
ρ = ρ
(
ξ˜, ξ˜2
)
, (8)
T˜ = T˜
(
ξ˜, ξ˜2
)
, (9)
ν˜ = ν0
(
T˜
300K
)1.69
,
ν˜
D˜
= σ, σ = 0.82, ν0 = 1.42×10−5
[
m2
s
]
. (10)
For most turbulent reactive flows with flamelet modeling, the form of the consti-
tutive equations (eqs.8-10) is traditionally determined by performing a laminar
opposing jet flame simulation, and assuming that the PDF of the mixture frac-
tion, ξ, belongs to the β−function family. This then allows us to tabulate every
moment of the PDF of ξ - in particular ρ, T˜ – as a function of ξ˜, ξ˜2. However, in
the present work we forgo the flamelet opposed jet solution: instead, we specify
the temperature T and specific volume v as quadratic functions of the mixture
fraction ξ:
v (ξ) = 7.98− 23(ξ − 0.551)2
[
kg
m3
]
, (11)
T (ξ) = 2100K − 7200K(ξ − 0.5)2. (12)
As elaborated in Section 5, this is done so that the Favre-averaged values v˜ and
T˜ are independent of the shape of the PDF of ξ. This allows for consistency
between the self-contained solution of eqs. (2-10) (which we shall refer to as a
Standalone-LES (S-LES) solution), and the fully-coupled LES/PDF simulation
(described in the remainder of this section and in Section 3) with a single scalar
for mixture fraction. As seen in Sections 5 and 6, such consistency provides a
useful numerical test case for examining the errors inherent to the LES to PDF
coupling.
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2.2 Governing Equations for the LES component of an
LES/PDF simulation
In an LES/PDF simulation, we remove the flamelet modeling from the standalone-
LES simulation described in the previous subsection, and replace it with com-
position PDF modeling of the reaction. Therefore, from all the governing equa-
tions of a standalone-LES simulation listed above, the LES component of an
LES/PDF simulation solves only eqs.(2,3,7,10). This leaves the evaluation of
resolved specific volume and temperature, which is done by the PDF component.
2.3 Governing equations for the PDF component of an
LES/PDF simulation
The PDF code takes a Monte Carlo approach to approximating the mass-
weighted composition PDF. The simulation domain is discretized into PDF
cells, which consist of one or more LES FV cells [18], and, for a specified pa-
rameter Npc, each PDF cell contains between
√
2Npc
2 and
√
2Npc particles. Each
particle has a mass m∗, which is unchanged unless that particle is split in two or
combined with another (for the purpose of controlling the number of particles
in a PDF cell), and a location X∗j and composition φ
∗
α. In the equations be-
low, we use the superscript ∗ to denote either an individual particle’s property
(such as m∗ for the mass of the current particle), or the value of an LES field
evaluated at that particle’s location (such as φ˜∗α for the resolved mass weighted
composition vector at the particle’s current location). With this notation, the
evolution equations for X∗j and φ
∗
α are:
dX∗j =
u˜j + 1
ρ
∂
(
ρD˜T
)
∂xj
∗ dt+ [2D˜∗T ]1/2dW ∗j , (13)
dφ∗α = −Ω∗
(
φ∗α − φ˜∗α
)
dt+
[
1
ρ
∂
∂xj
(
ρD˜
∂φ˜α
∂xj
)]∗
dt+ Sα (φ
∗) dt. (14)
In the above equations, Ω denotes the mixing frequency introduced in eq.(7),
and Sα (φ
∗) is the reaction source term. The term dW ∗j denotes a Wiener
increment, with the star superscript emphasizing that the Wiener processes for
the different particles are independent.
We shall use angled brackets, 〈·〉, to denote a sum over all particles in a given
cell and its immediate neighbors, weighted by a basis function B
(
X∗j
)
whose
support lies within the present cell and its neighbors: for a general particle
property g, we have
〈g〉 =
∑
cell+neighbors
g∗B
(
X∗j
)
. (15)
The two most common examples for B
(
X∗j
)
are the indicator function of the
cell, whose use we shall refer to as the Particle-in-Cell (PIC) approach and a
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linearly decreasing tent function which is centered at the cell’s center of mass,
whose use we shall refer to as the Cloud-in-Cell (CIC) approach [6]. The imple-
mentation of CIC is more difficult, since it involves additional communication in
order to obtain information about the particles in the neighboring cells. How-
ever, CIC comes with the advantage that the continuous form of B
(
X∗j
)
implies
that 〈g〉 is itself continuous in time, whereas for PIC there is a discontinuous
jump in 〈g〉 as particles enter and leave the cell.
We also apply alternating direction implicit smoothing to the cell mean
averages 〈g〉, and denote the smoothed fields as {〈g〉}. The smoothing process is
described in detail in [6]. Here, we need only note that the amount of smoothing
is controlled by a parameter, α, so that implicit smoothing with a given value
of α is equivalent to explicit smoothing over α cells in each direction. The value
α = 1.0 corresponds to no smoothing.
With this definition of a local ensemble mean, v˜, T˜ are defined as
v˜ =
{ 〈mv〉
〈m〉
}
, (16)
T˜ =
{ 〈mT 〉
〈m〉
}
, (17)
where m∗, v∗, T ∗ respectively denote a particle’s mass, specific volume and tem-
perature. The resolved viscosities and diffusivities are then defined by eqs.(9,10),
as in the standalone-LES approach. Whereas in the standalone-LES approach,
v, T are functions of the mixture fraction only, in the LES/PDF approach, v, T
are functions of the entire composition vector, φα. As already mentioned, in
Sections 5 and 6 we use for our numerical tests a composition vector which
consists only of the mixture fraction, for the purposes of comparing standalone-
LES and LES/PDF solutions, which allows us to determine the amount of error
in the simulation which is due to the LES/PDF coupling. However, it is im-
portant to note that in a typical LES/PDF simulation, the composition vector
φα consists of the collection of significant chemical species, with the addition
of enthalpy, and so there is no modeling involved in obtaining v and T from
φα. This is one of the advantages of PDF reaction modeling over the flamelet
approach. Another advantage is that the source term Sα(φ) on the right hand
side of eq.(14) requires no modeling either, provided that the chemical species
to be used in the composition vector φα are appropriately chosen.
3 Coupling between the LES and PDF solutions
In the present LES/PDF algorithm, the LES algorithm uses resolved temper-
ature values obtained from the PDF code, and the PDF code uses values for
velocity, molecular and turbulent viscosity obtained from the LES code. In-
formation about specific volume originates in the PDF code, but its transfer
to the LES code is challenging, for the following reason: in the solution of the
momentum and continuity equations, eqs.(2,3) by the LES solver, pressure is
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determined as the solution of a Poisson equation whose source includes the term
∂v˜/∂t. Due to the stochastic nature of the PDF solution, however, (eq.13) for a
given time step ∆t, the statistical error in the increment ∆v˜, for a single-particle
ensemble, is
εst1 = C1∆t
1/2, (18)
where C1 is a fixed constant, proportional to D˜
1/2
T . Therefore, the statistical
error in the smoothed increment ∆v˜, with Npc particles per cell [6], is
εst2 =
C2∆t
1/2
(Npcα3)
1/2
, (19)
and so the approximation
∂v˜/∂t ≈ ∆v˜/∆t (20)
contains a statistical error whose magnitude scales in the following manner
εst =
C
(Npcα3∆t)
1/2
, (21)
where C is a constant which depends only on the flow geometry and material
properties, Npc is the number of particles per cell and α is the smoothing pa-
rameter: note that since ∆t appears in the denominator of eq.(21), for small
values of ∆t the error implied by eq.(21) is considerable.
In order to obtain a solution to the Poisson equation for pressure, we can
take one of two alternative approaches for specific volume coupling.
3.1 The Particle Specific Volume Approach (PSV)
The PSV approach uses the straightforward procedure of simply passing the
PDF values of specific volume to the LES code, and using a value for the smooth-
ing parameter α which is large enough to reduce the error εst to manageable
levels. As we see below, in the numerical tests of coupled LES/PDF turbulent
jet simulations, this approach requires the use of smoothing parameter values
as large as α = 4.0 (which implies that smoothing is performed over 64 cells).
Overall, we show below that the PSV approach is not as accurate as the specific
volume coupling approach which is described next.
3.2 The Transported Specific Volume Approach (TSV)
The transported specific volume (TSV) approach is based on the fact that the
change of resolved specific volume which is due to transport in physical space
(eq.13) can be calculated by the LES solver, thus leaving only the specific volume
change due to turbulent mixing, molecular diffusion, and chemical reaction (the
three terms on the right hand side of eq.14) to be extracted from the PDF code.
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In the TSV approach, the LES code solves for an additional scalar: the
transported specific volume, vˆ. This is used as the LES Favre-averaged specific
volume. The equation for the transported specific volume, vˆ, is:
∂ (ρvˆ)
∂t
+
∂ (ρu˜j vˆ)
∂xj
=
∂
∂xj
(
ρD˜T
∂vˆ
∂xj
)
+ Sv + ωv, (22)
where Sv is the specific volume source term due to mixing, molecular diffusion,
and chemical reaction, defined by
Sv ≡
{ 〈v˙〉
〈v〉
}
, (23)
where v˙∗ is the rate of change of a particle’s specific volume due to mixing,
molecular diffusion, and chemical reaction. The second term on the right hand
side of eq.(22), ωv, is a relaxation term of the form
ωv = ρ
v˜ − vˆ
τ
, (24)
with the relaxation time step, τ , set to τ = 4∆t in this work. The inclusion of
the relaxation term ωv is necessary to keep the LES specific volume, vˆ, and the
PDF specific volume, v˜, consistent with each other. In the absence of numerical
errors, eq.(22) implies vˆ = v˜, but for a practical reactive flow simulation omitting
ωv from eq.(22) causes vˆ and v˜ to become independent of each other over long
time intervals.
Since the LES code is wholly deterministic, there is no statistical error due to
transport in the approximation of ∂v˜/∂t, and so the value of the constant C on
the right hand side of eq.(21) is reduced relative to the PSV implementation of
specific volume coupling. This allows the use of smaller values of the smoothing
parameter α, which, as we will see in Section 5, yields overall more accurate
solutions.
It should be noted that specific volume coupling via a transported scalar
equation has previously been used by researchers working on PDF methods for
turbulent reactive flows [13, 12, 11, 4]. The contribution of the present work is in
the development of a second-order accurate (in both space and time) algorithm
for LES/PDF specific volume coupling via a transported scalar equation, in the
testing and determination of an optimal specific volume coupling scheme, and
in the verification of the overall second-order accuracy of the LES/PDF code
with respect to the grid size and time step.
4 Description of a Second-Order Accurate LES/PDF
Time Stepping Algorithm
In this section, we describe the coupling procedure between the LES and PDF
solvers which yields an overall second-order accurate solution with respect to the
grid size and time step, for a fixed LES filter width. This convergence behavior
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is demonstrated in Section 6, in which we present results from a numerical test
case, which indicate that second-order convergence is indeed achieved. In this
section, we describe the LES to PDF coupling procedure that allows second-
order convergence of the overall code.
First, we give a short description of the pre-existing time-stepping algorithms
for the standalone LES code with flamelet/progress variable chemistry modeling
[7], and the particle PDF code with externally specified velocity and diffusivity
fields [5]. Then, a description is given to the modifications in the above pro-
cedures which yield a fully-coupled second-order accurate LES code with PDF
chemistry modeling. For simplicity, we assume that all time steps are of the
same length, ∆t.
4.1 Time stepping in the standalone-LES code
At the beginning of the time step, we have values for the resolved mixture
fraction and its square, resolved density and temperature, ξ˜, ξ˜2, ρ, and T˜ re-
spectively, at t = t0. From here, we also have resolved viscosity and diffusivity
at t = t0, via eqs.(9,10). The velocity, on the other hand, is staggered half a time
step back in time: at the beginning of the time step, it is known at t = t0−∆t/2
[7]. The objective of the time step is to obtain the values of ξ˜, ξ˜2, ρ, and T˜ at
t = t0 +∆t, and to obtain the values of velocity at t = t0 +∆t/2.
In the sub-steps described below, we use the notation ·|q to denote fields at
the time level t = t0 + q∆t, as in u˜j|−1/2 for u˜j at t = t0 −∆t/2, and ρ|0 for ρ
at t = t0. In the procedure below, several iterations (whose number is specified
by the user, and must be at least two) of sub-steps 2, 3 and 4 are taken for each
time step.
1. Evaluation of turbulent viscosity and diffusivity. Evaluate the tur-
bulent viscosity and diffusivity values, ν˜T , D˜T respectively, using the dy-
namic Smagorinsky procedure on the initial velocity and scalar fields. Set
the initial guess for the velocity as u˜j |1/2 = u˜j |−1/2.
2. Scalar equations. If this is the first iteration, set ξ˜
∣∣∣1 = ξ˜∣∣∣0 and ξ˜2∣∣∣1 =
ξ˜2
∣∣∣0. Using a transport-diffusion solver based on the QUICK scheme,
update the increments ∆ξ˜ = ξ˜
∣∣∣1 − ξ˜∣∣∣0 and ∆ξ˜2 = ξ˜2∣∣∣1 − ξ˜2∣∣∣0 which are
implied by the evolution of eqs.(4,5) forward in time by a time step of
length ∆t. The velocity used in that time step is u˜j |1/2. Increments in a
given field are updated by changing the value of that field at the later time
level, so that, for example, an update in the increment ∆ξ˜ = ξ˜
∣∣∣1 − ξ˜∣∣∣0
implies a change in the field ξ˜
∣∣∣1.
3. Momentum equation. If this is the first iteration, use the value of
p|0 from the previous time step, and set u˜j|1/2 = u˜j |−1/2. Using the
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material properties at the beginning of the time step and the current
working values for the pressure field at time t = t0, p|0, update the velocity
increments ∆u˜j = u˜j|1/2 − u˜j|−1/2 which are implied by the evolution of
the momentum equation, eq.(3) forward in time by a time step of length
∆t.
4. Pressure correction. Solve the Poisson equation for pressure implied
by eqs.(2,3) to update the working pressure, p|0. Use the change in p|0 to
update ∆u˜j = u˜j|1/2− u˜j |−1/2 and ensure that the continuity equation is
satisfied.
5. If we are at the last iteration, use the current working values as the end
result. If not, go back to sub-step 2.
Note that this description is more narrowly focused on the structure of the
LES code’s time step than on the numerical solvers used to advance the scalar
and momentum equation and to solve for the pressure. For a description of
those algorithms, the reader is referred to Pierce and Moin [7].
4.2 Time stepping in the PDF component of an LES/PDF
solution
For the LES/PDF algorithm, we adopt one of the weakly second-order accurate
splitting schemes for the evolution of the particle positions and composition
variables which are described in [5]. In the composition PDF context, split-
ting schemes are algorithms for evolving the particle equations (eqs.(13,14)) by
taking several fractional steps, each of which deals with one of the three phys-
ical processes which occur in the evolution of eqs.(13,14): these processes are
transport in physical space, mixing and chemical reaction.
The splitting scheme which we use here is referred to as “TCRCT” in [5].
This splitting scheme consists of half a time step of transport in physical space,
followed by half a time step of mixing and molecular diffusion, a full time step
of reaction, another half time step of mixing and diffusion, and a half time
step of transport. We note that, unlike the iterative procedure of the previous
subsection, the PDF time stepping requires only one iteration.
Here is a description of the algorithm used to update X∗j , φ
∗
α from t0 to t0+
∆t. It is assumed that the velocity, density and diffusivity fields, u˜j, ρ, D˜, D˜T ,
are known with second-order accuracy at the middle of the time step, t0+∆t/2.
Note that the velocity and diffusivity fields are evaluated in the LES component
of the LES/PDF solution.
1. Transport half-step. Using a weakly second-order accurate SDE in-
tegration scheme such as that of Kloeden and Platen [15], advance the
particle positions for half a time step, X∗j
∣∣0 → X∗j ∣∣1/2 by taking an incre-
ment of length ∆t/2 in eq.(13)
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2. Mixing and diffusion half-step. Advance the mixing and molecular
diffusion processes in time by an increment of length ∆t/2, by taking an
increment of length ∆t/2 in the evolution equation
dφ∗α = −Ω∗
(
φ∗α − φ˜∗α
)
dt+
[
1
ρ
∂
∂xj
(
ρD˜
∂φ˜α
∂xj
)]∗
dt, (25)
which is the mixing and molecular diffusion component of the chemical
composition evolution equation (eq.14).
3. Reaction step. Advance the reaction process in time by an increment of
length ∆t, by taking an increment of length ∆t in the evolution equation
dφ∗α = Sα (φ
∗) dt, (26)
which is the reaction component of eq.(14).
4. Mixing and diffusion half-step. Repeat sub-step 2.
5. Transport half-step. Advance the particle positions for half a time step,
X∗j
∣∣1/2 → X∗j ∣∣1, analogously to sub-step 1.
Sub-steps 2,3,4 use the particle positions X∗j
∣∣1/2 after the first transport
half-step (sub-step 1). Also, all steps 1 through 5 use the values of u˜j, ρ, D˜, D˜T
at the midpoint of the time step: t = t0 +∆t/2. The purpose of this particular
choice of splitting for the processes of transport, mixing and reaction is that
it allows us to take a single reaction time step of length ∆t, which reduces
overall simulation time due to the fact that the reaction substep (the evolution
of eq.(26)) is the most costly component in a PDF simulation.
4.3 Time stepping in the coupled LES/PDF simulation
The LES/PDF coupling scheme proposed here does not make any changes to
the PDF time stepping algorithm described in Section 4.2. However, when using
the auxiliary scalar approach (TSV) for passing of specific volume information
from the PDF to the LES portion of the code, the source term Sv (eq.23) is
evaluated by taking the difference in particle specific volumes before and after
the mixing, molecular diffusion and reaction substeps. In particular, if v∗1 , v
∗
5
are respectively the specific volumes of a given particle, as determined by its
composition vector φα, before and after the mixing, molecular diffusion, and
reaction substeps (sub-steps 2,3, and 4 in subsection 4.2), then we calculate Sv
by
Sv =
{
2 〈m∗ (v∗5 − v∗1)〉
∆t 〈m∗ (v∗5 + v∗1)〉
}
. (27)
Similarly to Section 4.1, at the beginning of the time step we have values for
ρ, T˜ at t = t0 and values for u˜j at t = t0 − ∆t/2. Also, similarly to Section
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4.2, at the beginning of the time step we have values for X∗j , φ
∗
α at t = t0. In
the following algorithm, any steps which are denoted as “TSV only” or “PSV
only” are to be skipped if the alternative algorithm for specific volume coupling
is used. Also, similarly to the procedure described in subsection 4.1, sub-steps
7 and 8 are iterated a user-specified number of times (at least twice, to achieve
overall second-order accuracy in time).
1. Extrapolation of LES fields forward in time, to the middle of
the PDF step. Evaluate the turbulent viscosity and diffusivity values,
ν˜T , D˜T respectively, using the dynamic Smagorinsky procedure on the ini-
tial velocity and scalar fields. Using linear extrapolation on the LES fields
ρ, D˜, D˜T , and u˜j from the last two time steps, compute a second-order
approximation of the values of ρ, D˜, D˜T , and u˜j at time t = t0 + ∆t/2.
We denote these extrapolated fields as
(
ρ, D˜, D˜T , u˜j
)∣∣∣1/2. This extrap-
olation in time is done in order to provide the PDF algorithm described
in the above subsection with the velocity, density and diffusivity fields at
the time level necessary for achieving second-order accuracy.
2. First iteration of auxiliary transported scalar equation (TSV
only). Using
(
ρ, D˜, D˜T , u˜j
)∣∣∣1/2 and the initial values for Sv, v˜, respec-
tively Sv|−1/2 , v˜|0, update the increment ∆vˆ = vˆ |1 − vˆ |0 implied by the
evolution of eq.(22) forward in time by a time step of length ∆t. The same
transport-diffusion solver is used as in sub-step 2 of the standalone LES
solution.
3. PDF time step. Using the extrapolated fields
(
ρ, D˜, D˜T , u˜j
)∣∣∣1/2 ob-
tained from the LES solver, perform the PDF time step described in Sec-
tion 4.2. Calculate Sv |1/2 via eq.(27), and calculate v˜ |1, T˜ |1 from the
particle ensemble after the PDF time step, via eqs.(16,17).
4. Second, and final, iteration of auxiliary transported scalar equa-
tion (TSV only). Using
(
ρ, D˜, D˜T , u˜j
)∣∣∣1/2 and the updated values for
Sv, v˜ at t = t0 + ∆t/2, respectively Sv |1/2 and
(
v˜ |1 + v˜ |0
)/
2, update
the increment ∆vˆ = vˆ |1 − vˆ |0 implied by the evolution of eq.(22) forward
in time by a time step of length ∆t. This second iteration is performed
so that the solution for the transported scalar is second-order accurate in
time.
5. Evaluation of LES resolved specific volume. For PSV, set ρ |1 =
(1/v˜)|1. For TSV, set ρ |1 = (1/vˆ)|1.
6. Evaluation of molecular density and diffusivity at the end of the
PDF step. Using v˜ |1, T˜ |1, calculate D˜ |1, ν˜ |1. This information is not
used until the next time step.
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7. Iteration of momentum equation. If this is the first iteration of sub-
steps 7 and 8, use the value of p|0 from the previous time step, and use
the value of u˜j|1/2 obtained at sub-step 1. Using the initial transport
properties, v˜ |0, T˜ |0, D˜ |0, ν˜ |0, D˜T |0, ν˜T |0, and the current working values
for the pressure field, p |0, update the velocity increments ∆u˜j=u˜j |1/2 −
u˜j |−1/2 which are implied by the evolution of the momentum equation,
eq.(3), forward in time by a time step of length ∆t.
8. Iteration of the pressure correction. Solve the Poisson equation for
pressure implied by eqs. (1,2) to update the working pressure, p |0. Use
the change in p |0 to update ∆u˜j=u˜j |1/2 − u˜j |−1/2 and ensure that the
continuity equation is satisfied.
9. If we are at the last iteration of sub-steps 7 and 8, use the current working
values u˜j |1/2, p |0, as the end result for velocity and pressure. If not, go
back to sub-step 7.
Note that, unlike the standalone-LES simulation, which requires iteration
of the scalar transport-diffusion solver, the above algorithm requires only one
PDF time step for each LES/PDF time step. This is intentional, as the cost
of a PDF time step, for a typical PDF simulation with at least 20 particles per
cell, is much greater than the cost of an LES time step.
In sections 5 and 6, we test the performance of this LES/PDF coupling
algorithm.
5 Numerical Testing of Alternative Coupling Strate-
gies: Turbulent Jet Bluff-Body Flame
In this section, we compare the performance of the alternative choices for LES to
PDF coupling schemes, in order to establish which provides optimal performance
for a turbulent test flow representative of modern applications of LES/PDF
methods.
Firstly, we establish a criterion for measuring the performance of the coupling
scheme, apart from that of other aspects of the LES/PDF code. In order to do
this, we specify a chemical model and material properties which can be solved
consistently by both a standalone-LES (S-LES) simulation and a fully-coupled
LES/PDF solution. Then, the coupling error is defined as the difference between
the S-LES and the LES/PDF solutions.
To this end, we use the flamelet model without progress variable as described
in Section 2. Then, in order to model subfilter variance, a standalone-LES
simulation solves for the resolved mixture fraction, ξ˜, and the resolved square
mixture fraction, ξ˜2, and estimates resolved quantities by assuming that the
shape of the PDF of the mixture fraction, f(ξ), belongs to the β−function
family. On the other hand, an LES/PDF simulation approximates the exact
functional form of f(ξ) without assumptions. Therefore, the shapes of the PDF
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of mixture fraction yielded by the two alternative solution methods are bound
to differ: in order to account for this, we set the relevant material properties –
specific volume and temperature – to vary quadratically with mixture fraction,
as formulated in eqs.(11),(12). The values of molecular viscosity and diffusivity
are defined by eq.(10).
This quadratic variation of v and T implies that their Favre mean is a func-
tion only of the Favre mean and variance of ξ, ξ˜ and ξ˜′′2, respectively, and
does not depend on the shape of f (ξ). Since ξ˜′′2 = ξ˜2 −
(
ξ˜
)2
, this implies that
v˜, T˜ are functions of ξ˜, ξ˜2 only, and hence the governing equations yielded by
the standalone-LES and coupled LES/PDF methodologies are consistent.
This specification of material properties is applied to the geometry of the
Sandia/Sydney Bluff Body Flame, flame HM1 as first described by Masri and
Bilger [14]. In this canonical test flame, a jet of diameter 3.6mm and bulk
velocity of 118m/s is located inside a bluff body of diameter 50mm, surrounded
by a fast coflow whose velocity is 40m/s. The Reynolds number based on the jet
velocity and radius is 14950, and in our simulations the turbulence is modeled
by the dynamic Smagorinsky model. Denoting the radius of the bluff body
as RB, in the present simulations we use a computational domain which has
the following extent: x ∈ [0, 10RB] , r ∈ [0, 3RB], where x denotes distance
downstream from the jet, and r is the radial distance from the jet centerline.
The domain is discretized on a uniform cylindrical grid of size 128× 128× 64 in
the axial, radial and azimuthal directions, respectively, and the nominal number
of particles per cell is Npc = 50.
Here, we emphasize that we do not aim to simulate the HM1 flame accu-
rately, but rather to use its features in order to ensure that we measure the
coupling error between S-LES and LES/PDF simulations in a flow which re-
sembles typical applications of the LES/PDF methodology. It is for this reason
that we can use the small computational domain and simple chemistry described
above.
We consider three different coupling implementations. The first uses the
transported specific volume approach (TSV) with cloud-in-cell (CIC) mean es-
timation; the second uses TSV with particle in cell (PIC) mean estimation, and
the third uses the particle specific volume (PSV) with CIC mean estimation.
For each of these implementations, we test different values for the smoothing
parameter from the set α ∈ {1.0, 2.0, 3.0, 4.0, 6.0}. For each of the 15 alternative
simulations outlined above, the LES/PDF algorithm is run for 100 flow-through
times, based on the coflow velocity. In all cases, the solution has become statis-
tically stationary by the 30th flow-through time. Statistics are calculated over
the latter half of the simulation, after the 50th flow though time.
Here, we consider as statistics the fields of the mean resolved axial veloc-
ity, mean (u˜1) (x), the variance of the resolved axial velocity var (u˜1) (x), the
mean resolved density, mean (ρ) (x), and the variance of the resolved density,
var (ρ) (x). Means and variances are computed by averaging over the simu-
lation’s time interval and the azimuthal direction, θ. In order to determine
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the optimal value of the smoothing parameter α for each coupling scheme, we
choose that value of the parameter which minimizes the L1 differences between
mean (u˜1) , var (u˜1) ,mean (ρ) and var (ρ) yielded by the LES/PDF algorithm
and those yielded by the S-LES solution.
More specifically, the L1 error definition based on mean resolved axial ve-
locity is as follows
εmean(u˜1) =
∫ |mean(u˜1)LES/PDF (x)−mean(u˜1)S−LES (x) ||dx|∫ |mean(u˜1)S−LES (x) ||dx| . (28)
The errors for var (u˜1) ,mean (ρ) and var (ρ), respectively εvar(u˜1), εmean(ρ) and
εvar(ρ), are analogously defined. Tables 1, 2, and 3 present the values for
εmean(u˜1), εvar(u˜1), εmean(ρ) and εvar(ρ) for all simulation cases. Based on these
results, we conclude that for PSV/CIC, the optimal choice for smoothing pa-
rameter is α = 4.0, for TSV/PIC it is α = 2.0, and for TSV/CIC it is α = 1.0.
Error
Type
α = 1.0 α = 2.0 α = 3.0 α = 4.0 α = 6.0
εmean(u˜1) N/A 2.5×10−2 1.7×10−2 9.7×10−3 2.2×10−2
εvar(u˜1) N/A 1.9×10−1 8.9×10−2 4.5×10−2 1.7×10−1
εmean(ρ) N/A 3.7×10−3 2.3×10−3 2.2×10−3 3.5×10−3
εvar(ρ) N/A 3.5×10−2 1.7×10−2 1.4×10−2 2.7×10−2
Table 1: L1 errors for PSV/CIC simulations. Minimal error values are shown in
bold type. There is no data point for α = 1.0: at that value for the smoothing
parameter, the PSV/CIC code is unstable.
Error
Type
α = 1.0 α = 2.0 α = 3.0 α = 4.0 α = 6.0
εmean(u˜1) 6.7×10−3 5.0×10−3 8.0×10−3 1.0×10−2 1.7×10−2
εvar(u˜1) 2.2×10−2 1.7×10−2 2.4×10−2 2.8×10−2 3.3×10−2
εmean(ρ) 2.1×10−3 1.5×10−3 2.4×10−3 2.9×10−3 4.2×10−3
εvar(ρ) 1.0×10−2 8.4×10−3 1.2×10−2 1.4×10−2 1.5×10−2
Table 2: L1 errors for TSV/PIC simulations. Minimal error values are shown
in bold type.
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Error
Type
α = 1.0 α = 2.0 α = 3.0 α = 4.0 α = 6.0
εmean(u˜1) 4.7×10−3 5.7×10−3 6.5×10−3 8.1×10−3 1.5×10−2
εvar(u˜1) 9.8×10−3 1.2×10−2 1.4×10−2 1.6×10−2 2.0×10−2
εmean(ρ) 1.1×10−3 1.0×10−3 1.3×10−3 1.8×10−3 2.7×10−3
εvar(ρ) 6.3×10−3 6.6×10−3 8.0×10−3 9.7×10−3 1.1×10−2
Table 3: L1 errors for TSV/CIC simulations. Minimal error values are shown
in bold type.
Next, we compare the three solutions with optimal smoothing parameter values
for the respective coupling scheme, in order to arrive at the optimal coupling
scheme overall. Radial profiles of the statistics are examined at three axial
locations: at x/RB = 0.27, 2.18 and 3.96. Figure 1 presents a comparison
between the mean resolved axial velocity profiles of the three LES/PDF solutions
and the S-LES solution. As we can see, both the TSV/PIC and the TSV/CIC
implementation agree well with the S-LES solution. On the other hand, the
PSV/CIC solution underpredicts the S-LES mean resolved axial velocity close
the centerline, for the intermediate location of x/RB = 2.18. The variance of
the resolved axial velocity is more sensitive to the coupling scheme – its profiles
are plotted on fig.2. Here, all three schemes are in good agreement with the
S-LES solution near the inlet, at x/RB = 0.27; at the intermediate location of
x/RB = 2.18, the two TSV solutions fall close to the S-LES solution, whereas the
PSV/CIC solution overpredicts the peak value by 20%. The results are most
sensitive at the downstream location of x/RB = 3.96, where the TSV/CIC,
TSV/PIC and PSV/CIC solutions overpredict the peak variance of the S-LES
solution by respectively 11%, 43% and 314%.
Next, we examine profiles for mean resolved density and variance of the
resolved density. Figure 3 shows the results for mean resolved density: it
can be seen that the results are not sensitive to the coupling scheme – at
x/RB = 0.27, 2.18 all three LES/PDF solutions are in good agreement with
the S-LES solution, whereas at x/RB = 3.96 the TSV/CIC implementation falls
almost on top of the S-LES curve, whereas the other two solutions: TSV/PIC
and PSV/CIC, underpredict it slightly. Finally, profiles of the variance of the
resolved density can be seen on fig.4. Here, all three LES/PDF solutions un-
derpredict the S-LES solution at x/RB = 0.27, 2.18, whereas the TSV/PIC
solution overpredicts slightly at x/RB = 3.96. Overall, the TSV/CIC scheme is
in best agreement with the S-LES results.
From the examination of the radial profiles of velocity and density statistics
of the most accurate TSV/CIC, TSV/PIC and PSV/CIC solutions, we con-
clude that the optimal coupling scheme is TSV/CIC with smoothing parameter
α = 1.0 (which corresponds to no smoothing). Moreover, we note that this
LES/PDF solution can accurately match the S-LES profiles, even for the most
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sensitive statistic – variance of axial velocity. Since the present test case is
hydrodynamically similar to the Sandia/Sydney Bluff Body Flame, which is a
representative application for an LES/PDF solution, this leads us to the con-
clusion that TSV/CIC is a satisfactory coupling scheme for LES/PDF methods.
6 Numerical Test for Verification of Second-Order
Convergence: Smooth Vortex Ring Flow
In the previous section, we established that for a representative turbulent flow
the optimal LES/PDF coupling strategy is TSV/CIC coupling with no smooth-
ing (α = 1.0). Here, we test, for this coupling implementation, the overall
second-order convergence behavior of the code, as the cell size and time step
are decreased, and the number of particles per cell is increased.
The computational domain is a cylinder of axial length 2.0m and radius
1.5m. Using χE(q) to denote the indicator function of q ∈ E, for a given set E,
the initial velocity field is axi-symmetric, analytically specified as a superposi-
tion of a vortex ring and a jet (the following equations are in MKS units, which
are omitted in order to avoid clutter):
ρu˜x (x, r, t = 0) = 0.5× e−r2/4 − χ1sin2 (2π (q1 − 0.05))× ((r − 0.65)/(rq1)) ,
(29)
ρu˜r (x, r, t = 0) = χ1sin
2 (2π (q1 − 0.05))× ((x− 0.65)/(rq1)) , (30)
ρu˜θ (x, r, t = 0) = 0, (31)
q1 =
(
(x− 0.65)2 + (r − 0.65)2)1/2 , (32)
χ1 = χ[0.05,0.55] (q1) . (33)
Similarly, the initial condition for the mixture fraction mean and variance has
the following analytic form:
ξ˜ (x, r, t = 0) = 0.1 + 0.8× χ2cos2 (πq2) , (34)
q2 =
(
(x− 0.65)2 + (max(r − 0.5, 0)× 3/5)2)1/2 , (35)
χ2 = χ[0,0.5] (q2) , (36)
ξ
′′
(x, r, t = 0) = 0.5ξ˜
(
1− ξ˜
)
. (37)
The material property definitions are analogous to the previous test case, with
the exception that the molecular viscosity and diffusivity, ν and D, have been
scaled by a constant (ν0 = 1.5×10−3
[
m2
s
]
in eq.(10)) in order to yield a value
for the Reynolds number of Re = 3000, based on the cylinder’s radius and the
maximal velocity in the initial condition. For turbulence modeling we use a large
filter of fixed size ∆ = 0.5m, instead of the traditional dynamic Smagorinsky
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procedure. This yields a grid-independent solution, which is necessary in order
to test the overall order of convergence of the LES/PDF code.
The order of convergence is tested by taking the differences between the final
values of u˜1, ξ˜, ξ˜2, and ρ, as obtained by the LES/PDF simulation, and a highly
resolved S-LES solution on a 128×128×64 grid. These differences are averaged
over the azimuthal direction, integrated against a collection of 16 Fourier modes
in x− r space, and the overall error is defined as the root-mean-square error of
these 16 functionals.
More concretely, for measuring error based on the resolved axial velocity, we
define the functionals gj,k by
gj,k =
∫
x∈[0,2],r∈[0,1.5]
u˜1 (x, r, θ) e
iπ(2jx+1.5kr)rdrdxdθ, (38)
and then we define the error measure for resolved axial velocity, εu˜1 , as
εu˜1 =
 4∑
j,k=1
∣∣∣E (gLES/PDFj,k − gS−LESj,k )∣∣∣2
1/2, (39)
where we use E (·) to denote the expectation of a random variable. The error
measures for resolved mixture fraction, resolved square mixture fraction, and
resolved density, εξ˜, εξ˜2 and ερ respectively, are similarly defined. Convergence
of the LES/PDF algorithm with respect to these error measures verifies the weak
convergence properties of the method. In the present context, weak convergence
is taken to mean convergence of the expectations of general linear functionals
of the end solution, as opposed to standard pointwise convergence.
Convergence studies of LES/PDF computational algorithms, such as the one
we present here, are rare [5,6], due to the high cost introduced by the stochastic
nature of the PDF aspect of the code. In particular, for a grid with a cell size
of ∆x, a time step of length ∆t, Npc particles per cell and Np particles total,
and a fixed value of the smoothing parameter α [6], second-order convergence
of the overall code with respect to the grid size and time step implies that the
errors in the functionals gj,k scale in the following manner:
ε = C1∆x
2 + C2∆t
2 + C3
1
Npc
+ C4
(
1
Np
)1/2
Y. (40)
In the above equation, the four terms on the right represent, respectively, errors
due to grid resolution, time step, statistical bias and statistical errors, where
Y is a Gaussian random variable of zero mean and unit variance. The last
component in the above expression, which is due to statistical error, illustrates
the advantage of using error norms based on linear functional of the solution, as
opposed to pointwise error estimates: for the latter, the statistical error scales
as
(
1
Npc
)1/2
, which is much larger than
(
1
Np
)1/2
.
Even for the linear functionals considered above, the bias error scales as
1
Npc
. The scaling of the bias error implies that, in order to test second-order
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convergence with respect to the grid and time step, we need to increase the
number of particles per cell by a factor of 4 each time that ∆x and ∆t are
decreased by a factor of 2, and hence the overall number of particles is increased
by a factor of 32.
We perform simulations on five successively more refined grids. The simula-
tion parameters are summarized in the table below
Simulation
Type
Grid size (nx×
nr × nθ)
Particles per
cell (Npc)
Time step, ∆t
S1 16× 16× 8 20 0.0160
S2 24× 24× 8 35 0.0106
S3 32× 32× 16 50 0.0080
S4 48× 48× 16 112 0.0066
S5 64× 64× 32 200 0.0040
In the above table, note that, for Npc to be proportional to ∆x
−2, Npc for
S1 would have to be 12 (or 13), and Npc for S2 would have to be 28. The higher
numbers of Npc = 20 for S1 and Npc = 35 for S2 are used in order to ensure a
stable run of the particle PDF code. For the simulations S3, S4, S5, on whose
data points the second-order convergence is primarily based, the relationship
Npc ∝ ∆x−2 is maintained. Contours of the resolved axial velocity and resolved
mixture fraction at the end time, t = 0.45, are shown on fig.5.
For each of the simulation types S1 through S5, we perform, for the pur-
pose of estimating confidence intervals for gj,k, 8 independent simulations, with
different initial seeds for the random number generator. The 95% confidence
interval width for the error measures εu˜1 , εξ˜, εξ˜2 , ερ is estimated by the formula:
CI width = 1.96×
√√√√1
8
4∑
j,k=1
V ar (gj,k). (41)
The computed error from these simulations can be seen on fig.6, which plots,
on a log-log scale, the means and confidence intervals for εu˜1 , εξ˜, εξ˜2 , ερ against
∆x, the grid cell size in the axial direction. Since ∆t is directly proportional to
∆x for S1 through S5, second order convergence with respect to the grid and
time step corresponds to the data points falling on a straight line of slope 2 in
this log-log plot.
As can be seen on fig.6, all four error measures indicate second-order con-
vergence – the reference line of slope 2 passes through the confidence intervals
of the S3, S4, S5 data points, and with the exception of the S1 data points for
ε
ξ˜2
and εu˜1 , the errors for the coarse-grid S1 and S2 simulation types are also
close to the reference line of slope 2. From these results, we conclude that the
LES/PDF scheme implemented in this work is indeed second-order accurate
with respect to the grid size and time step.
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7 Conclusions
In this paper, we have addressed the issue of coupling between the LES and
PDF components of an LES/PDF algorithm for turbulent combustion simula-
tions. A coupling methodology has been proposed which allows for second-order
overall accuracy of the algorithm with respect to the grid cell size and the time
step. Using a numerical test case based on the turbulent Sandia/Sydney Bluff
Body Flame, it has been determined that the optimal coupling scheme is that
which uses the auxiliary transported specific volume approach with cloud in cell
mean estimation and no smoothing. Finally, for this choice of coupling scheme,
convergence studies have been performed to verify the second-order accuracy of
the LES/PDF algorithm.
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Figure 1: Comparison of the radial profiles of the mean of the resolved axial
velocity yielded by the LES/PDF coupling schemes with optimal values for the
smoothing parameter α
86
Figure 2: Comparison of the radial profiles of the variance of the resolved axial
velocity yielded by the LES/PDF coupling schemes with optimal values for the
smoothing parameter α
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Figure 3: Comparison of the radial profiles of the mean of the resolved density
yielded by the LES/PDF coupling schemes with optimal values for the smooth-
ing parameter α
88
Figure 4: Comparison of the radial profiles of the variance of the resolved den-
sity yielded by the LES/PDF coupling schemes with optimal values for the
smoothing parameter α
89
Figure 5: Resolved axial velocity (top) and resolved mixture fraction (bottom)
fields at the end time, t = 0.45 of the smooth vortex ring test case. From left
to right, results are shown for the simulations S1, S3, S5 and the S − LES
simulation.
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Figure 6: Mean errors and 95% confidence intervals for the convergence simu-
lations S1 through S5. The grey and black reference lines indicate respectively
first and second-order convergence behavior.
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Abstract
This work addresses the issue of particle mass consistency in Large
Eddy Simulation/Probability Density Function (LES/PDF) methods for
turbulent reactive flows. Numerical schemes for the implicit and ex-
plicit enforcement of particle mass consistency (PMC) are introduced, and
their performance is examined in a representative LES/PDF application,
namely the Sandia-Sydney Bluff-Body flame HM1. A new combination
of interpolation schemes for velocity and scalar fields is found to better
satisfy PMC than multilinear and fourth-order Lagrangian interpolation.
A second-order accurate time-stepping scheme for stochastic differential
equations (SDE) is found to improve PMC relative to Euler time-stepping,
which is the first time that a second-order scheme is found to be beneficial,
when compared to a first-order scheme, in an LES/PDF application. An
explicit corrective velocity scheme for PMC enforcement is introduced,
and its parameters optimized to enforce a specified PMC criterion with
minimal corrective velocity magnitudes.
1 Introduction
In the field of turbulent reactive flow simulation, probability density func-
tion (PDF) methods have been shown to be effective in modeling turbulence-
chemistry interactions [17,20,4], due to the fact that no modeling is required
for the chemical source term, which is highly non-linear. Originally used as
turbulence-chemistry interaction models in Reynolds-averaged Navier-Stokes
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(RANS) simulations of turbulent flow, PDF methods for turbulent reactive flow
are now increasingly used in conjunction with Large Eddy Simulation (LES)
turbulence models [15]. The resulting LES/PDF methods, which were first
introduced in [18], have been highly effective in simulating laboratory-scale re-
active flows [1, 23, 27, 13].
In a typical LES/PDF simulation, the sample space of the PDF of chemical
compositions has a high dimension, which makes standard, finite-difference-
based methods for evolving the PDF prohibitively expensive. This necessitates
the use of Monte Carlo methods for approximating the composition PDF. In
this paper, we focus on the Lagrangian particle Monte Carlo approach for ap-
proximation of the composition PDF, in which an ensemble of particles, each
with its own composition, is advected in physical space according to the LES
Favre-averaged velocity and turbulent diffusivity, i.e., the diffusivity used to
model the unresolved turbulent motions. Other Monte Carlo approximation
approaches are available [16,24], each with its advantages and disadvantages
over the Lagrangian particle approach.
Here, we focus on particle mass consistency (PMC), which is an important
requirement in order for the Lagrangian particle ensemble to be a valid Monte
Carlo approximation of the composition PDF. First identified in [12], PMC
means that the expected mass of particles in a given region should equal the
mass of fluid in that region as implied by the resolved density of the finite-volume
(FV) solver.
Previous work on the PMC problem has included the introduction of Carte-
sian velocity interpolation schemes designed to give accurate values for the ve-
locity divergence [6,10], as well as the use of a corrective velocity in the advec-
tion of particles [12,28], which reduces discrepancies in the particle mass con-
sistency condition that accumulate due to numerical errors. Here, we extend
these results by adapting the Cartesian velocity interpolation scheme of [10] to
cylindrical coordinates (which are more often used for the simulation of statis-
tically axi-symmetric canonical laboratory flames), introducing a new scheme
for scalar interpolation of the turbulent diffusivity, and testing the degree of
satisfaction of the PMC condition in a turbulent reactive flow representative of
typical LES/PDF applications. We also employ a corrective velocity scheme,
which is conceptually similar to those of [12,28], but optimized to keep mass con-
sistency errors down to an acceptable level while minimizing the magnitude of
the corrective velocities. Additionally, we examine the influence of the particle
tracking SDE time integration scheme on the satisfaction of PMC.
The rest of this paper is organized as follows: in Section 2, we introduce the
governing equations for an LES/PDF Lagrangian Monte Carlo simulation, and
define the PMC condition. Section 3 describes the turbulent reactive flow simu-
lation which is used to test, in conditions representative of a typical LES/PDF
simulation, different schemes for the preservation of PMC. In Section 4, we com-
pare the performance (with respect to how well PMC is satisfied) of the Euler
SDE time integration scheme with that of a second-order scheme introduced by
Kloeden and Platen [7]. Section 5 introduces the corrective velocity scheme for
reducing PMC errors once they have accumulated due to numerical error, and
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determines its optimal implementation, in terms of satisfying an appropriate
PMC criterion with the least possible corrective velocity magnitude. Finally,
Section 6 introduces the new interpolation schemes, and tests their performance
in the PMC context. Conclusions are drawn in Section 7.
2 LES/PDF Equations and the PMC Problem
2.1 Governing Equations and the PMC Condition
We begin by defining the LES/PDF governing equations. We denote by p and
ρ the LES resolved pressure and density, by u˜j, ν˜ and D˜ the Favre-averaged
resolved velocity, molecular viscosity and molecular diffusivity, and by S˜ij the
resolved strain rate.
For the test case considered here, the molecular viscosity and diffusivity are
evaluated by the power law
ν˜ = ν0
(
T˜
300K
)1.69
,
ν˜
D˜
= σ, σ = 0.82, ν0 = 1.42×10−5
[
m2
s
]
, (1)
where T˜ denotes the resolved temperature. The resolved density is defined later
in this subsection.
A turbulent viscosity and a turbulent diffusivity, ν˜T and D˜T respectively, are
used to model the unresolved motions. The turbulent viscosity and diffusivity
are evaluated by the Dynamic Smagorinsky procedure, with ∆ denoting the
filter size.
With these definitions, the equations of motion solved by the LES component
of an LES/PDF algorithm take the form:
∂ρ
∂t
+
∂ρu˜j
∂xj
= 0, (2)
∂ (ρu˜j)
∂t
+
∂(ρu˜iu˜j)
∂xi
= − ∂p
∂xj
+ 2
∂
∂xi
(
ρ (ν˜ + ν˜T )
(
S˜ij − 1
3
S˜kkδij
))
. (3)
The scalar mixing frequency, Ω, defined as
Ω = Cφ
D˜T + 2D˜
∆2
, (4)
is used to evaluate turbulent mixing by the IEM mixing model, with the mixing
constant set as Cφ = 2.0.
In the present work material properties are a function of the composition
vector, φα, which is either one-dimensional, consisting only of the mixture frac-
tion, ξ, when a flamelet model is used, or it consists of a set of species’ specific
mole values, plus enthalpy. The PDF component of an LES/PDF algorithm
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is a Monte Carlo approximation of the mass-weighted PDF of chemical com-
positions, f (ψ;x, t), conditional on the resolved velocity field [2,21]. Here ψα
denote points in the sample space of the composition vector φα. Using φ˜α (x, t)
to denote the sample space mean of φα at (x, t), the evolution equation for
f (ψ;x, t), is modeled to have the form [26]
∂f
∂t
+
∂
∂xi
(fu˜i) =
∂
∂xi
(
D˜T
∂f
∂xi
)
+
∂
∂ψα
(
fΩ
(
ψα − φ˜α
))
− ∂
∂ψα
(
f
1
ρ¯
∂
∂xi
(
ρ¯D˜
∂φ˜α
∂xi
))
+
∂
∂ψα
(fSα (ψ)) , (5)
In the above equation, the left hand side accounts for transport in physical
space due to the velocity and diffusivity gradients, whereas the first three terms
on the right hand side of eq.(5) represent respectively turbulent diffusion using
the turbulent diffusivity hypothesis, turbulent mixing using the IEM mixing
model, and molecular diffusion, and Sα (ψ) is the reaction source term (Sα (ψ) =
0 when a flamelet model is used). The advantage of modeling chemistry by
using a mass-weighted composition PDF which evolves by eq.(5) is that the
source term, which is highly non-linear as a function of ψ, requires no modeling.
Additionally, in the DNS limit, when D˜T = 0, the results yielded by the present
specification of the PDF are consistent with an exact solution of the Navier-
Stokes and chemical transport equations [9].
With this definition of the mass-weighted PDF, the resolved specific volume,
v˜, is defined by
v˜(x, t) =
∫
v(ψ)f(ψ;x, t) |dψ| , (6)
where v(ψ) is the constitutive relation for specific volume as a function of the
composition variables. Finally, the resolved density is defined as
ρ¯ = 1/v˜. (7)
An additional scalar which we solve for is the transported specific volume,
vˆ, defined to evolve by the equation
∂ (ρvˆ)
∂t
+
∂ (ρu˜j vˆ)
∂xj
=
∂
∂xj
(
ρD˜T
∂vˆ
∂xj
)
+ Sv + ωv, (8)
where Sv and ωv are source and relaxation terms [22]. In particular, introducing
a relaxation time τ (which is in this study set to 4∆t) the relaxation term is
defined as
ωv = ρ¯
v˜ − vˆ
τ
, (9)
which insures that vˆ tends to v˜ in the limit when τ goes to zero and the number
of particles per cell goes to infinity.
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In order to efficiently calculate the evolution of eq.(5), without having to per-
form a discretization on the high-dimensional composition space, we perform a
Monte Carlo approximation [17]. An ensemble of Lagrangian particles are ini-
tialized throughout the computational domain and evolve by a set of stochastic
differential equations (SDEs). Throughout this work, we shall use the super-
script ∗ to denote particle quantities, as opposed to Eulerian fields (such as u˜j
and ρ); we shall also use it to denote Eulerian fields interpolated at a given
particle’s current location.
Thus, each particle has a mass m∗, determined at its initialization to cor-
respond to the mass of fluid in the region taken up by the particle, a location
X∗j which evolves according to the LES velocity and turbulent diffusivity, and
a composition vector, φ∗α. The evolution equations for the particle position and
composition vectors are as follows:
dX∗j =
u˜j + 1
ρ
∂
(
ρD˜T
)
∂xj
∗ dt+ [2D˜∗T ]1/2dW ∗j , (10)
dφ∗α = −Ω∗
(
φ∗α − φ˜∗α
)
dt+
[
1
ρ
∂
∂xj
(
ρD˜
∂φ˜α
∂xj
)]∗
dt+ Sα (φ
∗) dt. (11)
where the term dW ∗j in eq.(10) denotes a Wiener increment, and the three
terms on the right hand side of eq.(11) denote respectively turbulent mixing (in
this case represented by the IEM model [25]), molecular diffusion, and chemical
reaction.
Using the notation 〈·〉 to denote expectation over all possible initial parti-
cle locations and all possible realizations of the Wiener process, we define the
particle mass-weighted PDF, f∗ (ψ;x, t) by:
f∗ (ψ;x, t) =
〈m∗δ (X∗(t)− x) δ (φ∗(t)− ψ)〉
〈m∗δ (X∗(t)− x)〉 , (12)
and, in the absence of numerical errors, eqs.(10,11) imply that f∗ evolves by
eq.(5), so that, provided that f = f∗ initially and at the boundaries, the particle
mass-weighted PDF f∗ is equal to the mass-weighted PDF:
f (ψ;x, t) = f∗ (ψ;x, t) , (13)
due to the fact that both PDF functions have the same evolution equation,
initial and boundary conditions.
An additional quantity which we introduce at this point is the particle mass
density, q, which is defined as the expected mass density of particles at x,
q(x, t) ≡ 〈m∗δ (X∗(t)− x)〉 . (14)
The main focus of this paper is in the preservation of the consistency,
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q = ρ, (15)
between particle mass density and LES resolved density: we shall refer to eq.(15)
as the PMC condition. As pointed out by [12,28], eq.(15) is one of the essential
conditions for the correspondence between the PDFs f and f∗ which we use
in our Monte Carlo approximation. In the absence of numerical errors the
consistency condition of eq.(15) is an identity because eq.(2) can be simply
rearranged to yield
D˜ ln (ρ¯)
D˜t
= −∂u˜j
∂xj
, (16)
where D˜
D˜t
denotes a convective derivative with velocity u˜j , whereas eq.(10) im-
plies that q evolves by
D∗ ln (q)
Dt∗
= −∂u˜
∗
j
∂xj
, (17)
where D
∗
Dt∗ denotes a convective derivative with velocity u˜
∗
j . Therefore, in the
absence of numerical errors, the evolution equations, eqs.(16,17) imply q = ρ¯
for all time provided that q = ρ¯ at t = 0 and at inflow boundaries.
2.2 Numerical Implementation
The LES equations are solved on a finite volume (FV) grid, with x, r, θ denoting
respectively the axial, radial and azimuthal coordinates [14]. The domain is
also divided into a set of PDF cells, each of which contains approximately npc
particles, where npc is a specified parameter. The PDF cells are identical to the
LES cells away from the centerline; close to the centerline, one PDF cell consists
of several LES cells, concatenated in the azimuthal direction [27].
The ensemble of particles evolving by eqs.(10,11) is used to determine local
cell values as mass-weighted sums. More specifically, let B (x) be a given cell
basis function: in the present work, B (x) are continuous tent functions, piece-
wise linear in each of the x, r, θ coordinates, which form a partition of unity.
For a particular cell, we have:
B (x) = Bx (x)Br (r)Bθ (θ) , (18)
where, denoting by x0 the axial location of the cell’s midpoint, and denoting by
x1, x−1 the axial locations of its axial neighbors, Bx(x) is defined as
Bx (x) = max
(
0,min
(
x− x1
x0 − x1 ,
x− x−1
x0 − x−1
))
, (19)
and Br (r) , Bθ (θ) are similarly defined.
For a specific particle property y, the Favre mean of y at the location of a
given LES/PDF cell is approximated as
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y˜ ≈
∑
cellm
∗y∗B (X∗(t))∑
cellm
∗B (X∗(t))
, (20)
where the summation on the right-hand side is over all particles which are
currently in the support of B(x), which consists of the cell on which B(x) is
centered, and parts of its immediate neighbors in each of the x, r, θ directions
This methodology for cell value estimation is used to communicate infor-
mation from the PDF to the LES component of the LES/PDF algorithm. For
example, a straightforward method for evaluating the resolved density, ρ, used
in eqs.(2,3), is to just take the inverse of the Favre-averaged specific volume, v˜.
In the present work, ρ is estimated by another method, called the transported
specific volume approach, which reduces the amount of statistical error (see [22]
for more details). In that approach, we use the additional transported scalar vˆ,
to be solved for by the LES code, and use the inverse of that specific volume as
an approximation of the resolved density.
ρˆ ≡ 1
vˆ
≈ ρ¯. (21)
As previously pointed out, eqs.(8,9) imply that, for the present choice of
τ = 4∆t, vˆ tends to v˜ in the limit as ∆t goes to zero and the number of particles
per cell goes to infinity, and hence using eq.(21) to obtain the resolved density
yields a valid numerical approximation to the system of equations defined in the
previous subsection.
In the present work, q is approximated on LES/PDF cells by the formula
q ≈
∑
cellm
∗B (X∗)∫
cell B(x) |dx|
, (22)
where
∫
cell is an integral over the support of B(x).
As previously noted, in the absence of numerical error q = ρ exactly. How-
ever, in a practical LES/PDF simulation, differences between q and ρ will de-
velop, and need to be kept at a low level so that the combination of the LES
(eqs.(2,3)) and PDF (eqs.(10,11)) components of the code yields a valid approx-
imation to the mass-weighted composition PDF.
Here, we introduce a PMC error variable ǫc, defined by
ǫc = q/ρ¯− 1, (23)
to quantify the difference between q and ρ¯, and we rank the performance of
different PMC preservation schemes by the approximate L1 and L∞ measures
of ǫc, defined by
‖ǫc‖1 =
∑
i,m |ǫci(tm)|Vi∆t∑
i,m Vi∆t
(24)
and
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‖ǫc‖∞ = maxi,m |ǫ
c
i (tm)| (25)
where i the index of a given LES cell, tm denotes the midpoint of a given time
step in the second half of the simulation, and ǫci(tm) and Vi denote respectively
the value of ǫc for a given cell at time tm, and the volume of that cell.
3 Description of the Bluff-Body Jet Simulation
Here, we describe the turbulent reactive flow simulation used as a test case for
different PMC preservation schemes.
We simulate the Sandia-Sydney Bluff-Body Flame HM1, a detailed descrip-
tion of which can be found in Masri and Bilger [8]. The flame consists of a jet of
diameter 3.6mm inside a bluff body of diameter 50mm, which is itself located
inside a square wind tunnel whose sides are 150mm. The jet is a 1 : 1 by vol-
ume mixture of CH4 and H2 at a temperature of 300K, and leaves the outlet
at a bulk velocity of 118m/s – the Reynolds number, based on the jet velocity
and diameter, is 29, 900. The coflow consists of air, also at 300K, with a bulk
velocity of 40m/s. The computational domain is x ∈ [0, 20RB], r ∈ [0, 3.39RB],
where RB is the bluff-body radius. There is a wall boundary at r = 3.39RB,
which yields the same hydraulic diameter as the wind tunnel used in the ex-
periment. The grid size is 96 × 64 × 48, which is not sufficient for an accurate
simulation of the bluff-body, but allows us to test the PMC preservation prop-
erties of a number of different numerical schemes in a flow representative of
LES/PDF applications.
In the present simulation, we use the GRI 1.2 chemical mechanism with
chemical composition being advanced either by steady flamelet modeling, for
which the composition vector φ∗α consists only of the mixture fraction ξ, or via
integration in the full composition space, in which case φ∗α is 33−dimensional -
we shall use the abbreviation FC from now on to refer to the full composition
space simulations. In FC simulations, in situ adaptive tabulation (ISAT) [19] is
used for speed up of the integration of the chemical source term. The number
of particles per cell is either npc = 30 or npc = 50, and the time step is ∆t =
8.48µs. Simulations are run for 12 flow-through times based on the coflow
velocity (which amounts to 20000 time steps), by the latter half of which period
the flow has reached a statistically stationary state: the results presented are
based on statistics collected during the second half of the simulation interval.
Figures 1-4 show contour plots of the Favre means of the velocity and tem-
perature fields, as well as plots of the instantaneous fields at the end of the
simulation. As can be seen, the flow is highly non-trivial, with a recircula-
tion region extending up to a distance 2RB downstream from the bluff body,
and considerable fluctuations about the mean. This makes it a good test case
to study the problem PMC, which depends considerably on the evolution of
particles in physical space.
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In the subsequent sections, we present results for this test case with different
implicit and explicit schemes of preservation of PMC.
4 SDE Time Integration as an Implicit Scheme
for PMC Preservation
First, we examine the effect on PMC of the numerical scheme used to integrate
the position advection SDE, eq.(10). The standard Euler SDE time integra-
tion scheme is most commonly used [3,5] in particle/FV algorithms for turbu-
lent reactive flows; those studies which use a SDE integration scheme with a
higher order of accuracy [27] have detected little improvement in the overall
solution, for test cases which are representative of typical LES/PDF turbulent
flows. Here, we compare the performance of the Euler scheme with that of the
weakly second-order accurate derivative-free SDE integration scheme introduced
by Kloeden and Platen [7], from here on referred to as the KP scheme, for the
sake of brevity.
Table 1 gives a PMC error comparison between simulations using Euler and
the KP time integration schemes. The simulation is as described in section
3 - both the flamelet and FC calculations are used. The value of npc used
is npc = 30, and the interpolation scheme for the velocity and scalar fields is
standard multilinear interpolation; no explicit PMC correction algorithms are
used. Also given is the computational cost, in overall simulation wall clock time
per particle per step - the total number of particles is approximated as npc times
the number of grid cells.
As can be seen on the table, in both the flamelet and FC simulations, the
use of the KP scheme instead of Euler reduces both the L1 and L∞ errors
by approximately 30%, for a modest increase in computational cost, especially
for the FC simulations. Thus we see that, in contrast to previous experience
(in which PMC errors were not examined) with particle/FV methods, it is
advantageous to use a higher-order SDE integration scheme. It can also be seen
from Table 1 that, with respect to PMC errors, there is little difference between
the flamelet and FC simulations.
Figure 5 gives a detailed look at the PMC error variable, ǫc, throughout the
domain, for the FC simulation with Euler time-stepping - the results for the
other simulations are similar, the main difference being in the magnitude of ǫc.
As can be seen on fig. 5, while there is considerable noise in the instantaneous
values of ǫc, there is also a deterministic component in the ǫc field, which can be
seen on the time-averaged contour plot. At both the jet and coflow shear layers,
we see a region with positive 〈ǫc〉T , i.e. a greater mass density of particles than
there should be, on the bluff-body side of the shear layers, and a region with
negative 〈ǫc〉T at the inlet sides of the shear layers.
Table 1 also provides L1 and L∞ measures of these time-averaged values,
denoted by 〈ǫc〉T , for the four simulations.
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Chemistry/
SDE
scheme
Flamelet/Euler Flamelet/KP FC/Euler FC/KP
‖ǫc‖1 1.54×10−1 1.09×10−1 1.67×10−1 1.16×10−1
‖ǫc‖∞ 5.78×10−1 3.97×10−1 5.82×10−1 3.95×10−1
‖ 〈ǫc〉T ‖1 1.88×10−2 1.05×10−2 2.32×10−2 1.03×10−2
‖ 〈ǫc〉T ‖∞ 2.12×10−1 1.22×10−1 2.14×10−1 1.20×10−1
cost/ptcl 10.2µs 13.3µs 81.7µs 84.2µs
Table 1: L1 and L∞ measures, ‖ǫc‖1 and ‖ǫc‖∞, of the instantaneous PMC
error, L1 and L∞ measures, ‖ 〈ǫc〉T ‖1 and ‖ 〈ǫc〉T ‖∞, of the time-averaged error
〈ǫc〉T , and computational cost in wall clock time per particle per step per core,
for simulations with multilinear interpolation and no explicit mass correction.
As we can see, the KP scheme yields approximately a 45% reduction in the
time-averaged, deterministic components of PMC error. Also, we note again
that, with respect to PMC errors, there is little difference between flamelet and
FC simulations.
The mechanism for accumulation of deterministic PMC errors is replicated
in a simple 2D numerical test case, described in Appendix A. In that test case,
the only source of error is due to the time-stepping scheme, which allows us
to isolate the PMC errors due to time stepping, and evaluate the performance
of different SDE integration schemes, apart from the other components of an
LES/PDF solution. The 2D test flow described in the Appendix is a model for
the bluff-body shear layer: it contains an interface between regions of high and
low axial velocity; this interface coincides with a region of increased turbulent
diffusivity, similarly to the flow features seen on fig. 6. The results are shown on
figures 7 and 8; as can be seen on these figures, there is a buildup of deterministic
mass-consistency errors, with positive 〈ǫc〉T in the region of low axial velocity,
and negative 〈ǫc〉T in the region of high axial velocity. This distribution is
similar to the distribution of deterministic errors seen on fig. 5, which suggests
that the latter are in large part caused by time-stepping error. This explains
the reduction of deterministic PMC error seen on table 1, as it can be seen
on figures 7 and 8 that the KP scheme greatly reduces the deterministic PMC
errors due to time stepping.
From the above results we conclude that, despite the modest increase in
computational cost, from a PMC standpoint it is advantageous to use an SDE
time integration scheme with a higher order of accuracy than the Euler scheme.
In the following sections, unless otherwise specified, it is implicit that the KP
scheme is used.
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5 Explicit PMC Preservation Schemes: Velocity
Correction
In this section, we describe and test a scheme for the reduction of PMC errors
once they have accumulated due to numerical error.
5.1 Determining the Desired Maximum Level of PMC Er-
ror
Before we describe the explicit PMC correction schemes used here, let us con-
sider the desired level, ǫc0, of PMC error which we wish to enforce. Due to the
stochastic nature of LES/PDF codes, it is undesirable to completely reduce ǫc
to zero - for a given value of npc (which is typically in the range of 20 to 50
for most practical simulations) the error ǫc will contain a component propor-
tional to n
−1/2
pc , which is due to the finite sample size in the approximation of
q and does not in itself imply a discrepancy between q and ρ. This is true even
with perfect integration of the SDE in eq.(10), which occurs for example when
we have constant velocity and no turbulent diffusivity, so that the interpolation
and SDE integration schemes contain no numerical errors; in this idealized case,
q = ρ is satisfied exactly, and ǫc contains only sampling error which should be
ignored.
Therefore, we shall set ǫc0 to be equal to the maximal rms ǫ
c error for a
case with perfect integration of eq.(10). For simplicity, let us consider a uni-
form Cartesian grid whose grid cells have volume 1, assume that the velocity is
constant throughout the domain, that there is no diffusivity and that the basis
functions B (x) used for evaluation of cell means are the indicator functions of
a given cell. Also, let us assume that the density ρ is constant, and that all
particles have the same mass, so that q/ρ for a given cell can be evaluated as
the number of particles in that cell, divided by npc.
At the beginning of a simulation, exactly npc particles are initialized with their
position having uniform probability in each cell, so that q/ρ = 1, hence ǫc0 =
0. However, as the simulation progresses and the particle distribution shifts
with respect to the FV grid, each FV grid cell will cover a region of particles
which were initialized in 8 separate grid cells (i.e. 23 grid cells for the 3D case
considered). Let us consider a given cell, C, and denote by V1 through V8 the
volumes of the intersections between that cell and the Lagrangian mappings for
the present time of the 8 cells, C1 through C8, whose particles currently reside
in C. Due to the uniform initialization of particles and the fact that we have
chosen all cells to have volume 1, we have that the probability that a particle
initialized in Ci currently lies in C is equal to Vi, with
∑8
i=1 Vi = 1. Therefore,
if we denote by N the number of particles currently in C, we get that N the sum
of 8 binomial random variables with parameters npc and Vi, respectively. Hence,
since
∑8
i=1 Vi = 1, the expectation of N is E (N) = npc , and the variance of N
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is
Var (N) = npc
8∑
i=1
Vi (1− Vi). (26)
Given the constraint
∑8
i=1 Vi = 1, for a fixed npc the right hand side of eq.(26)
attains its maximum for V1 = V2 = · · · = V8 = 1/8 (from the inequality between
arithmetic and quadratic means), which gives us that the maximal value for
Var (N) is Var (N) = 7/8npc, and so the maximal possible standard deviation
for q/ρ = N/npc for this simplified case is
max
(
std
(
q
ρ
))
=
(
7
8npc
)1/2
. (27)
Based on this, we set
ǫc0 =
(
7
8npc
)1/2
(28)
as the maximal allowable consistency error, i.e. we require that ‖ǫc‖∞ < ǫc0.
For a criterion on ‖ǫc‖1, we define ǫc1 to be the expectation of |N/npc − 1|:
ǫc1 = E (N/npc − 1) , (29)
which is the L1 counterpart of the variance-based (i.e., using an L2 norm)
criterion of eq.(28), and we require that ‖ǫc‖1 < ǫc1. For npc = 30, 50, ǫc1 has the
values 0.136, 0.105 respectively (obtained numerically). As we shall see below
‖ǫc‖∞ < ǫc0 is a more restrictive criterion than ‖ǫc‖1 < ǫc1
5.2 Corrective Schemes for the Reduction of ǫc
As seen in the previous section, even though using the KP time integration
scheme reduces the magnitude of the PMC errors, those errors are still con-
siderably higher than the desired level ǫc0 introduced in eq.(28) of the previous
subsection - for npc = 30 we have ǫ
c
0 = 0.1708, whereas the smallest value of
‖ǫc‖∞ obtained in the previous section is ‖ǫc‖∞ = 0.397. This necessitates the
use of a correction algorithm to reduce PMC errors down to a desired level. Such
correction algorithms typically take the form of velocity correction algorithms
[28,12]. In this work, we also use a velocity correction algorithm similar to that
of [28].
In particular, we introduce a corrective velocity, ucj , as a discrete FV field,
and we set
u˜∗j = u˜j + u
c
j . (30)
Then, making the assumption that ‖ucj‖ ≪ ‖u˜j‖ and that interpolation
errors are small, we get that D˜
D˜t
≈ D∗Dt∗ , and so eqs.(16,17) yield that
D˜ ln (q/ρ¯)
D˜t
≈ D
∗ ln (q)
Dt∗
− D˜ ln (ρ¯)
D˜t
= −∂u
c
j
∂xj
. (31)
103
Then, assuming that ǫc ≪ 1, so that qρ¯ ≈ 1, we get that
D˜ ln (q/ρ¯)
D˜t
=
ρ¯
q
D˜ (q/ρ¯)
D˜t
≈ D˜ǫ
c
D˜t
, (32)
and hence
D˜ǫc
D˜t
≈ −∂u
c
j
∂xj
, (33)
which means that setting
∂ucj
∂xj
to be proportional to ǫc will enforce a decay of ǫc
toward zero. More specifically, we introduce a velocity potential, ζ, so that
ucj =
∂ζ
∂xj
, (34)
and we require ζ to satisfy the Poisson equation
∂ucj
∂xj
=
∂2ζ
∂xi∂xi
=
F (ǫc)
τc
, (35)
where on the right-hand side of the above equation: F (·) is an operator acting
on the ǫc field, the simplest example being F (ǫc) = ǫc; and where τc is a control
parameter with units of time, which manifests as the time scale of the decay of
ǫc toward zero.
A similar definition of the corrective velocity ucj has been introduced previ-
ously, by Zhang and Haworth [28], in which the authors use F (ǫc) = ǫc, and
vary the value of τc. The main contribution of this work in the area of explicit
mass correction algorithms is in testing alternative definitions of F (ǫc), and
establishing which are optimal for the purpose of maintaining the consistency
error below the desired level ǫc0, while keeping the magnitude of the corrective
velocity to a minimum.
We use three different definitions of F (ǫc). The first, denoted F1 (ǫ
c) is the
straightforward choice
F1 (ǫ
c) = ǫc. (36)
In the second choice, spatial smoothing is applied to the the field ǫc: the algo-
rithm used is the implicit 3-point smoothing algorithm, described in Viswanathan
et al. [26], in which the amount of spatial smoothing performed on fields is con-
trolled by a parameter α, which is defined so that the amount of the resultant
implicit smoothing is equivalent to explicit smoothing over α cells in each di-
rection (in particular α = 1 implies that no smoothing is performed). Using the
operator Sα[·] to denote the smoothing procedure, we define Fα2 (ǫc) as
Fα2 (ǫ
c) = Sα [ǫc] . (37)
This choice of Fα2 (ǫ
c) is motivated by the reasoning that, by ignoring the highest
wavenumber components of ǫc, the resulting correction algorithm will yield, for
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the same values of the control parameter τc, lower magnitudes of the corrective
velocity ucj , thus allowing us to use smaller values of the decay parameter τ
c.
Finally, we also consider a definition, F3 (ǫ
c) which aims to reduce the
amount of corrective velocity by only correcting PMC errors when they become
significant compared to ǫc0. In particular, F3 (ǫ
c) is defined by
F3 (ǫ
c) =

0, for |ǫc| < ǫc0/2
ǫc sin2
(
π(|ǫc|−ǫc0)
ǫc0
)
, for ǫc0/2 ≤ |ǫc| < ǫc0
ǫc, for |ǫc| ≥ ǫc0
, (38)
that is, between |ǫc| = ǫc0/2 and |ǫc| = ǫc0, F3 varies smoothly between F3 = 0
(for |ǫc| ≤ ǫc0/2) and F3 = ǫc (for |ǫc| ≥ ǫc0).
The overall performance of the three corrective strategies is shown on Table 2
below. The first three rows show results for a simulation with npc = 30, the last
three for a simulation with npc = 50. The table compares L
1 and L∞ measures
of the corrective velocity, respectively denoted as
∥∥ǫU∥∥
1
and
∥∥ǫU∥∥
L∞ (where
ǫU is a dimensionless velocity error normalized by the maximal flow velocity),
with the PMC errors produced by each scheme. The control parameter τc is
set to have the largest possible value while still maintaining ‖ǫc‖∞ < ǫc0 and
‖ǫc‖1 < ǫc1, where ǫc0 = 0.171, ǫc1 = 0.136 and ǫc0 = 0.132, ǫc1 = 0.105, respectively
for npc = 30 and npc = 50. Due to the large number of simulations required
to explore the parameter space for τc and α, all of the results presented in this
section are obtained from simulations with flamelet chemistry modeling.
Corrective
Scheme
τc/∆t npc ‖ǫc‖1 ‖ǫc‖∞ ‖ǫU‖1 ‖ǫU‖∞
F1 8 30 4.4×10−2 1.53×10−1 9.1×10−2 1.58×10−1
F3 8 30 5.1×10−2 1.60×10−1 8.1×10−2 1.49×10−1
Fα=3.02 4 30 4.6×10−2 1.52×10−1 4.5×10−2 9.7×10−2
F1 10 50 3.5×10−2 1.29×10−1 7.4×10−2 1.22×10−1
F3 10 50 4.4×10−2 1.31×10−1 6.7×10−2 1.19×10−1
Fα=3.02 6 50 3.7×10−2 1.31×10−1 3.8×10−2 7.9×10−2
Table 2: Comparison between the three corrective schemes, for flamelet simula-
tions with npc = 30 and npc = 50
As we can see on the table, the criteria ‖ǫc‖1 < ǫc1, ‖ǫc‖∞ < ǫc0 can be
enforced by all three schemes; also note that, as mentioned above ‖ǫc‖∞ < ǫc0
is the more restrictive criterion. Contrary to expectations, the F3 corrective
scheme does not yield considerable improvement over F1: the L
1 measure of
the PMC error increases by approximately 20%, while the L1 measure of the
corrective velocity decreases by approximately 10%, and the difference in the
L∞ error measures is even less.
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In contrast, the F2 scheme with α = 3.0, and a smaller value for ∆t gives
considerable improvements over F1 - the consistency errors are similar, whereas
the corrective velocity errors are reduced by approximately 50% in the L1 sense
and 35% in the L∞ sense. The choice of α = 3.0 was arrived at by varying α
from 1.0 to 4.0, and τc from its F1 value down to τ
c = 2∆t. The L1 results of
this parameter study are shown on Table 3, for npc = 30.
τc ‖ǫc‖1|/‖ǫU‖1,
α = 1.0
‖ǫc‖1|‖ǫU‖1,
α = 2.0
‖ǫc‖1|‖ǫU‖1,
α = 3.0
‖ǫc‖1|‖ǫU‖1,
α = 4.0
2.0 0.027 | 0.246 0.034 | 0.120 0.038 | 0.070 0.041 | 0.060
4.0 0.033 | 0.139 0.040 | 0.065 0.046 | 0.047 0.049 | 0.039
6.0 0.039 | 0.102 0.049 | 0.056 0.051 | 0.036 0.056 | 0.035
8.0 0.044 | 0.091 0.057 | 0.048 0.059 | 0.032 0.065 | 0.027
Table 3: L1 consistency and corrective velocity errors for npc = 30 - a parameter
study for α and τc.
As we can see α = 3.0, τc = 4∆t yields the least corrective velocity for the
same (or less) consistency error as in the F1(·) case with τc = 8∆t, which is the
greatest value of τc such that the criterion of eq. (28) is satisfied. The results are
similar for npc = 50 - the optimal combination is α = 3.0, τ
c = 6∆t. Henceforth,
we shall use F2 with these parameters as our explicit PMC correction algorithm.
Note that in a different LES/PDF simulation the value of the control pa-
rameter τc required to maintain ‖ǫc‖1 < ǫc1, ‖ǫc‖∞ < ǫc0 may be different; as
the test case in Appendix A shows for example, the PMC errors are a function
of the turbulent diffusivity magnitude. Therefore, when applying the Fα=3.02
corrective scheme to a new flow, the user is encouraged to monitor the levels of
‖ǫc‖1, ‖ǫc‖∞ in the initial stages of the simulation, and adjust τc accordingly -
reduce it if the PMC errors are above the desired level, increase it if they are
below the desired level.
6 Velocity and Scalar Interpolation Schemes as
Implicit Methods for Preserving PMC
In this section, we introduce new interpolation schemes for the velocity and
scalar fields in eq.(10), which are designed to reduce PMC errors, both in terms
of reducing ǫc for simulations without explicit PMC correction, and in terms of
reducing the corrective velocity imposed by the correction algorithms discussed
in the previous section. We then compare the performance of these new schemes
with that of standard multilinear and fourth-order Lagrangian interpolation.
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6.1 Velocity Interpolation: the Polar Parabolic Edge Re-
construction Method
The Polar Parabolic Edge Reconstruction Method (PPERM) is an adapta-
tion for cylindrical grids of a previous velocity interpolation scheme, called the
Parabolic Edge Reconstruction Method (PERM), introduced by McDermott
and Pope [10]. As noted by the authors of that paper, the combination of the
evolution equations for ρ¯ and q, respectively eq.(16,17), implies that, with ρ¯ = q
at the beginning of the simulation (which is always the case, provided the par-
ticles are initialized correctly), the magnitude of the differences between ρ¯ and
q is proportional to the magnitude of the differences between u˜j and u˜
∗
j , and
between
∂u˜j
∂xj
and
∂u˜∗j
∂xj
. Therefore, a velocity interpolation scheme must yield
accurate values for the velocity u˜∗j and its divergence,
∂u˜∗j
∂xj
, in order to maintain
PMC.
To this end, PERM, which is an extension of multilinear interpolation with
additional polynomial terms, is a second-order accurate (with respect to the grid
spacing) velocity interpolation scheme, with second-order accurate values for the
divergence for the interpolated velocity. This is an advantage over multilinear
interpolation, whose divergence of the velocity is only first-order accurate. An
additional advantage of PERM over multilinear interpolation is that for an
FV discrete velocity field u˜j which is discretely divergence-free (i.e., the total
velocity flux through the faces of each FV cell is 0), the PERM interpolated
velocity is divergence-free at all points in the domain.
The new interpolation scheme, PPERM, is an adaptation of PERM to cylin-
drical coordinate grids which retains these properties. A detailed description of
PPERM, the process for its evaluation, and numerical tests of its convergence
properties are given in Appendix B.
6.2 Diffusivity and Density Interpolation: the Multilinear
Gradients Method
The new Multilinear Gradients Method (MLG) introduced here is a third-order
accurate interpolation scheme for scalar fields - in this work, it is applied to ρ¯D˜T
and ρ¯ in eq.(10). The MLG-interpolated fields are piecewise polynomial in x, r,
and θ. The 20 polynomial terms used are of up to fourth degree, and comprise
the minimal set necessary so that the gradient of the MLG reconstructed field
has the same functional form as when the gradient is itself interpolated by
a multilinear velocity interpolation scheme. This is done so that the value of
∂(ρ¯D˜T )
∂xj
used in eq.(10) is second-order accurete with respect to the grid spacing.
Note that second-order accuracy of
∂(ρ¯D˜T )
∂xj
can also be achieved by perform-
ing multilinear interpolation of
∂(ρ¯D˜T )
∂xj
as a vector field, separately from the
interpolation of the scalars ρ¯, ρ¯D˜T . The advantages of using MLG is that the
additional computational work performed in obtaining second-order accurate
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values for the gradient is also utilized in obtaining third-order accurate scalar
fields, and that the interpolated value for
∂(ρ¯D˜T )
∂xj
is in fact the gradient of the
interpolation of ρ¯D˜T . A detailed description of the functional form of MLG,
the process for its evaluation, and numerical tests of its convergence properties
are given in Appendix C.
6.3 PMC Performance of PPERM/MLG in an LES/PDF
Context
In this subsection, we compare the PMC performance of the combination of
PPERM and MLG interpolation schemes with that of standard multilinear and
fourth-order Lagrangian interpolation. First we consider simulations without
explicit PMC correction. Tables 4 and 5 present results from two types of
simulations, respectively an FC simulation with npc = 30 and a flamelet model
simulation with npc = 50. As mentioned previously, the SDE integration scheme
used is the second-order KP scheme.
Simulation FC, npc = 30,
multilinear
FC, npc = 30,
PPERM/MLG
FC, npc = 30, 4
th
order
‖ǫc‖1 1.16× 10−1 7.92× 10−2 9.67× 10−2
‖ǫc‖∞ 3.95× 10−1 2.54× 10−1 3.17× 10−1
µs/ptcl · step 84.2 91.1 102.3
Table 4: Comparison of the performance of different interpolation schemes for
an FC simulation with npc = 30, without PMC correction.
As we can see on both tables, using fourth-order accurate Lagrangian in-
terpolation provides an advantage over standard multilinear interpolation, and
PPERM/MLG provides an even greater advantage - L1 consistency errors are
decreased by approximately 30%, and L∞ consistency errors are decreased by
approximately 35%, relative to the simulation with multilinear interpolation.
Furthermore, the added computational cost of using PPERM/MLG is lower
than that of using fourth-order Lagrangian interpolation, and lower than 10%
of the overall computational cost for a simulation with full chemistry modeling
using the FC mechanism. For flamelet calculations, the added computational
cost of using the higher-order interpolation schemes is considerable, but the FC
test case is more representative of a typical LES/PDF simulation.
Note that, even with fourth-order Lagrangian and PPERM/MLG interpola-
tion, we still need to perform explicit PMC correction in order to meet the target
values for ǫc0 - 0.171 and 0.132 for npc = 30 and npc = 50, respectively. For this
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Simulation Flamelet, npc =
50, multilinear
Flamelet,
npc = 50,
PPERM/MLG
Flamelet, npc =
50, 4th order
‖ǫc‖1 1.03× 10−1 6.77× 10−2 8.91× 10−2
‖ǫc‖∞ 2.73× 10−1 1.88× 10−1 2.27× 10−1
µs/ptcl · step 13.3 19.5 29.2
Table 5: Comparison of the performance of different interpolation schemes for
an flamelet simulation with npc = 50, without PMC correction.
reason, we perform another set of simulations with the optimal explicit correc-
tive scheme from section 5: F (ǫc) = Fα=3.02 (ǫ
c), with τc = 4∆t and τc = 6∆t
for npc = 30 and npc = 50, respectively - since this choice of parameters yielded
‖ǫc‖∞ < ǫc0 in section 5, where multilinear interpolation was used, it is to be
expected that for PPERM/MLG and fourth-order Lagrangian interpolation the
resulting consistency errors will be even lower.
Tables 6 and 7 present the simulation results, again for FC simulations with
npc = 30 and flamelet simulations with npc = 50. Time histories of the L
1 and
L∞ norms of the corrective velocities are also shown on fig. 9, on which we can
see that while there is some fluctuation of the corrective velocity magnitudes
over the simulation time span, the overall magnitude of the fields does not
change considerably (the fluctuation is on the order of 20% of the mean value).
Finally, fig. 10 displays instantaneous contour plots of the consistency error and
axial component of the corrective velocity at the end of the FC, PPERM/MLG
simulation. We can see on this figure that the PMC error field has length scales
much smaller than those of the corrective velocity, which is to be expected due
to the smoothing in the PMC corrective scheme.
Simulation FC, npc = 30,
multilinear
FC, npc = 30,
PPERM/MLG
FC, npc = 30, 4
th
order
‖ǫc‖1 4.8× 10−2 4.0× 10−2 4.3× 10−2
‖ǫc‖∞ 1.55× 10−1 1.20× 10−1 1.33× 10−1∥∥ǫU∥∥
1
4.7× 10−2 2.6× 10−2 3.6× 10−2∥∥ǫU∥∥∞ 9.6× 10−2 4.2× 10−2 6.5× 10−2
Table 6: Comparison of the performance of different interpolation schemes for
an FC simulation with npc = 30, with PMC correction.
As we can see, with the addition of PMC correction, the PPERM/MLG sim-
ulations again give a reduction in the consistency errors, though not as great
as in Tables 4 and 5 - for example, PPERM/MLG interpolation yields a reduc-
tion of approximately 20% in ‖ǫc‖∞ over multilinear interpolation, compared
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with the 35% reduction obtained previously. However, we also see a consid-
erable decrease in corrective velocities when PPERM/MLG and fourth-order
Lagrangian interpolation are used - based on the L1 measures of corrective ve-
locity, PPERM/MLG reduces the corrective velocities by approximately 45%,
and fourth-order Lagrangian interpolation reduces them by approximately 25%.
Simulation Flamelet, npc =
50, multilinear
Flamelet,
npc = 50,
PPERM/MLG
Flamelet, npc =
50, 4th order
‖ǫc‖1 3.7× 10−2 2.9× 10−1 3.2× 10−2
‖ǫc‖∞ 1.31× 10−1 1.06× 10−1 1.09× 10−1∥∥ǫU∥∥
1
3.8× 10−2 2.2× 10−2 2.9× 10−2∥∥ǫU∥∥∞ 7.9× 10−2 3.8× 10−2 6.0× 10−2
Table 7: Comparison of the performance of different interpolation schemes for
an flamelet simulation with npc = 50, with PMC correction.
Based on these tests, we conclude that, from a PMC standpoint, the PPERM/
MLG interpolation schemes have an advantage over both multilinear and fourth-
order Lagrangian interpolation. Moreover, we note that the overall performance
of the PPERM/MLG schemes with KP SDE integration, and PMC correction
enforced by the optimal scheme from section 5 is quite satisfactory - the desired
PMC criteria are achieved with corrective velocities of approximately 2.5% rel-
ative magnitude in the L1 sense, and approximately 4% relative magnitude in
the L∞ sense.
7 Conclusions
This paper addresses the issue of particle mass consistency (PMC) in hybrid
LES/PDF methods for turbulent reactive flows. The particle mass consistency
error is defined as the departure from one of the ratio between particle mass
density and LES resolved density. A set of new implicit and explicit PMC
preservation and correction schemes is introduced. A second-order SDE inte-
gration scheme, in itself an implicit PMC preservation scheme when compared
to Euler SDE integration, is shown to decrease the instantaneous PMC error
of the simulation by 30% and the time-averaged, deterministic PMC error by
45%. Explicit PMC correction is optimized by employing a smoothed version
of the consistency error field; compared to a standard explicit PMC scheme,
the variant using the smoothed consistency error field decreases the corrective
velocity necessary for attaining the desired accuracy criterion by 35% in the L∞
sense and by 50% in the L1 sense. The implicit schemes also include new veloc-
ity and scalar interpolation algorithms designed for this issue, which yield an
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overall reduction of up to 45% in the corrective velocity necessary for maintain-
ing PMC, relative to standard multilinear interpolation, and which moreover
perform better than the standard 4th order Lagrangian interpolation scheme.
Using the optimal explicit and implicit schemes, the overall performance of the
simulation is shown to be quite satisfactory, meeting the desired consistency
criterion while using a corrective velocity of relatively low magnitude.
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Appendix A: A Model for the Development of
Mass-Consistency Errors in the Shear Layer
In this section of the Appendix, we describe a simple 2D analytic test case which
reproduces the deterministic (time-averaged) PMC errors observed in section 4.
Particles of equal mass are initialized uniformly on the domain x ∈ [0, 1]× y ∈
[0, 1], with a density of 106 particles per unit area, and evolve by the SDE
dX∗ =
∂DT
∂x
(X∗) dt+DT (X∗) dW ∗1 (39)
dY ∗ = V (X∗) dt+DT (X∗) dW ∗2 , (40)
for
V (x) = 3 (0.1 + erf((x − 0.5)/0.05)− erf((x − 0.85)/0.05)) (41)
and
DT (x) = 0.02 + exp
(−((x− 0.5)/0.05)2) (42)
which, from eq.(17) implies that D
∗q
Dt∗ = 0, hence in the absence of numerical
errors the particle distribution should remain uniform. The velocity and diffu-
sivity fields defined in eqs.(41,42), which are plotted on fig. 7, are qualitatively
similar to the velocity and drift fields in the bluff-body flame: there is a shear
layer at x = 0.5, in which region the diffusivity is considerably higher than
everywhere else in the domain. Another shear layer is located at x = 0.85, for
the sake of having the fields be approximately periodic in x (with a negligible
discontinuity at x = 1), but we shall see that this shear layer does not influ-
ence the particle distribution as much, because it is located in a region of low
diffusivity.
All particles are advected by either the Euler or KP SDE time integration
schemes, with a time step of ∆t = 0.0125 × p, for 400/p time steps, where
p = 1, 1/2, 1/4, 1/8 is a time step refinement parameter. A periodic boundary
condition in the x−direction is enforced. In the y−direction, we impose inflow
boundary conditions by deleting, after each time step, all particles in the region
y ∈ [0, 0.3]∪[0.7, 1.0], and initializing new particles in that region, with a uniform
density of 106 particles per unit area. Thus, the inlets are the lines y = 0.3 and
y = 0.7.
The results for p = 1 are plotted on the right-hand side of fig. 7. The figure
shows values of ǫc, averaged over time and over the y−coordinate, from y = 0.3
to y = 0.45, plotted against x. We see a region of increased particle density
(positive ǫc) at the low-velocity part of the shear layer, 0.0 < x < 0.4, and a
region of decreased particle density at the high-velocity part of the shear layer,
0.4 < 0 < 0.7. Qualitatively, this agrees well with the deterministic PMC error
fields observed in section 4. Figure 8 plots values of max(ǫc) against the time
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step. As can be expected, we see that max(ǫc) converges in a second-order
fashion for the KP scheme, and in a first-order fashion for the Euler scheme.
This test case demonstrates that considerable deterministic PMC errors can
develop even when the only source of numerical error is the error due to the SDE
integration scheme. It also illustrates the advantage of using a higher-order SDE
integration scheme: even for the largest time steps, the PMC error is reduced
by a factor of 3 when the second-order KP scheme is used instead of the Euler
scheme.
Appendix B: The PPERM Velocity Interpolation
Scheme
In this section of the appendix, we describe in detail the functional form of
the PPERM velocity interpolation scheme, and the algorithm for its evalua-
tion. Consider a given cell x ∈ (x0, x1), r ∈ (r0, r1), θ ∈ (θ0, θ1) in cylindrical
coordinates, and denote ∆x = x1 − x0, ∆r = r1 − r0, ∆θ = θ1 − θ0.
Here, we use the subscript index 1 to denote a positive cell face (e.g.,
{(x, r, θ) |x = x1}) and the subscript index 0 to denote a negative cell face (e.g.,
{(x, r, θ) |x = x0}). We shall also use subscript index pairs to denote cell edges
(e.g., for a radial edge, the subscript index 01 denotes {(x, r, θ) |x = x0, θ = θ1}),
and subscript index triples to denote cell vertices (e.g., for a radial edge, the
subscript index 101 denotes {x = x1, r = r0, θ = θ1}): in addition to the 8 cell
vertices, we shall also use the subscripts i 12k, for i, k ∈ {0, 1} to denote the
midpoints of the four radial cell edges. This is illustrated on fig. 13.
Introducing the local coordinates
a1 =
x− x0
x1 − x0 , b1 =
r − r0
r1 − r0 , c1 =
θ − θ0
θ1 − θ0 ,
a0 = 1− a1, b0 = 1− b1, c0 = 1− c1, (43)
and the coefficients U
[l]
jk, V
[m]
ik ,W
[n]
ij , for i, j, k ∈ {0, 1}, l, n ∈ {0, 1, 2}, and m ∈
{0, 1, 2, 3} (where the superscripts correspond to the degree of the respective
polynomial term), we define the PPERM-interpolated velocity I (u) (x, r, θ) in
cylindrical coordinates as
I (u)x =
1∑
j,k=0
bjck
(
U
[0]
jk + (a1 − 0.5)U [1]jk +
(
(a1 − 0.5)2 − 0.25
)
U
[2]
jk
)
(44)
rI (u)r =
1∑
i,k=0
aick(V
[0]
jk + (b1 − 0.5)V [1]jk +
(
(b1 − 0.5)2 − 0.25
)
V
[2]
jk
+b1 (b1 − 0.5) (b1 − 1)V [3]jk
)
(45)
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I (u)θ =
1∑
i,j=0
aibj
(
W
[0]
ij + (c1 − 0.5)W [1]ij +
(
(c1 − 0.5)2 − 0.25
)
W
[2]
ij
)
. (46)
Note that instead of interpolating for ur, we interpolate for rur – this is done
so that the divergence formula, which has the cylindrical coordinate form
r (∇ · u) = r∂ux
∂x
+
∂rur
∂r
+
∂uθ
∂θ
, (47)
yields the following result for the interpolated divergence:
r (∇ · I (u)) = r
1∑
j,k=0
bjck
(
U
[1]
jk + 2 (a1 − 0.5)U [2]jk
)
/∆x
+
1∑
i,k=0
aick
(
V
[1]
jk + 2 (b1 − 0.5)V [2]jk +
(
3(b1)
2 − 3b1 + 0.5
)
V
[3]
jk
)
/∆r
+
1∑
i,j=0
aibj
(
W
[1]
ij + (2c1 − 0.5)W [2]ij
)
/∆θ. (48)
Also note that we are using an additional 3rd degree polynomial in the inter-
polation of rur. We do this so that we can get r (∇ · I (u)) to be quadratic
in b and linear in a, c - this enables us to obtain 3rd order accurate values of
r (∇ · I (u)) near the centerline (i.e., in the limit as r ↓ 0), which is needed for
2nd order accurate values of r (∇ · I (u)) near the centerline.
Next, we describe the algorithm for the evaluation of the coefficients U
[l]
jk, V
[m]
ik ,W
[n]
ij .
1. Interpolation of FV velocity and divergence onto cell corners
and radial edge midpoints: Using standard linear interpolation, eval-
uate second-order accurate approximations of ux, ur, uθ at the corners of
the present cell and its neighbors: denote these as ux,ijk, ur,ijk, uθ,ijk re-
spectively, for i, j, k ∈ {−1, 0, 1, 2}. Also, evaluate second-order accurate
approximations of (∇ · u) at the 8 cell corners and 4 radial edge midpoints
of the present cell: denote these as dijk, for i, k ∈ {0, 1}, j ∈
{
0, 12 , 1
}
.
2. Get provisional values for the 0th and 1st order PPERM coeffi-
cients: Set
U
[1]
jk = ux,1jk − ux,0jk, U [1]jk = (ux,1jk + ux,0jk) /2, (49)
V
[1]
ik = r1ur,i1k − r0ur,i0k, V [1]ik =
(
r1ur,i1k + r0ur,i0k
)
/2, (50)
W
[1]
ij = uθ,ij1 − uθ,ij0,W [1]jk = (uθ,ij1 + uθ,ij0) /2. (51)
Since the second and third degree PPERM terms vanish at the cell cor-
ners, eqs.(7-9) ensure that at this point in the interpolation process the
corner values of ux, ur, uθ are exactly equal to the second-order accurate
approximations from Step 1.
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3. Flux correction for the 0th and 1st order PPERM coefficients:
For the 6 cell faces, subtract the face-averages of the interpolated velocity,
implied by the coefficients obtained in Step 2, from the FV face-average
velocities. Denote these differences respectively ∆ux,1 and ∆ux,0 for the
positive and negative x−faces, ∆ur,1 and ∆ur,0 for the positive and neg-
ative r−faces, and ∆uθ,1 and ∆uθ,0 for the positive and negative θ−face.
Using u˜x,i, u˜r,i, u˜θ,i, for ı ∈ {0, 1} to denote the FV face-average, this
calculation takes the form
λ1 =
(1/2) 2r0 + (1/6) (r1 − r0)
r0 + r1
, λ0 = 1− λ1 (52)
∆ux,i = u˜x,i −
1∑
j,k=0
λj
(
U
[0]
jk + (i− 0.5)U [1]jk
)
/2 (53)
∆ur,j = u˜r,j −
1∑
i,k=0
(
V
[0]
ik + (j − 0.5)V [1]ik
)
/(4rj) (54)
∆uθ,k = u˜θ,k −
1∑
i,j=0
(
W
[0]
ij + (k − 0.5)W [1]ij
)
/4 (55)
Note that this calculation can be performed at this stage, as the velocity
flux through the cell faces depends only on the 0th and 1st order PPERM
coefficients. Next, perform the corrections:
U
[0]
jk ← U [0]jk + (∆ux,1 +∆ux,0) /2, U [1]jk = U [1]jk + (∆ux,1 −∆ux,0) , (56)
V
[0]
ik ← V [0]ik + (r1∆ur,1 + r0∆ur,0) /2, V [1]ik = V [1]ik + (r1∆ur,1 − r0∆ur,0) ,
(57)
W
[0]
ij ←W [0]ij + (∆uθ,1 +∆uθ,0) /2,W [1]ij =W [1]ij + (∆uθ,1 −∆uθ,0) . (58)
This ensures that the face averages of the interpolated velocity are iden-
tically equal to the FV face-average velocities, and hence that the total
flux of interpolated velocity through the cell is equal to the FV cell flux.
4. First estimate for the 2nd and 3rd order PPERM coefficients.
From the cell corner values of velocity obtained in Step 1, calculate 4-
point approximations of the second derivatives of ux, rur, uθ along the cell
edges parallel to the respective velocity component, and set U
[2]
jk , V
[2]
ik ,W
[2]
ij
so that the edge-averages of second derivatives of the interpolated velocity
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match the approximated FV second derivatives. For a uniform grid, this
calculation reduces to
U
[2]
jk =
1
4
(ux,2jk − ux,1jk − ux,0jk + ux,−1jk) (59)
V
[2]
ik =
1
4
((r1 +∆r) ur,i2k − r1ur,i1k − r0ur,i0k + (r0 −∆r) ur,i−1k) (60)
W
[2]
ij =
1
4
(uθ,ij2 − uθ,ij1 − uθ,ij0 + uθ,ij−1) . (61)
Next, calculate 4-point approximations of the third derivatives of rur
along the radial cell edges, and set V
[3]
ik so that the edge-averages of third
derivatives of the interpolated velocity match the approximated FV second
derivatives. For a uniform grid, this calculation reduces to
V
[3]
ik =
1
6
((r1 +∆r) ur,i2k − 3r1ur,i1k + 3r0ur,i0k − (r0 −∆r) ur,i−1k) .
(62)
5. Divergence correction for the 2nd and 3rd order PPERM coeffi-
cients. Subtract from the second-order approximations of the divergence,
dijk , calculated in Step 1, the divergence of the interpolated velocity, with
the present PPERM coefficients, denoted by [∇ · I (u)]ijk, at the respec-
tive locations. Denote the resulting differences as δdijk, for i, j ∈ {0, 1},
j ∈ {0, 12 , 1}. Let A be the 12 × 16 matrix (calculated from eqs.(44-46))
which relates a change in the 16-component vector
(
U
[2]
jk , V
[2]
ik , V
[3]
ik ,W
[2]
ij
)
to a change in the 12-component vector [∇ · I (u)]ijk:
δ [∇ · I (u)]ijk = A
(
δU
[2]
jk , δV
[2]
ik , δV
[3]
ik , δW
[2]
ij
)
. (63)
Correct the 2nd and 3rd-order PPERM coefficients by setting
U
[2]
jk ← U [2]jk + δU [2]jk , (64)
V
[2]
ik ← V [2]ik + δV [2]ik , V [3]ik = V [3]ik + δV [3]ik , (65)
W
[2]
ij ← W [2]ij + δW [2]ij , (66)
where the 16-component vector
(
δU
[2]
jk , δV
[2]
ik , δV
[3]
ik , δW
[2]
ij
)
is the least
squares-minimal norm (LSMN) solution of the linear system
A
(
δU
[2]
jk , δV
[2]
ik , δV
[3]
ik , δW
[2]
ij
)
= δdijk. (67)
This concludes the PPERM evaluation procedure. We note that the 12× 16
matrix A has rank 11, and its kernel corresponds to to the constraint
1∑
i,k=0
1
r0
δ [∇ · I (u)]i0k +
4
r0 +∆r/2
δ [∇ · I (u)]i 12k +
1
r1
δ [∇ · I (u)]i1k = 0,
(68)
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or equivalently, to the fact that altering the 2nd and 3rd degree PPERM coeffi-
cients does not change the total velocity flux through the cell.
For a discretely divergence-free FV velocity field, the correction procedure of
Step 3 ensures that the total flux through the cell is zero. Due to the fact that
r (∇ · I (u)) is linear in a, c and quadratic in b by design (from eqs.(44-47)), this
implies that
1∑
i,k=0
1
r0
δ [∇ · I (u)]i0k +
4
r0 +∆r/2
δ [∇ · I (u)]i 12k +
1
r1
δ [∇ · I (u)]i1k = 0,
(69)
and so for this case the LSMN solution of eq.(67) is an exact solution. There-
fore, for a discretely divergence-free FV velocity field, the divergence of the
interpolated velocity is zero at the cell corners and the midpoints of the 4 ra-
dial cell edges. Again, since r (∇ · I (u)) is linear in a, c and quadratic in b,
r (∇ · I (u)) = 0 at the abovementioned locations implies that r (∇ · I (u)) = 0
everywhere in the cell, which establishes the divergence-free property of the
PPERM interpolated velocity, when applied to a discretely divergence-free FV
velocity field.
A numerical test of the convergence properties of PPERM is performed on
the cylindrical domain x ∈ [0, 1] × r ∈ [0, 1] × θ ∈ [0, 2π] discretized on an
N × N × 2N cylindrical grid, so that ∆x = 1/N . An analytic velocity field is
specified in Cartesian coordinates:
ux(x, y, z) = sin (2π(x− 0.57)) cos (2π(y + 0.23))
uy(x, y, z) = − cos (2π(x− 0.57)) sin (2π(y + 0.23))
uz(x, y, z) = − cos (2π(z + x+ 0.57)) sin (2π(y + z + 0.23)) (70)
Figure 11 is a log-log plot of the L∞ velocity and divergence errors, plotted
against ∆x. As we can see on the figure, both the velocity and divergence
errors fall closely to a line of slope 2, which verified the second-order spatial
convergence of the PPERM velocity and divergence.
To verify the divergence-free property for discretely divergence-free FV fields,
we make the modification uz = 0 in eq.(70), which yields a divergence-free
velocity field. Then, for the 20×20×40 cylindrical grid, the maximal divergence
in the domain has magnitude 1.37× 10−13, which can be attributed to roundoff
error.
Appendix C: TheMLG Scalar Interpolation Scheme
In this appendix, we present the functional form of the MLG scalar interpolation
scheme. Similarly to Appendix B, consider a given cell x ∈ [x0, x1], r ∈ [r0, r1],
θ ∈ [θ0, θ1] in cylindrical coordinates, and denote ∆x = x1 − x0, ∆r = r1 − r0,
∆θ = θ1 − θ0. Define
xC =
x0 + x1
2
, rC =
(r0)
2
+ (r1)
2
r0 + r1
, θC =
θ0 + θ1
2
, (71)
119
and set the local coordinates a, b, c so that
a = x− xC , b = r − rC , c = θ − θC . (72)
Then, the MLG scalar interpolation of a scalar ϕ has the functional form of a
truncated Taylor series in (x, r, θ) about the point (xC , rC , θC):
I (ϕ) = Φ + abc (Φabc + aΦa2bc+bΦab2c+cΦabc2)
+a
(
Φa + bΦab + aΦa2 + abΦa2b + b
2Φab2
)
+b
(
Φb + cΦbc + bΦb2 + bcΦb2c + c
2Φbc2
)
+c
(
Φc + aΦac + cΦc2 + acΦac2 + a
2Φa2c
)
, (73)
where the quantities Φ are scalar coefficients. Using cell-average FV values of ϕ
from the current cell and its closest neighbors, we set Φ0 to equal the cell average
of ϕ in the current cell, which ensures that the cell average of the interpolated
I (ϕ) equals the FV cell average, and we determine all other Φ coefficients by
numerically approximating the respective derivative of ϕ at (xC , rC , θC).
The truncated Taylor series of eq.(73) contains all first- and second- order terms
of the full Taylor series expansion, and hence the interpolated I (ϕ) is third-order
accurate with respect to the grid spacing. Moreover,
∂ (I (ϕ))
∂a
= bc (Φabc + 2aΦa2bc+bΦab2c+cΦabc2) + Φa + bΦab + aΦa2
+b2Φab2 + 2abΦa2b + cΦac + c
2Φac2 + 2acΦa2c, (74)
which contains all first-order terms in the Taylor series expansion of ∂(I(ϕ))∂a , and
so ∂(I(ϕ))∂a , and analogously
∂(I(ϕ))
∂b and
∂(I(ϕ))
∂c , are second-order accurate with
respect to the grid spacing.
Similarly to Appendix B, a numerical test of the convergence properties of
MLG is performed on the cylindrical domain x ∈ [0, 1]× r ∈ [0, 1]× θ ∈ [0, 2π]
discretized on an N ×N × 2N cylindrical grid, so that ∆x = 1/N . The analytic
scalar field field is specified in Cartesian coordinates:
ϕ(x, y, z) = 0.5 + 0.35 sin (2π(x+ y + z + t)) cos (2π(x− y + z − t)) (75)
Figure 12 is a log-log plot of the L∞ scalar and scalar gradient errors, plotted
against ∆x. As we can see on the figure, the scalar errors fall closely to a line of
slope 3, whereas the scalar gradient errors fall closely to a line of slope 2, which
verifies MLG’s convergence properties.
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Figure 1: Instantaneous contour plots at the end of an FC simulation of the
HM1 test case. Left: axial velocity, normalized by the jet bulk velocity. Middle:
radial velocity, normalized by the jet bulk velocity. Right: Temperature (K).
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Figure 2: Instantaneous contour plots (enlarged view of the recirculation region)
at the end of an FC simulation of the HM1 test case. Left: axial velocity,
normalized by the jet bulk velocity. Middle: radial velocity, normalized by the
jet bulk velocity. Right: Temperature (K).
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Figure 3: Contour plots of time-averaged fields in the FC simulation of the
HM1 test case. Left: axial velocity, normalized by the jet bulk velocity. Middle:
radial velocity, normalized by the jet bulk velocity. Right: Temperature (K).
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Figure 4: Contour plots (enlarged view of the recirculation region) of time-
averaged fields in the FC simulation of the HM1 test case. Left: axial velocity,
normalized by the jet bulk velocity. Middle: radial velocity, normalized by the
jet bulk velocity. Right: Temperature (K).
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Figure 5: Contour plots of the PMC error, ǫc for an FC simulation with mul-
tilinear interpolation, npc = 30 and no explicit PMC correction. Left: contour
plot of ǫc averaged in time over the second half of the simulation. Right: contour
plot of ǫc at the last simulation time step.
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Figure 6: For the test case described in Appendix A, left: contour plot of
〈u˜x〉t /UJ , the time-averaged axial velocity normalized by the jet bulk velocity.
Right: contour plot of
〈D˜T 〉
t
∆2/τJ
, the time-averaged turbulent diffusivity normalized
by the LES filter size, ∆, and the jet characteristic time scale τJ = 2RB/UJ .
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Figure 7: Results from the 2D PMC test case described in Appendix A. Left:
plots of V (x) and DT (x). Right: plots of time-averaged PMC error, 〈ǫc〉T for
the region 0.3 < y < 0.45, and for ∆t = 0.0125.
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Figure 8: Results from the 2D PMC test case described in Appendix A. Maximal
value of ǫC plotted against the time step.
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Figure 9: Time histories of the corrective velocity for an FC PPERM/MLG
simulation with npc = 30, and an F
α=3.0
3 (ǫ
c) correction scheme with τc =
4∆t. Left: L1 measures of the corrective velocity. Right: L∞ measures of the
corrective velocity.
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Figure 10: Contour plots, at the azimuthal location θ = 0,of consistency error
and corrective velocities for an FC PPERM/MLG simulation with npc = 30,
and an Fα=3.03 (ǫ
c) correction scheme with τc = 4∆t. Left: consistency error at
the end of the simulation. Right: axial component of the normalized corrective
velocity at the end of the simulation.
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Figure 11: Convergence plots for the PPERM interpolation scheme when ap-
plied to the analytic test flow described at the end of Appendix B. Left: L∞
errors for the interpolated velocity. Right: L∞ errors for the divergence of the
interpolated velocity.
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Figure 12: Convergence plots for the MLG interpolation scheme when applied
to the analytic test flow described at the end of Appendix C. Left: L∞ errors for
the interpolated scalar. Right: L∞ errors for the gradient of the interpolated
scalar.
132
Figure 13: Illustration of the PPERM indexing notation. Single-subscript quan-
tities, color-coded in teal, denote face-averaged information such as the face-
average velocities u˜x,0 and u˜x,1 shown on the schematic. Double-subscript quan-
tities, color-coded in black, denote PPERM edge coefficients, such as the 0th
order axial velocity coefficients U
[0]
10 and U
[0]
01 shown on the schematic. Triple-
subscript quantities, color-coded in crimson, denote pointwise information at
the 8 corners of the cell plus the 4 midpoints of the radial edges.
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Abstract
This work presents large eddy simulation/probability density function
(LES/PDF) simulation results for the Sandia/Sydney series of bluff-body
stabilized CH4/H2 flames. Results are presented for the flames HM1,
HM2 and HM3, using the 19-species ARM2 reduced chemical mechanism,
and comparison is made with previous numerical simulations of the same
flames. When compared to previous numerical studies of these bluff-body
flames, the present simulation shows considerable improvement, particu-
larly in the downstream regions of the flow. The simulations are shown to
be sensitive to the treatment of heat transfer to the bluff-body face, with
better agreement in the temperature profiles achieved with the addition
of a Dirichlet temperature boundary condition.
1 Introduction
In the study of computational methods for turbulent reactive flows, the prob-
ability density function (PDF) chemistry modeling approach [12] is highly ef-
fective, due to the fact that there is no need for modeling of highly non-linear
chemical source term [3]. In a large eddy simulation/probability density func-
tion (LES/PDF) algorithm [13], this advantage of the PDF chemistry model is
coupled to the advantages of LES codes, which need no modeling for the large
hydrodynamic scales which do not exhibit universal behavior [15]. As a result,
modern LES/PDF codes are highly successful at simulating laboratory scale
turbulent reactive flows [1,4,19, 18, 23].
In the present study, we apply a state of the art LES/PDF algorithm to the
Sandia/Sydney series of CH4/H2 bluff body stabilized flames [8], in particu-
lar the flames HM1, HM2 and HM3. These flames feature a hydrodynamically
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complex flow with a recirculation region attached to the bluff body face - a
stabilization mechanism used in many technical applications - and local extinc-
tion for the cases HM2 and HM3. These features make the Sandia/Sydney bluff
body flames both physically relevant and a natural application for an LES-based
simulation, as opposed to a Reynolds-averaged Navier-Stokes-based solution.
The Sandia-Sydney bluff body series of flames, especially HM1, have previ-
ously been simulated by a variety of computational methods. Reynolds-averaged
Navier-Stokes/Probability Density Function (RANS/PDF) solutions, using de-
tailed chemistry (all the species in the chemical mechanism are tracked inde-
pendently, subject to conservation of chemical elements), have been performed
by Liu et al. [7] and Merci et al. [9]. A variety of large eddy simulation solu-
tions exist, with chemistry modeling provided either via a steady-state flamelet
model in the LES code, used by Kempf et al. [6], the direct quadrature method
of moments used by Raman et al. [18], or via a particle probability density
function (PDF) method, similar to the one used in the present study, either
with detailed chemistry such as in the study of James et al. [5], or with a two-
dimensional PDF sample space, consisting of mixture fraction and a reaction
progress variable, in the work of Raman et al. [17,18].
Of the abovementioned works, [7] and [9] are the only ones which have
performed simulations for the higher velocity flames HM2 and HM3 - the rest
yield results for HM1 only. Previous researchers have found that the agreement
with experimental data is best for the flame HM1, and deteriorates progressively
for the faster flames HM2 and HM3, and also that the agreement is worse for
locations which are far downstream in the axial direction.
In the present work, we perform LES/PDF simulations of the bluff body
flames with reduced chemistry, using the ARM2 chemical mechanism, and com-
pare our results with those of Liu et al. [7] and Merci et al. [9], as well as with
the LES/PDF results of Raman et al. [17], which for the HM1 case yield best
agreement with experiment among the studies listed above. As we shall see, the
new computaional results show considerable improvement over these previous
studies, especially in the downstream regions of the domain.
The rest of this paper is organized as follows: in section 2 we describe
the equations governing the LES/PDF procedure used in the present study.
Simulation details are provided in section 3, and the simulation results are
presented and discussed in section 4. Finally, in section 5 we draw conclusions
from the present set of simulation and their comparison to previous numerical
results.
2 Equations Solved by the LES/HPDF Code
The LES/HPDF code used to simulate the bluff-body flame consists of two com-
ponents: a finite volume (FV) LES code, based on a standalone-LES algorithm
described by Pierce and Moin [10,17], and a Lagrangian particle PDF code, de-
scribed by Wang and Pope [23]. The LES component of the LES/HPDF code
solves the continuity and momentum equations
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∂ρ
∂t
+
∂ρu˜j
∂xj
= 0 (1)
∂ (ρu˜j)
∂t
+
∂(ρu˜iu˜j)
∂xi
= − ∂p
∂xj
+ 2
∂
∂xi
(
ρ (ν˜ + ν˜T )
(
S˜ij − 1
3
S˜kkδij
))
, (2)
where p and ρ are the LES resolved pressure and density, u˜j, ν˜ and D˜ the
Favre-averaged resolved velocity, molecular viscosity and molecular diffusivity,
S˜ij is the resolved strain rate, and ν˜T and D˜T are the turbulent viscosity and
diffusivity, respectively. The molecular viscosity and diffusivity are evaluated
by the power law
ν˜ = ν0
(
T˜
300K
)1.69
,
ν˜
D˜
= σ, σ = 0.82, ν0 = 1.42×10−5
[
m2
s
]
, (3)
where the exponent in the power law is based on a curve fit to a CHEMKIN
laminar flame calculation [23], and ν0, σ are based on the properties of a stoi-
chiometric fuel/air mixture at 300K.
The turbulent viscosity and diffusivity are evaluated by the Dynamic Smagorin-
sky procedure, with ∆ denoting the filter size (equal to the grid cell size)
[2,10,11]. The LES component of the code also evaluates the scalar mixing
frequency, Ω, defined as
Ω = Cφ
D˜T + 2D˜
∆2
, (4)
which is used to model mixing in the PDF code, by the IEM procedure, with
the mixing constant Cφ = 2.0.
The PDF code advances the chemical compositions. In particular, we use
φα to denote the composition vector, which in the present work consists of the
specific moles of the 19 species in the ARM2 chemical mechanism, with the
addition of enthalpy. Then, using ψα to denote points in the sample space of
the composition vector φα, and using f (ψ;x, t) to denote the mass-weighted
PDF of chemical compositions, conditional on the resolved velocity field [24,25],
the modeled evolution equation for f (ψ;x, t) has the form
∂f
∂t
+
∂
∂xi
(fu˜i) =
∂
∂xi
(
D˜T
∂f
∂xi
)
+
∂
∂ψα
(
fΩ
(
ψα − φ˜α
))
− ∂
∂ψα
(
f
1
ρ¯
∂
∂xi
(
ρ¯D˜
∂φ˜α
∂xi
))
+
∂
∂ψα
(fSα (ψ)) , (5)
where the terms on the right hand side of eq.(5) are, in order, turbulent diffu-
sion using the turbulent diffusivity hypothesis, turbulent mixing using the IEM
mixing model [21], molecular diffusion, the reaction source term.
136
The evolution of eq.(5) is calculated via a Monte Carlo approximation [12],
in order to avoid discretization in a high-dimensional space. The properties
of an ensemble of Lagrangian particles are initialized throughout the computa-
tional domain and evolve by the following set of stochastic differential equations
(SDEs):
dX∗j =
u˜j + 1
ρ
∂
(
ρD˜T
)
∂xj
∗ dt+ [2D˜∗T ]1/2dW ∗j , (6)
dφ∗α = −Ω∗
(
φ∗α − φ˜∗α
)
dt+
[
1
ρ
∂
∂xj
(
ρD˜
∂φ˜α
∂xj
)]∗
dt+ Sα (φ
∗) dt. (7)
where the term dW ∗j in eq.(6) denotes a Wiener increment, and the three terms
on the right hand side of eq.(7) denote respectively turbulent mixing (in this
case represented by the IEM model), molecular diffusion, and chemical reaction
[22]. The superscript ∗ in eqs.(6,7) is used to denote particle-based quantities.
In the absence of numerical errors, the evolution of the mass-weighted PDF of
the particle ensemble is identical to eq.(5), which is the PDF chemistry model
which we aim to approximate numerically.
More details on the LES and PDF algorithms, and on their coupling, can be
found in [10,23,16].
3 Simulation Details
The Sandia-Sydney Bluff-Body flames HM1, HM2 and HM3 consist of a fuel jet
of diameter 3.6mm inside a bluff body of diameter 50mm, itself located inside
a square wind tunnel with sides of 150mm. The fuel is CH4 : H2 in 1 : 1 molar
ratio, the coflow is air, and both fuel and coflow are at a temperature of 300K.
In all cases, the coflow bulk velocity is 40m/s, and the fuel jet bulk velocity is
118m/s for the flame HM1, 178m/s for the flame HM2, and 212m/s for HM3;
these fuel jet velocities correspond to 50%, 75% respectively 90% of the blowoff
velocity [8].
The computational domain for the present simulation is x ∈ [0, 20RB], r ∈
[0, 3.39RB], where RB is the bluff-body radius, and r = 3.39RB corresponds to
a hydraulic diameter equal to that of the square wind tunnel. The grid size is
192 × 128 × 96 in x, r, θ cylindrical coordinates - of the 128 cells in the radial
direction, 85 discretize the bluff-body, 15 discretize the jet, and 28 discretize the
coflow (the grid cell spacing in the radial direction increases considerably past
r = RB). Simulations are run for 30000 time steps of length 6 × 10−6s each,
which corresponds to 14.5 flow-through times based on the coflow velocity; the
number of particles per cell is set to 40.
The 19−species reduced chemical mechanism ARM2 [20] is used to model
chemistry; this mechanism has previously been used successfully by Liu et al.
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[7] for RANS/PDF simulations of the same series of flames. In Situ Adaptive
Tabulation (ISAT) [14] is used for speedup of the chemical reaction calculations.
The velocity inlet boundary conditions for the fuel jet and the coflow are
determined from an incompressible pipe flow simulation, with the pipe having
either a circular or an annular cross section, for the jet and coflow, respectively.
No-slip boundary conditions are enforced on the bluff-body surface and on the
radial boundary of the cylindrical domain (r = 3.39RB). We shall test two sepa-
rate temperature boundary conditions for the bluff-body face. The first assumes
that the bluff-body face is adiabatic, analogously to the simulations of Liu et al.
[7], Merci et al. [9], and Raman et al. [17]; an optional Dirichlet temperature
boundary condition has also been implemented by setting the temperature of
all particles up to half a grid cell downstream axially from the bluff body to the
mean bluff-body temperature measured from experimental data (respectively
953K, 1007K and 1050K for the HM1, HM2 and HM3 flames). As we shall
see in the next section, the inclusion of this boundary condition gives an im-
provement in the accuracy of temperature profiles close to the bluff-body over
simulations without it, in which the bluff-body surface is adiabatic.
We note that the present simulation does not resolve the near-wall region, or
use wall functions for heat transfer to the bluff-body face, and hence the Dirich-
let temperature boundary condition described above is equivalent to taking the
thermal resistance of the unresolved near wall-region to be zero. On the other
hand, the standard adiabatic temperature boundary condition used in previous
studies is equivalent to infinite thermal resistance in the near wall-region. These
two boundary conditions, therefore, bound the actual thermal resistance of the
near-wall region from above and below; as we shall see, in the present simula-
tion the temperature profile yields better agreement with experiment when the
Dirichlet boundary condition is used.
4 Results and Discussion
In this section, we present results for the bluff-body flames. Statistics are calcu-
lated over the second half of the simulation time interval, at which point the flow
is statistically stationary; statistical averaging is performed in time and in the θ
direction. Comparison is made with experimental data and, wherever the data
are available, with previous computational results by Raman et al. [17], Liu et
al. [7], and Merci et al. [9]. The simulation from Merci et al. which is used for
comparison here is the one with the EMST mixing model and Cφ = 1.5, whose
Favre-averaged profiles give the best agreement with experimental data. For the
flame HM1, we make a comparison between the temperatures obtained using
the imposed temperature boundary condition discussed in the previous section,
and those obtained without it (which imply that the bluff-body face is adia-
batic). Unless otherwise specified, the results presented are from a simulation
with the imposed temperature at the bluff-body face.
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4.1 Results for Flame HM1
Figure 1 shows radial plots of Favre-averaged axial and radial velocity at three
different axial locations, x/DB = 0.2, x/DB = 0.6 and x/DB = 1.4. Here, the
results are scaled by a factor of 108/118, in order to provide a valid comparison
with the experimental velocity data provided by previous numerical studies,
which are reported for the slightly slower flame HM1e, whose jet velocity is
108m/s instead of 118m/s for flame HM1. As we can see, all simulations give
a good prediction of the mean axial velocity, with the exception of that of
Merci et al., which considerably overpredicts the axial velocity close to the
centerline for x/DB = 0.6. The radial velocity plots show greater sensitivity
to the simulation, and the agreement between simulations and experiment is
worse here, especially at x/DB = 1.4, where the two RANS/PDF calculations
(Liu et al. and Merci et al.) underpredict the mean radial velocities by as much
as 4m/s around r = 10mm. The LES calculations - that of the present study
and that of Raman et al. - yield a better prediction of the mean radial velocity
at that location, which is to be expected due to the advantages of LES over
RANS in simulating more hydrodynamically complex flows, such as the present
bluff-body flame. It should also be noted that the mean velocity profiles yielded
by the two LES calculations are in close agreement with each other, which can
be explained by the fact that both are based on the same incompressible LES
solver and turbulence modeling described in Pierce and Moin [10], and that the
grid resolution is similar in the two studies (Raman et al. use a 256× 128× 32
grid).
Figure 2 shows radial plots of the root-mean-squares (RMS) of the axial
and radial velocity fluctuations at the same axial locations: here, the RMS
values are calculated based on the resolved velocity only. Again, the results are
scaled by a factor of 108/118. Here the main difference between simulations
and experiment is in the prediction of peak values of the rms velocity close to
the centerline - at x/DB = 0.2, the present simulation is in good agreement
with the experimental rms axial velocity, and does not overpredicts the peak
rms radial velocity as much as the simulation of Raman et al. At x/DB = 1.4,
all simulations underpredict the rms axial velocity for r < 5mm and the rms
radial velocity for r < 10mm.
Figures 3 and 4 show radial profiles of the Favre-averaged mixture fractions,
and the RMS of its fluctuations respectively. Unlike the velocity RMS values,
the mixture fraction RMS includes the contributions of both the resolved and
residual mixture fraction fields. The present calculation is in generally in good
agreement with experimental data at all axial locations - the same can be said
of Raman et al.’s results. Merci et al.’s results are also in good agreement with
experiment, except close to the centerline at x/DB = 0.6, 1.3 where the peak
mean mixture fraction is overpredicted. Finally, Liu et al. considerably under-
predict the experimental data at the downstream locations x/DB = 1.8, 2.4.
We should also note that the present simulation overpredicts the mean mixture
fraction at the upstream locations x/DB = 0.26, 0.6, for r > RB, where its mean
mixture fraction drops off to zero more slowly than the experimental data and
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the other calculations. This is most likely due to insufficient resolution in the
outer shear layer, and as we shall see shortly, has an effect on the scalar profiles.
While these discrepancies appear to be small, it should be appreciated that they
appear around the stoichiometric mixture fraction, ξst ≈ 0.052. Consequently,
the impact on species may be more substantial, as is evident from the profiles
of OH mass fraction presented below.
As we can see on fig. 4, similarly to the results for RMS of velocity fluc-
tuations, the RMS of mixture fraction is hardest to predict correctly close to
the centerline, for r < 10mm, where the present simulation overpredicts the
experimental data in the middle axial locations x/DB = 0.9, 1.3; our results
also underpredict the peak RMS at x/DB = 2.4, but are still in much better
agreement than Liu et al.’s calculation, for which the location of peak RMS has
shifted to the centerline.
Figure 5 shows radial profiles of Favre-averaged temperature. Here, we can
see the effect of the temperature boundary condition on the bluff-body face:
with the imposed experimentally measured temperature of 953K, the tempera-
ture profiles at the upstream locations of x/DB = 0.26, 0.6 are in much better
agreement with experimental data, whereas without it the experimental data
is overpredicred, by as much as 200K at x/DB = 0.6. It can be seen that the
present calculation (with the Dirichlet temperature boundary condition) com-
pares favorably to other computational results. In particular, the simulation of
Merci et al. considerably overpredicts (by roughly 250K) the peak temperature
values at x/DB = 0.6, whereas that of Raman et al. underpredicts them (again,
by about 250K) at x/DB = 0.9, 1.3. The calculations of Liu et al. are in good
agreement with the experimental data up to x/DB = 1.3, but for the last two
axial locations the location of the peak in the radial profile is shifted towards
the centerline.
We note that there is still considerable room for improvement in the present
results. In particular, the temperature profiles at x/DB = 0.9, 1.3 have large
gradients near r = 15mm, unlike the experimental data and the other calcu-
lations. Also, at the upstream locations x/DB = 0.26, 0.6, 0.9, the drop of
the temperature profile from its peak to the coflow value is slower than that
of experimental data and the other calculations, most likely due to the the
more gradual drop in mean mixture fraction mentioned earlier. Therefore, it
is expected that the agreement with experiment will be improved further by
increased grid resolution at the outer shear layer.
Radial profiles of Favre-averaged CO mass fraction are shown on fig. 6.
Here again, we can see the slower decrease in our simulation from the peak to
the coflow value past r = 25mm. Also, at x/DB = 2.4 the peak of CO mass
fraction is shifted from r = 10mm in the experimental data to r = 5mm, but
the present results are still in better agreement at that location than those of
Liu et al., which is the only other computational study to report mass fractions
at that location. Upstream, at x/DB = 0.26, both our simulation and that
of Liu et al. are in good agreement with the peak CO mass fraction, whereas
the calculation of Raman et al. underpredicts it by about 1% mass fraction;
from here on, when discussing differences in mass fraction values, we shall use
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the abbreviation MF to denote absolute values. For example, if we have an
experimental value is 8%MF, and a computed value is 6%MF, we will either
say that the computed value underpredicts experiment by 2%MF, or that it
underpredicts experiment by 25%, the latter denoting relative differences.
Figure 7 shows radial profiles of Favre-averaged CO2 mass fraction. The
LES/HPDF calculation is generally in good agreement with the experiment, al-
though the peak of the profile is consistently underpredicted by about 0.5%MF.
Except at x/DB = 0.26 and x/DB = 1.8, where Raman et al.’s simulation bet-
ter predicts the peak mass fraction, the current simulation gives an improvement
over previous results.
Radial profiles of NO are shown on figure 8. Here we see some overprediction
of the experimental results in both our simulation, but the agreement with
experimental data is a condierable improvement over that of Liu et al. At the
first four upstream locations, the present simulation reduces the overprediction
of Liu et al.’s, approximately by half. At the two downstream locations, both
computational profiles match experiment for r > 15mm, but for r < 15mm the
present simulation is considerably closer to the experimental profile than Liu et
al.’s simulation. It is not surprising that this trend is similar to what was seen
on the temperature profiles on figure 5, since NO formation is greater at higher
temperatures.
Finally, fig. 9 gives radial profiles of Favre-averaged OH mass fraction. We
see good agreement with experiment at most locations, with the exception of
x/DB = 0.6, where the present calculation gives a profile which is more spread
out, and underpredicts the peak OH mass fraction by 0.6%MF. On the other
hand, the agreement with experimental data for x/DB = 0.26, r < 17mm is
much better than that of the other two simulations for which data are available,
and downstream, at x/DB = 1.3, 1.8, 2.4, the agreement of our simulation and
that of Raman et al. is much better than that of Liu et al.
Figures 10 and 11 show, for the axial locations x/DB = 0.6, 0.9 and x/DB =
1.3, 1.8 respectively, scatter plots of temperature vs. mixture fraction, for the
mixture fraction interval ξ ∈ [0, 0.2] which includes the stoichiometric value of
ξ = 0.052. For the reader’s reference, a laminar flamelet profile is also shown,
calculated via CHEMKIN’s OPPDIF module, using the ARM2 chemical mech-
anism and a strain rate of 30s−1. Note that there appears to be local extinction
at the location x/DB = 0.6. This is in fact inert mixing in the outer shear layer,
as pointed out by Liu et al.: for the LES/HPDF calculation, all the data points
in the low temperature band lie in the region r/RB > 0.94. The agreement of
the LES/HPDF conditional means to those of the experiment is good, with the
exception that the present simulation does not capture the sharp decrease in
the conditional mean between the stoichiometric point and ξ = 0.07. We should
note that Liu et al. [7], and Merci et al. [9] also provide temperature scatter
plots at some of these locations, which cannot be reproduced for comparison
here.
Contour plots of resolved axial velocity and temperature (with and with-
out the temperature Dirichlet boundary condition) at the end of the simulation
are provided on figures 12, 13, and 14 respectively. Due to the hydrodynami-
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cally complex nature of the bluff-body flow, with vortex shedding at both shear
layers, we can see that the instantaneous velocity and temperature fields are
considerably more complex than what is suggested by the Favre-averaged radial
plots. Also, a comparison of figures 13 and 14 illustrates the significant effect of
the bluff-body temperature boundary condition on the upstream temperature
field.
4.2 Results for Flame HM2
In this subsection, we present results for flame HM2, and make a comparison
with experimental data and the calculations of Liu et al. and Merci et al.
A comparison of mean and RMS mixture fractions can be seen on figures
15 and 16, respectively. Similarly to the HM1 case, the LES/HPDF mean
mixture fraction is generally in good agreement with experiment, again with
the exception of a slower decrease to the coflow value past r = 25mm and
some underprediction of the experimental data for x/DB = 1.8, 2.4, r < 10mm.
In contrast, the calculations of Liu et al. considerably underpredict the mean
mixture fraction at x/DB = 1.8, 2.4, and overpredict it close to the bluff-body
face, ar x/DB = 0.26, 5mm < r < 25mm. The calculations of Merci et al. give
better agreement with experiment than those of Liu et al., but not as good as
the LES/HPDF simulation: the peak values at the centerline are overpredicted,
and the profile is less spread out in the radial direction for x/DB = 1.8.
On the RMS mixture fraction plots (fig. 16), we again see that the largest
differences between simulations and experiment are in the peak RMS values
close to the centerline. These are well captured by the LES/HPDF calculation
and that of Merci et al. (though in the latter, the peak at x/DB = 1.8 is closer
to the centerline than in the experiment), and considerably overpredicted by
the simulation of Liu et al.
Radial profiles of Favre-averaged temperature are shown on fig. 17. On the
two upstream plots of x/DB = 0.26 and 0.6 we see that the LES/HPDF profile
is in good agreement with experimental data, whereas the two RANS/PDF
simulations of Liu et al. and Merci et al. underpredict temperature by as
much as 200K. At x/DB = 0.9 and 1.3, the agreement between LES/HPDF
and experiment is somewhat poorer, with the location of the peak temperature
closer to the centerline. Downstream, at x/DB = 1.8 and 2.4 there is again good
agreement with experiment, particularly when compared to the simulation of
Liu et al., which considerably overpredicts the experimental profile. We note
again the presence in the LES/HPDF simulations of the artifacts seen in the
HM1 results, namely a slower decrease of the profile past r = 25mm for the
upstream locations, and a high gradient near r = 10mm for the x/DB = 0.9
profile.
Figure 18 shows radial profiles of mean CO mass fraction. Here, we see that
both simulations - LES/HPDF and that of Liu et al. - are in good agreement
with experimental data, except at x/DB = 1.8, where the results of Liu et al.
considerably overpredict the CO mass fraction close to the centerline.
Radial profiles of the mean CO2 mass fraction are shown on fig. 19. Similarly
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to the HM1 case, the LES/HPDF similation is in good agreement with the ex-
periment - the peak mass fraction is underpredicted by about 1%MF at the first
three locations, and overpredicted by approximately 0.5%MF at x/DB = 1.3
and x/DB = 1.8. This trend (underprediction upstream, overprediction down-
stream) is more pronounced in the simulation of Liu et al., but the agreement
of that calculation with experiment is better here than in the HM1 case.
Mean NO mass fraction profiles are shown on fig. 20. The most significant
difference from the results for the HM1 case is that both simulations accurately
predict the experimental results at x/DB = 0.26. Similarly to the HM1 case,
at the x/DB = 0.6 and x/DB = 0.9 locations, the LES/HPDF simulation
somewhat overpredicts experimental results, by up to 20% of the experimental
value, and this discrepancy is doubled in the Liu et al. simulation. Downstream,
LES/HPDF provides a considerable improvement over the results of Liu et al.,
which are significantly higher than the experiment close to the centerline.
Finally, OH mass fractions are shown on fig. 21. Here, we see that for the
upstream locations x/DB = 0.26, 0.6 and 0.9, the LES/HPDF profiles correctly
capture the peak OH mass fractions, but are more spread out in the radial
direction, and again, the decrease past r = 25mm is slower. For those loca-
tions, Liu et al.’s results give better agreement with experiment. The opposite
is true of the downstream locations x/DB = 1.8 and 2.4 where LES/HPDF
simulations correctly capture the location of peak OH mass fraction, whereas
the calculations of Liu et al. predict a peak closer to the centerline.
Scatter plots of temperature vs. mixture fraction are shown on figures 22
and 23, for the axial locations x/DB = 0.6, 0.9 and x/DB = 1.3, 1.8 respectively.
At x/DB = 0.6, the temperature variation near the stoichiometric point is
significantly lower in the LES/HPDF simulation than in the experiment, and the
experimentally measured maximal temperatures (up to 2400K) are considerably
underpredicted - the LES/HPDF maximum is 2250K. Apart from the location
x/DB = 0.6, the agreement of the LES/HPDF simulation with experimental
data is good, both in the conditional means and in the fact that the present
simulation features considerable local extinction at x/DB = 1.8, similarly to the
experimental data, though above ξ = 0.1 the lower bound of the experimental
scatter plot is overpredicted by up to 150K. Similarly to the HM1 case, the
sharp decrease in the conditional mean from the stoichiometric point to ξ = 0.07
is not replicated in the LES/HPDF simulation.
4.3 Results for Flame HM3
In this subsection, we present results for flame HM3, and make a comparison
with experimental data and the calculations of Liu et al. and Merci et al.
A comparison of mean and RMS mixture fractions can be seen on figures
24 and 25, respectively. Similarly to the HM1 and HM2 cases, the LES/HPDF
mean mixture fraction is generally in good agreement with experiment, again
with the exception of a slower decrease to the coflow value past r = 25mm and
some underprediction of experiment for x/DB = 1.8 and 2.4, r < 10mm. Sim-
ilarly to the HM2 case, Liu et al. considerably underpredict the mean mixture
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fraction at x/DB = 1.8, 2.4, and overpredict it close to the bluff-body face, ar
x/DB = 0.26, 5mm < r < 25mm. The calculations of Merci et al. give better
agreement with experiment than those of Liu et al., although the peak values at
the centerline are overpredicted, and the profile is less spread out in the radial
direction for x/DB = 1.8.
On the RMS mixture fraction plots (fig. 25), we again see that the largest
differences between simulations and experiment are in the peak RMS values
close to the centerline. These are well captured by the LES/HPDF calculation
and that of Merci et al. (again, the peak at x/DB = 1.8 is closer to the centerline
than experiment), and considerably overpredicted by the simulation of Liu et
al.
Radial profiles of Favre-averaged temperature are shown on fig. 26. On the
upstream plot of x/DB = 0.26 we see that the LES/HPDF profile underpredicts
the experimental data, but is in better agreement than the calculations of Liu
et al. At x/DB = 0.6 both LES/HPDF and the calculations of Liu et al.
are in good agreement with experiment, whereas Merci et al. underpredict the
temperature profile by as much as 400K. In the two intermediate axial locations
LES/HPDF and Liu et al. are again in good agreement with experiment. The
profile of Liu et al. becomes more inaccurate downstream, and overpredicts
experiment by as much as 600K at x/DB = 2.4. Unlike in the HM1 and
HM2 cases, the LES/HPDF profile, too, loses some of its accuracy downstream,
overpredicting the peak temperature value by 100K at x/DB = 1.8 and by
150K at x/DB = 2.4. Still, the agreement with experiment is much better than
that of the RANS/PDF simulations.
Figure 27 shows radial profiles of mean CO mass fraction. Here, we see that
both simulations - LES/HPDF and that of Liu et al. - are in good agreement
with experimental data downstream, except at x/DB = 1.8, where the results
of Liu et al. considerably overpredict the CO mass fraction close to the center-
line. At the two upstream locations, the LES/HPDF simulation overpredicts
experimental data by as much as 1%MF, but is still considerably more accurate
than the simulation of Liu et al., which overpredict experiment by as much as
5%MF.
Mean CO2 mass fraction profiles are shown on figure 28. At x/DB = 1.3
and downstream from that location, the results are similar to the HM1 and
HM2 cases - LES/HPDF slightly overpredicts the experimental profile, by up
to 10% of the experimental values, whereas Liu et al. are in good agreement
with experiment for for r > 10mm but considerably overpredict experimental
values close to the centerline. At the three upstream locations, particularly
at x/DB = 0.26, the agreement, for both the present simulation and Liu et
al., is poorer than in the HM1 and HM2 cases: in particular, the LES/HPDF
simulation underpredicts experiment by up to 1%MF at x/DB = 0.26. Still, the
present results for the most part predict experimental data better than those of
Liu et al.
Figure 29 shows radial profiles of mean NO mass fractions. Again, the agree-
ment of the LES/HPDF simulation with experimental data is poorer than that
in the HM1 and HM2 cases, with the computational values overpredicting ex-
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periment by a factor of more than 2 downstream. Still, there is an improvement
over the previous RANS calculation, especially at x/DB = 0.6 and x/DB = 0.9
where, unlike in the HM1 and HM2 cases, Liu et al.’s calculation overestimates
experimental results by more than a factor of 2.
Radial profiles of mean OH mass fractions are shown on fig. 30. Again, the
agreement of the LES/HPDF results with experiment is not as good as in the
HM1 and HM2 cases, particularly at x/DB = 1.8, 2.4 where the LES/HPDF
profile overpredicts the peak OH mass fraction, but is considerably better than
that of Liu et al.’s profiles, especially at x/DB = 0.26 where the latter profile
considerably underpredicts the OH mass fraction for r < 20mm.
Scatter plots of temperature vs. mixture fraction are shown on figures 31
and 32, for the axial locations x/DB = 0.6, 0.9 and x/DB = 1.3, 1.8 respectively.
Similarly to the HM2 case, the maxima on the temperature scatter plot for
x/DB = 0.6 are underpredicted in the LES/HPDF simulation, although the
discrepancy at the stoichiometric point is not quite as pronounced. We can
observe significant local extinction at x/DB = 0.9, 1.3 and 1.8. The agreement in
the conditional means is good at x/DB = 0.6 and x/DB = 0.9, but deteriorates
somewhat at x/DB = 1.8, where the LES/HPDF conditional means around
ξ = 0.07 overpredict experiment by up to 100K, and the local extinction is
somewhat underpredicted. We note that experimental conditional means are
not shown for x/DB = 1.3 because they are not present in the experimental
data set.
4.4 Further discussion
From the results presented in the above two subsections, we see that the LES/HPDF
simulations of the flames HM1, HM2 and HM3 are in very good agreement with
experiment, with the exception of the upstream locations past r = 25mm,
where the LES/HPDF profiles decrease to the coflow values more slowly than
the experimental data, most probably due to insufficient resolution in the outer
shear layer. The LES/HPDF results are also a considerable improvement over
other simulations of the same flames, especially at the downstream locations of
x/DB = 1.8 and 2.4.
As can be seen on the scatter plots of temperature vs. mixture fraction, the
present simulation is able to capture the local extinction in the HM2 and HM3
cases, although the amount of local extinction is somewhat underpredicted in
the downstream regions of the HM3 case. Nevertheless, the local extinction
of flame HM3 is captured in the LES/HPDF calculation much better than in
previous simulations: in particular, both the simulations of Liu et al. and the
EMST simulations of Merci et al. considerably underpredict the amount of
local extinction in the flames HM2 and HM3. For the flame HM2, another
simulation reported in Merci et al., using a modified Curl’s mixing model [9],
yields scatter plots in better agreement with experimental data (in particular,
the local extinction at x/DB = 1.8 for the HM2 case is well-predicted), but
gives more inaccurate mean field results, and cannot produce a stable burning
solution for the HM3 case.
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The consequences of the improved prediction of local extinction can be ob-
served on figure 33, which plots the progression from flame HM1 to HM3, as
given by experimental data, and as predicted by the present simulation and that
of Liu et al. We can see that the experimental data indicates a sharp decrease
in temperature at x/DB = 0.9 from HM2 to HM3, as well as a progressive de-
crease in temperature from HM1 to HM2 to HM3 at the downstream locations
x/DB = 1.3, x/DB = 1.8 and x/DB = 2.4. These trends are approximated well
by the LES/HPDF calculation, but not so much by that of Liu et al.
5 Conclusions
The Sandia-Sydney bluff-body flames have been simulated with a new LES/PDF
algorithm, called LES/HPDF, developed by Cornell University’s Turbulence
and Combustion Group. Using the skeletal ARM2 chemical mechanism, the
computational results are in very good agreement with experiment. A notable
exception to this is in the outer shear layer close to the bluff-body, where the
LES/HPDF-calculated scalars converge to the coflow value more slowly than
experimental data and other computational results; additionally the NO mass
fractions are generally overpredicted, especially downstream in the HM3 flame,
but the agreement with experiment is still considerably better than in previous
work. Overall, the present calculations are a substantial improvement on previ-
ous computational studies of the same flame, with better prediction of the local
extinction in flames HM2 and HM3. It is seen that the simulation is sensitive
to the treatment of heat transfer to the bluff body face, and better agreement
of the temperature profiles with experiment is seen with the implementation of
a Dirichlet temperature boundary condition which enforces the experimentally-
observed mean temperature on the bluff-body face.
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Figure 1: Mean velocity plots for the HM1e simulation. Left: radial plots of the
Favre-averaged axial velocity at three different axial locations: x = 0.2DB, x =
0.6DB, and x = 1.4DB. Right: plots of the Favre-averaged radial velocity at
the same locations. As noted in the text, the LES/HPDF profiles are scaled
by a factor of 108/118, in order to account for the velocity difference between
flames HM1 and HM1e.
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Figure 2: RMS velocity plots for the HM1e simulation. Left: radial plots of the
root-mean-square of axial velocity fluctuations at three different axial locations:
x = 0.2DB, x = 0.6DB, and x = 1.4DB. Right: plots of the root-mean-square
of axial velocity fluctuations at the same locations. As noted in the text, the
LES/HPDF profiles are scaled by a factor of 108/118, in order to account for
the velocity difference between flames HM1 and HM1e.
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Figure 3: Radial plots of the Favre-averaged mixture fraction at six axial loca-
tions, from x = 0.26DB to x = 2.4DB, for the HM1 simulation.
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Figure 4: Radial plots of the root-mean-square of mixture fraction fluctuations
at six axial locations, from x = 0.26DB to x = 2.4DB, for the HM1 simulation.
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Figure 5: Radial plots of the Favre-averaged temperature at six axial locations,
from x = 0.26DB to x = 2.4DB, for the HM1 simulation, with and without the
temperature boundary condition at the bluff-body face plate.
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Figure 6: Radial plots of the Favre-averaged CO mass fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM1 simulation.
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Figure 7: Radial plots of the Favre-averaged CO2 mass fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM1 simulation.
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Figure 8: Radial plots of the Favre-averaged NO mass fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM1 simulation.
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Figure 9: Radial plots of the Favre-averaged OH mass fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM1 simulation.
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Figure 10: HM1 scatter plots of temperature plotted against mixture fraction,
in the range ξ ∈ [0, 0.2], for the axial locations x = 0.6DB and x = 0.9DB.
Conditional means are marked in red, and laminar flamelet temperatures are
marked in blue. Top: experimental results. Bottom: LES/HPDF calculations.
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Figure 11: HM1 scatter plots of temperature plotted against mixture fraction,
in the range ξ ∈ [0, 0.2], for the axial locations x = 1.3DB and x = 1.8DB.
Conditional means are marked in red, and laminar flamelet temperatures are
marked in blue. Top: experimental results. Bottom: LES/HPDF calculations.
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Figure 12: Contour plot of the resolved axial velocity (in m/s) at the end of the
HM1 simulation.
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Figure 13: Contour plot of the resolved temperature (in K) at the end of the
HM1 simulation, with a specified temperature at the bluff-body face.
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Figure 14: Contour plot of the resolved temperature (in K) at the end of the
HM1 simulation, without the temperature boundary condition (bluff-body face
is adiabatic).
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Figure 15: Radial plots of the Favre-averaged mixture fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM2 simulation.
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Figure 16: Radial plots of the root-mean-square of mixture fraction fluctuations
at six axial locations, from x = 0.26DB to x = 2.4DB, for the HM2 simulation.
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Figure 17: Radial plots of the Favre-averaged temperature at six axial locations,
from x = 0.26DB to x = 2.4DB, for the HM2 simulation.
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Figure 18: Radial plots of the Favre-averaged CO mass fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM2 simulation.
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Figure 19: Radial plots of the Favre-averaged CO2 mass fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM2 simulation.
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Figure 20: Radial plots of the Favre-averaged NO mass fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM2 simulation.
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Figure 21: Radial plots of the Favre-averaged OH mass fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM2 simulation.
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Figure 22: HM2 scatter plots of temperature plotted against mixture fraction,
in the range ξ ∈ [0, 0.2], for the axial locations x = 0.6DB and x = 0.9DB.
Conditional means are marked in red, and laminar flamelet temperatures are
marked in blue. Top: experimental results. Bottom: LES/HPDF calculations.
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Figure 23: HM2 scatter plots of temperature plotted against mixture fraction,
in the range ξ ∈ [0, 0.2], for the axial locations x = 1.3DB and x = 1.8DB.
Conditional means are marked in red, and laminar flamelet temperatures are
marked in blue. Top: experimental results. Bottom: LES/HPDF calculations.
171
0 10 20 30
0
0.2
0.4
0.6
0.8
1
r(mm)
ξ
x/DB = 0.26
0 10 20 30
0
0.2
0.4
0.6
0.8
1
r(mm)
ξ
x/DB = 0.6
0 10 20 30
0
0.2
0.4
0.6
0.8
1
r(mm)
ξ
x/DB = 0.9
0 10 20 30
0
0.2
0.4
0.6
0.8
1
r(mm)
ξ
x/DB = 1.3
0 10 20 30
0
0.2
0.4
0.6
0.8
1
r(mm)
ξ
x/DB = 1.8
 
 
0 10 20 30
0
0.2
0.4
0.6
0.8
1
r(mm)
ξ
x/DB = 2.4
Experiment
Liu et al.
LES/HPDF
Merci et al.
22 24 26 28
0
0.05
0.1
22 24 26 28
0
0.05
0.1
Figure 24: Radial plots of the Favre-averaged mixture fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM3 simulation.
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Figure 25: Radial plots of the root-mean-square of mixture fraction fluctuations
at six axial locations, from x = 0.26DB to x = 2.4DB, for the HM3 simulation.
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Figure 26: Radial plots of the Favre-averaged temperature at six axial locations,
from x = 0.26DB to x = 2.4DB, for the HM3 simulation.
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Figure 27: Radial plots of the Favre-averaged CO mass fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM3 simulation.
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Figure 28: Radial plots of the Favre-averaged CO2 mass fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM3 simulation.
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Figure 29: Radial plots of the Favre-averaged NO mass fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM3 simulation.
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Figure 30: Radial plots of the Favre-averaged OH mass fraction at six axial
locations, from x = 0.26DB to x = 2.4DB, for the HM3 simulation.
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Figure 31: HM3 scatter plots of temperature plotted against mixture fraction,
in the range ξ ∈ [0, 0.2], for the axial locations x = 0.6DB and x = 0.9DB.
Conditional means are marked in red, and laminar flamelet temperatures are
marked in blue. Top: experimental results. Bottom: LES/HPDF calculations.
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Figure 32: HM3 scatter plots of temperature plotted against mixture fraction,
in the range ξ ∈ [0, 0.2], for the axial locations x = 1.3DB and x = 1.8DB.
Conditional means are marked in red, and laminar flamelet temperatures are
marked in blue. Top: experimental results. Bottom: LES/HPDF calculations.
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Figure 33: Comparison of the temperature profile variation from flame HM1 to
HM2 to HM3. Symbols: experimental data. Red curves: LES/HPDF. Green
curves: Liu et al.
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Conclusions and a Look Ahead
This dissertation presents new advances in hybrid particle/finite volume meth-
ods for turbulent reactive flows. In the area of particle mass consistency preser-
vation, new interpolation and time stepping schemes are introduced, and their
effectiveness is shown to be better than that of existing numerical algorithms.
A new time integration scheme, MRK2, is designed for the evolution of parti-
cle positions when advected via a discontinuous velocity field: MRK2 improves
upon standard time integration schemes in that it preserves the continuity of the
Lagrangian mapping between the initial and final particle positions, and yields
second-order convergence in the case when the time step decreases to zero for a
fixed grid.
A new class of SDE time integration schemes of arbitrarily high order of
accuracy is proposed, and its convergence properties are proven rigorously for
all members of the class, and demonstrated numerically for the second- and
third-order cases. These schemes, called the DRp schemes, compare favorably,
in terms of accuracy and computational efficiency, to standard second-order
accurate SDE time integration schemes, such as those of Kloeden and Platen,
and Cao and Pope.
In the context of the LES/HPDF code developed at Cornell and used for the
simulation of the Sandia-Sydney Bluff-Body flames, specific volume coupling is
examined in detail, and an overall second-order accurate LES/PDF procedure is
achieved, in contrast to previous LES/PDF codes which are first-order accurate
in time. The specific volume coupling error is minimized via a transported
specific volume approach, which allows for an overall second-order accurate
LES/PDF scheme while minimizing the statistical errors inherent in the PDF
solver by using the LES component of the LES/HPDF code to account for the
transport of specific volume.
Particle mass consistency errors need to be minimized in order for the
LES/PDF procedure to yield a valid numerical approximation to the mass-
weighted PDF evolution equation. This is done via a combination of second-
order accurate time integration schemes used by the LES/PDF code, new veloc-
ity and scalar interpolation schemes designed to reduce the build-up of particle
mass consistency errors, and a corrective velocity algorithm which reduces these
errors once they occur.
The LES/HPDF code, with chemistry modeled by the ARM2 chemical mech-
anism, is used to simulate the Sandia-Sydney bluff-body flames, HM1, HM2, and
HM3. The simulation is seen to be sensitive to the treatment of heat transfer to
the bluff body face: better agreement of the temperature profiles with experi-
ment is achieved with the implementation of a Dirichlet temperature boundary
condition. Overall, the agreement of the LES/HPDF calculations with exper-
iment is very good, with the exception of the upstream regions of the outer
shear layer, where the LES/HPDF-calculated scalars converge to the coflow
value more slowly than experimental data and other computational results -
this may be corrected by a higher grid resolution in the outer shear layer.
In general, the LES/PDF results are considerable improvement over previ-
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ous numerical studies of this series of flames. In particular, for flames HM2
and HM3, which feature considerable flow complexity and local extinction,
the qualitative and quantitative agreement of the LES/HPDF simulations with
experiment is better than that of previous numerical studies, which used the
RANS/PDF approach, of the same flames. This suggests that the LES/HPDF
code is ready to be tested on other hydrodynamically-complex flows with turbulence-
chemistry interactions.
There are several possible extensions of this line of research. While the
MRK2 scheme deals effectively with discontinuous velocity fields, it is also
desirable to develop new SDE integration schemes that are designed to deal
with noisy and probably discontinuous diffusivity fields - in the LES/PDF con-
text, the turbulent diffusivity evaluated by standard models such as the dy-
namic Smagorinsky procedure is almost always very noisy, which in the present
LES/PDF context, with turbulent diffusivity and no constraints on the number
of cells that a particle can cross in the radial and circumferential directions,
suggests that there is potential for improvement of the numerical accuracy by
accounting for the change in diffusivity experienced by those particles which
cross into a different LES cell. On the same rationale, numerical accuracy could
be improved by accounting for the change in mean composition and scalar mix-
ing frequency seen by particles which cross one (or several) cell interfaces in the
period of a single time step, similarly to the way that MRK2 accounts for the
change in velocity experiences by particles which cross a cell interface.
The ultimate goal in the LES/PDF field is the development of a code which
allows for accurate numerical simulations of complex engineering applications,
such as for example internal combustion engines and turbines. The transition to
such applications from the laboratory-scale gas combustion problems, to which
the LES/HPDF code is presently suited, requires a plethora of obstacles to
be overcome. The increase in grid sizes necessary to handle most engineering
applications causes a considerable increase in computational cost, thus requir-
ing improved computational efficiency of the LES/HPDF code and its use in
ever-faster supercomputers: this is also necessitated by the fact that the hy-
drocarbon fuels used in typical applications are much more complex than the
simple methane-hydrogen-air deals with in this work, and thus require more
detailed chemical mechanisms.
We also note that many physical processes present in turbulent combustion
are currently not simulated by the LES/HPDF code. Modeling of these pro-
cesses is also an important avenue for the extension of the present work. In
particular, an accurate calculation of droplet vaporization is essential for the
development of numerical algorithms for liquid fuel combustion. Additionally,
radiation and conduction within adjacent solids may play a significant role in
certain applications, and does in fact affect even the bluff-body flames simulated
in this work: as noted above, the accuracy of the bluff-body temperature profiles
is increased by a Dirichlet boundary condition for temperature. This condition,
however, is not predictive, in that it requires the experimentally-measured tem-
perature values on the bluff-body face - in order for these temperature values to
be obtained numerically, treatment of the heat exchange at the bluff-body face,
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including convection, radiation and conduction to the interior of the bluff-body,
would be necessary.
Additionally, the irregular geometry of most applications implies the ne-
cessity to adapt the LES/HPDF code unstructured grids, as opposed to the
Cartesian and cylindrical grids which the code uses at present. Note, however,
that this may also be achieved via use of the immersed boundary method.
Perhaps the most immediate possibility for the extension of the present work
lies in the inclusion of near-wall treatment for the LES/HPDF wall interfaces.
In the present work, the lack such near-wall treatment is not a considerable
obstacle since the boundary layers which develop in the inlets, and separate at
the bluff-body corners, are simulated by a highly-resolved incompressible pipe
flow solutions. However, in a future application, which may include solid struc-
tures within the LES/HPDF computational domain, with turbulent boundary
layer development on their walls, the inclusion of a near-wall LES model for the
accurate calculation of these boundary layers will be essential.
To summarize, there are many advances which need to materialize in the
field of LES/PDF methods for turbulent combustion in order to get to the
ultimate goal of an algorithm which accurately simulates complex engineering
applications: the studies performed within this dissertation are but one of these
advances.
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