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Abstract 
The focus of our research is on designing a new architecture (RF front-end and 
digital) for processing multi GNSS signals in a single receiver chain. The motivation 
is to save in overhead cost (size, processing time and power consumption) of 
implementing multiple signal receivers side-by-side on-board Smartphones.  
This thesis documents the new multi-signal receiver architecture that we have 
designed. Based on this architecture, we have achieved/published eight novel 
contributions. Six of these implementations focus on multi GNSS signal receivers, 
and the last two are for multiplexing Bluetooth and GPS received signals in a single 
processing chain. We believe our work in terms of the new innovative and novel 
techniques achieved is a major contribution to the commercial world especially that 
of Smartphones. Savings in both silicon size and processing time will be highly 
beneficial to reduction of costs but more importantly for conserving the energy of the 
battery. We are proud that we have made this significant contribution to both 
industry and the scientific research and development arena. 
The first part of the work focus on the Two GNSS signal detection front-end 
approaches that were designed to explore the availability of the L1 band of GPS, 
Galileo and GLONASS at an early stage. This is so that the receiver devotes 
appropriate resources to acquire them. The first approach was based on folding the 
carrier frequency of all the three GNSS signals with their harmonics to the First 
Nyquist Zone (FNZ), as depicted by the BandPass Sampling Receiver technique 
(BPSR). Consequently, there is a unique power distribution of these folded signals 
based on the actual present signals that can be detected to alert the digital processing 
parts to acquire it. Volterra Series model is used to estimate the existing power in the 
FNZ by extracting the kernels of these folded GNSS signals, if available. The second 
approach filters out the right-side lobe of the GLONASS signal and the left-side lobe 
of the Galileo signal, prior to the folding process in our BPSR implementation. This 
filtering is important to enable none overlapped folding of these two signals with the 
GPS signal in the FNZ. The simulation results show that adopting these two 
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approaches can save much valuable acquisition processing time. 
Our Orthogonal BandPass Sampling Receiver and Orthogonal Complex BandPass 
Sampling Receiver are two methods designed to capture any two wireless signals 
simultaneously and use a single channel in the digital domain to process them, 
including tracking and decoding, concurrently.  The novelty of the two receivers is 
centred on the Orthogonal Integrated Function (OIF) that continuously harmonies the 
two received signals to form a single orthogonal signal allowing the “tracking and 
decoding” to be carried out by a single digital channel. These receivers employ a 
Hilbert Transform for shifting one of the input signals by 90-degrees. Then, the 
BPSR technique is used to fold back the two received signals to the same reference 
frequency in the FNZ. Results show that these designed methods also reduce the 
sampling frequency to a rate proportional to the maximum bandwidth, instead of the 
summation of bandwidths, of the input signals.  
Two combined GPS L1CA and L2C signal acquisition channels are designed 
based on applying the idea of the OIF to enhance the power consumption and the 
implementation complexity in the existing combination methods and also to enhance 
the acquisition sensitivity. This is achieved by removing the Doppler frequency of 
the two signals; our methods add the in-phase component of the L2C signal together 
with the in-phase component of the L1CA signal, which is then shifted by 90-degree 
before adding it to the remaining components of these two signals, resulting in an 
orthogonal form of the combined signals. This orthogonal signal is then fed to our 
developed version of the parallel-code-phase-search engine. Our simulation results 
illustrate that the acquisition sensitivity of these signals is improved successfully by 
5.0 dB, which is necessary for acquiring weak signals in harsh environments. 
The last part of this work focuses on the tracking stage when specifically 
multiplexing Bluetooth and L1CA GPS signals in a single channel based on using 
the concept of the OIF, where the tracking channel can be shared between the two 
signals without losing the lock or degrading its performance. Two approaches are 
designed for integrating the two signals based on the mathematical analysis of the 
main function of the tracking channel, which the Phase-Locked Loop (PLL). A 
mathematical model of a set of differential equations has been developed to evaluate 
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the PLL when it used to track and demodulated two signals simultaneously. The 
simulation results proved that the implementation of our approaches has reduced by 
almost half the size and processing time. 
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Chapter 1 Introduction 
Global Navigation Satellite System (GNSS) receivers targeted for use in 
Smartphones to provide localisation for many Location-Based-Services have reached 
4.5 billion in 2015, and it is expected to grow to 9 billion in 2022 [1]. Since, a 
typical Smartphone includes, in addition to the GNSS, other wireless technologies 
such as Bluetooth (BT), NFC, and Wi-Fi; therefore, sharing parts of the receive 
chain functions between GNSS and these technologies will help reduce solutions 
overall silicon and physical size and cost, as well as reducing processing time and 
power consumption.  
Our research focus is on integrating multi-signals in a single processing chain 
based on using the BPSR technique. Parts of this work rely on solving Partial 
Differential Equations (PDE's) that model the multiplexing of the various receiver 
functionalities, as details in Chapter 5.  
The first part of our research was to investigate mathematically the availability of 
integrating/combining wireless signals in a single receive chain functions; We have 
subsequently found that this kind of integration can be implemented at the analogue 
front end stage as well as at the acquisition and tracking stage. We have come up 
with eight hypotheses, 4 in the RF front-end, 2 in the acquisition, and 2 in the 
tracking stages to achieve such integration. All these 8 hypotheses were duly 
evaluated, including literature survey, and proved using MATLAB/Simulink 
simulations as shall be discussed in the following chapters. The following is a brief 
on each of these hypothesis and our conclusions on it: 
 The current receiver designs employ multi acquisition channels to find the 
availability of GNSS signals that share the same transmitted frequency 
and that can thrash all the receiver resources to find signals that might not 
be available. Therefore, we designed two approaches that rapidly detect 
the availability of these GNSS signals at an early stage in the receiver to 
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keep it from enabling acquisition channels for acquiring signals that are 
not present.  
 When the BPSR technique is used to capture multi-signal states on each 
received signal, they should be folded to a unique frequency band in the 
FNZ. This can complicate the task of combining more than one signal in a 
single channel. Therefore, two receivers are designed to fold any two 
received signals to the same folding-frequency (or the frequency band) in 
FNZ, based on orthogonalising the two received signals to become a 
single orthogonal signal.  This will also reduce the sampling frequency 
rate, which is proportional to maximum information bandwidth of the two 
received signals. 
 GNSS signals, such as L1CA and L2C GPS signals, are transmitted from 
the same Satellite Vehicle (SV); ergo, most of their errors are related. 
Combining these signals in acquisition channel is possible and will assure 
better signal acquisition and improved reliability at wider operating areas. 
However, the current combined L1CA and L2C GPS signal 
implementations are side-by-side solutions (parallel processing scenario), 
which will be costly (processing, power, size, etc.). Therefore, two novel 
acquisition channels are designed to combine these signals into a single 
processing channel based on applying one of our orthogonal receiver 
designs. 
 BT transceiver, in the most demanding profile run, is active intermittently 
with large inactive 2150 µsec window-slots. Consequently, we will use 
this inactive time to track GPS-L1 signal for eliminating the use of a 
complete tracking channel. This requires designing a new tracking 
channel, so it changes its tracking mode based on the available signals 
“BT or GPS” without losing the lock of the signal phase. After 
mathematically analysing the behavioural response of the Costas PLL 
when fed two signals, two approaches are proposed based on integrating a 
frequency estimator inside the PLL loop. Note that one of the main 
applications of Fokker-Planck Equation (FPE) [2] is the PLL. Where, FPE 
is a parabolic PDE that describes the probability density function of the 
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particle's position undergoing Brownian motion. Mathematically, the state 
of the FPE, (𝑥(𝑡)) of the probability density function is described as 
follows: 
𝜕𝑓(𝑥, 𝑡)
𝜕𝑡
=  
𝜕
𝜕𝑡
(𝜁(𝑥, 𝑡) 𝑓(𝑥, 𝑡)) +
𝑁𝑜
4
𝜕2𝑓(𝑥, 𝑡)
𝜕𝑥2
 
where - 𝜁(𝑥, 𝑡) and  
𝑁𝑜
2
 are the moments of the FPE, and 𝑁𝑜 is power 
spectral density of the Gaussian white noise. This type of Nonlinear PDE 
is very difficult to solve it analytically; therefore, we derived a 
mathematical model (system of ordinary differential equations) to analyse 
and describe the behaviour of our new PLL design. 
1.1 Research Motivation 
With having both of my BSc and MSc in mathematics, I wanted to research into 
an applied Mathematics area that has an association with modelling and 
implementing communication systems, with a focus on the role of Partial differential 
equations in the applied solution. I have come to learn; after some investigation, that 
most of today’s wireless signals and associated receiver algorithms has a big PDE 
component in it. When I met Dr Ihsan Lami in the Applied Computing at the 
University of Buckingham) and discussed my topic “Combine Multi-GNSS signal in 
a single chain” with him, he explained that I had to appreciate truly the physical 
problem before attempting to solve it. In addition, he further explained that my 
potential subject needed to be state-of-art to be of any value, given that 
communication and wireless-signal technology evolve at a rapid pace. Although I 
realised I would be facing quite a few challenges and that it would not be plain 
sailing, I was truly inspired, and I knew that this would enliven the study and 
research ahead of me, it fired my enthusiasm, and I rose to the task. Some of the 
more severe initial challenges I had to face were: 
1. The biggest challenge that I had to overcome was to build on my abstract 
mathematical background for real-time application. 
2. Building a background about the communication systems; transmitters, 
wireless channels, noise, and receivers and how signals are processed amongst 
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them. 
3. Setting proper criteria for each solution since not all the mathematical 
assumptions are applicable to be real-time solutions. 
4. Answering the questions of "when, where and how" we can combine the 
signals without affecting the system performance. 
5. To design efficient solutions for combining/integrating more than one signal 
in a single chain with the minimum overhead cost possible. 
Looking back at this experience, I am very happy that I have had the chance to 
expand on my prior knowledge, and successfully apply my previous knowledge in a 
thriving area of technology that is part of our everyday life. 
1.2 Research Methodology and Progress 
My methodology was to cover the two following aspects of combining and 
integrating signals in a single receiver chain: 
1. Understand the mathematical representation of each and every functional 
component at any stage in the transmit and receive chain for the GNSS and 
BT signals. 
2. Each of these functions is then broken down to its basic mathematical model 
to help me develop an enhanced model, especially for the algorithms of the 
ADC and PLL. 
I started my research with collecting fundamental information on GNSS and BT 
signals (mainly the characteristics of these two signals in terms of frequency range, 
modulation type, spread spectrum type, and transmitted/received power). Then, I 
focussed on understanding the receiver stage and its components by doing simulation 
implementations of the most common receiver architecture functions on MATLAB. 
Comprehensive literary investigations done on algorithms and techniques have been 
used to detect, acquire, and track GNSS and BT signals. This investigation has led to 
my hypotheses and subsequently proposed solutions on designing multi-signal 
receivers. My findings on multi-GNSS, with BT, acquisition and tracking solutions 
can be easily adopted to other types of signals. 
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In the process of researching receiver architecture, I found that BandPass 
Sampling was the most fascinating architecture. Therefore, I considered the BPSR 
architecture closely, which has resulted in designing a new receiver architectures 
based on orthogonalising multiple received signals. We called this “the Orthogonal 
BandPass Sampling Receiver (OBPSR)” which formed the flagship for our 
subsequent novelties. OBPSR architecture folds the received signals in the digital 
domain at the same frequency, which will for example, facilitate in combining them 
in the acquisition or in tracking stage. The concept of OBPSR is used first for the 
acquisition of L1 and L2 combined GPS signals in a single channel. Subsequently, I 
have succeeded in combining GPS and BT signals in a single PLL tracking channel. 
Figure 1-1 shows a time line, highlighting the progress of my achievements and 
publications.
  6  
 
Figure 1-1 PhD research progress and achievements 
  7  
1.3 Thesis Organisation 
Figure 1-2 illustrates the structure of this thesis in terms of the receiver chain 
relevance. The thesis consists of six chapters. The structure of the thesis chapters is 
described below. 
 
Figure 1-2 Thesis organisation 
Chapter 1 introduces the research topics of this thesis, as well as offering an 
insight into the motivation, the objectives and the methodology of this research. 
Chapter 2 reviews the current receiver architectures and explains the concept of 
the BPSR. It also presents the two quick-early (L1-GNSS signals) detection 
approaches whose MATLAB simulation and results are analysed. 
Chapter 3 describes our two multi-signal receivers "OBPSR & OCBPSR" in 
detail with their mathematical representations. In this chapter, Orthogonal Integrated 
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Function will be explained and how it combines the signals without overlapping each 
other. MATLAB simulation results of the two receivers will be evaluated by sets of 
criteria such as BER and EVM.  
Chapter 4 starts with an overview of the structure and the properties of two GPS 
(L1CA and L2C) signals. Further, literature survey will be provided to cover the 
traditional and the state-of-art L1CA and L2C combination acquisition methods. This 
chapter also presents our two novel orthogonal combined L1CA and L2C acquisition 
channels with a comprehensive evaluation of their performance, with a further 
discussion of their simulation results.  
Chapter 5 exhibits a literature review and analysis of PLL system when it inputs 
two signals. This chapter will provide our developed mathematical model of the PLL 
based on measuring the effect phase-change on the system stability also. A Novel 
PLL design "AMM-PLL" for tracking dual signals "GPS and Bluetooth" 
concurrently is also discussed in this chapter. 
Chapter 6 draws conclusions, discussions and recommendations for future work. 
1.4 List of My Published Papers 
During the PhD program, the following papers were published with fellow 
researchers within the Department of Applied Computing at The University of 
Buckingham as well as with colleagues at the Ghent University, Belgium as part of 
the COST project and at Saint-Petersburg State University, Russia.  
1. Maher Al-Aboodi, Ali. Albu-Rghaif and Ihsan Lami, "GPS, Galileo and 
GLONASS L1 signal detection algorithms based on bandpass sampling 
techniques" in Ultra-Modern Telecommunications and Control Systems and 
Workshops (ICUMT), 4th International Congress, pp. 255-261, IEEE, 2012. 
2. Ihsan Lami and Maher Al-Aboodi, "OBPSR: A multi-signal receiver based 
on the orthogonal and bandpass sampling techniques" In Computer 
Applications Technology (ICCAT), International Conference on, IEEE, 2013.  
3. Maher AL-Aboodi and Ihsan Lami, "OCBPSR: Orthogonal Complex 
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BandPass Sampling Receiver" Computer Applications and Information 
Systems (WCCAIS), 2014 World Congress on, pp. 1-6. IEEE, 2014 
4. Ihsan Lami, Ali Albu-Rghaif and Maher Al-Aboodi, "GCSR: A GPS 
Acquisition Technique using Compressive Sensing enhanced implementation" 
International Journal of Engineering and Innovative Technology (IJEIT), vol. 
3, no.5, pp. 250-255, 2013.  
5. Maher AL-Aboodi, N. V. Kuznetsov, G. A. Leonov, M. V. Yuldashev, and 
R. V. Yuldashev, "Response of Costas PLL in the Presence of In-band 
Interference" IFAC-PapersOnLine 48, pp.714-719, 2015. 
6. Albu-Rghaif, Ali, Ihsan A. Lami, Maher Al-Aboodi, Patrick Van Torre, and 
Hendrik Rogier, "Galileo Signals Acquisition Using Enhanced Subcarrier 
Elimination Conversion and Faster Processing” third International Conference 
on Advances in Computing, Communication and Information Technology- 
CCIT, 10 - 14 pages, UK, 2015. 
7. Albu-Rghaif, Ali, Ihsan A. Lami, and Maher Al-Aboodi, "OGSR: A Low 
Complexity Galileo Software Receiver using Orthogonal Data and Pilot 
Channels" third International Conference on Advances in Computing, 
Communication and Information Technology- CCIT, UK, 2015. 
8. Maher Al-Aboodi, Ihsan A. Lami, Albu-Rghaif, Ali, Van Torre, Patrick, 
Rogier, Hendrik, "A Single Acquisition Channel Receiver for GPS L1CA and 
L2C Signals Based on Orthogonal Signal Processing" Proceedings of the 28th 
International Technical Meeting of The Satellite Division of the Institute of 
Navigation (ION GNSS+2015), Tampa, Florida, September 2015. 
9. Maher AL-Aboodi and Ihsan Lami, "Two New Approaches for Extended 
“Lock-in Range” Multi-Mode PLL Used to Track and Demodulate 
GPS+Bluetooth Signals in a Single Receive Chain" Proceedings of IEEE/ION 
PLANS, Savannah, Georgia, April 2016. (Accepted) 
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Chapter 2 The Choice of BPSR for Our 
Multi-Signal Receivers 
To save in overhead costs, we believe that multi-GNSS-signal (for example using 
GPS, Galileo, and, GLONASS) and multi-wireless-signal solutions (for example 
GNSS and BT) will roll out in most Smartphones shortly. No doubt, lots of research 
and development are ongoing to integrate these signals in a single-chain integrated-
processing receiver since GNSS solutions are receivers only. For this research, this 
has necessitated the study/review of not only the signals’ characteristics of GNSS 
and other Smartphone wireless technologies that can be candidate for such 
integration, but also the study/review of the various relevant architectures of wireless 
signals. 
This chapter, therefore, starts with a review of four of the most used/common or 
relevant receiver architectures (super-Heterodyne, Homodyne, Low-IF and BPSR) 
that can be implemented to achieve our integration, in terms of studying their 
capability of handling multi-signals efficiently, and understanding/comparing their 
advantages and drawbacks. It has become clear to us that the BPSR is the best 
candidate for integrating the front-end of multi-signals integration into a single 
receiver chain that we are targeting. The main advantage of BPSR (detailed later in 
Section 2.1.4) is acquiring the signals at the same time instance and processing them 
directly to the digital domain (the only architecture to do this for multi-signals). Our 
review of the latest published literature that uses the BPSR architecture to combine 
multi signals is detailed in Section ‎2.2.  
Finally, this chapter will detail the two BPSR implementations that we have 
published to detect multi-GNSS signals at an early stage, in the analogue front-end. 
These two implementations will eliminate having the GNSS-receiver thrashing all of 
its available resources to find/acquire a signal that does not exist at the vicinity. i.e. 
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In harsh environments such as urban canyons and indoors, the GNSS signals will 
most likely be blocked (or no physical existence of any signal at receiver’s antenna at 
the reception time). These two implementations are important because current GNSS 
receivers employ hundreds of correlators [3] that will deplete the receiver’s battery 
resources when trying to acquire signals in harsh environments [4]. This means that, 
when a solution using our implementation, the digital processing back-end 
(correlators acquisition and after) will only be invoked if the signal(s) actually exists, 
and thus achieving further overhead saving to having the integrated multi-GNSS 
receiver in a single chain rather than in a side-by-side implementation. 
Note that, the line amplifiers (LNA) and filters are nowadays combined with 
ADCs to produce so-called mixed-signal system, which consists of an analogue input 
part on one side, and a digital output part on the other side. This mixed-signal system 
development is to make an integrated all-digital receiver [5] for high flexibility and 
power efficiency.  For this thesis, it was decided to not model this LNA-ADC 
integration for our simulations, in favour of using an off-the-shelf model of the ADC.  
2.1 Review of Multi-Signal Receiver Architectures 
For designing or developing a multi-signal receiver, specifically for Smartphones’ 
signals, firstly we need to determine what type of the receiver architecture front-end 
that will be employed based on power consumption, cost, size, requirements of 
performance, and implementation complexity. Therefore, the aim of this section is to 
provide an overview of the most commonly used receiver architectures and their 
ability to process more than one signal at the same time. This section will clarify the 
pros and cons of those architectures, and our architecture choice for this research 
aims. 
2.1.1 Super-Heterodyne Receiver  
The design of the super-Heterodyne is based on two down-conversion stages, as 
shown in Figure 2-1. The first stage is converting the RF signal to low/Intermediate-
Frequency (IF) signal by using a Local Oscillator (LO) and mixer. While in the 
second stage, the low-frequency signal is converted to the baseband signal (in-phase 
and quadrature signals) by utilising quadrature mixers. Finally, the two separate 
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components in-phase and quadrature-phase signals are converted to the digital 
domain by two ADCs. 
The receiver front-end is probably the most used in current wireless receivers due 
to (1) its ability to separate the narrow-band-high-frequency signals from the 
surrounding interfering frequencies, and (2) its excellent capability to cope with the 
minimum signal levels at acceptable signal-to-noise ratio.  
 
 
Figure 2-1 Super-Heterodyne receiver architecture 
The main drawback of this receiver is that the harmonics and intermodulation 
components fall in the in-band of the desired signal as a result of the down-
conversion stages.  Consequently, several filters are required to reject the unwanted 
harmonics and intermodulation components, which make the receiver costly. For a 
multi-signal scenario, the first “LO1” will need to be changed by a synthesiser to 
switch quickly between the received signals standards. Because of the bandwidth of 
the received signals is different, so that require banks of filters after each down-
conversion stage to remove the unwanted signals. Therefore, that will limit the 
flexibility of this receiver and so is not a feasible/suitable solution for multi-signal 
scenario. 
2.1.2 Homodyne Receiver 
The design of Homodyne receivers is based on one down-conversion stage of, as 
depicted in Figure 2-2; in this stage, the RF signal is converted directly to baseband 
signal without using an intermediate stage. Obviously, this architecture is a 
 13 
simplified version of the super-Heterodyne architecture, i.e., it is excluding the 
intermediate stage. 
The RF signal once captured by the antenna is passed through BPF, centred on a 
frequency equal to the transmitted signal frequency, to eliminate all frequencies 
outside the signal band. The filtered signal is then amplified by a LNA. The 
amplified signal is then converted directly to baseband signals (in-phase and 
quadrature signals) by utilizing two mixers with a delay of 90-degree between them. 
A locally generated signal is used to mix with the amplified signal, which has a 
centre frequency identical to the frequency of the received RF signal. This 
architecture is also called the direct-conversion or Zero-IF architecture. 
 
Figure 2-2 Homodyne receiver architecture 
This receiver has two advantages compared to the previous super-heterodyne 
receiver; (1) it has less implementation complexity since no intermediate stage is 
required; (2) it avoids the in-band noise that comes from the harmonics and 
intermodulation components, snice IF is set to be 0 Hz.  The homodyne receiver is 
more flexible to allow a higher level of integration than the super-Heterodyne 
receiver as the number of analogue components are reduced. 
However, this receiver suffers from two limitations: (1) IQ imbalance [6] and (2) 
DC-offset [7]. The IQ imbalances issue occurs due to the mismatch between the in-
phase and quadrature of the digitised signal. This is because in the analogue domain, 
the delay branch in the LO is never exactly 90-degree, and also the gain is never to 
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be the same for both signals (in-phase and quadrature). While the DC-offset issue is 
the result of the LO leak to the input signal port or to the mixer or LNA due to 
imperfect isolation. The leaked signal will be mixed with the input signal and after 
down-conversion it shows as a DC component in the digital domain.  
2.1.3 Low-IF Receiver 
The Low-IF receiver architecture is similar to the architecture of the Homodyne 
receiver but the main difference between them is as shown in the Figure 2-3, that the 
Low-IF architecture converts the signal to low-IF frequency (1
st
 down-conversion) 
and then in the digital domain converts (2
nd
 down-conversion) the signal to the 
baseband signal "0 Hz". While in the Homodyne receiver, the received signal is 
directly converted to the 0 Hz frequency. 
 
Figure 2-3 Low-IF receiver architecture 
The Low-IF receiver combines the advantages of both super-heterodyne and 
homodyne architectures, such that (1) the architecture of the Low-IF receiver is 
simple like homodyne receiver and that will increase the level of integration. (2) the 
Low-IF receiver has no DC-offset issue likes super-heterodyne, since the signal after 
the 1
st
 down-conversion is not around DC. However, the issue of the harmonics and 
intermodulation components that fall in the in-band of the desired signal in the super-
heterodyne receiver will come up again in this receiver. Therefore, for multi-signal 
scenario, several filters are required to eliminate the unwanted harmonics and 
intermodulation components in this receiver, which will make it unfavourable. 
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2.1.4 Bandpass Sampling Receiver 
Bandpass sampling receiver refers to an established front-end architecture where 
analogue bandpass signal is down-converted (or folded) directly to baseband/near to 
the baseband [8]. That has been done based on placing the ADC as near to the 
antenna as possible, as shown in Figure 2-4; without utilising an analogue mixer, 
local oscillator and image filters as they are existing in the previous mentioned 
receiver’s architectures. This BPSR depends on using under-sampling technique or 
Nyquist second-order sampling theorem [9] that states on sampling the signal based 
on its bandwidth rather than the maximum frequency. This means the minimum 
sampling frequency has to be double the bandwidth of the received signal, which will 
be folding back the "information band" of the received signal to low-frequency at 
First Nyquist Zone (FNZ). In fact, BPSR architecture can be utilised to receive a 
Single Signal (BPSR-SS) or Multi-Signal (BPSR-MS) simultaneously, as shown in 
Figure 2-4 and Figure 2-5 respectively. 
 
Figure 2-4 BPSR-SS: Bandpass sampling architecture for a single signal 
In multi-signal scenario, the received signals are amplified, then are filtered out 
undesired signals and then are directly converted to the digital domain with a single 
ADC, as shown in Figure 2-5. The following algorithm is used to calculate the 
proper sampling frequency and the folding-frequencies in the FNZ of the received 
multi-signal. Further, it shows that there are two constrictions to guarantee no 
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overlapping among the folded information bandwidth in FNZ. 
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Figure 2-5 BPSR-MS: Bandpass sampling architecture for multi-signals 
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To view the sampling theory mathematically, it is actually a convolution between 
the DFT of this received signal and the summation of the shifted direct-delta function 
[10]. Let us assume the 𝑥(𝑡) is the time domain representation of a received RF 
signal and 𝑋(𝑓) is the frequency domain representation of the same RF signal. The 
sampled signal “𝑥𝑠(𝑡)” that comes from multiplication of 𝑥(𝑡) with Dirac delta 
function (𝛿 function) is given by: 
𝑥𝑠(𝑡) = 𝑥(𝑡) ∑ 𝛿(𝑡 − 𝑛. 𝑇𝑠)
∞
𝑛=−∞        (2-1) 
where, 𝑇𝑠 is the sampling time and 𝑓𝑠 = 1/𝑇𝑠 ;  𝑓𝑠 is the sampling frequency. 
In the frequency domain, the multiplication operation in (2-1) will be converted to 
convolution operation “∗” as it is expressed in (2-2) 
𝑋𝑠(𝑓) = 𝑋(𝑓)
1
𝑇𝑠
∗ ∑ 𝛿(𝑓 − 𝑛. 𝑓𝑠)
∞
𝑛=−∞ .      (2-2) 
Convolving the Direct delta function with 𝑋(𝑓) and substituting 𝑓𝑠 in the (2-2), 
the new equation becomes as followed: 
𝑋𝑠(𝑓) = 𝑓𝑠  [𝑋(𝑓) 𝛿(𝑓) +  𝑋(𝑓) 𝛿(𝑓 ∓ 𝑓𝑓) + 𝑋(𝑓) 𝛿(𝑓 ∓ 2𝑓𝑓) + ⋯ ] 
𝑋𝑠(𝑓) = 𝑓𝑠  [𝑋(𝑓)  +   𝑋(𝑓 ∓ 𝑓𝑓) + 𝑋(𝑓 ∓ 2𝑓𝑓) + ⋯ ] 
After simplified the above equation, the spectral representation of 𝑥𝑠(𝑡) is shown 
by: 
𝑋𝑠(𝑓) = 𝑓𝑠  ∑ 𝑋(𝑓 − 𝑁 𝑓𝑠)
∞
𝑛=−∞ .      (2-3) 
Obviously, from (2-3) the spectrum of 𝑥(𝑡) will be replicated on 𝑁 𝑓𝑠  and N=1, 2, 
3, etc. The value of 𝑓𝑠 needs to be selected at least doubles then the value of  𝑓 to 
avoid spectrum overlapping (𝑓𝑠 − 𝑓 > 𝑓). The proper sampling frequencies that 
sample the signal without overlapping can be expressed as a function of both the 
bandwidth and the centre frequency of the RF signal [11]. The sampling frequency 
intervals can be expressed as: 
2. 𝑓𝑐 + 𝐵𝑊
𝐾 + 1
 ≤  𝑓𝑠  ≤  
2. 𝑓𝑐 − 𝐵𝑊
𝐾
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where, K is an integer number bounded between 0 and normalize carrier frequency 
“fix(fc/BW - 0.5)”, where fix is a function that rounds its input values to toward zero, 
and BW is the bandwidth of the signal. 
In the BPSR technique, (2-4) shows the mathematical relationship that defines the 
folding-frequency value in the FNZ; obviously, it is a function of carrier frequency 
of the received signal and the chosen sampling frequency.  
𝑓𝑓𝑜𝑙𝑑 = {
𝑟𝑒𝑚(𝑓𝑐, 𝑓𝑠)                  𝑖𝑓   𝑓𝑖𝑥 (
𝑓𝑐
0.5∗𝑓𝑠
)      𝑖𝑠 𝑒𝑣𝑒𝑛
𝑓𝑠 − 𝑟𝑒𝑚(𝑓𝑐, 𝑓𝑠)         𝑖𝑓   𝑓𝑖𝑥 (
𝑓𝑐
0.5∗𝑓𝑠
)      𝑖𝑠  𝑜𝑑𝑑
    (2-4) 
where 𝑓𝑐 and 𝑓𝑓𝑜𝑙𝑑 are the carrier frequency and the folding-frequency respectively. 
Figure 2-4 and Figure 2-5 show the structures of the first-order implementations 
of the BPSR. The limitation in this implementation is that it is unable to translate the 
bandwidth information of input signal directly to the reference frequency at 0 Hz 
[12], due to the signal will overlap with itself. Also, it requires a sampling frequency 
that needs to be double the summation of the information-bands of the received 
signals.  
The limitations in the first-order implementation can be relaxed by using a 
complex/second-order implementation of BPSR, where this implementation allows 
to sample the received signals below the Nyquist frequency, because it combines the 
real and the imaginary part (the real part shifted by 90-degree) of the same received 
signal. That will reject all the negative frequencies part of the received signals. In 
addition, the second-order implementation allows to the received signal to be 
translated directly to the baseband “0 Hz frequency”, since the signal become an 
“analytical signal”. The “analytic signal” means that only a single-side band of any 
double-band signals is actually processed by this second-order sampling receiver. As 
shown in Figure 2-6, this is achieved by splitting the received signals into two paths. 
The Q-component path passes through an HT filter (90-degree phase shifting) before 
an ADC, while the I-component path of the signal is passed to an ADC directly and 
then both paths are recombined. This allows the ADC’s to sample the signals at 
sampling frequency proportional to the summation of the input signals’ bandwidths 
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rather than double of the bandwidth summation of the received signals in first-order 
implementation. The second-order implementation of BPSR suffers from IQ-
imbalance issue that comes from the analogue implementation of HT; this 
implementation is complex to achieve equal amplitude and 90-degree phase balances 
[13]. Therefore, this issue needs to be compensated in the digital domain model for 
accurate simulation [14]. 
 
Figure 2-6 Architecture of second-order BPSR implementation 
The main drawbacks in the BPSR architecture (both implementations) are: 
 Require a wideband ADC frequency range that should be covering the 
highest received inputs signal RF frequency.  
 Degradation in the Signal-to-Noise Ratio (SNR) [15] that comes from: (1) 
folding the entire noise that are not filtered out by the band selected filter 
to the desired signals bands only; (2) the clock jitter in the ADC. 
 Require a high quality (expensive) analogue BPF’s after the antennae to 
remove all noise from the received signals so to avoid the noise being 
folded back with the signal. 
However, the BPSR architecture has desirable properties for handling multi-
signal, which are: 
 Multi standard signals can be down-converted directly, at the same time, 
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to the digital domain without tuning/changing the receiver components. 
 The channels in the digital part of BPSR can be easily selected the desired 
signal/signals by utilising a LPF/BPF in the digital domain.  
 Completely flexibility/reconfigurable and can be employ different 
software for different signal standard in the digital domain. 
 Sampling frequency is proportional to the summation information-bands 
of the received signals, rather than the highest frequency value. 
 Its implementation is simple and smaller size, since it does not require 
analogue components such as VCO and mixer. 
Therefore, in all of our multi-signal receiver designs, the BPSR architecture is 
chosen to be our selected front-end.  
2.2 Literature Review of Recent Multi-Signal BPSR 
Implementations 
One of the first approaches that combined L1 and L2 GPS signals in a single 
front-end/receiver using BPSR technique was designed by choosing a high sampling 
frequency “800 MHz” [16]. The sampling frequency was adopted high for digitising 
the two signals due to the wider bandwidth between the two signals bands, where the 
L1 and L2 bands centre on 1575.42 MHz and 1227.60 MHz respectively. The 
sampling frequency has chosen high based on the double of the bandwidth “400 
MHz”, which is not the sum of the bandwidth of the two signals; but is the width of 
the lower band of the L1 signal and the higher band of the L2 signal. The front-end 
of this approach comprised two main stages; sampler and pre-correlation. In the 
sampler stage, the two singles are firstly amplified by two LNA’s and then their out-
band noise is filtered out by two BPF’s. A single ADC then digitised the filtered RF 
signals. The digitised signal is then passed to pre-correlation stage, which includes 
two FIR filters that are utilised to separate the signals and also to decimate the signal 
samples to 25 MS/s. However, manipulating samples at that rate of “800 MHz” is a 
complex discrete processing that is computationally expensive.  
An alternative efficient method of using BPSR technique is to fold information 
band of the desired signals only, which will significantly reduce the sampling rate. 
 22 
This means the BPSR front-end allows folding the information bands of different 
signals only (which have wide separation frequencies in the RF spectrum) near to 
each other in the FNZ. The challenging issue in this new method is to select 
sampling frequency that can find the position of the signals in FNZ without 
overlapping between their information bands with the signal itself. 
Mathematical formulae have been offered to find appropriate sampling frequency 
that directly allows folding/digitising multiple signals, which have non-adjacent 
frequency bands in RF, to non-overlapping area in the FNZ. In addition, the same 
formulae are used to calculate the folding/IF-frequency of each signal in the FNZ [8]. 
This solution is considered the keystone for all recent front-end designs that rely on 
BPSR approach to handle multi-signals. The same authors have moved on to design 
a front-end that has ability to handle two signals at the same time with low sampling 
frequency. The receive two distinct RF signals are GPS-CDMA (1575.42 MHz) and 
GLONASS-OFDM (1605.656 MHz), and the sampling frequency that use in this 
front-end is only equal to 24.205 MHz, so both information bands of the GPS and 
GLONASS signals will fold back to the FNZ at 2.095 MHz and 8.1260 MHz 
respectively [17].  
Similarly, the same authors have designed a multiple frequency to improve the 
GNSS positioning performance by doing ionospheric corrections. The front-end of 
this receiver has been designed to handle three GPS signals, which are L1 (1575.42 
MHz), L2 (1227.6 MHz) and L5 (1176.45 MHz). Based the BPSR formulas for 
selecting the folding frequencies possible for any multi signals (see Section 2.1.4 for 
details), the sampling frequency calculated for folding the signals information 
bandwidth to the FNZ without overlapping is 221 MHz. The receiver’s front-end 
includes 3 BPF’s with 24 MHz bandwidth for each filter and single ADC [18]. 
In the same vein, a multiple frequency GNSS receiver has been designed to 
capture three GNSS signals, which are L1/E1, L2 and L5/E5. The aim of this work is 
to analyse the noise, gain and linearity of the RF components to minimise the 
sampling frequency [19]. The three signals are processed through three independent 
channels, where each channel includes LNA and BPF to amplify the signals and then 
remove the out-of-band noise. The filtered signals are then combined and sampled by 
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single ADC that operates at sampling frequency equal to 227 MHz.  
Undoubtedly, the aliasing-noise and the jitter noise are directly proportional to the 
selected sampling rate; that means choosing a low sample rate will increase the 
noise. Quadrature BandPass Sampling Receiver (GQBPSR) has been designed for 
reducing the aliasing-noise [20] and the jitter noise [21] to promote the effective 
sampling rate. The GQBPSR includes two branches (I- and Q-branch), and in each, 
one of them there is a sampler. Therefore, the received signal goes through two 
samplers that use the same sampling rate, but one of the samplers is delayed by 
certain time (in special implementation the delay time is sometimes chosen as 1/4*fc, 
where fc is the carrier frequency of the received signal). The sampled signals are then 
combined by a moving average FIR filter [22], and that will effectively double the 
number of samples (doubling sampling rate) and halving/reducing the aliasing-noise.  
Despite the GQBPSR receiver efficiently reducing the aliasing-noise, but it 
becomes limited to addressing the noise problem in nonlinear scenario. The 
nonlinearity will affect the FIR filter performance and also the harmonic and 
intermodulation of the sampled signals will fold back to the different NZ, which 
could be located in the in-band of the desired signal spectrum.  
 
Figure 2-7 Block diagram of model BPSR based on VS 
Therefore, the simpler and easier way to analysis and simulate the nonlinear 
BPSR is to use a behavioural model. The behavioural model plays an important role 
in studying and designing a linearization technique that can be used to overcome the 
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effects of nonlinear distortion. The first behavioural model that mathematically 
describes the nonlinear behaviour of wideband BPSR was based on using Volterra-
Series (VS) [23]. This model helps to understand and characterise the BPSR in terms 
of nonlinear distortion and extra noise that comes from quantization error in ADC.  
Figure 2-7 shows the experimental setup that use to evaluate the accuracy of VS 
model that describing the BPSR under nonlinear scenario.  
VS is defined as an approximation model to describe any nonlinear system, as 
shown in below mathematical equation, where x(t) and y(t) are the input and output 
respectively, and h(t) are the Volterra kernels. 
𝑦(𝑡) =  ∑∫ … ∫ ℎ𝑛(𝜏1, . . . , 𝜏𝑛) 𝑥𝑖𝑛(𝑡 − 𝜏1) . . .
∞
−∞
∞
−∞
∞
𝑛=0
 𝑥𝑖𝑛(𝑡 − 𝜏𝑛) 𝑑𝜏1 . . .  𝑑𝜏𝑛  
To obtain valid characteristics to the nonlinear behaviour of the BPSR, VS kernels 
need to be extracted and the way of extract it as followed: 
The analogue signals are firstly fed to the BPSR. The output digital signals of the 
BPSR are converted back to the analogue in order to compare with input signals, 
which is an analogue. Ideal Digital-to-Analogue Converter (DAC) is used to convert 
the BPSR’s output. Since the output signal is strongly effect by noise, which will 
make the VS kernels are impractical to extract. Therefore, a noise removal approach 
is used in the frequency domain to clean the signal as followed: 
 Both signals (BPSR’s input and output) are fed to the FFT separately. 
 Select only the interest frequency bins of both signals in the frequency 
domain. 
 Use IFFT to convert back the signal to the time domain, most of the undesired 
frequency are eliminated by this approach, which will facilitate to calculated 
VS kernels. 
 VS is applied to these new input and output signals and then the desired VS 
kernels are calculated by least square method.  
In this model, VS has been truncated at the third-order nonlinearity and the 
memory taps that used to describe the nonlinearity in the first, second and third 
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harmonics of the signal was the same amount of memory. That has led to achieve 
identical matching between the simulated data of the mathematical behavioural mode 
based-VS and the measurement data of the BPSR at higher frequency, but that 
matching is a slightly less at lower frequencies.  
The same authors have been proposed a new approach to overcome this problem 
by applying the same mathematical model "VS", with a modification of extracting 
kernels procedure by applying a cluster to the signal based on its harmonics order 
[24]. Four clusters are used in the new approach; which are the baseband, the 
fundamental, the 2
nd
 harmonic, and the 3
rd
 harmonic. For each cluster there are 
different amount of memory tap, i.e., different number of VS kernels will be 
extracted. This new approach has estimated the kernels well such that the data of the 
mathematical behavioural model “VS model” and the measurement data of the BPSR 
model are identically in all frequency bands, at the higher or lower frequencies. 
Furthermore, the new approach "model based-VS" is flexible and can be generalised 
to cover higher NZs and also can be used to model a multi-carrier wideband BPSR 
[25]. Despite of that succeed, increase the memory length will exponential increase 
in the number of unknown parameters (kernels), which will make the model 
complicated. 
We have found that this model is very helpful model to understand the behaviour 
of the BPSR as a single quantity/black-box. Therefore, we can go further with this 
mathematical model to do a track and decode the transmitted data with a single 
function in the digital domain such as using Kalman model [26], which means using 
a single front-end and back-end to process multi-signals. This project needs more 
study and analysis; therefore, it has been scheduled as a future work. 
In this work, we have applied VS as an approval mathematical model to evaluate 
our GNSS early-detection approaches. 
2.3 Our Two Approaches for GNSS Signals Early-
Detection 
As detailed in Section 2.2, all the aforementioned multi-GNSS receiver 
 26 
implementations were designed to handle signals that transmit at different frequency 
bands. While, our work is concentrated on the GNSS signals that share the same 
frequency band, which are GNSS L1-signals (1- GPS CA-BPSK, 2- Galileo-OS-
BOC (1, 1), 3- GLONASS-OS-BOC (2, 2); where CA, BPSK, OS, and BOC stand 
for Coarse Acquisition Code, Binary Phase Shift Keying, Open Service, and Binary 
Offset Carrier). More specifically, this work centres on detecting the multi-GNSS 
signals at an early stage to turn off the unrequired acquisition channels. Note that, the 
existing receivers can only distinguish between those type of GNSS signals (GNSS 
L1- signals) based on their spreading code. i.e., correlating their codes with locally 
generate code, but that exploiting a lot of the receiver resource for looking for signal 
could be not present. Therefore, our multi-GNSS receiver approaches will avoid 
chasing any signals that do not available. These approaches are jointly developed 
with my co-research colleague Mr. Ali Albu-Rghaif [27]. 
1- The first approach: the information bandwidth of the three GNSS L1- signals 
will be folded to the FNZ with guard band to isolate between the fundamental 
frequency of the signals and their 2
nd
 and 3
rd
 harmonics based on choosing 
sampling rate equals “92.07 MHz”, as shown in Figure 2-8.  
2- The second approach: Because all three GNSS signals are transmitted with 
the same carrier frequency, this approach filters out the right-side-lobe of the 
GLONASS signal and the left-side-lobe of the Galileo signal. This will 
enable none overlapped folding of these two signals with the 3
rd
 GPS 
harmonic in the FNZ based on BPSR technique, as depicted in Figure 2-16. 
The sampling frequency of this approach is 34.782 MHz.  
The MATLAB simulation of these signals (GPS+Galileo+GLONASS) is based on 
the mathematical representation that details in [28]. Table 2-1 shows seven scenarios 
are used to test each of the two approaches. These scenarios are based on satellite 
transmissions from GPS (CA-BPSK), Galileo (OS-BOC (1,1)) and GLONASS (BOC 
(2,2)) using code division multiple access (CDMA) with a centre frequency of 
1575.42 MHz. 
2.3.1 BPSR Non-Linear (BPSR-NL) Approach 
Figure 2-8 shows the block diagram of the BPSR-NL approach setup, as it 
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implemented in MATLAB platform. Simulated GNSS signals, for each of the seven 
scenarios (see Table 2-1) are fed to additive White Gaussian Noise Channels 
(AWGN). These signals are then processed by a BPSR implementation that includes 
a BPF, LNA and an ADC. The BPF is cantered at L1-frequency of 1575.42 MHz, 
with a 10 MHz band, to filter out undesired signals. A 10 MHz band is chosen so to 
include all three GNSS bands (2 MHz-GPS band, 4 MHz-Galileo band and 8 MHz- 
GLONASS band). All passed signals are then amplified by the LNA (+10 dBm 
compression point, 35 dB gain and 3 dB noise figure). A 10-bit ADC, with 92.07 
MHz as a sampling frequency, is then used to digitize these signals. This initial 
sampling frequency is chosen to prevent overlapping between the fundamental 
frequencies of these signals and their harmonics in the FNZ. 
 
Figure 2-8 Block diagram of the multi-signal BPSR-NL 
Furthermore, since the received GNSS signals are sharing the same carrier 
frequency, the intermodulation distortion/signals will not produce as a result of the 
non-linearity in BPSR, but the non-linearity will only create fundamental frequencies 
and their harmonics frequency in the FNZ.  These harmonics are generated from the 
non-linear behaviour of the LNA and based on our design, the fundamental, the 
second harmonies, and the third harmonics frequencies of the received GNSS signals 
will be folded and located at 10.23 MHz, 20.46 MHz and 30.69 MHz respectively. 
As we mentioned in the literature review Section 2.2, VS is the accurate 
mathematical model that can express the non-linearity of the BPSR. Therefore, we 
will follow the same VS setup in [24] in order to evaluate the obtained signal power 
of our approach with simulated results of VS model.  
The non-linearity in LNA is modelled in this approach by third-order polynomial, 
as follows: 
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v(t)o = v(t)o + v(t)in
2 + v(t)in
3
, 
where 𝑣(𝑡)𝑜 is the output signal form LNA and 𝑣(𝑡)𝑖𝑛 is the input signal. 
 
 
Table 2-1 Seven test scenarios for evaluating early-detection approaches 
 
The BPSR-NL approach finally detects the status of the available GNSS signals 
based on the extracted values of the kernels. i.e. the changing power distribution in 
the input and output signals of the BPSR "fundamentals and their harmonics" will 
result in different combinations of VS kernels unique to the input GNSS signals 
present. Therefore, for each of our 7 GNSS-signal scenarios, unique power 
distributions with different kernel values have been obtained, as documented in the 
following results discussion.  
Scenar
io 
GNSS Signals Present Single Available NMSE (dB) 
1 GPS + Galileo + GLONASS 3 -38.19 
2 GPS + GLONASS 2 -39.72 
3 Galileo + GLONASS 2 -35.26 
4 GPS + Galileo 2 -42.20 
5 GLONASS 1 -39.30 
6 Galileo 1 -43.05 
7 GPS 1 -46.11 
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Figure 2-9 VS Estimation of GPS, Galileo and GLONASS Signals 
GPS + Galileo + GLONASS Signals: Figure 2-9 shows the frequency domain 
simulated result of the first test scenario. The estimated behavioural model of VS is 
close enough to the BPSR behaviour based on the extracted kernels parameters in 
each test scenario, and the Normalized Mean Squared Error (NMSE) of the seven 
scenarios is around -40 dB (see Table 2-1). The NMSE is used as a parameter to 
evaluate the performance of the estimation between the original BPSR model and the 
VS model [29]. The distribution power of this test scenario in frequency domain 
includes two peaks only; one at the fundamental band and the other peak at the 3
rd
 
harmonic band. 
GPS + GLONASS Signals: based on BPSR-NL approach design, if the GLONASS 
signal is one of the input signals, the output signals will have peaks in the 
fundamentals and the 3
rd
 harmonic band only. i.e., the peaks in the 2
nd
 harmonic band 
will fade out under the noise level. Note that, the simulation result of the first and the 
second test scenarios is almost identical, as shown Figure 2-9 and Figure 2-10; 
however, there is a different in the 3
rd
 harmonic power by 4 dB. Therefore, in the 
DPS domain will shut down the Galileo channel and prepare two channels, one for 
the GPS and the other one for GLONASS. 
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Figure 2-10 Received and VS Estimation for GPS and GLONASS Signals 
Galileo + GLONASS Signals: Galileo and GLONASS signals use BOC modulation 
with different subcarrier frequency and the GPS signal uses BPSK modulation. 
Therefore, if the combination does not include a GPS signal then two peaks power 
will be present in the fundamental band and one peak in the 3
rd
 harmonic band, as 
shown in Figure 2-11. 
GPS + Galileo Signals: in contrast to the previous test scenario, any combination of 
two signals that include GPS will have only one peak power in the fundamental 
band, and one peak in the 2
nd
 and the 3
rd
 harmonics, as illustrated in Figure 2-12. 
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Figure 2-11 Received and VS Estimation for Galileo and GLONASS Signals 
GLONASS Signal: Figure 2-13 shows that the power peaks of received GLONASS 
signal in the fundamental band is located away from the centre frequency by ±2.046 
MHz, and there are no power peaks in the 2
nd
 harmonic band. While, there are two 
power peaks in the 3
rd
 harmonic, and their location are also away from the centre 
frequency of third harmonic by ±2.046 MHz. 
Galileo Signal: Figure 2-14 illustrates that there are two power peaks of the received 
Galileo signal in the fundamental band and their location are away from the centre 
frequency by ±1.023 MHz. In contrast to the GLONASS's test scenario, there is a 
power peak in the 2
nd
 harmonic place of the received Galileo signal. Further, the 
power in the 3
rd
 harmonic location either two peaks or one peak, it depends on the 
noise level and both cases the location of this power peak is far away from the centre 
frequency of the 3
rd
 harmonics by ±1.023 MHz. 
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Figure 2-12 Received and VS Estimation for GPS and Galileo Signals 
 
Figure 2-13 Received and VS Estimation for GLONASS Signal 
GPS Signal: Figure 2-15 displays the power spectrum of the received GPS signal in 
FNZ. There are three power peaks and each one of them is locate at the centre 
frequency of the fundamental, 2
nd
 harmonic and 3
rd
 harmonics band, which will 
make it easy to distinguish between the pervious test scenarios. 
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Figure 2-14 Received and VS Estimation for Galileo Signal 
 
Figure 2-15 Received and VS Estimation for GPS Signal 
2.3.2 BPSR-Side Lobe Filtering (BPSR-SLF) Approach 
The aim of this approach is the same as the first approach in detecting the 
availability of the GNSS signals based on their power peaks that present in the FNZ; 
but the mechanism has developed by placing pre-processing stage. The main aim of 
the pre-processing stage is to remove the overlapping between all the folded GNSS 
signals in the FNZ by filtering one of the symmetric signals lobes, so that will 
facilitate the detection. This stage contains three BPFs that used to pass the right 
 34 
single-sideband (SSB) of the Galileo, the left SSB of GLONASS and the third 
harmonics of the GPS signals. The SSB is produced by modulation the subcarrier 
frequency in the BOC modulation that will split the power spectrum of the BOC 
signal into two symmetrical components around the centre, therefore by removing 
one of them will not effect on the signal's data or code. This approach filters out the 
left-SB of the Galileo signal and right-SB of the GLONASS signals. The reverse is 
also possible with different sampling frequency that guarantee non-overlapping 
between the three filtered GNSS signals. The rate of the sampling frequency will be 
reducing to be less based on the result of the detecting GNSS signals. 
Figure 2-16 shows the block diagram of the BPSR-SLF approach setup, as it 
implemented in MATLAB platform. The simulated signals are passed through a 
nonlinear channel. The first three BPFs, in the pre-processing stage, are used to get 
the right-SB of the Galileo signal, left-SB of the GLONASS signal and the 3
rd
 
harmonic of the GPS signal. The LNA (38 dB, 3 dB noise figure and IIP3 24 dBm) is 
to amplify the filtered GNSS signals in a similar way to the LNA model mentioned 
in 2.3.1. Then, the amplified signals are converted by a 10-bit ADC converts with 
sampling frequency of 34.782 MHz. 
 
Figure 2-16 Block diagram of multi-signal BPSR-SLF 
The seven test scenarios shown in Table 2-1 are used to assess the BPSR-SLF 
approach. As we mentioned earlier, the BPSR will treat the input signals as three 
distinct GNSS signals. This means each signal has a separate folding-frequency (or 
distinct power peaks) in the FNZ. The 1
st
 power peak is cantered at 4.092 MHz (GPS 
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signal) with bandwidth of 2 MHz, the 2
nd
 power peak is at 8.184 MHz (GLONASS 
signal) with a bandwidth of 4 MHz, and the 3
rd
 power peak is at 11.253 MHz 
(Galileo signal) with a bandwidth of 2 MHz. There is no overlapping between these 
power peaks. 
Three signals scenario: based on the first test scenario in Table 2-1, the three 
signals are presented. Figure 2-17 proves that the BPSR-SLF approach detected three 
signals power peaks in the FNZ. Obviously, there are three distinct peaks are located 
at specific 3 folding-frequencies in the FNZ, which are representing the three 
available signals. 
 
Figure 2-17 Power spectrums of GPS, Galileo and GLONASS signals 
Two signals scenario: the results of the test scenarios (2, 3 and 4) are illustrated 
in (Figure 2-18, Figure 2-19, and Figure 2-20) respectively. The simulation results 
prove that there are two distinct power peaks for any the two received signals. So, 
based on the location of the folding-frequency, the unrequired channel will be turned 
off in the receiver. 
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Figure 2-18 Power spectrum of GPS and GLONASS signals 
 
Figure 2-19 Power spectrum of Galileo and GLONASS signals 
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Figure 2-20 Power spectrum of GPS and Galileo signals 
One signal scenario: the simulation results of the remaining test scenarios (5, 6 and 
7) are presented in (Figure 2-21, Figure 2-22 and Figure 2-23) respectively. These 
figures prove that there is a single power peak that present in the FNZ for each 
received signal. The location band of the power peak will be indicated the type of the 
received GNSS signals. 
 
Figure 2-21 Power Spectrum of GLONASS Signal 
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Figure 2-22 Power Spectrum of Galileo Signal 
 
Figure 2-23 Power Spectrum of GPS Signal 
2.4 Concluding Remarks on Multi-Signal Receiver 
In this chapter, after reviewing the most common receiver architectures, BPSR has 
been chosen as a best candidate for handling multi-signal. Further, two approaches 
were designed, as in a rapid-early signals detection, to find the present signal of three 
L1 GNSS signals (GSP, Galileo, and GLONASS), thus eliminating the need to 
process signals that are not actual present at the time, that has saved valuable 
resources.  
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The first detection approach was using a BPSR to fold the three signals with their 
harmonics to FNZ without overlapping with each other and that is based on choosing 
sampling frequency equals to 92.07 MHz as calculated by the BPSR formulas (see 
Section 2.1.4); i.e. the power of the signals at fundamental frequency has not overlap 
with power at second and the third harmonics. This made the signal detecting easy 
based on the available power on the location of the fundamental and harmonics of 
the folded GNSS signals.  
The second detection approach was based on using filtering to remove the left-
sideband and the right-sideband from the Galileo signal and the GLONASS signal 
respectively. This has prevented the overlapping between these two folded signals 
with the 3
rd
 harmonic of the GPS signal in the FNZ with choosing a sampling 
frequency equals to 34.782 MHz as dictated by the rules for BPSR technique of non-
overlapping folded signals. That made the power distribution of the folded signals 
unique, so it easily detects the available signals. 
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Chapter 3 Two New Orthogonal Multi-
Signal Receivers 
The literature survey (see Chapter 2, Section 2.2) has concluded that the BPSR 
provides a fixable front-end architecture that can digitises multi-signal at once and 
folds them back to the baseband zone without overlapping with each other. 
Therefore, the focus of this chapter is on designing a new multi-signal receiver, 
based on BPSR, that have the ability of capturing two or multi signals and then 
tracking them in a single channel simultaneously (our implemented scenario is for 2-
signals receiver). The novelty of this work is centred on the Orthogonal Integrated 
Function (OIF) that continuously harmonies the two received signals to form a single 
orthogonal signal allowing the “tracking and decoding” to be carried out by a single 
Complex Quadrature PLL (CQPLL) [30] in the digital domain. Our new receivers 
are designed based on the first- and second-order of the BPSR technique, which are 
named Orthogonal BandPass Sampling Receiver (OBPSR) and Orthogonal Complex 
BandPass Sampling Receiver (OCBPSR) respectively. The OBPSR samples the 
signals based on the double of the maximum input signals bandwidth, while the 
OCBPSR samples the signals based on the maximum bandwidth of the input signals. 
Note that BPSR requires choosing a sampling frequency at least double of the 
summation of their information bandwidth. Hence, the sampling frequency becomes 
large with increase in the number of required digitised signals and that will consume 
more processing time and power in the receiver resources, either to decimate or 
manipulate the digitised signals [8]. Furthermore, in order to satisfy the other BPSR 
restriction that state that the folded signals should not overlap with each other or with 
themselves; the sampling frequency will become larger. 
For example, the appropriate sampling frequency, in the BPSR technique, to 
sample three of civilian Galileo signals, which are E1 (1575.42 MHz), E5 (1191.795 
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MHz) and E6 (1278.75 MHz), and their information bandwidths are 32 MHz, 40 
MHz and 50 MHz respectively without overlapping is "434.775 MHz" [18]. In fact, 
there is a direct relationship between the power consumed and the sample rate [31], 
which is given by: 
𝑃 ∝ 𝑉2 𝑓𝑠 
where P is the power consumption, V is the supply voltage and 𝑓𝑠 is the 
sampling/clock frequency.  
Furthermore, reducing the sample rate leads to reduced supply voltage [32] and 
that will enable more energy saving, where the energy is the time integral of power 
[33]. Therefore, our new orthogonal receivers design will be less costly (processing, 
power, area, etc.) than BPSR.  
3.1 Orthogonal BandPass Sampling Receiver 
Our OBPSR is designed to capture two signals simultaneously and process them 
using a single channel in the digital domain, such as tracking and decoding 
concurrently. In addition, the minimum sampling frequency is chosen based on the 
“double maximum bandwidth of the input signals” rather than the “double 
summation the bandwidths of the input signals”; thus reducing the number of 
samples and saving processing time and power. 
3.1.1 Mathematical Representation of Our OBPSR 
As shown in Figure 3-1, our 2-signals OBPSR architecture consists of two LNAs, 
two BPFs, a 90-degree phase-shifter and an ADC. The phase-shifter (such as Hilbert 
Transform (HT)) with the ADC make up the OIF that is used for harmonizing the 
orthogonality of the filtered received signals. As shown in Figure 3-2, the HT is used 
as the first stage for shifting the phase of the second received signal by 90-degree to 
prevent the signals overlapping prior to using the BPS technique. By choosing an 
appropriate sampling frequency, the second stage uses a BPSR technique to fold both 
received signals (now orthogonal) to the same fold-frequency in the FNZ. Thus 
producing an orthogonal baseband signal that is fed into a single CQPLL to track and 
decode the orthogonal signal. This makes both signals’ information available at the 
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same time and effectively reducing the tracking channels in the digital domain to a 
half. 
 
Figure 3-1 Structure of our OBPSR 
In addition, the OBPSR can be used cluster the spectrum of the received signals 
based on choosing the sampling frequency that folds each two signals to one specific 
band in the NZ’s. For instance, the proper sampling frequency based on our receiver 
design for three civilian Galileo signals E1, E5, and E6 is only 247.0545 MHz 
instead of 434.775 MHz, as we are mentioned in entry of this chapter, which almost 
the half. This is achieved by orthogonalising and folding the E5 and E6 signals at 
folding-frequency equal to 43.4775 MHz and the E1 folds alone at frequency equals 
93.039 MHz. Note that, capturing three signals or more based on our OBPSR 
requires more testing and evaluating, therefore it scheduled as future works.  
Equations (3-1) and (3-2) represent 2 BPSK bandpass signals S1 and S2 that are 
received through Additive White Gaussian Noise channel (AWGN). 
𝑆1 = 𝐴1 𝑐𝑜𝑠(2𝜋𝑓𝑐1𝑡 + 𝑚1̅̅ ̅̅ ) +𝑛1       (3-1) 
𝑆2 = 𝐴2 𝑐𝑜𝑠(2𝜋𝑓𝑐2𝑡 + 𝑚2̅̅ ̅̅ ) +𝑛2       (3-2) 
where, (𝐴1, 𝑓𝑐1, 𝑚1̅̅ ̅̅ , 𝑛1) and (𝐴2, 𝑓𝑐2, 𝑚2̅̅ ̅̅ , 𝑛2) represent the amplitude, the carrier 
frequency, phase, and the Gaussian noise of the first and second signals respectively. 
And, 𝑚1 and 𝑚2 represent the information message of the first and the second 
signals respectively, and can be expressed as: 
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𝑚1 = 𝜋(1 − 𝑏1), 𝑤ℎ𝑒𝑟𝑒 𝑏1 = 0,1 𝑏𝑖𝑡𝑠 
𝑚2 = 𝜋(1 − 𝑏2),𝑤ℎ𝑒𝑟𝑒 𝑏2 = 0,1 𝑏𝑖𝑡𝑠 
As described earlier, by applying HT to (3-2), and then added it with (3-1) that 
will generate a new signal that will be folded to the FNZ, which expressed in (3-4). 
𝑆𝑑𝑖𝑔 = ±𝑚1 𝑐𝑜𝑠(2𝜋𝑓𝑓𝑜𝑙𝑑𝑡) ±𝑚2 𝑠𝑖𝑛(2𝜋𝑓𝑓𝑜𝑙𝑑𝑡) +  𝑁     (3-4) 
where, Sdig is the orthogonal digital signal at the folding-frequency (𝑓𝑓𝑜𝑙𝑑) and it 
carries two different information massages 𝑚1 and  𝑚2. N represents the combined 
noise 𝑛1+ 𝑛2. 
 
Figure 3-2 Frequency and phase representation of the OBPSR integrated function 
3.1.2 Experimental Setup and Results 
MATLAB is used to simulate our OBPSR. To represent the transmitted signals, 
two BPSK modulated signals with 4 MHz bandwidth are passed through a "root 
raised cosine filter" with a roll-off factor of 0.2. Two different carrier frequencies of 
1575 MHz and 2400 MHz are used for the first signal and the second signal 
respectively. AWGN is then used to simulate transmission channel noise. Simulation 
is run for 1 msec, which represents 2000 bits of data. These two simulated signals 
once captured by their respective antennae, are passed through two LNAs and two 
narrow BPF’s centred on carrier frequencies of 1575 MHz and 2400 MHz to 
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eliminate all frequencies outside the signals bandwidth. The resulted in-band signals 
are then fed to the OIF. Note that the phase of the signal with 2400 MHz frequency is 
shifted by 90-degree and combined with the other signal in order to digitize them, at 
the same time, by a 10-bit ADC, with 12 MHz sampling frequency. The sampling 
frequency is chosen so the ADC can fold the combined signal and its images to the 
desired zone; in our case, we selected FNZ (folding-frequency = 3 MHz), as shown 
in Figure 3-3. The output orthogonal digital signal is then processed through a 
CQPLL for tracking and extracting the information data/messages. Note that the 
CQPLL function is implemented in MATLAB too. 
 
Figure 3-3 Power spectral density of the orthogonal signal in the FNZ band with 4 
MHz 
Figure 3-4 shows the CQPLL structure that consists of Phase Detector (PD), Loop 
Gain (LG), Loop Filter (LF), and Numerical Control Oscillator (NCO). PD includes 
4 Multipliers, 2 LPFs, 2 Hard-limiter functions and 1 Adder. The received signal is 
processed through two branches; the output signal of the in-phase branch is 
multiplied with the output of the hard-limiter function of the quadrature component. 
The resultant signal is then subtracted from the multiplication of the quadrature 
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component of the baseband signal with output of the hard-limiter function of the in-
phase component. This subtraction produces an error signal. This error signal is 
amplified and filtered by a LG and LF respectively, and then it is used to adjust the 
phase of the reference signal NCO with respect to the previously processed received 
signal. The output is then fed back to the PD block by the quadrature reference signal 
(I-arm & Q-arm) to close the loop. 
 
Figure 3-4 Costas Quadrature Phase Locked Loop (CQPLL) 
Adjacent Channel Power Ratio (ACPR) [34], Bit Error Rate (BER) and Error 
Vector Magnitude (EVM) [35] are used to: (a) Analyse the effect of the OIF on the 
in-band/out-of-band of the desired signal spectrum in terms of the re-growth in 
bandwidth, the total power and the adjacent channels effect. (b) Check the behaviour 
of the CQPLL during tracking the orthogonal signals, and (c) Evaluate the overall 
performance of the OBPSR.  
The following discussion documents our findings: 
Readings of high and low ACPR measurements of the signals after and before the 
OIF are shown in Table 3-1. The results show a slight increase only in the main 
channel power around 3 dB, which proves that the spectrum of the OIF output signal 
(the orthogonal signal) has no re-growth outside its determined channel. Note that, 
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the ACPR values are slightly high but these are acceptable for our simulation 
example because ACPR values are depended on the type of the evaluated signal [36]. 
For example, the acceptable value for WCDMA signals is -45 dBc for high and low 
ACPR at 5 MHz offset, while acceptable value is –33 dBc for QPSK subcarrier 
modulation signal.  
Note that, the value of the main channel power has increased by 3 dB after 
applying the OIF that means that the noise has also been increased by the same 
value. This extra noise has an insignificant effect on the OBPSR performance, as 
discussed in this section. 
Table 3-1 simulated power measurement for the input and the output signals 
of our proposed architecture 
 
As shown in Figure 3-5, the CQPLL has a steady-state value during tracking the 
two received signals. This proves a successful process in the OIF to achieve the 
orthogonality between these signals. Otherwise, we will notice a significant 
fluctuation in the phase difference (unsteady-state) of the CQPLL due to the presence 
of offset frequency between the folding-frequencies of these signals in the FNZ. 
However, this stability in CQPLL does not mean that the estimated in-phase and 
quadrature-phase are identical to the actual value of the in-phase and quadrature-
phase of the received signals. Therefore, the next point will discuss the results based 
on the BER. 
 Power of the 
main channel 
ACPR Low ACPR High 
1
st
 signal before the OIF 5.24 dBm -34.61 dB -34.59 dB 
2
nd
 signal before the OIF 5.20 dBm -34.64 dB -34.61 dB 
Sdig signal after the OIF 8.26 dBm -34.56 dB -34.57 dB 
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Figure 3-5 Discriminator stability of the CQPLL 
The 3 dB extra noise (power growth in the main channel) gathered with our 
orthogonal signal is due to the OIF. The BER values versus the energy per bit to 
noise power spectral density ratio (Eb/No) is therefore measured, as shown in Figure 
3-6, which illustrates a small increase in the value of the BER of the OBPSR in 
comparison with the theoretical value. Besides, the curve of the BER of the OBPSR 
is approximately identical to the curve of the BPSR. Note that the BPSR setup is 
same as the OBPSR (one input signal (BPSK)). Consequently, the extra noise has 
insignificant effect in the performance of our receiver. 
The EVM is used to help us define the difference between the estimated complex 
voltage of the demodulated symbol and the value of the actual received symbol. The 
new phase of the orthogonal signal has been shifted up and down from its original 
position. The EVM can precisely examine the shifting operation of our OIF, as well 
as help to evaluate the effect of the ISI. In order to measure the EVM correctly, we 
have generated a reference signal based on (3-4), but without the noise, and this will 
be compared with the estimated signal using the BPSR setup. Table 3-2 shows the 
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values of the EVMRMS and the maximum EVM peak of the OBPSR. 
 
Figure 3-6 BER curves for theoretical, BPSK, and orthogonal signal, AWGN 
channel. 
Table 3-2 EVM Values BPSK and Orthogonal Signal 
 
The estimated phase and amplitude of the orthogonal signal are approximately 
matching to the value of the reference signal. In addition, the performance of the 
OBPSR is almost identical to that of the BPSR, indicating that there are no ISI in our 
receiver, as shown in Figure 3-7.  This further proves that the shifting operation 
during the OIF has been carried out accurately. 
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Figure 3-7 Error vector magnitude curve (RMS) for BPSK and the orthogonal 
signals 
In this experiment, our OBPSR used a sample rate at 12 MHz (based on double of 
the maximum bandwidth of the two signals) instead of at least sample rate 16 MHz 
(based on double of the summation of the bandwidths of all of the two signals). Thus, 
a significant number “4 million” of samples has reduced and that will reflect on 
economising the receiver power. 
3.1.3 Two Challenges and Solutions When Orthogonally Folding 
Multi-Signals  
1. The first of these two challenges is calculating the sampling frequency that 
can fold and orthogonalise any two received signals. We can use a pre-
processing RF-stage that down-converts the signals to their intermediate 
frequencies such that it is easy to find a sampling frequency that can fold and 
orthogonalise the received signals at the FNZ. This method is not new and it 
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applies to overcoming the limitation of ADC bandwidth when used to directly 
digitise the signals that have frequencies in GHz [37]. 
2. The orthogonality concept in 2-signal OBPSR states that both digitised signals 
should share the same folding-frequency in the FNZ, which is achievable 
when applied in a AWGN channel. The second challenge is that this concept 
is not valid when these two signals (or one of them) have Doppler-frequency-
shifts, i.e., the signals should be simulated with a fading channel. Indeed, the 
BPSR technique will fold any of these two signals based on its actual received 
frequency. So, if the signals have a Doppler-frequency-shifts, then the folding-
frequency will be “theoretically folded” based on the actual transmitted 
frequency plus the amount of the Doppler-frequency-shifts. This issue will 
break the orthogonality relationship stated in (3-4). To clarify, for the 
example, if the transmitted frequencies of L1CA signal is 1575.42 MHz and 
L2C GPS signal is 1227.60 MHz, then, theoretically the folding-frequency of 
these two signals will be 7.161 MHz, based on choosing a sampling frequency 
equal to 17.391 MHz. However, practically, these received GPS signals are 
received with a Doppler-frequency-shifts (we assume in this example the 
Doppler-frequency-shifts of the L1CA and L2C GPS signals are 8 KHz and 
6.232 KHz respectively). Consequently, the folding-frequency of both of these 
signals will be different (with the folding-frequency is 7.153 MHz for the 
L1CA signal and 7.1548 MHz for L1CA signal), which will break the 
orthogonality. The solution we chose to overcome the Doppler and fading 
channel issues is to utilise an adaptive equalizer filter after the ADC to re-
orthogonalise the signals continuously, which we have used in our OCBPSR 
design. 
3.2 Orthogonal Complex BandPass Sampling Receiver 
A new multi-signal receiver is designed to capture and track two signals at the 
same time based on second-order BPSR implementation. Our receiver will reduce 
the sampling frequency to a rate proportional to the maximum bandwidth 
information (not double of the maximum bandwidth information as in the OBPSR) 
of the input signals, and therefore requiring less processing time and more saving 
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power.  
3.2.1 Mathematical Representation of Our OCBPSR 
As shown in Figure 3-8, our dual OCBPSR architecture consists of two LNAs, 
two BPFs, one 90-degree phase-shifter, and two ADC’s; each one of them is 
specified for a particular received signal. The phase shifters (HT) and the ADC’s 
make up the OIF used for reforming the orthogonality of the filtered received signals. 
The HT is used as the first stage of OIF for shifting the phase of the second received 
signal by 90-degree to prevent the signals overlapping prior to using the BPSR 
technique. By choosing an appropriate sampling frequency, the second stage of OIF 
uses a BPS technique to fold both received signals directly to the same folding-
frequency in the FNZ, thus producing a complex orthogonal signal (analytic signal) 
that comprises the two input signals. The mathematical representation of the signal is 
shown in (3-8). It is clear that the signals are orthogonalised at the folding-frequency. 
In spite of the signals have different modulation, the negative lobe of the two signals 
will be eliminated and that will allow sampling the signal at rate proportional to their 
bandwidth (not double).  
 
Figure 3-8 Orthogonal Complex BandPass Sampling Receiver (OCBPSR) 
Two different approaches are utilized for processing and tracking the 
orthogonal signal. 
The first approach feeds the real and the imaginary parts of the complex signal 
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(Sdig, see (3-8)) independently into two separate PLLs, as shown in Figure 3-9. 
Where, the real part represents the first received\digitised signal and the imaginary-
part represents the second received\digitised signal. The gain in this approach is the 
reduction that happened in the number of samples, while there is no saving in the 
digital tracking channel, i.e. in the digital domain, two channels are used to track and 
demodulate the two signals. 
The second approach feeds the complex signal (Sdig) into a single baseband 
CQPLL (after removing the carrier frequency as shown in Figure 3-9) to track and 
decode the signal because both the signals’ information is available at the same time. 
However, this approach needs to solve the mathematical system in (3-10) when the 
received signals passed through a fading channel. RLS or LSM adaptive algorithms 
(Equalizer) are chosen "individually" to solve the re-orthogonalised system in (3-10), 
i.e., one of the two mentioned algorithms need to integrate inside the CQPLL. In this 
approach, the achievement is that eliminating one of the tracking channels, beside the 
reduction in the number of the signals samples. Note that, the PLL, the CQPLL and 
the equalizer algorithms are implemented in MATLAB. 
   
Figure 3-9 Block diagram of the two digital approaches 
Equations (3-5) and (3-6) represent 2 BPSK’s S1 and S2, which are received 
through fading channel. 
𝑆1 = 𝐴1 𝑐𝑜𝑠(2𝜋(𝑓1 + 𝑓𝑑1)𝑡 + 𝜑1) + 𝑛1      (3-5) 
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𝑆2 = 𝐴2 𝑐𝑜𝑠(2𝜋(𝑓2 + 𝑓𝑑2)𝑡 + 𝜑2) + 𝑛2      (3-6) 
where, (𝐴1, 𝑓1, 𝑓𝑑1, 𝑛1) and (𝐴2, 𝑓2, 𝑓𝑑2, 𝑛2) represent the amplitude, the carrier 
frequency, the Doppler frequency and the Gaussian noise of the first and second 
signals respectively. 𝜑1 and 𝜑2 represent the information message/the instantaneous 
phase of the first and second signals respectively, and can be expressed as: 
𝜑1 = 𝜋(1 − 𝑏1), 𝑤ℎ𝑒𝑟𝑒 𝑏1 = 0,1 𝑏𝑖𝑡𝑠 
𝜑2 = 𝜋(1 − 𝑏2),𝑤ℎ𝑒𝑟𝑒 𝑏2 = 0,1 𝑏𝑖𝑡𝑠. 
As described earlier, by applying HT to (3-6), then summing with (3-5) will generate 
the analytic signal that will be folded to the FNZ as shown in (3-7). Let us assume 
that there are two the impairments in the HT implementation, which are σ in the 
phase and η in amplitude. For simplifying the system derivation, let assume that the 
signals have the same relative power, and amplitudes of the two signals and equal to 
one. 
𝑆𝑑𝑖𝑔 = 𝑚1 𝑐𝑜𝑠(2𝜋𝑛𝑇𝑓𝑓𝑜𝑙𝑑 + 𝛽1) + 𝑗 η (𝑚2 𝑠𝑖𝑛(2𝜋𝑛𝑇𝑓𝑓𝑜𝑙𝑑 + σ 𝛽2)) + 𝑁  (3-7) 
where, 𝑆𝑑𝑖𝑔 is the orthogonal complex digital signal at the folding-frequency (𝑓𝑓𝑜𝑙𝑑) 
and it carries two different information massages 𝑚1 = ±1 and 𝑚2 = ±1 and 
𝛽1 = 2𝜋𝑛𝑇𝑓𝑑1 and 𝛽2 = 2𝜋𝑛𝑇𝑓𝑑2, where N represents the combined noise. 
By rewriting (3-7), we can see the complex signal is orthogonalised at 𝑓𝑓𝑜𝑙𝑑 
frequency: 
𝑆𝑑𝑖𝑔 = [𝑚1 𝑐𝑜𝑠(𝛽1)+𝑗 𝜂 𝑚2 𝑠𝑖𝑛(𝜎 𝛽2)]   𝑐𝑜𝑠(2𝜋𝑛𝑇𝑓𝑓𝑜𝑙𝑑  )
+ [−𝑚1 𝑠𝑖𝑛(𝛽1)+𝑗 𝜂 𝑚2 𝑐𝑜𝑠(𝜎 𝛽1)] 𝑠𝑖𝑛(2𝜋𝑛𝑇𝑓𝑓𝑜𝑙𝑑 ) 
          (3-8) 
After removing the carrier and recombining the real and imaginary parts of the 
signals as depicted in Figure 3-9, the resulting signal is given by: 
𝑆𝑐𝑜𝑚𝑏 = (𝑚1𝑒
𝑗𝛽1 + 𝑗 η 𝑚2𝑒
𝑗 σ𝛽2)                    (3-9) 
Further processing is requiring for tracking the 𝑆𝑐𝑜𝑚𝑏 signal in the second 
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approach. That will require solving the Doppler frequency difference in the two 
signals. Equation (3-10) expresses the mathematical system that can solve the 
difference. 
[
𝑚1
𝑚2
] = [
1      𝛼 𝑠𝑖𝑛(𝜀)
0       𝛼 𝑐𝑜𝑠(𝜀)
] [
𝐼
𝑄
]       (3-10) 
where, 𝜀 is the difference between 𝛽1 and σ 𝛽2. I and Q represent the in-phase and 
quadrature-phase components of the CQPLL. 
3.2.2 Choice of Fading Channels for Our OBPSR 
A typical transmitted signal over a wireless channel will suffer from various 
“fading” phenomena [38] such as Doppler effects, multipath, path loss, shadowing, 
etc. For signal analysis, there are two models of fading channel representations. 
These are: 1) The Large-scale fading channel is characterized mostly by the 
degradation of the signal power due to shadowing by large objects such as buildings 
and hills as well as path loss of signal over a large distance between the transmitter 
and receiver, e.g. GNSS signals. However, this type of fading has a slow fluctuation 
effect on the signal strength because fluctuations occur when the receiver moves over 
many wavelengths of the signal carrier. 2) The Small-scale fading channel refers to 
rapid fluctuations of the amplitude and phase of the received signals due to 
constructive and destructive interference among signals that arrive at the receiver at 
different times. In the Small-scale fading channel, there are two types; A) “Fast-
fading” has a high Doppler spread and channel coherence time (commonly defined as 
the time in which the channel can be considered constant) less than the symbol 
period. i.e. channel variations are faster than baseband signal variations. B) “Slow-
fading” has a low Doppler spread and the channel coherence time is greater than the 
symbol period. i.e. the channel variations are slower than the baseband signal 
variations. 
For our simulation, one type of Small-scale Slow-fading channels is used, which 
is a frequency-selective fading channel. This type of channel is chosen because it is 
considered to be the most challenging type for wireless signals that can be received 
by a wireless device in a harsh environment such near-indoors.  Note that, there are 
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two types of the Small-scale Slow-fading channel; a frequency-flat fading channel 
and a frequency-selective fading channel. Typically, in time-domain, a channel 
characterises as a flat fading when a multipath delay spread (defined as the difference 
in propagation time between the longest and shortest path of the received signal) is 
less than the symbol period. Correspondingly, in frequency-domain, the bandwidth 
of the received signal is less than a coherence bandwidth of the channel, which is 
inversely related to the value of delay spread. A channel becomes frequency-
selective when the delay spread is larger than the symbol duration, i.e. the bandwidth 
of the received signal is larger than a coherence bandwidth. 
3.2.3 Experimental Setup and Results 
MATLAB is used for simulating the OCBPSR implementation. To represent the 
transmitted signals, two BPSK are modulated signals with 1 MHz and 0.5 MHz 
bandwidths representing the first and the second signal respectively. These signals 
are passed through a "root raised cosine filter" with a roll-off factor of 0.25. Two 
different carrier frequencies of 900 MHz and 850 MHz are used for the first signal 
and the second signal respectively. A Rician fading (frequency-selective fading) is 
then used to simulate transmission channel. The frequency-selective channel 
characteristic parameters are shown in Table 3-3. 
Table 3-3 Parameter for Frequency-Selective Fading Channel 
 
These two simulated signals once captured by their respective antennae, are 
 Symbol Values 
of 1
st
 Signal 
Values of 
2
nd
 Signal 
Carrier frequency fc 900 MHz 850 MHz 
Communication bandwidth W 1 MHZ 0.5 MHz 
Velocity of mobile V 70 Km/h 70 Km/h 
Doppler shifts for a path D 60 Hz 55 Hz 
Coherence time Tc=1/(2D) 8.3 msec 9.1 msec 
Delay spread Td 2.2 µsec 4 µsec 
Coherence bandwidth Wc 500 KHz 250 KHz 
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passed through two LNA’s and two narrow BPF’s centred on carrier frequencies of 
900 MHz and 850 MHz to eliminate all frequencies outside the signals bandwidth. 
The resulting in-band signals are then fed to the OIF. Note that the phase of the 
second signal is shifted by 90-degree and digitised with the first signal by two of the 
ADCs that run in the same sampling frequency at 7 MHz. This sampling frequency is 
chosen so the ADCs fold the two signals directly to the analytic signal at 3 MHz 
folding-frequency. The output complex orthogonal digital signal can be then tracked 
and demodulated through two digital approaches, as we explained earlier. 
1. Results of the first approach: Two PLL's 
 
Figure 3-10 illustrates that the BER curves of the demodulated signals are 
approximately similar to the theoretical curve. This proves that tracking and 
decoding the signals in the separate PLLs are carried out properly. Note that, the 
BER values of the theoretical curve are for the BPSK in Gaussian Environment. 
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Figure 3-10 BER vs Eb/No in frequency-selective channel based in two PLLs 
(theoretical AWGN) 
Table 3-4 EVM Values of Demodulated Signals based on two PLLs 
 
Table 3-4 shows further indication of recovering the I and the Q data of the 
signals so that they are perfectly isolated between the signals in the digital domain 
without suffering from overlapping and the IQ mismatch. 
2. Results of the second approach: Single CQPLL 
Figure 3-11 displays the BER curves of demodulated signals in the frequency-
selective channel. The curves of LMS and RLS have an acceptable increase 
compared with theoretical curve. Besides, these curves are approximately identical to 
each other, while the curve of demodulated signal without utilizing the equalizer 
algorithms is far from the acceptable values. These results are expected as the 
received signals have different Doppler frequency so the CQPLL cannot track them 
correctly, without employing the equalizer filter. It is more importantly to know that, 
the CQPLL is tracking the Doppler frequency change of the first signal and solving 
the Doppler frequency of the second signal based on the system in (3-10). Note that, 
the system in (3-10) becomes unsolvable when 𝛼 𝑐𝑜𝑠(𝜀) = 0, more specifically 
when 𝜀 value is equal to 90-degree, the adaptive filters will skip this value and 
perform the previous values. This will not affect the demodulation/tracking the 
signals because it will occur in one sample of data so we can recover the actual bit 
from the other samples.  
The simulated measurement value of EVM in Figure 3-12 shows both the 
equaliser algorithms have the same performance. The EVM is increasing perfectly 
with the increasing SNR. This proves that the phase and the amplitude of the both 
signals are re-orthogonalising well based on the chosen algorithms, which also 
demonstrates that the front-end is perfectly orthogonalising the signals in the folding-
 EVMRMS EVM max peak at 
symbol 1
st
 Signal 2.02 % 9.36 % 
2
nd
 Signal 2.11 % 9.62 % 
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frequency. 
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Figure 3-11 BER vs Eb/No in frequency-selective channel, OCBPSR 
 
Figure 3-12 EVM vs Eb/No in frequency-selective channel, OCBPSR 
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Figure 3-13 shows the scattering plot of the two simulated signals. It is clear that 
the analytic demodulated signal without using the equaliser algorithms (with Doppler 
shifts), has wrong value of phase with respect to the value of the actual reference 
signal. Besides, the figure shows the two algorithms perfectly recover the correct 
phase and amplitude of the demodulated signal. 
 
Figure 3-13 Scattering plot of signals demodulated in CQPLL@ SNR = 25 dB 
3.3 Prove of Concept of the OIF in Real Environment 
As shown in the previous sections, we have evaluated our orthogonal receiver by 
using MATLAB and Simulink software tool. This tool is highly advanced and has 
fairly accurate models for various wireless channels. However, these models have 
limitations for detailed simulations of all aspects of the effect of such communication 
channels; such effects include the propagation characteristics (fading, shadowing, 
scattering, etc.) for example. The Signalion-Halo-430 platform [39] does provide us 
with the ability to evaluate our receiver behaviour in real wireless communication 
channel. 
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Figure 3-14 shows the transmitter and the receiver parts of the Signalion-HaLo-
430 platform. This platform is controlled entirely via the MATLAB software and 
allows the user to configure the transmission parameters such as carrier frequency, 
sampling frequency, bandwidth and power. We then upload the sampled baseband 
signal from MATLAB into the HaLo-430 transmitter, to transmit our scenario signal 
in the air periodically until the transmission is stopped. The receiver part of the 
HaLo-430 platform captures and records the received signals that can be triggered 
within any defined interval. Synchronization between the transmitted and received 
signal is based on using the defined interval. The surrounding environment will 
affect the received signal, specifically when we change the position of the 
transmitting antennae, i.e. the received signal is either an LOS signal or multipath 
signal and sometimes it can be a summation of LOS and multipath signal.  
 
Figure 3-14 HaLo-430 platforms (a) Receiver (b) Transmitter  
The purpose of this experiment (using the Signalion-HaLo-430 platform) is to 
evaluate our orthogonal receiver in a more realistic environment. The design of our 
orthogonal receiver is based on using a Bandpass sampling front-end, but the front-
end of the Signalion-HaLo-430 platform receiver can be used as Direct-conversion or 
Low-IF receiver. Therefore, instead of receiving two signals at the same time with 
same folding-frequency "in our original receiver design", the two signals will be 
received at different times with the same IF frequency based on the HaLo-430 front-
end setup. Therefore, the digitised-output signals of the direct-conversion/Low-IF 
conversion can be orthogonalised and then can be fed to a single tracking channel. 
This means that the concept of the orthogonality (OIF) in the orthogonal receiver is 
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still plausible enough to be evaluated. Two scenarios have been designed to evaluate 
our OIF design, using fixed and unfixed antennae, when the signals are received by 
the two receivers (Direct-conversion & Low-IF). The receiver architecture of both 
Direct-conversion and Low-IF conversion are detailed in Chapter two, Sections 2.1.2 
and 2.1.3 respectively. 
3.3.1 Test Scenarios Setup 
Two tests scenarios are carried out to evaluate our proposed concept of 
orthogonality (OIF) in the both receiver architecture (Direct-Conversion & Low-IF), 
which are fixed antennae and unfixed antennae. 
1. Fixed antennae 
The general setup of the first scenario, both antennae of the transmitting and 
receiving parts of the HaLo-430 platform are fixed during the transmission. 
However, the position of the antennae is changed for different tests as well as placing 
some obstacles in the path of the signals to prevent completely LOS signal, and so to 
get different SNR values. Note that these changes in the antennae positions are set 
before the actual transmission test is started. In the HaLo-430 platform setting, for 
both the receiver types (Direct-conversion and Low-IF), the carrier frequencies of the 
first signal and the second signal are set to 2.3 and 2.45 GHz respectively. The 
sampling frequency used is 10 MHz (I also used 20 MHz to evaluate the same 
scenario and I have obtained almost the same result as that of the 10 MHz scenario) 
and the transmission power is 0 dBm. In the MATLAB platform setting, the two 
transmit signals are modulated as BPSK signals with 1 MHz bit rate, and they are 
passed through a "root raised cosine filter" with a roll-off factor of 0.2. 
2. Unfixed antennae 
The HaLo-430 platform and the MATLAB setting of this test scenario is the same 
as the fixed antennae scenario, except that the transmission antennae will be moved 
(back & forth or sideways) during the signal transmission. The movement in the 
transmission antennae will generate more Doppler effect on the received signals, as 
shown in Figure 3-15 (b). The transmission antennae are moved manually in 
different patterns, like forward, backward and circular movements with respect to the 
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receiver position.    
 
Figure 3-15 Received samples (a) Fixed antennae (b) Unfixed antennae 
3.3.2 Results and Discussing 
1. Direct-Conversion Receiver 
The baseband signals samples are upload from MATLAB (installed on a PC) to 
the HaLo-430 platform, where the samples frame length of each baseband signal is 
320,000 samples. At the same time, we specify a number of samples to pause after 
transmitting the frame (12800 samples), which is named “defined interval”. The 
HaLo-430 platform transmits the frame with a pause sample periodically in the air. 
In the receiver part, we will specify the length of the received/recorded signal; I set 
this length to be double that of the frame length with a defined interval to ensure we 
receive a full frame. Then, through a USB cable, the recorded sample data is 
downloaded as “2baseband signals” to the MATLAB (PC). These baseband signals 
are then orthogonalised to become a single complex baseband signal with I and Q 
components. The complex signal is then fed to an equalizer filter, to harmonise the 
signals correctly, and the output of which is then processed by the CQPLL. 
A. Fixed Antennae Results: 
Figure 3-16 shows that the measurement results of the BER versus SNR, which 
illustrates a slight degradation in BER of our receiver in comparison with the 
theoretical value. Figure 3-17 shows the EVM values are decreasing with increase 
the SNR values, which means that the estimated phase and amplitude of the 
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demodulated signals are approximately matching to the actual transmitted data. 
 
Figure 3-16  Scenario Fixed antennae “Direct-Conversion”: Measurements data 
of BER vs. SNR based on HaLo-430 platform 
B. Unfixed Antennae Results: 
Figure 3-18 shows that the BER of this scenario, and it is less than 2% when 
compared with the theoretical values and around 1% when compared with fixed 
antennae values when SNR above 4 dB. Similarly, the values of the EVM are 
slightly less than the fixed antenna values, as shown in Figure 3-19. In addition, these 
values of the EVM do fluctuate with respect to the SNR because of the varying of the 
amplitude values due to the movement of the antennae when signals are being 
received. Obviously, our orthogonal receiver shows a good performance in tracking 
and demodulating the signals in both test scenarios. However, it is more favourable 
in the fixed antennae scenario rather than the unfixed antennae scenario. This is 
because the unfixed antennae scenario has more Doppler frequency that makes the 
power of the received signal fluctuating, as shown in Figure 3-15 (b). 
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Figure 3-17 Scenario Fixed antennae “Direct-Conversion”: Measurements data 
of EVM vs. SNR based on HaLo-430 platform 
 
Figure 3-18  Scenario Unfixed antennae “Direct-Conversion”: Measurements 
data of BER vs. SNR based on HaLo-430 platform 
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Figure 3-19 Scenario Unfixed antennae “Direct-Conversion”: Measurements data 
of EVM vs. SNR based on HaLo-430 platform 
2. Low-IF Receiver 
The general settings of this test scenario are the same as the one that is used in the 
previous scenario (Direct-Conversion) except that the received signals are centred at 
2 MHz. In this scenario, an equalizer filter is placed after the phase detector in the I-
branch and also in the Q-branch of the CQPLL. Where, the phase detector is a mixer 
followed by an LPF that will help the equalizer to estimate the parameters channel of 
each signal, because these equalizers work only with baseband signal (0 Hz).   
A. Fixed Antennae Test Scenario: 
Figure 3-20 shows that the BER values of this test scenario are almost identical to 
the theoretical values. Further, these BER values are also similar to the fixed 
antennae scenario of the Direct-Conversion results. Figure 3-21 shows that 
the difference between the demodulated symbols and the ideal transmitted symbols 
are decreasing to reach 5% at SNR= 20 dB, which is almost the same as the trend of 
the EVM of the test scenario “fixed antennae scenario of Direct-Conversion”. 
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Figure 3-20 Scenario Fixed antennae “Low-IF”: Measurements data of BER vs. 
SNR based on HaLo-430 platform 
 
Figure 3-21 Scenario Fixed antennae “Low-IF”: Measurements data of EVM 
vs. SNR based on HaLo-430 platform 
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B. Unfixed Antennae Test Scenario: 
The trend of the BER and the EVM in the unfixed antennae test scenario are 
slightly less than in the fixed antennae, as shown in 
Figure 3-22 and Figure 3-23 respectively. Furthermore, the BER and the EVM 
values are approximately similar in the Low-IF and Direct-Conversion receivers 
when the signals are received by unfixed antennae. 
 
Figure 3-22 Scenario Unfixed antennae “Low-IF”: Measurements data of BER vs. 
SNR based on HaLo-430 platform 
Overall, the tracking and demodulation performance of both receivers, Direct-
Conversion and Low-IF receiver, based on OIF, in the fixed antenna scenario 
perform slightly better than the unfixed antennae scenario. Even though, the Doppler 
Effect in the unfixed antennae test scenario is not significantly high because in the 
setup of the test scenario there is a small distance between the Halo-430 receiver and 
the transmitter, and also due to the movement of the antennae to induce the Doppler 
is not fast (moved by hand). 
0 2 4 6 8 10
10
-5
10
-4
10
-3
10
-2
10
-1
SNR (dB)
B
E
R
 
 
Theoretical Performance
Fixed antenna "Low-IF"
Unfixed antenna "Low-IF"
 69 
 
Figure 3-23  Scenario Unfixed antennae “Direct-Conversion”: Measurements 
data of EVM vs. SNR based on HaLo-430 platform 
3.4 Summary and Conclusions 
In this chapter, two orthogonal receivers were designed based on BPSR, and their 
ability to capture and track multiple signals simultaneously was been verified (our 
implemented scenario was for 2-signals receiver) in sample rate less than Nyquist 
rate (The Nyquist rate is twice of the signal bandwidth that is sampled and guarantee 
that the signal is perfectly reconstructed). The concept of orthogonality “OIF” 
between two distinct received signals has been proved; it is applicable not only for 
BPSR architecture but also for two other receiver architectures, Direct-Conversion 
and Low-IF receiver. The OIF perfectly harmonises any two received signals and 
adapts them to form a single orthogonal signal allowing the “tracking and decoding” 
to be carried out a single CQPLL in the digital domain. Thus, save valuable attributes 
such as device and manufacturing costs, circuitry-power-dissipation, and processing-
time, when compared with conventional side-by-side receivers.  
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Chapter 4 Orthogonally Combined L1CA 
and L2C GPS Signal Acquisition 
We have concluded form Chapter 3 that our orthogonal receiver designs can 
capture and digitise any two signals simultaneously, at rate less than Nyquist rate, 
and pass them to the digital domain with the same folding-frequency. Therefore, in 
this chapter we intend to use our OCBPSR as front-end, to benefit from its property 
of folding the two signals to the same frequency in order to acquire L1CA and L2C 
GPS signals concurrently, based on employing our novel “single orthogonal 
acquisition channel”. The main gains of our channel, especially in commercial 
GNSS receivers, is to have more than one of these signals acquired by the same 
receiver so as to assure better signal acquisition and improved reliability at wider 
operating areas. 
The L1CA GPS signal power reaches the receiver at around -158 dBW outdoors, 
while in challenging areas this signal power attenuates by at least another 25 dB, 
which makes it difficult to acquire the signal [40]. This is why GPS has provided 
other civilian signals, such as the L2C to improve availability and acquisition of the 
L1CA signal [41], both of which are transmitted from the same SV, as detailed in 
Section 4.1.4. That is to say, when L2C signal is combined with L1CA signal in a 
single receiver implementation, a faster GPS signal acquisition at low sensitivity can 
be achieved because the cross-correlation protection of the new combined signals has 
been improved. 
Considering our literature review in Section 4.2, all published implementations of 
combined L1CA and L2C GPS front-end receivers are based on placing the two-
acquisition channels side-by-side for each of the two signals, i.e. only their correlated 
results are combined. This kind of implementation consumes the same amount of 
power/resource to acquire each signal alone. Therefore, we believe, besides our main 
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gains, it is much desired, especially for battery powered devices such as 
Smartphones, to integrate the acquisition channels of these two signals into a single 
channel.  
In this chapter, two orthogonal acquisition channels are proposed and each 
channel has three different “L1CA and L2C” combining methods. The first 
acquisition channel is Orthogonal Single acquisition Channel (OSC) that is devoted 
to enhancing the power consumption and the implementation complexity in the 
existing combination methods. The second acquisition channel is Orthogonal Parallel 
acquisition Channel (OPC) that is dedicated to enhancing the acquisition sensitivity. 
Full details about the OSC and the OPC regarding their structure, evaluating the 
performance and discussing/analysing the simulation results are documented in 
Section 4.4 and Section 4.5 respectively. 
4.1 L1CA and L2C GPS Signals Structure 
This section presents an overview of the characteristics of the L1CA and L2C 
GPS signals (see Sections 4.1.1 and 4.1.2). In addition, the current GPS acquisition 
methods are explained in Section 4.1.3, since the existing combined L1CA and L2C 
acquisition methods depend on these acquisition methods. Finally, the correlation 
between the characteristics of the two GPS signals is shown in Section 4.1.4. 
4.1.1 L1CA GPS Signal Structure and Correlation Properties 
The L1CA GPS signal uses the Code Division Multiple Access (CDMA) 
techniques as an access channel. The division code is a 1,023-bit deterministic 
pseudorandom binary sequence (PRN) and it is named Coarse Acquisition code 
(CA). The code firstly is added to the navigation message based modulo-2, where the 
bit rate of the navigation message is 50 Hz. The result is modulated as BPSK with 
the signal carrier at frequency 1575.42 MHz [42]. Figure 4-1 shows an MATLAB 
simulation of the generated GPS signal.   
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Figure 4-1 Simulated GPS signal  
The mathematical expression of the transmitting L1CA signal from satellite k is: 
𝑆𝑇,𝐿1
𝑘 = √2𝑃𝐶𝐴𝑘(𝑡)⨁𝐷𝑘(𝑡)𝑐𝑜𝑠 (2𝜋𝑓𝐿1𝑡) 
where P is the signal power, 𝐶𝐴𝑘 is the CA code sequence appointed to satellite 
number k, D
k
 is the navigation data; the sign ⨁ means an added modulo-2 and 𝑓𝐿1is 
carrier frequency of L1 signal frequency band. 
It is clear from the above equation that the transmitted signal comprises three 
essential parameters (see the blue lines in Figure 4-1). 
The first parameter is the navigation data that contains the information about the 
satellite such as its orbit, signal transmitted time and ionosphere parameters. All this 
information is crucial for localisation. 
The second parameter is the CA code, and each satellite has a unique CA code or 
spreading sequence. The purposes of these codes are first, to spread the navigation 
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data on the ranging code so that the spread signal offers more resistance to 
intentional or unintentional interference/noise such as spoofing, jamming, multipath 
and reflection. The other purpose is to distinguish between the GPS signals that 
transmitted from different\same satellites at the same frequency band, which will 
help to acquire them. The properties of these codes can be listed in three important 
points: 
1. The CA codes are uncorrelated with each other, as shown in Figure 4-2 (a). 
They are designed to be almost orthogonal. So, different codes 𝐶𝐴𝑖 and 𝐶𝐴𝑘 
come from different satellites i and k. The cross-correlation function (R) can 
be expressed as: 
𝑅𝑖𝑘 = ∑ 𝐶𝐴
𝑖(𝑛)𝐶𝐴𝑘(𝑛 + 𝑚)  ≈ 0  𝑓𝑜𝑟 𝑎𝑙𝑙 𝑚1022𝑛=0   
2. No correlation is expected by matching the codes with themselves if they are 
unaligned (more than one chip off), seen in blue as auto-correlation function 
across the graph in Figure 4-2 (b).  The auto-correlation function of the same 
code 𝐶𝐴𝑖 that comes from the same satellite i can be written as: 
𝑅𝑖𝑖 = ∑ 𝐶𝐴
𝑖(𝑛)𝐶𝐴𝑖(𝑛 + 𝑚) ≈ 0  𝑓𝑜𝑟 𝑎𝑙𝑙 |𝑚| ≥ 11022𝑛=0   
3. High correlation peak value can be found when the codes are perfectly 
aligned with themselves. This property helps to distinguish the DSSS signals 
or GPS signal from surrounding high noise and multipath signals, specifically 
for GPS signal this property can protect the signal by 24 dB [43], as depicted 
in red colour in Figure 4-2 (b). In addition, this property can make it easy to 
find the beginning of the chip code and the code itself/SV identity. The auto-
correlation function can be written as: 
𝑅𝑖𝑖,𝑝𝑒𝑎𝑘 = ∑ 𝐶𝐴
𝑖(𝑛)𝐶𝐴𝑖(𝑛 + 𝑚) ≈ 1023  𝑓𝑜𝑟 𝑎𝑙𝑙 |𝑚| ≤ 11022𝑛=0   
Figure 4-2 shows the "auto-correlation" and "cross-correlation" properties of the 
CA code (example; PRN=12&14). The right plot of Figure 4-2 shows low correlation 
when correlating two different codes (PRN=12&14) while high correlation peak can 
be found at lag 0 when the codes are the same and perfectly aligned. 
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Figure 4-2 Correlation property of CA code; (a) uncorrelated, (b) correlated 
The third parameter of the GPS L1CA transmitted signal is the carrier signal, 
which is 1575.42 MHz (L1 band). The main effect of do not have an accurate 
acquisition or a stable tracking state is the change of the carrier-signal-frequency 
value because of Doppler Effect. The motion of the transmitter/satellite, with respect 
to the receiver, produces shifts in the received carrier frequency as compared to the 
transmitted one, which is called Doppler-frequency-shifts. The maximum Doppler-
frequency-shifts in GPS L1 frequency is ± 4 KHz for a stationary receiver while ± 10 
KHz for moving at high-speed receiver. Also, there is a small effect on the CA code, 
which is around "3.2 Hz" and "6.4 Hz" for stationary and the non-stationary receiver, 
respectively [44].  
After reviewing the main parameters of the transmitted GPS signal, the received 
GPS L1CA signal can be expressed as: 
𝑆𝑅,𝐿1
𝑘 = √2𝑃𝐷𝑘(𝑡 − 𝜏)⨁𝐶𝐴𝑘(𝑡 − 𝜏) 𝑐𝑜𝑠(2𝜋(𝑓𝐿1 + 𝑓𝑑
𝑘) 𝑡 + 𝜃𝑘) + 𝑤𝑅𝐹(𝑡) 
where, 𝜏 is the delay time, 𝑓𝑑
𝑘 is the Doppler frequency, 𝜃𝑘 is the received phase and 
𝑤𝑅𝐹 is the additive white Gaussian noise. 
The acquisition engine needs to determine the values of the code-phase-delay 
(time delay in the CA code) and Doppler-frequency-shifts accurately from the 
received L1CA GPS signal. 
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4.1.2 L2C GPS Signal Structure 
The structure and the properties of the L2C GPS signal are the same as the L1CA 
GPS signal. The only difference is that the L2C signal comprises two PRN codes, 
named L2 Moderate length code (CM) and L2 Long length code (CL). The length of 
the CM code is 10,230-chips, repeating each 20 msec while the length of CL code is 
767,250-chips, repeating each 1.5 sec and each code is clocked at 511.5 KHz. The 
CM code is added to the navigation message (bit rate 25 Hz) based modulo-2 and 
then the added code is mixed with CL code, as a chip-by-chip time multiplexing, so 
the result is a multiplexing code clocked at 1.023 MHz, which is similar to the 
chipping rate of the CA code. The multiplexing code is then modulated as BPSK 
with the signal carrier at frequency 1227.60 MHz, as represented Figure 4-3. Further 
details about the L2C signal such as the codes structures, their generated polynomial 
and navigation message are found in [45].  
 
Figure 4-3 Time-multiplexed representation between CM and CL codes 
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L2C signal broadcasts at a higher efficient power than the L1CA signal and 
achieves 42 dB cross-correlations that are easier to receive in challenging 
environments such as urban-canyons and indoors [46]. Furthermore, when it is 
combined with L1CA signal, it will allow a faster signal acquisition as well as 
improving the receiver sensitivity, also in a dual-frequency receiver; L2C enables 
ionospheric correction that boosts accuracy. Commercially, this signal is estimated to 
yield "$5.8 billion" in economic productivity benefits by the year 2030 by the 
Commerce Department [47]. 
The received L2C GPS signal can express as: 
𝑆𝑅,𝐿2
𝑘 = √2𝑃𝐷𝑘(𝑡 − 𝜏)⨁(𝐶𝑀𝑘(𝑡 − 𝜏) ⊗ 𝐶𝐿𝑘(𝑡 − 𝜏)) 𝑐𝑜𝑠(2𝜋(𝑓𝐿2 + 𝑓𝑑
𝑘) 𝑡 + 𝜃𝑘)
+ 𝑤𝑅𝐹(𝑡) 
where the sign ⨁ and ⊗ indicate add based modulo-2 and time signal multiplexing 
chip-by-chip respectively. 𝐶𝑀𝑘and 𝐶𝐿𝑘 are the CM and CL code sequences assigned 
to satellite number k.  
Finally, the minimum received power the of the L2C GPS signal is less than 
L1CA signal by 1.5 dB, i.e., in outdoor environments it is -160 dBW [48]; and also 
in the acquisition engine, the values of the code-phase-delay and Doppler-frequency-
shifts needs to be determined. 
4.1.3 GPS Acquisition Methods 
The main aim of the acquisition process is to determine three unknown parameters 
of the received GNSS signal.  These parameters are code-phase-delay, coarse values 
of the Doppler-frequency-shifts (carrier frequency), and the satellite’s PRN identity 
(SV’s ID). For the sake of simplicity, we will assume the receiver already knows the 
SV’s ID and, therefore, the acquisition will be turned to a two-dimensional search for 
code-phase-delay and Doppler-frequency-shifts parameters. The estimated values of 
two parameters will be sent directly to tracking stage to keep followed the change in 
these two parameters. In the next sections, three common methods [49] of acquiring 
the GPS signal will be reviewed, which are serial search, parallel frequency space 
search, and parallel code phase search. 
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1. Serial search 
The serial search engine examines the received signal successively at each 
possible code-delay and Doppler-shifts in the time domain. Given that there is no 
complexity involved in acquiring the signal and only addition and multiplication 
operations are needed, the serial search engine is easy to implement in the time 
domain. However, the high number of combinations involved makes the searching 
process very slow, and in weak signal scenarios it makes acquiring signals even more 
difficult since it requires long integration time.  
 
Figure 4-4 Block diagram of the serial search engine 
As seen in Figure 4-4, the acquisition engine is based on multiplying locally 
generated PRN code and locally generated carrier signals. In the locally generated 
function, the PRN code corresponds to a specific satellite, with a code phase from 0 
to 1022 chips. The incoming signal is firstly multiplied by a locally generated PRN 
code and then the resulting signal is multiplied by a locally generated carrier signal. 
The output signal is integrated over 1 msec (in case the signal is L1CA GPS) which 
corresponds to the length of one PRN code and is finally squared.  
2.  Parallel Frequency Space Search  
The serial search acquisition is a very time-consuming acquisition process, so, to 
improve the acquisition one of the search parameters need be implemented in 
parallel. Therefore, Fourier Transform is used to parallelise the frequency search 
after removing the PRN code. As shown in Figure 4-5, the first step of wiping the 
PRN code is exactly the same as it is in the serial acquisition method. The resulting 
signal is transformed into the frequency domain “parallelise search” by a Discrete 
Fourier Transform (DFT) or a Fast Fourier Transform (FFT) and is finally squared. 
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The resolution of this search relies on signal length; the resolution becomes finer 
when the signal is longer. This method is also time consuming since for each code 
shift it needs to apply FFT. The minimum shift code is 2*1023 times. 
 
Figure 4-5 Block diagram of the parallel frequency search engine 
3. Parallel Code Phase Search  
The new method will also parallelise one of the search parameters, which being 
the code phase, to reduce time consumption; because the shifting search in the 
frequency is typically 500 Hz that means if the Doppler shift ±10 KHz so the total 
number of frequency shifts is 41.   
 
Figure 4-6 Block diagram of the parallel code phase search engine 
As shown in Figure 4-6, the locally generated carrier signal is multiplied with the 
incoming signal. This result in generating two signals, in-phase (I) and quadrature 
(Q). The I and Q signals are then combined in complex format (I + j*Q) and the 
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resulting signal is finally fed to the FFT function. On the other hand, the generated 
PRN code is transformed into the frequency domain and the result is complex 
conjugated. The complex conjugate of the PRN code is multiplied with the Fourier 
Transform values of the complex signal. The multiplication result is then 
transformed back to the time domain by using an IFFT and then the result is squared. 
The maximum value of the squared result represents the correlation between the 
incoming signal and the locally-generated signal. If there is a peak present in the 
correlation result, it represents the index of the beginning of the PRN code and the 
value of the carrier frequency of the incoming signal.  
This search method is used in our orthogonal channel, since it is less time 
consuming and also its input, after removing the carrier, is complex/orthogonal 
values which is consistent with our proposal.  
4.1.4 Characteristics of the L1CA and L2C GPS Signals 
The fact that both L1CA and L2C signals are transmitted from the same SV’s 
means that all of the received signal error parameters (e.g., Doppler & delays) are 
related [45]. To achieve synchronization between our two signals of interest, we have 
studied three important parameters (navigation message bit, code-phase-delay and 
Doppler-frequency-offset). The actual navigation message bit format is different on 
L1CA and L2C, but the transition of navigation message does occur at the same 
time. Also, having the same transmission at the same time means that there is a 
correlation between the Doppler frequency on L1 and L2 by the ratio L2/L1, and also 
that both codes, L1CA and L2C, have the same code-phase-delay with respect to 
their code time length. This relationship gives us an opportunity to combine the two 
signals in the acquisition stage using a single channel. Note that, “relative group 
delay” errors caused by, for example, satellite transmitter hardware, ionosphere, and 
atmosphere are neglected in this implementation due to their total value is in 
nanoseconds, which will not affect the acquisition process, but must be taken into 
account in the tracking process [50]. 
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4.2 Literature Survey: Combined Multi-GNSS Signal 
Acquisition 
From correlation view, the acquisition of L2C signal is favoured over L1CA 
signal because L2C has long code length, which presents a possible 28 dB gain to 
help acquire weaker signals [51]. However, the time required for estimating the 
code-phase-delay and Doppler-frequency-offset of L2CM is at least 4000 times 
longer than L1CA (L2CL codes length is 1.5 sec and that of L2CM is 20 msec), 
requiring a stable oscillator, which is impractical. Aiding the acquisition of L2C 
signal with an estimated code-phase-delay and Doppler-frequency-offset of the 
L1CA signal was proposed to reduce the long time required for acquiring L2C signal 
alone [52]. This technique capitalises on the property that both received L1CA and 
L2C signal-errors (data, code, and the carrier) are coherently associated. Actually, 
this aiding reduces the number of the frequency bin searches in the L2CM 
acquisition by 95% as well as limiting the search range of finding the beginning of 
the L2CM code. However, this aiding technique loses 3 dB in signal power because 
it acquires the L2CM signal alone (i.e. L1CA is used only to aid the L2CM 
acquisition without combining their powers). 
 
Figure 4-7 L1CA and L2C Combined Detection Scheme 
One of the first to publish such combined receiver has claimed a 20 dB processor 
gain and improved the acquisition sensitivity be 2 dB [53]. As shown in Figure 4-7, 
this receiver utilized two side-by-side serial search channels, one for each signal, to 
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remove the carrier and the code of the received signals and then integrate their result 
over 1ms time individually. The output of these two channels is then fed to a post-
correlation stage that performs a summation and mixing functions necessary to 
achieve a combined non-coherent acquisition as well as a differential acquisition 
over 1ms concurrently. The output of the post-correlation stage is then sent the 
detection stage after it has accumulated for M msec (where M can be 1 for a clear 
outdoors reception and it will increase as the receiver environment get noisy up to a 
value of 20 for bad reception area/indoors). This scheme avoids the noise of the 
received signal while combining the powers of the two signals because of the 
resultant noise being uncorrelated between the non-coherent and differential 
acquisition it uses. 
 
Figure 4-8 Structure of post-correlation technique based serial search engine (a) 
Pre-processing correlation stage (b) Non-coherent (c) Differential (d) Non-
coherent and differential acquisitions 
To gain more acquisition sensitivity, the authors of the aforementioned scheme 
went on to modify it by replacing the structure of the post-correlation stage. As 
exhibited in Figure 4-8, they proposed to use any one of the three structures: 1) non-
coherent, 2) differential, and 3) combining the non-coherent with the differential 
acquisition [54]. The trade-off between these three structures is in their 
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implementation complexity and improved acquisition sensitivity as follows: 
The first method (non-coherent acquisition) can be chosen due to the simplicity of 
its implementation, with low computation load. It performs the summation of the 
non-coherent output of the two acquisition channels prior to the detection stage, as 
shown in Figure 4-8 (b). This means the method performs the summation of the 
squared correlation values of the two signals and then accumulates the result for M 
msec and then forwards the result to the detection stage to denote the acquisition 
decision. The correlation power in this method is increased but the sensitivity 
improves only slightly because the noise has also been amplified/squared. 
The second method (differential acquisition [55]) can be chosen to avoid the noise 
augmentation in the previous method. Here, the noise is not correlated since it comes 
from multiplying a successive correlated signal. The outputs of the serial search 
channels, which are CR1 and CR2 "values of Correlated signals" (see Figure 4-8 (a)), 
are multiplied with conjugate delay version of the same outputs separately, as 
depicted in Figure 4-8 (c). Then, the real parts of the previous multiplication are 
gathered and accumulated for M msec, after that this correlated signal is forwarded to 
the detection stage to announce the acquisition result. This method achieves better 
acquisition sensitively over the non-coherent method by 0.5 dB; meanwhile, its 
implementation remains low in terms of computational requirements.  
The third method (combines the non-coherent and the differential acquisitions, 
named NCDiffL1L2) is shown in Figure 4-8 (d). This method can be chosen to exploit 
all the correlator power outputs, based on the non-coherent and the differential 
techniques, so to improve the processing gain, which directly reflects on enhancing 
the acquisition sensitivity. Note that, NCDiffL1L2 implementation is different from 
their earlier paper [53] reviewed earlier, in that it has 4 mixers, 2 unit delays and 1 
adder.  This is achieved by having the output of each serial search channels (CR1 or 
CR2) multiplied with a conjugate version of itself to get the non-coherent result, 
which is then multiplied with the differential result. The differential result comes 
from multiplying the serial search channels output (CR1/CR2) with the conjugate of 
one millisecond delayed samples of the same output (CR1/CR2). The multiplication 
of non-coherent and the differential outputs are then grouped and the real part is 
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accumulated for M msec, which is then sent to the detection stage to declare the 
acquisition decision.  
NCDiffL1L2 method is an efficient solution to combine the L1CA and L2C signals 
as it balances implementation complexity and improves sensitivity. Accordingly, it 
will be used to compare with the best performance one of our proposed methods. 
Similarly, FFT technique has been used as a pre-processing stage to combine the 
two GPS signals (L1CA&L2C) [56], as shown in Figure 4-9. Obviously, the 
structure of the FFT-based acquisition method is the same as the previously 
discussed approach (see Figure 4-8), but by changing the serial search engine search 
with a FFT search engine.  Therefore, the FFT-based acquisition method also 
requires two FFT search channels, which are placed side-by-side, as an initial 
process for estimating the code-phase-delay and the Doppler-frequency-offset of 
L1CA and L2C signals independently. Note that the process of the GPS signals 
inside the FFT search box in Figure 4-9 (a) has been explained earlier in Section 
4.1.3, point two.  
As presented in Figure 4-9, the FFT-based method proposes using any one of the 
three structures: 1) non-coherent, 2) differential, and 3) coherent summation. Also, 
the trade-off between these three structures is in their implementation complexity and 
enhanced acquisition sensitivity as follows: 
The first combination method performs the summation of the non-coherent output 
of the two FFT acquisition engine prior to the detection stage, as shown in Figure 4-9 
(b). While, in the second method prior to adding the values of the FFT outputs, firstly 
it differentiates them. The combination stage structure and the performance of the 
first method and the second method in FFT-based is the same as the first and the 
third methods in the previous approach (see Figure 4-8 (b) and (d)) respectively.  
The third method of FFT-based approach performs coherent addition and 
subtraction for the correlated signals (CR1 and CR2) to produce two outputs, as 
shown in Figure 4-9 (d). Each one of these outputs will be squared and accumulated 
for M msec and then the maximum value will be selected to resultants. The reason 
for using addition and subtraction to the signals correlator outputs in this method is 
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to avoid relative signs between the L1CA and L2CM signals. The performance of 
this method is the same as the NCDiffL1L2 method. 
 
Figure 4-9 Structure of post-correlation technique based parallel code phase 
search engine (a) Pre-processing correlation stage (b) Non-coherent (c) Non-
coherent and differential (d) Coherent acquisitions 
The advantage of using FFT search technique over serial search is the reduced 
processing time, but the results in terms of enhancing the acquisition sensitivity of 
FFT search technique are identical to the serial technique. Since we are using FFT 
technique in our proposed acquisition channels, we will compare our simulation 
result of each one of our six methods with NC FFT-based method. 
In the same vein, the MGDC (Modified Generalized Differential Combination) 
method is used for combining the L1CA and the L2C signals in the acquisition stage, 
as depicted in Figure 4-10. Equivalent dual channels of MGDC are employed to 
correlate the received L1CA and L2C signals separately [57]. 
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Figure 4-10 Combined L1CA and L2C GPS signal acquisition based on dual-
MGDC 
The received signals (L1CA&L2C) correlate with the local replicas of their codes 
at the pre-processing stage called Segmented Matched Filter (SMF). SMF firstly 
segments both received signals and then multiplied with the locally generated 
CM+CA codes in order to produce complex correlated values. The number of 
correlators is based on the time length of the L-segmentations and the correlated 
values at different time intervals are then differentially combined in different spans. 
The chosen length of the L segmentation is 1ms, which will be favourable with the 
length of the CA code, this leads to using 20 correlators in each channel. The 
correlator outputs of SMF stage are then fed to the 2 NC blocks. 
An NC block is a non-coherent acquisition method.  The output results of MGDC 
blocks are accumulated together prior to the detection stage. This technique has 
enhanced the acquisition sensitivity over the NCDiffL1L2 method by 1.5 dB. 
However, the complexity of the MGDC is too high since it uses 20 correlators for 
each signal, which consumes lots of power. Since the results of the MGDC 
acquisition exhibit better signals detection over NCDiffL1L2, our simulation results 
will also be compared with the MGDC implementation. 
The mechanism of our proposed implementation is inspired by the 
implementation of an L1CA, and L1C GPS signals acquisition channel proposed to 
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capture the L1C signal at low Carrier to Noise density ratio (C/No) when the 
acquisition of the L1C signal alone fails [58]. This method is based on a conventional 
parallel code-phase search algorithm, as shown in Figure 4-11. This method, instead 
of generating a single code, it generates a combination of L1CA, L1CD (Channel of 
Data) and L1CP (Channel of Pilot) codes. The processing of the two signals in this 
acquisition method is the same as the processing of single GPS signal in the 
conventional acquisition channel. The A, B and C coefficients in Figure 4-11 are 
used to re-weigh the signal power since their relative powers are different, more 
details on how to calculate these coefficients in [59]. Additionally, since the relative 
sign between the two signals differs, the acquisition is performed in parallel four 
times by changing the sign of locally generated codes (A, B and C). 
 
Figure 4-11 Structure of combined L1CA and L1C GPS signal acquisition scheme 
The idea in this implementation is simple, but it is very effective since the two 
signals are transmitted from the same satellite at the same frequency and they are 
orthogonal in terms of their codes. Also, the two signal errors are related, so it is easy 
to process them together in a single acquisition stage without worrying about the 
overlap.  In fact, this idea is the essence of our orthogonal acquisition channel in 
combining the L1CA and L2C signals in a single acquisition channel. Though, the 
L1CA and L2C signals transmit from the same SV with orthogonal codes they have 
different carrier frequencies. That will be an obstacle to using a single acquisition 
channel. So, to make the two signals run at the same frequency in the receiver part, a 
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pre-processing stage based on using our OCBPSR that is utilized to fold the two 
signals at the same frequency [60] in the digital domain prior to the acquisition 
channel.  
Our conclusion from this short review is that side-by-side implementation for 
acquiring the L1CA and L2C signals consumes more power. However, we believe 
that improving the processing/overhead of such acquisition is a worthy task. 
Therefore, this chapter proposes two orthogonal acquisition channels to acquire these 
two signals and to improve the detection sensitivity.  
4.3 Combining L1CA and L2C GPS Signals Acquisition 
This section describes the methodology employed in our orthogonal acquisition 
channels. In addition, it explains the implementation procedure of the two channels 
and is then followed by the test methodology. 
4.3.1 Acquisition Methodology 
The methodology behind our proposed channels is cantered on orthogonalising 
the two GPS signals (L1CA and L2CM) prior to correlating them as a single signal to 
reduce the computational load of the acquisition process without impeding the 
acquisition sensitivity. As shown in Figure 4-12, the four acquisition stages in our 
orthogonal channels are; 1) the Frontend stage 2) the orthogonalising stage 3) the 
correlation stage and 4) the combination stage. The greyed blocks in Figure 4-12 
demonstrate the processes that we have introduced for efficient implementation of 
the two signals in our channel. 
 
Figure 4-12 Our methodology of combined L1 and L2 signal acquisition channel  
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Stage 1: In the Front-end stage, the OCBPSR front-end is used to down-convert the 
two signals (L1CA&L2C) to baseband signals, so that both the baseband signals 
have the same folding-frequency. The mathematical equation of the two signals after 
ADC can be expressed as: 
𝐿1(𝑛𝑇𝑠) = 𝐴 𝐷𝐿1(𝑛𝑇𝑠 − 𝜏)⨁𝐶𝐴 (𝑛𝑇𝑠 − 𝜏) 𝑐𝑜𝑠(2𝜋(𝑓𝑓𝑜𝑙𝑑 + 𝑓𝑑)𝑛𝑇𝑠 + 𝜃1) +
𝑤𝐼𝐹,𝐿1(𝑛𝑇𝑠)          (4-1) 
𝐿2(𝑛𝑇𝑠) = 𝐴 𝐷𝐿2(𝑛𝑇𝑠 − 𝜏)⨁𝐶𝑀(𝑛𝑇𝑠 − 𝜏) 𝑠𝑖𝑛(2𝜋(𝑓𝑓𝑜𝑙𝑑 + 𝛽𝑓𝑑)𝑛𝑇𝑠 + 𝜃2) +
𝑤𝐼𝐹,𝐿2(𝑛𝑇𝑠)          (4-2) 
where(𝐷𝐿1, 𝜃1, 𝑤𝐼𝐹,𝐿1) and (𝐷𝐿2, 𝜃2, 𝑤𝐼𝐹,𝐿2) are the navigation data, the initial phase 
and additive noise of L1CA and L2C GPS signals respectively. 𝑇𝑠, 𝑛 𝑎𝑛𝑑 𝛽 are the 
sampling time, integer number and the ratio between the signals frequencies 
(L2/L1= α = 0.799) respectively. 
 
Figure 4-13 Orthogonalising stage of the combined methodology. (a) Re-
weighting the signals (b) Removing the carrier and the Doppler-frequency-shifts (c) 
Orthogonalising the signals 
Stage 2: The orthogonalising stage is divided into three processing steps; 
reweighting the signal power, removing the folding-frequency plus Doppler shifts, 
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and orthogonalising the signals into a single orthogonal signal, as shown in Figure 4-
13. 
In the first step of the orthogonalising stage, the required weight (?̅?) to equalising 
the relative signal power levels is calculated in advance, before the acquisition is 
started. That means each signal needs to be scaled individually in order to combine 
them optimally.  
The received power of L2C signal is 1.5 dB lower than the L1CA, so, the received 
strength of L1CA is 1.4125 times higher than that of L2C on a linear scale. 
1.4125 ?̅? + ?̅? = 1 ⟹ ?̅? = 0.414       (4-3) 
Based on (4-3), the L1CA and L2C signals have a portion ?̅? and 1 − ?̅? of the total 
power in the combined signal respectively. Since only CM code is considered in this 
implementation, where the CL code is zeroed, an attenuation in the signal of 3 dB 
results because half of the signal power is neglected. Overall, the L2CM signal will 
decrease by 4.5 dB from L1CA signal. Therefore, this will require re-weighting the 
received power levels of the signals based on the new attenuation value. The newly 
calculated ?̅? is 0.2619, which is used to represent the power split for the L2CM 
component. Note that, our acquisition channels can also work with CL code, but 
because the code length is 1.5 msec and it results in a very large computational load 
and undesirable complexity so the CM code is preferable. 
The second step of the orthogonalising stage is similar to the conventional 
acquisition method of removing the Doppler-frequency-shifts and the folding-
frequency from the received signals in order to convert the signal into a baseband 
signal, as illustrated in Figure 4-13 (b). So (4-1) and (4-2) after applying the second 
step become: 
𝐼𝐿1 (𝑛𝑇𝑠) = 𝐴1𝐷𝐿1(𝑛𝑇𝑠 − 𝜏)⨁𝐶𝐴 (𝑛𝑇𝑠 − 𝜏) 𝑐𝑜𝑠(2𝜋 𝛥𝑓𝐿1𝑛𝑇𝑠 + 𝜃1)  (4-4) 
𝑄𝐿1(𝑛𝑇𝑠) = 𝐴1𝐷𝐿1(𝑛𝑇𝑠 − 𝜏)⨁𝐶𝐴 (𝑛𝑇𝑠 − 𝜏) 𝑠𝑖𝑛(2𝜋 𝛥𝑓𝐿1𝑛𝑇𝑠 + 𝜃1)  (4-5) 
𝐼𝐿2(𝑛𝑇𝑠) = 𝐴2𝐷𝐿1(𝑛𝑇𝑠 − 𝜏)⨁𝐶 (𝑛𝑇𝑠 − 𝜏) 𝑐𝑜𝑠(2𝜋 𝛥𝑓𝐿2𝑛𝑇𝑠 + 𝜃2)  (4-6) 
𝑄𝐿2(𝑛𝑇𝑠) = 𝐴2𝐷𝐿1(𝑛𝑇𝑠 − 𝜏)⨁𝐶 (𝑛𝑇𝑠 − 𝜏) 𝑠𝑖𝑛(2𝜋 𝛥𝑓𝐿2𝑛𝑇𝑠 + 𝜃2)  (4-7) 
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where (𝛥𝑓𝐿1 = 𝑓𝑑 − 𝑓?̂?) and (𝛥𝑓𝐿2 = 𝛽𝑓𝑑 − 𝛽𝑓?̂?) are the residual carrier frequency 
of the L1CA and L2C GPS signals respectively and 𝑓?̂? is estimated Doppler-
frequency-shifts. 
For the sake of simplicity, the notations in the above/following equations for the 
AWGN have been neglected, but it is still considered in our simulation. Theoretically 
the residual frequency values of the two signals (𝛥𝑓𝐿1 and 𝛥𝑓𝐿2) should be the same 
and in an ideal scenario ("when the frequency of the locally generated signal matches 
the frequency of the received signal") should be equal to zero, but practically it 
depends on how accurate the down-conversion components such as the local 
oscillator, mixer performance and the filters are. Therefore, we will consider the 
value of residual frequency further in the channels’ evaluation. 
The last step in the orthogonalising stage is combining the I’s and Q’s of the two 
signals into a signal orthogonal signal as depicted in Figure 4-13 (c). Since these two 
processed signals are baseband signals, meaning they have only code and data where 
the signal codes are almost orthogonal, we can add and orthogonalise them without 
any overlap between the two signals or being concerned whether one will dominate 
the other. So, the best combination of the baseband signals to create orthogonal 
signal is to subtract (4-6) from (4-4) to produce the I-branch of the new orthogonal 
combined signal, as expressed in (4-8) and also subtract (4-7) from (4-5) to produce 
the Q-branch of the orthogonal combined signal, as shown in (4-9). 
𝐼𝐶𝑜𝑚𝑏(𝑛𝑇𝑠) = 𝐼𝐿1 − 𝐼𝐿2        (4-8) 
𝑄𝐶𝑜𝑚𝑏(𝑛𝑇𝑠) = 𝑄𝐿1 − 𝑄𝐿2        (4-9) 
At the end of this stage, we will have a particular orthogonal signal by adding the 
Icomb and Qcomb components together as expressed in (4-10) that contains the 
information of the two signals. 
𝑆𝑂𝑟𝑡ℎ(𝑛𝑇𝑠) = 𝐼𝐶𝑜𝑚𝑏 + 𝑗 ∗ 𝑄𝐶𝑜𝑚𝑏       (4-10) 
Stage 3: Note that, the correlation stage of each one of the proposed channels 
(OSC&OPC), it has owned structure, the following explanation of the correlation 
stage is for the OSC while the explanation of the OPC will be detailed in Section 4.5 
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(see Figure 4-36). 
 
Figure 4-14 Developed correlation engine for combined L1CA and L2C GPS 
signals (orthogonal correlation engine) 
In the correlation stage of OSC, the newly generated/resultant orthogonal signal in 
(4-10) will be fed to the orthogonal correlation engine, as illustrated in Figure 4-14. 
This engine is a parallel code-phase search engine, which has two codes added in the 
local generator code block. This advanced local generator code generates a 1 msec of 
the CA code and also 1 msec of the CM code and then combines them in orthogonal 
representation (CA+j*CM). After performing the code correlation, the output of the 
IFFT function is fed to the combination stage. The output represents a Complex 
Correlated Signal (CCS) that includes in its real part a correlated signal of I1 and Q2 
signals and in its imaginary part a correlated signal of I2 and Q1 signals. The 
correlated signal components of the two signals can be written mathematically as: 
𝐼1 =
1
𝑁𝑠
∑ 𝐼𝐿1 (𝑛) 𝐶𝐴 (𝑛 − ?̂?)
𝑁𝑠−1
𝑛=0   
&𝑄1 =
1
𝑁𝑠
∑ 𝑄𝐿1 (𝑛) 𝐶𝐴 (𝑛 − ?̂?)
𝑁𝑠−1
𝑛=0       (4-11) 
𝐼2 =
1
𝑁𝑠
∑ 𝐼𝐿2 (𝑛) 𝐶 (𝑛 − ?̂?)
𝑁𝑠−1
𝑛=0   
&𝑄2 =
1
𝑁𝑠
∑ 𝑄𝐿2(𝑛) 𝐶 (𝑛 − ?̂?)
𝑁𝑠−1
𝑛=0        (4-12) 
where Ns is the number of signal samples in coherent integration time, which is 1 
msec. 
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Stage 4: In the final stage the correlation component output (I1,2 and Q1,2) is 
combined again to obtain the final correlation value or the decision vector, as 
mentioned earlier there are three different combination methods for each channel, 
i.e., six methods will be explained/discussed in this chapter. 
4.3.2 Acquisition Procedure  
The following steps achieved the procedure that we have followed in our “OSC” 
implementation for acquiring the L1CA and L2CM GPS signals in the digital 
domain: 
1. Re-weigh the signals power prior to down-converting them to the baseband 
signals. 
2. Remove the Doppler frequency from the incoming L1CA/L2CM signals by 
multiplying them with the locally generated carrier wave at fixed Doppler 
frequency fd/α*fd that will generate in-phase component (IL1/IL2) and a 
quadrature component (QL1/QL2).  
3. Orthogonalise, the signal components to the output combination, is (IL1-
IL2)+j*(QL1-QL2). 
4. Calculate the FFT of the output combination.  
5. Generate local replica of CA and CM codes and then gather in orthogonal 
form as CA +j*CM. 
6. Compute the complex conjugate of the FFT of the composite code. 
7. Multiply the output of step 4 and step 6 and then the IFFT is applied to the 
output. 
8. Forward the real part and the imaginary part of the IFFT to three different 
combination methods; the output result of these methods is called a decision 
vector. 
9. Calculate the maximum peak of the decision vector. 
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10. Exclude a number of samples of the main lobe width, which are around the 
maximum peak in the decision vector. 
11.  Calculate the second maximum peak from the remaining part of the decision 
vector. 
12. If the ratio of the first and the second maximum peaks is greater than a 
predefined threshold (β), then the signal is acquired; else the whole procedure 
is repeated for all Doppler frequency range (from -10 KHz to +10 KHz). 
In the implementation of the OPC, steps from 4 to 7 need to be performed twice 
or in parallel with changing the code combinations in each run, full detail 
documented in Section 4.5. 
4.3.3 Testing Methodology 
The following five performance factors are used to evaluate the two orthogonal 
acquisition channels in comparison with the conventional methods for acquiring 
L1CA and L2CM and other combining acquisition methods, which are the 
NCDiffL1L2, FFT-based methods, and the MGDC methods that have been explained 
in the literature survey section (see Section 4.2). These are: 
i. the probability of detection 
ii. the receiver operating characteristics curve 
iii. the ratio of the maximum correlation peak value 
iv. the residual frequency effect 
v. the initial phase effect. 
MATLAB is used to simulate the two GPS signals L1CA and L2C, which they 
are sampled at the same rate 17.391 MHz (both signals have the same folding-
frequency = 7.161 MHz) based on using OCBPSR. Also, we evaluate our orthogonal 
channels with the conventional L1CA & L2CM, the NCDiffL1L2 method, FFT-based 
methods and the MDGC method.  
In our test methodology, Monte Carlo simulation technique is dedicated to 
evaluating all the acquisition methods mentioned above. 
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1. Probability of detection and Receiver Operating Characteristics Curve 
(ROC) factors  
ROC is a function of the Probability of Detection (PD) and the Probability of false 
alarm (Pfa). The probability of detection (acquisition sensitivity) refers to the correct 
decision of detecting the signals, and that occurs when the ratio of the maximum 
peak value of correlation vector crosses the chosen threshold (β) and its frequency 
bin and code-phase-delay in the acquisition search are both correct. A false alarm is 
declared when the ratio of the maximum peak value of correlation vector result 
satisfies the β with wrong frequency bin, or wrong code-phase-delay. i.e. the 
acquisition is considered a false detection. However, if the ratio of the maximum 
peak value of the correlation vector does not satisfy β, it means that no signal could 
be detected and the acquisition is considered not detected. More details about the 
detection theory can be found in [61]. The simulation parameter settings in Table 4-1 
and Table 4-2 will be used to assess our orthogonal acquisition channels in terms of 
the probability of detection and the ROC respectively. We will use two different test 
scenarios based on those tables to evaluate the performance of the orthogonal 
acquisition channels. 
Table 4-1 Parameters used to evaluate signals detection probability 
 
2. The ratio of maximum correlation peak factor 
Parameters name L1CA L2C 
C/No From 12 to 40 dB-Hz C/No, L1CA – 1.5 
∆F 0 
Initial Phase θ 0 
Nav. Data {-1, 1} 
Threshold β 2.5 
Integration time 1 msec 
Simulation length 10,000 times 
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This factor is used to analyse the effect of the combined noise that comes from 
combining the L1CA and L2CM signals prior to acquisition channel as well as the 
noise that comes from the cross-correlation inside the correlation engine in our 
acquisition channels.  The ratio (γ) can be written as: 
𝛾 =
𝑇ℎ𝑒 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑝𝑒𝑎𝑘 
𝑇ℎ𝑒 𝑠𝑒𝑐𝑜𝑛𝑑 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑝𝑒𝑎𝑘
 dB. 
Furthermore, the γ ratio plays a significant role in deriving the false alarm 
probability [62]. Therefore, to make sure that the accumulated noise (inside and 
outside the correlation) will not affect the acquisition decision, a test scenario has 
been setup based on using the simulation parameters in Table 4-1.  
Table 4-2 Parameters used to calculate the ROC 
 
3. The residual carrier frequency (∆F which results after Doppler 
removal process) factor 
This factor has a direct effect on the amplitude of the correlator outputs [63]. That 
means increasing the residual carrier frequency value will decrease the detection 
probability, so it is important to measure the effect of the residual carrier frequency 
on our acquisition channels and compare it with other methods. The simulation 
parameters in Table 4-3 are used for this purpose. 
4. The initial phase effect factor 
Since our orthogonal acquisition channels coherently apply the summation of the 
baseband signals (L1CA and L2C) prior to the correlation engine, the sign of the bits 
Parameters name L1CA L2C 
C/No 26 dB-Hz 24.5 dB-Hz 
∆F 50 Hz α ∆F (L1CA) 
Initial Phase θ 0 
Nav. Data 1 
Threshold β From 1 to 3 
Integration time 1 msec 
Simulation length 1,000,000 times 
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transmitted (navigation message) and initial phase value can strongly affect the 
performance of the acquisition method. For example, if these signals have the same 
initial phase but the sign of the transmitted bit on L1CA signal was an opposite sign 
to the transmitted bit on L2C signal, then combining the two signals coherently will 
degrade the combined signal power. Likewise, if both L1CA and L2C signals have 
the transmitted bit sign but they are out of phase, adding them coherently will also 
degrade the combined signal power. The simulation parameters in Table 4-4 are used 
to assess our acquisition method. 
Table 4-3 Parameters used to evaluate effects of residual frequency 
 
Table 4-4 Parameters used to evaluate effects of Initial Phase 
 
4.4 Orthogonal Single Acquisition Channel (OSC) 
OSC is a new acquisition design that is used to acquire L1CA and L2C GPS 
Parameters name L1CA L2C 
C/No 29 dB-Hz 27.5 dB-Hz 
∆F [0: 500] 𝜷 ∆𝑭𝑳𝟏 
Initial Phase θ 0 
Nav. Data 1 
Threshold β 2.5 
Integration time 1 msec 
Simulation length 10,000 times 
 
Parameters name L1CA L2C 
C/No 26 dB-Hz 24.5 dB-Hz 
∆F 0 
Initial Phase θ [0: 2𝛑] 
Nav. Data {-1, 1} 
Threshold β 2.5 
Integration time 1 msec 
Simulation length 10,000 times 
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signals simultaneously in orthogonal combination format. The novelty of this 
channel is centred on orthogonalising the two received signals (L1CA&LC2) into a 
single orthogonal signal allowing the acquisition to jointly estimate the code-phase-
delay and Doppler-frequency-offset of both signals in a single channel. 
As illustrated in the block diagram in Figure 4-15, the acquisition channels will 
first orthogonalise the received signals, L1CA and L2C GPS signals. The orthogonal 
signal is then processed by an orthogonal correlation engine that produces a complex 
representation of the correlated signal, as detailed in Section 4.3.1. To obtain the 
maximum correlation peak, we have a choice of three combination methods/post-
correlation methods to process the complex correlated signal. The first combining 
L1CA&L2CM method uses “Direct Sum/Non-coherent Summation”, which is 
named OSC-DSL1L2, it detailed in Section 4.4.1. The second method implies a 
differential technique, which is called OSC-DiffL1L2 that documented in Section 
4.4.2. The third method uses a combination of the previous two methods “Direct 
Sum and Differential”, which is called OSC-DSDiffL1L2, full details in Section 4.4.3. 
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.  
Figure 4-15 Structure of Orthogonal Single acquisition Channel (OSC) to acquire L1CA and L2C GPS signals
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4.4.1 Direct Sum Acquisition: OSC-DSL1L2 
This method represents the direct sum of the complex correlated signal (CCS) that 
was obtained from correlating the L1CA and L2C GPS signals with the locally 
generated signal in the orthogonal correlation engine, as shown in Figure 4-16. The 
process of obtaining the CCS has explained in Section 4.3.1.  
In order to obtain the final acquisition result two steps are required in this 
combination stage, as shown in Figure 4-16, which are: 
1. The CCS feeds to the “Absolute Function” that is squared its inputs 
values, which are the real and imaginary parts of the complex signal, and 
then added together. 
2. The “Absolute Function” output result is accumulated for M msec, and 
then the decision vector is processed by the detection stage to select the 
maximum value and compared with a preselected threshold in order to 
declare the acquisition result, as clarified in Section 4.3.2. Note that, in our 
implementation for both channels (OSC&OPC), M equals to 1. 
 
Figure 4-16 Structure of OSC with Direct Sum combination method  
This method was chosen since the computation load in the combination stage is 
low. The decision vector of this method can be expressed mathematically as: 
𝑂𝑆𝐶 − 𝐷𝑆𝐿1𝐿2 =  ∑(𝐼1,𝑘
2 + 𝑄1,𝑘
2 )⏟        
𝐿1 𝑡𝑒𝑟𝑚 
+∑(𝐼2,𝑘
2 + 𝑄2,𝑘
2 )⏟        
𝐿2 𝑡𝑒𝑟𝑚
𝑀
𝑘=1
+ 2∑ (𝐼1,𝑘 𝑄2,𝑘 − 𝐼2,𝑘 𝑄1,𝑘)⏟           
𝑒𝑥𝑡𝑟𝑎 𝑡𝑒𝑟𝑚
𝑀
𝐾=1
𝑀
𝑘=1
 
       (4-13) 
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From (4-13), there are three mathematical terms; the first two terms are exactly 
the same as those in the side-by-side non-coherent combined methods [50]. The third 
mathematical term/extra-term is produced in our method due to the orthogonal 
processes in pre-processing stage and the combination stage. The effects of this term 
will be analysed mathematically in this section. 
1. Performance validation of OSC-DSL1L2 
In this section, the OSC-DSL1L2 method will be evaluated in four different 
scenarios, further, we will analyse and discuss the simulation results as well as 
comparing them with the other acquisition methods. The simulation parameters of 
generating the L1CA and the L2C GPS signals and the test simulation parameters 
that were used in those scenarios have been explained in the Section 4.3.3.  
Probability of detection: Figure 4-17 illustrates the comparison of signal detection 
of the OSC-DSL1L2 method, L1CA and L2CM conventional method and side-by-side 
NC FFT-based combination method. The comparison shows that the probability of 
detection of the conventional acquisition method of L2CM signal alone is 
significantly lower than other acquisition methods. The reasons for having lower 
detection are; the first being that the L2CM signal has lower power than the L1CA 
signal/combined signals by at least 4.5 dB, secondly only one millisecond of signal 
length has been considered (it is length 20 msec). Figure 4-17 also shows that there 
is an improvement of around 1 dB signal reception in our method over the NC FFT-
based method and around 1.5 dB over the L1CA acquisition method. Note that, 
mathematically and based the parameter settings in Table 4-1, our expression in (4-
13) is exactly the same as the one in the NC FFT-based. However, the OSC-DSL1L2 
method has 1 dB better reception and that is because the signal power in our method 
is combined the signals’ power twice; one at pre-processing stage (orthogonalise the 
signals) and the second at the combination stage.  
The ratio of maximum correlation peak: All the power ratio curves in Figure 4-17 
have the same trend and the best performance of the four comparing methods is the 
ratio of our OSC-DSL1L2 method. This proves that the noise that accumulated in the 
inside/outside the acquisition engine (see Section 4.3.3) have no noticeable effect on 
the performance of our acquisition method either in low or high C/No values. 
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Figure 4-17 OSC-DSL1L2: Probability of detection versus C/No  
Residual frequency effect: Figure 4-19 shows the behaviour of all the combined 
and conventional methods when the residual carrier frequency is non-zero. The 
simulation results show that there is degradation in the probability of received 
signals for all compared methods when there is an increase in the residual frequency; 
however, our OSC-DSL1L2 method shows better performance than the others do. 
Actually, the better performance was expected because the extra mathematical term 
in (4-13) adds more correlation power to the final acquisition result and that slightly 
increases the processing-gain of our method and reflects affirmatively on the 
probability of detection. However, this extra-term can perform poorly if the initial 
phase of the two signals varies or the sign of the navigation message of both signals 
is different, as we will see in the next test scenario. 
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Figure 4-18 OSC-DSL1L2: Power ratio of the maximum correlation peaks 
 
Figure 4-19  OSC-DSL1L2: Probability of detection vs. residual carrier frequency 
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Initial phase effect: Figure 4-20 shows the PD simulation results of the traditional 
and the combined acquisition methods when the relative phase-offset between the 
two signals (L1CA&L2C) is defined. 
 
Figure 4-20 OSC-DSL1L2: Probability of detection vs. phase offset 
The results show that the OSC-DSL1L2 method is strongly affected by the relative 
phase offset while the other methods show no influence. The detection output of the 
OSC-DSL1L2 method (the navigation message is 1) becomes beneficially 
constructive when the relative phase offset varies between 0 to π and it becomes 
destructive when the relative phase offset is greater than π and less than 2π. On the 
contrary, when the navigation message is -1 the effect is reversed. This 
unfavourable effect is clearly reflecting the result of the extra mathematical term in 
(4-13). To analyse this extra-term mathematically, the I-components and Q-
components of the two signals can be expressed as: 
𝐼(𝑘) =  
𝐴
√2
𝑑(𝑘) 𝑅(𝑑𝑡) 𝑠𝑖𝑛𝑐(𝜋 ∆𝐹 𝑇)𝑐𝑜𝑠 (𝜋 ∆𝐹 𝑇 (2𝑘 − 1) + 𝜑)   (4-14) 
𝑄(𝑘) =  
𝐴
√2
𝑑(𝑘) 𝑅(𝑑𝑡) 𝑠𝑖𝑛𝑐(𝜋 ∆𝐹 𝑇)𝑠𝑖𝑛 (𝜋 ∆𝐹 𝑇 (2𝑘 − 1) + 𝜑)  (4-15) 
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Based on the simulation parameters that were used to assess the relative phase 
offset effect, the residual carrier frequency will be removed from the above two 
equations. For the sake of simplicity, the values of A and d(k) are assumed to be 1.  
Equations (4-14) and (4-15) become as follows: 
𝐼(𝑘) =  
1
√2
 𝑅(𝑑𝑡) 𝑐𝑜𝑠 (𝜑)        (4-16) 
𝑄(𝑘) =  
1
√2
 𝑅(𝑑𝑡) 𝑠𝑖𝑛 (𝜑)        (4-17) 
By substituting (4-16) and (4-17) in the extra-term in (4-13) and simplifying the 
result by using the trigonometric properties, the extra-term becomes: 
𝑒𝑥𝑡𝑟𝑎 − 𝑡𝑒𝑟𝑚 =    𝑅𝐿1(𝑑𝑡) 𝑅𝐿2(𝑑𝑡) 𝑠𝑖𝑛 (𝜑2 − 𝜑1)    (4-18) 
From (4-18), it is clear that the multiplications of the correlation value of the two 
signals will be either added or subtracted from the other correlation value in (4-13) 
based on the following points: 1) the multiplication sign of the navigation message 
sign and, 2) the output sign of the “Sine Function” in the extra-term in (4-18). 
Obviously, the output sign of the multiplication result behaves as a sine wave, i.e. 
the extra-term based on that sign will be gathered or subtracted from the correlation 
of L1 and L2 signals. That means the extra-term has a direct effect on decreasing and 
increasing the probability of detection in the OSC-DSL1L2 method, as shown clearly 
in Figure 4-19. 
Overall, the OSC-DSL1L2 acquisition method preforms better than the other 
compared methods when the sign of the extra-term in (4-13) is zero or positive, and 
still performs equally well as the conventional L2CM acquisition and worse than 
others if the sign of the extra-term is negative. However, that drawback of the phase-
offset/the extra-term and the navigation message sign in the OSC-DSL1L2 method can 
be overcome completely by using the repetition acquisition technique. This 
technique is repeating the acquisition process of the OSC-DSL1L2 method three times 
to the same received signals (L1CA and L2C) by only shifting one of the received 
signal phase by 120-degree in each acquisition run and then choosing the maximum 
peak value of the three acquisition results, as shown in Figure 4-21. This means there 
is no extra cost or adding components to the OSC apart from the phase shifter, i.e., it 
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is the same channel will be used but the process will be repeated. The shifting 
process is achieved by employing a fixed time-delay to one of the received signals, 
the time-delay can be given mathematically as ∆T = 1/3*f for a fixed 120-degree 
shift, where the f is the frequency of the received signal in the digital domain.  
 
Figure 4-21 Correlation results of the OSC-DSL1L2 method @ C/No = 26 dB-Hz 
Figure 4-21 demonstrates how the repetition technique can overcome the above-
mentioned problems. Next example will clarify why three times are required to 
repeat the acquisition. Suppose that the two signals are received with phase-offset 
equal to 202-degree (see Figure 4-20), so the OSC-DSL1L2 method will be not able to 
detect the signals and this is assumed to be the first run, see the green line in Figure 
4-21. Based on the repetition technique, the received phase-offset will shift by 120-
degree so the new phase-offset becomes 322-degree in the second run also the 
method has not able to detect the signals, see Figure 4-20 and the blue line in Figure 
4-21. While in the third run the phase-offset become 80-degree (see Figure 4-20) and 
it is clear that there is a high correlation value and the signals can be easily detected, 
as shown in the red line in Figure 4-21. Note that the correlation value in Figure 4-21 
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has been normalised based on the maximum value of the three runs. 
4.4.2 Differential Acquisition: OSC-DiffL1L2 
This method applies a differential technique for acquiring the L1CA and L2C 
GPS signals concurrently. The three following steps are required to obtain the final 
acquisition result, as shown in Figure 4-22, which are: 
1. Firstly, the CCS output values are delayed by 1 msec, where TD is block 
time delay. 
2. Secondly, the current CCS values are multiplied by the conjugate of the 
delayed version of the CCS values, which was produced in the previous 
step. 
3. The real part of the multiplication output is then accumulated for M msec, 
and then the decision vector output is fed to the detection stage to select 
the maximum value and compare with the preselected threshold to declare 
the acquisition results. 
 
Figure 4-22 Structure of OS acquisition channel with Differential combination 
method 
The combination stage of the OSC-DiffL1L2 method is favourable to be chosen 
over the OSC-DSL1L2 method since the first mentioned method avoids the noise 
squaring while keeping the computation load low. The decision vector of the OSC-
DiffL1L2 method can be expressed mathematically as: 
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𝑂𝑆𝐶 − 𝐷𝑖𝑓𝑓𝐿1𝐿2
=∑(𝐼1,2𝑘 𝐼1,2𝑘−1 + 𝑄1,2𝑘 𝑄1,2𝑘−1)⏟                 
𝐿1 𝑡𝑒𝑟𝑚 
𝑀
𝑘=1
+∑(𝐼2,2𝑘 𝐼2,2𝑘−1 + 𝑄2,2𝑘 𝑄2,2𝑘−1)⏟                  
𝐿2 𝑡𝑒𝑟𝑚
𝑀
𝑘=1
+∑(
𝑅𝐿2𝑅𝐿1́
2
  𝑠𝑖𝑛 (𝜑2 − 𝜑1́) +
𝑅𝐿2́  𝑅𝐿1
2
  𝑠𝑖𝑛 (𝜑2́ − 𝜑1))
⏟                                
𝑒𝑥𝑡𝑟𝑎 𝑡𝑒𝑟𝑚
𝑀
𝑘=1
 
(4-19) 
1. Performance validation of OSC-DiffL1L2 
The acquisition sensitivity is expected to improve significantly due to the 
reduction of the noise level in the final acquisition result. This reduction is achieved 
because the configuration of the OSC-DiffL1L2 method, where the output noise will 
be not squared. Note that the correlation output of the two signals is highly 
correlated with consecutive correlation intervals while the noise turns to be de-
correlated, i.e. there is a huge difference in the correlation results between squaring 
the noise samples or multiplying two of the consecutive noise samples, as shown in 
Figure 4-23. Where the correlation noise in Figure 4-23 has been normalised by the 
sampling frequency; that is the noise value is divided by the sampling frequency 
value. 
Probability of detection: Figure 4-24 shows that overall the PD of the OSC-DiffL1L2 
method is far better than the conventional acquisition methods, the NC FFT-based 
method and also our OSC-DSL1L2 method by around 5.5 dB, 4 dB and 3 dB 
respectively. The noticeable point in Figure 4-24 is that the OSC-DiffL1L2 method 
enhances the acquisition sensitivity to detect a weak signal, for example, the PD of 
the OSC-DiffL1L2 method is 0.1 while for the other methods it is almost zero at C/No 
= 21 dB-Hz. 
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Figure 4-23 OSC-DiffL1L2: Correlation result of additive white Gaussian noise 
 
Figure 4-24 OSC-DiffL1L2: The probability of detection versus C/No 
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Ratio of maximum correlation peak: Figure 4-25 shows there is also a significant 
improvement in the power ratio of the OSC-DiffL1L2 compared with others methods. 
This improvement achieved since the output acquisition noise level has reduced, as 
shown in Figure 4-23. This test scenario also proves that the extra noise, which is 
coming from the cross-correlation between the two signals, has a slight effect on the 
correlation power. 
Residual frequency effect: Figure 4-26 shows that the signal detection probability 
of the OSC-DiffL1L2 method has no effect when the residual frequency is less the 300 
Hz, after that the detection values decrease to reach around 0.5 at F = 500. This is 
because the extra-term in (4-19) adds more accumulated power to the acquisition 
results. Nevertheless, we are expecting the extra-term can slightly affect the 
acquisition performance of the OSC-DiffL1L2 when the phase-offset between the 
signals defined. 
 
Figure 4-25 OSC-DiffL1L2: Power ratio of the maximum correlation peaks 
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Figure 4-26 OSC-DiffL1L2: Probability of detection vs. residual carrier frequency 
Initial phase effect: Figure 4-27 exhibits the simulation results of the phase-offset 
effect on the signal detection performance of the OSC-DiffL1L2 method along with 
other acquisition methods. Apparently the PD of the OSC-DiffL1L2 method is not 
stable along with changing the value of the phase-offset, and it reaches the maximum 
value of detection (PD=1 when C/No = 26) when the phase-offset is around 90 
degrees, and it reaches the minimum value of about 0.05 when the phase-offset is 
around 270-degrees. However, it is better than the L2CM and the OSC-DSL1L2 
acquisition methods. 
Moreover, the percentage of the phase-offset values that makes the extra-term in 
(4-19) behave harmfully to the acquisition performance of the OSC-DiffL1L2 method 
is only 18%, i.e., there is 82% of the phase-offset values in the period [0,2π] that 
make the OSC-DiffL1L2 perform preferably as compared with all other methods. 
Observe that, the sign variation of the navigation message of the two signals has the 
same percentage effect on the acquisition performance of the OSC-DiffL1L2 method 
too. 
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Figure 4-27 OSC-DiffL1L2: Probability of detection vs. phase-offset 
To sum up, the acquisition performance of the OSC-DiffL1L2 method demonstrates 
a better ability to capture strong/weak L1CA and L2C signals when the effect of the 
extra-term is disregarded. Whilst, to consider the effect of the extra-term on the 
OSC-DiffL1L2 method a repetition acquisition technique will be required. This 
technique has the same process that was used in our previous OSC-DSL1L2 method in 
the previous section, but this time, the acquisition process will be repeated only 
twice and the maximum peak will be chosen, as shown in Figure 4-28. 
Figure 4-28 proves that the repetition technique can detect the signals with only 
two acquisition runs. For instance, in the first acquisition run the phase-offset 
between the two signals was 270-degree and obviously the OSC-DiffL1L2 method 
cannot be detected the signals while in the second run the phase-offset became 30-
degree and signals are detected. Note that the correlation value in Figure 4-28 has 
been normalised based on the maximum value of the two run. 
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Figure 4-28 Correlation results of the OSC-DiffL1L2 method at C/No @ 26 dB-Hz 
4.4.3 Direct Sum and Differential Acquisition: OSC-DSDiffL1L2 
This method is characterised as a grouping of our two previous methods, the 
direct sum and differential acquisition methods, as shown in Figure 4-29. In this 
method, we try to exploit all correlator power outputs to improve the correlation 
processing gain, which directly reflects on enhancing the acquisition sensitivity. 
 
Figure 4-29 Structure of OSC with (Direct Sum+ Differential) combination method 
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The signal processing inside the combination stage is as follows: 
1. Firstly, the CCS values are multiplied with the conjugate version of the 
same CCS values.  
2. Then, the result is again multiplied by the conjugate of the 1 msec delayed 
version of the CCS values.  
3. After that, the real part of the multiplication output is then accumulated for 
M msec, and then the decision vector is passed forward to the detection 
stage to choice the maximum value and compare with the predefined 
threshold to declare the acquisition decision. 
The combination stage in this method is slightly sophisticated compared with two 
pervious proposed methods, but it combines the advantage of the two previous 
methods. The decision vector of the OSC-DSDiffL1L2 method can be written 
mathematically as: 
𝑂𝑆𝐶 − 𝐷𝑖𝑓𝑓𝐿1𝐿2 =  ∑ (𝐼1,𝑘
2 + 𝑄1,𝑘
2 ). (𝐼1,2𝑘 𝐼1,2𝑘−1 + 𝑄1,2𝑘 𝑄1,2𝑘−1)⏟                         
𝐿1 𝑡𝑒𝑟𝑚 
+𝑀𝑘=1
                                    ∑ (𝐼2,𝑘
2 + 𝑄2,𝑘
2 ). (𝐼2,2𝑘 𝐼2,2𝑘−1 + 𝑄2,2𝑘 𝑄2,2𝑘−1)⏟                         
𝐿2 𝑡𝑒𝑟𝑚
𝑀
𝑘=1 + 𝑒𝑥𝑡𝑟𝑎 𝑡𝑒𝑟𝑚
           (4-20) 
The extra-term in (4-20) comes from a multiplication of the extra-terms in (4-19) 
and (4-13). The effect of this extra-term on the probability of detection is expected to 
be less than the previous two methods (OSC-DSL1L2&OSC-DiffL1L2), since the cross-
correlation values in the both extra-terms in (4-19) and (4-13) plus the generated 
noise are a fraction of the collected power in the first two terms in (4-20).  
1. Performance Validation of OSC-DSDiffL1L2 
The performance of the OSC-DSDiffL1L2 method is expected to be better than the 
previous two proposed methods since the amount of its noise is very small. In fact, 
based on our design for this OSC-DSDiffL1L2 method the final output noise in the 
acquisition result is uncorrelated noise. This is achieved from a multiplication of the 
square noise that comes from the direct sum method, which is represented the first 
multiplication in Figure 4-29 (combination stage) and the de-correlated noise that 
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produces from the differential method, which is the second multiplication in the 
same figure. Figure 4-30 shows the output noise that derives from multiplication of 
the two noises, square and de-correlated noises, which is very small compared with 
accumulated power in the first two terms in (4-20). 
 
Figure 4-30 OSC-DSDiffL1L2: Correlation result of additive white Gaussian noise 
Probability of detection: Figure 4-31 displays the signal reception of six different 
acquisition methods, the OSC-DSDiffL1L2 method shows better performance 
amongst all methods, and the PD is improved by 10 dB, 5 dB and 5.5 dB compared 
with the conventional acquisition methods of the L2C, the L1CA signal, and NC 
FFT-based method respectively. Furthermore, the OSC-DSDiffL1L2 method enhances 
the acquisition sensitivity by 0.5 dB over the OSC-DiffL1L2 method. The most 
interested point in this method is that it starts detection the signal at low C/No, which 
equals to 16 dB-Hz. 
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Figure 4-31 OSC-DSDiffL1L2: The probability of detection versus C/No 
Ratio of maximum correlation peak:  Figure 4-32 shows that the OSC-DSDiffL1L2 
method has a better power ratio compared with others methods. This is because its 
processing-gain has been increased and the noise stays low, as we explained earlier, 
the noise in this method is a multiplication of the two noises in the OSC-DSL1L2 and 
OSC-DiffL1L2 methods and resulting an uncorrelated noise, as shown in Figure 4-30 
the green dots. 
Residual frequency effect: The influence of the residual carrier frequency on 
detection performance of the OSC-DSDiffL1L2 method is obviously less than the 
other acquisition methods and almost identical to the OSC-DiffL1L2 method, as 
shown in Figure 4-33. This because of both methods are using differential technique 
and the main difference between them is the level of the noise. 
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Figure 4-32 OSC-DSDiffL1L2: Power ratio of the maximum correlation peaks 
 
Figure 4-33 OSC-DSDiffL1L2: Probability of detection vs. residual carrier frequency 
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Initial phase effect: the extra-term in (4-20) can perform badly on the OSC-
DSDiffL1L2 reception when the phase-offset between the L1CA and L2C signals is 
considered or the sign of the L1CA navigation message is unlike the sign of the L2C 
navigation message. However, the extra-term effect is marginal on the OSC-
DSDiffL1L2 performance since the design increases the correlation power in the first 
two terms and reduces the noise in the third term in (4-20). Indeed, the phase-offset 
impact on the OSC-DSDiffL1L2 method is less than the OSC-DiffL1L2 method by 6%. 
That means 88% of the phase-offset values in the period [0,2π] can produce a better 
acquisition performance in the OSC-DSDiffL1L2 method as compared with the other 
methods. The navigation message sign of the two signals will not change the phase-
offset impact percentage on acquisition performance of the OSC-DSDiffL1L2 method 
due to the final sign of the extra-term being either plus or minus. The simulation 
results show that when the phase-offset is around 270-degree, the PD of the OSC-
DSDiffL1L2 method reaches a minimum (PD=0.1 @ C/No = 26), as shown in Figure 
4-34.  
 
Figure 4-34 OSC-DSDiffL1L2: Probability of detection vs. phase offset 
Briefly, in spite of the OSC-DSDiffL1L2 method being a half implantation 
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compared with side-by-side combination methods, it achieved a significant 
improvement in the acquisition sensitivity to capture the L1CA and L2C GPS signals 
at the same time. In addition, it showed a good resistance to the influence of the 
residual carrier frequency on the reception. Moreover, the OSC-DiffL1L2 method 
showed that it is very useful in acquiring weak signals, which gave precedence to use 
it in harsh environments such as urban canyons and indoor environments. However, 
there is an effect on the OSC-DSDiffL1L2 performance from the phase-offset. This 
effect can be eliminated by using the same repetition technique that is used in the 
OSC-DiffL1L2 method. The result of the OSC-DSDiffL1L2 method after applying the 
repetition technique is shown in Figure 4-35. 
 
Figure 4-35 Correlation results of the OSC-DSDiffL1L2 method at C/No @ 26 dB-Hz 
4.5 Orthogonal Parallel Acquisition Channel (OPC) 
OPC is designed to combine the acquisition of L1CA and L2CM GPS signal in 
single channel and it anticipated to improve the sensitivity of acquiring these signals 
specifically in harsh environments situation. The novelty of this channel, besides 
orthogonalising the two GPS signals (L1CA and L2C) into a single orthogonal 
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signal, is also utilising an orthogonal correlation engine, that included parallel 
correlation search to acquire these signals as shown in Figure 4-36, and each one of 
the correlation engines has different combination code. The new channel will 
duplicate the correlation power; meanwhile also eliminating the cross-correlation 
noise that is generated in each of orthogonal correlation engines. 
 
Figure 4-36 Developed correlation engine for combined L1CA and L2CM GPS 
signals in single channel (OPC) 
Figure 4-36 show the structure of the orthogonal correlation engine that used in 
the OPC, which includes two parallel search engines. The orthogonal signal (see 
Section 4.3.1, Stage 2) will be processed by a single FFT function, and the output 
complex signal will feed to the two parallel engines, each one of these engines has 
owned/different combination codes. The process of the complex signal inside these 
engine has been explained in Section 4.3.1, stage 3. The outputs of the orthogonal 
correlation engine are two different complex correlated signals (CCS1&CCS2). 
Note that, to clarify, the difference between our OPC and the side-by-side 
acquisition channels is that each channel in the side-by-side acquisition methods is 
specified for a specific signal. This means the first channel is indicated for L1CA 
signal and the second channel is used for L2C signal. While in our OPC, the 
“orthogonal correlation engine” is practically used for correlating a combination of 
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both signals. However, it can also acquire the L1CA signal alone, or L2C signal 
alone.  
The next example will show how the OPC is favourable for acquiring GPS signals 
over the side-by-side acquisition. Let us assume that one of the received two GPS 
signals (L1CA& L2C) is not present in the receiver area for some reason, in the side-
by-side acquisition implementation is one of the dual channels, which will not 
acquire any signal. This causes the receiver to thrash all its available resources to 
find the signal that not exist. This means there is no gain in the final acquisition 
correlation power in terms of an L1+L2 combination strategy. While, in our OPC 
both the parallel search engines, in the orthogonal correlation engine, will acquire the 
same signal and the correlation power will be doubled; consequently, improving the 
acquisition sensitivity. 
Figure 4-37 illustrates the block diagram of the OPC structure. The first step in 
this channel is orthogonalising the received L1CA and L2C GPS signals. Then, the 
orthogonal signal is fed to orthogonal correlation engine that will produce two 
complex correlated signals. To find the maximum correlation peak we propose to use 
one of the three structures that are:  
1. Non-coherent/direct-sum method that preforms a non-coherent summation 
into the CCS’s and it named OPC-DSL1L2 (more details about the method in 
Section 4.5.1) 
2. Differential method that applies a differential technique to the CCS’s and it 
named OPC-DiffL1L2 (more details about the method in Section 4.5.2) 
3. The third method is a grouped of direct-sum and differential methods, that is 
called OPC-DSDiffL1L2, full details in Section 4.5.3. 
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Figure 4-37 Structure of Orthogonal Parallel acquisition Channel (OPC) to acquire L1CA and L2C GPS signals
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4.5.1 Direct Sum Acquisition: OPC-DSL1L2 
This method apples direct sum to the correlated signals (CCS1&CCS2), as shown 
in Figure 4-38. The final acquisition results will be obtained based on the as 
following steps: 
1. The correlator output of each correlation engine is squared and then their 
results are gathered. 
2. The output is then accumulated for M msec, and then the decision vector is 
moved to the detection stage to select the maximum value and match with a 
particular threshold value to state the acquisition result.  
 
Figure 4-38  Block diagram of the OPC-DSL1L2 method  
The combination stage structure of the OPC-DSL1L2 method is easy to implement 
and no computational load is required. The decision vector of the OPC-DSL1L2 
method can be expressed mathematically as: 
 OPC − DSL1L2 =  2∑ (I1,k
2 + Q1,k
2 )⏟        
L1 term 
+ 2∑ (I2,k
2 + Q2,k
2 )⏟        
L2 term
M
k=1
M
k=1    (4-21) 
Obviously, there is no extra-term in (4-21) as in all-previous methods in the OSC; 
this is because of the orthogonal correlation engine design that subtracts the same 
value of the extra-term from both parallel output branches. The other noticeable 
advantage in (4-21) is that this method doubles the final correlation value as 
compared with side-by-side methods or the OSC-DSL1L2 method. This means that 
theoretically the OPC-DSL1L2 method has enhanced the acquisition sensitivity by 3 
dB at least. 
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1. Performance validation of OPC-DSL1L2 
Probability of detection: the simulation results of PD show that the OPC-DSL1L2 
method has a better signal reception than the other methods, as exhibited in Figure 4-
39. This method improves its acquisition sensitivity by around 7.5 dB, 2.5 dB and 2 
dB compared with L2CM, L1CA and NC FFT-based acquisition methods 
respectively.  
 
Figure 4-39 OPC-DSL1L2: The probability of detection versus C/No 
We are expecting a 3 dB enhancement in the acquisition sensitivity of our method 
over the NC FFT-based method because both methods have the same mathematical 
expression but in our method it multiply by 2.  However, practically the method has 
achieved only 2 dB. This 1 dB loss could come from an increase in the number of the 
cross-correlation in the acquisition channel (L1 with itself, L2 with itself and L1 with 
L2); nonetheless, the 2 dB gain is a valuable achievement. 
Ratio of maximum correlation peak: simulation results in this test scenario prove 
that the power ratio of the OPC-DSL1L2 method is enhanced by approximately 2 dB 
compared with NC FFT-based method, as shown in Figure 4-40. The power ratio 
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values confirm that the 1 dB loss in previous test scenario comes from the number of 
cross-correlation in our method because the accumulated power in the acquisition 
branches has been enhanced but also, the noise has been increased. Therefore, the 
loss has occurred. However, there are no concerns about the noise that produces 
from the cross-correlation between the L2C signal and the CA code (or between the 
L1CA signal with the CM code). Since, the noise is relatively small compared with 
correlation value that will be realised in this method. 
 
Figure 4-40 OPC-DSL1L2: Power ratio of the maximum correlation peaks 
Residual frequency effect: Figure 4-41 shows the detection performance of all the 
methods decreases when increasing the residual frequency, however, the 
performance of the OPC-DSL1L2 method is much better than the compared methods. 
This result achieved because of our OPC-DSL1L2 method has a considerable 
accumulated power that can influence on the degradation that occurred to the 
acquisition correlation value.  
Initial phase effect: Figure 4-42 shows that the PD values of the OPC-DSL1L2 
method are stable with around 5.5 detection probability at C/No = 26 dB-Hz. The 
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results are not unanticipated, since there is no extra-term in (4-21) that can destruct 
or construct the PD of this method and also there is no degradation expected to 
appear from (4-14) and (4-15) due to the “Sinc Function” in both previously 
mentioned equations, the value of the Sinc function equal to 1 when the ∆F = 0. 
 
Figure 4-41 OPC-DSL1L2: Probability of detection vs. residual carrier frequency 
Essentially, the OPC-DSL1L2 method enhances the acquisition sensitivity by at 
least 2 dB as compared with NC side-by-side FFT-based method, and also shows 
that its behaviour acquisition is more robust in the presence of residual carrier 
frequency or phase-offset. 
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Figure 4-42 OPC-DSL1L2: Probability of detection vs. phase-offset 
4.5.2 Differential Acquisition: OPC-DiffL1L2 
This method applies a differential technique for the complex correlated signals 
(CCS1 and CCS2) that produce from the correlation engine (see Figure 4-36). As 
illustrated in Figure 4-43, the two following steps are essential to obtain the final 
acquisition result: 
1. The correlator outputs of the correlation engine are multiplied with a 
conjugate delay of the same correlator outputs separately, and the results 
are then gathered. 
2. The real part of the gathered signal is then accumulated for M msec, and 
then the decision vector is fed to detection stage to pick the maximum 
value out and compare with the predetermined threshold to affirm the 
acquisition decision. 
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Figure 4-43 Block diagram of the OPC-DiffL1L2 method 
The decision vector of the OPC-DiffL1L2 method can be expressed mathematically 
as: 
OPC − DiffL1L2
=   2∑(I1,2k I1,2k−1 + Q1,2k Q1,2k−1)⏟                
L1 term 
M
k=1
+ 2∑(I2,2k I2,2k−1 + Q2,2k Q2,2k−1)⏟                 
L2 term
M
k=1
 
              (4-22) 
The advantage of this method is that the level of the noise is meant to be small 
and limited since the correlation output noise will be not squared, as shown in Figure 
4-30. This is considered an essential factor in improving the acquisition sensitivity 
while keeping the computational load low. In addition, the correlation value of the 
OPC-DiffL1L2 method is twice as much as it is for the differential side-by-side 
method, and no extra-term as the one that exists in the OSC-DiffL1L2 method. 
1. Performance validation of OPC-DiffL1L2 
Probability of detection: there is a substantial increase in the PD values in the OPC-
DiffL1L2 and they reach to 10.5 dB and 5.5 dB, as they compared with conventional 
L1CA and L2CM methods respectively, as displayed in Figure 4-44. In the same 
figure, the PD of the OPC-DiffL1L2 method is improved by 3 dB and 5 dB favourably 
in comparison with the OPC-DSL1L2 method and NC FFT-Based method 
respectively. The significant factor in this method is that the PD has been enhanced 
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considerably in the low C/No. For instance, at C/No=20 dB-Hz, the PD for all the 
compared methods is around zero apart from the OPC-DiffL1L2 method, which equals 
0.1, as shown in Figure 4-44. 
 
Figure 4-44 OPC-DiffL1L2: The probability of detection versus C/No 
Ratio of maximum correlation peak: Figure 4-45 shows that the power ratio of the 
OPC-DiffL1L2 method is also improved by around 4 dB and 3 dB as compared with 
NC FFT-based method and the OSC-DSL1L2 method respectively. 
Residual frequency effect: The method shows a significant resistance to the 
residual carrier frequency effects and it has only slight degradation when ∆F >400, 
as shown in Figure 4-46. In this test scenario, the C/No value is equal to 29 dB-Hz so 
that the first maximum peak power in the OPC-DiffL1L2 method is larger than the 
second maximum peak power by at least four times. This means by increasing the 
residual carrier frequency the power in the first maximum peak power is degraded 
but still exceeds the threshold until the power degradation reaches a maximum value 
at ΔF = 500. 
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Figure 4-45 OPC-DiffL1L2: Power ratio of the maximum correlation peaks 
Initial phase effect: Figure 4-47 shows that the signal detection behaviour of the 
OPC-DiffL1L2 method is stable as the other methods, but our method has showed a 
high PD values due to the chosen C/No. The C/No is 26 dB-Hz and the 
corresponding PD value in the OPC-DiffL1L2 method is approximately 1.  
In general, the simulation results of all test scenarios prove that the acquisition 
performance of the OPC-DiffL1L2 method is much better amongst all the compared 
methods. In addition, the results demonstrate that the adopted method proves to be a 
good candidate in acquiring a weak signal in bad reception areas. 
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Figure 4-46 OPC-DiffL1L2: Probability of detection vs. residual carrier frequency 
 
Figure 4-47 OPC-DiffL1L2: Probability of detection vs. phase-offset 
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4.5.3 Direct Sum and Differential Acquisition: OPC-DSDiffL1L2 
This method couples the differential and non-coherent technique to acquire the 
L1CA and the L2C signals at the same time. The structure of the combination stage 
in this method as depicted in the block diagram (see Figure 4-48) is more 
complicated than the ones in the previous two proposed methods since it has four 
multipliers, two untie delay and one adder. However, it balances by the 
computational load and the improved acquisition gain. 
 
Figure 4-48 Block diagram of the OPC-DSDiffL1L2 method 
The signal correlation process in the combination stage is as follows: 
1. The CCS1 value is multiplied with Conjugate value of itself to get the 
non-coherent correlation result. The same process is done for the CCS2 
value. 
2. Again, the CCS1 is multiplied with Conjugate value of 1 msec delay of the 
same CCS1 to get the differential correlation result. Also, the same 
process is performed to the CCS2 value 
3. After that, the non-coherent correlation and the differential correlation 
results of the first and second steps are gathered. 
4. The real part of the above summation values is calculated and then 
accumulated for M msec, and then the decision vector is sent forward to 
the detection stage to choose the maximum value and match with the 
predefined threshold to declare the acquisition decision. 
The combination stage of the OPC-DSDiffL1L2 method is slight complicated 
compared with all pervious methods in the OPC and the OSC since it has four 
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mixers and two unit delays. However, this method has kept the poise between 
computational costs and the improvement in the acquisition sensitivity.  
The decision vector of the OPC-DSDiffL1L2 method can be written mathematically 
as: 
𝑂𝑃𝐶 − 𝐷𝑆𝐷𝑖𝑓𝑓𝐿1𝐿2 =  2∑ (𝐼1,𝑘
2 + 𝑄1,𝑘
2 ) + (𝐼1,2𝑘 𝐼1,𝑘−1 + 𝑄1,2𝑘 𝑄1,𝑘−1)⏟                         
𝐿1 𝑡𝑒𝑟𝑚 
+𝑀𝑘=1
                                           2 ∑ (𝐼2,𝑘
2 + 𝑄2,𝑘
2 ) + (𝐼2,𝑘 𝐼2,𝑘−1 + 𝑄2,2𝑘 𝑄2,𝑘−1)⏟                       
𝐿2 𝑡𝑒𝑟𝑚
𝑀
𝑘=1   
          (4-23) 
1. Performance validation of OPC-DSDiffL1L2 
Probability of detection: Figure 4-49 shows that the performance of the OPC-
DiffL1L2 method is the best amongst all the comparison methods. The same figure 
demonstrates that acquisition sensitivity is hugely improved compared with 
conventional acquisition methods L1CA and L2CM and reaches 11 dB and 6 dB for 
respectively. In a weak signal scenario, the OPC-DSDiffL1L2 method starts detecting 
the signals at C/No equal to 15 dB-Hz. 
Ratio of maximum correlation peak: Figure 4-50 shows that the power ratio of the 
OPC-DSDiffL1L2 method is the best over all the compared methods, and improved by 
5 dB and 10 dB as compared with traditional acquisition methods L1CA and L2C 
respectively. In addition, it improved by 1 dB and 3 dB compared with OPC-DiffL1L2 
and OPC-DSL1L2 methods respectively. This considerable difference between the 
noise level and the max value of the processing-gain in the OPC-DSDiffL1L2 method 
facilitates to choose a threshold that will reduce the false alarm probability. 
Residual frequency effect: Figure 4-51 displays the behaviour of all OPC proposed 
methods along with the conventional and NC FFT-based methods when the nonzero 
residual carrier frequency exists. Once again, the combining strategy of the OPC-
DSDiffL1L2 method is perfectly robust for acquiring the L1CA and L2C signal, and it 
has a small degradation only when ∆F > 400. For the same reason that mention in the 
previous test scenario in the OPC-DSDiffL1L2 method. 
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Figure 4-49 OPC-DSDiffL1L2: The probability of detection versus C/No 
Figure 4-50 OPC-DSDiffL1L2: Power ratio of the maximum correlation peaks 
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Initial phase effect:  The simulation results in Figure 4-52 shows that the PD of the 
OPC-DSDiffL1L2 method is all most constant around 1, this results are expected since 
the C/No of the received signals is 26 dB-Hz and the PD at the value is a round 1 
(see Figure 4-49). Also, in the decision vector of the OPC-DSDiffL1L2 there is no 
mathematical extra-term (see equation in 4-23) that operates as a function of phase-
offset to degrade the signal detection, so it is reasonable to see that the simulation 
result is stable around one value. 
 
Figure 4-51 OPC-DSDiffL1L2: Probability of detection vs. residual carrier frequency 
Ultimately, the acquisition performance of the OPC-DSDiffL1L2 method is the best 
amongst all the OPC proposed methods as well as the conventional L1CA and 
L2CM and side-by-side NC FFT-based methods. The simulation result proves that 
the OPC-DSDiffL1L2 method starts detecting the signal at C/No equal to 15 dB-Hz 
with only 1 msec integrating time. This success is very helpful in acquiring a weak 
GPS signal with the low computational load. 
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Figure 4-52 OPC-DSDiffL1L2: Probability of detection vs. phase-offset 
4.6 Compare Results and Conclusion 
In this section, we will compare the performance of the best obtained methods in 
our two orthogonal channels (OSC-DSDiffL1L2 and OPC-DSDiffL1L2) with side-by-
side acquisition methods (NCDiffL1L2 and MGD, in terms of; 1) probability of 
detection, and 2) ROC curve. 
The simulation parameters in Table 4-1 are used to evaluate the detection 
probability of all the above-mentioned methods. Furthermore, the simulation 
parameters in Table 4-2 are used to measure and compare all the acquisition methods 
mentioned in this section, in terms of on ROC curve.  
Probability of detection: Figure 4-53 shows that all combined acquisition methods 
have better signal detection over the conventional methods. Similarly, our 
acquisition channels (OSC-DSDiffL1L2&OPC-DSDiffL1L2) also display a significant 
enhancement in the detection L1CA and L2C GPS signals as compared with other 
combined acquisition methods. The signal detection of the OSC-DSDiffL1L2 
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acquisition method is improved by 2 dB and 1 dB over the NCDiffL1L2 and MGDC 
methods respectively while the signal detection in the OPC-DSDiffL1L2 acquisition 
method is increased by 1dB over the OSC-DSDiffL1L2, which means the detection of 
the OPC-DSDiffL1L2 method outperforms all the other combined methods.  
Figure 4-53 Detection probability of L1CA and L2CM conventional single 
acquisition channel, side-by-side combined acquisition channel and orthogonal 
combined acquisition channel at different C/No 
ROC curve: It is clear in Figure 4-54, the advantage of combining L1CA and L2CM 
acquisition signal over the conventional acquisition methods. Certainly, all the 
L1CA and L2CM combined acquisition methods have a good separation line 
between the probability of detection and the false alarm probability when compared 
with the conventional methods. Figure 4-55 shows the simulation result of ROC 
curve of the L1CA+L2CM combined acquisition methods only. The trend of the 
ROC curves of these methods is almost identical; however, the OPC-DSDiffL1L2 
method exhibits the lowest overlapping between the probability of detection and the 
false alarm probability amongst the other methods. That means the OPC-DSDiffL1L2 
method has a better signal detection to the GPS signals and also a better rejection to 
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undesired signals. 
 
Figure 4-54 ROC curves of L1CA&L2CM conventional acquisition and combined 
acquisition methods when C/No = 26 dB-Hz 
Implementation complexity and computation load:  The MGDC characterises the 
most complex structure and has a substantial computation load since it needs at least 
40 differential correlators to acquire the signals. However, the MGDC represents the 
fastest methods for acquiring the signals since it multiplies the incoming signals with 
20 msec of locally generated signals at once, as detailed in Section 4.2. The OSC-
DSDiffL1L2 method has proven it has the less implementation complexity since it 
uses a signal channel. Nevertheless, this method needs to repeat the process two 
times for each 1 msec to get the maximum correlation peak. The implementation 
complexity of the OPC-DSDiffL1L2 method is almost half of the NCDiffL1L2 method; 
none the less our method has better signal detection by 3 dB as shown in Figure 4-
53. The OPC-DSDiffL1L2 methods showed the best signals detection and the less 
implementation complexity, which is the ultimate choose for the harsh 
environment/weak signals scenarios. 
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Figure 4-55 ROC curves of L1CA and L2CM combined acquisition methods when 
C/No = 26 dB-Hz 
In conclusion, six combination methods have been designed to acquire L1CA and 
L2C signals simultaneously. The novelty of these methods is cantered on 
orthogonalising the two received signals (L1&L2) to a single orthogonal signal 
allowing the acquisition to jointly estimate the code-phase-delay and Doppler-
frequency-offset of both the signals. Hence, there are valuable attributes such as 
circuitry power dissipation and processing time as compared to conventional side-
by-side receivers. The simulation result of various signal power scenarios proves that 
the receiver design has a better acquisition performance compared with other 
combined methods. Besides, the implementations are almost half of other similar 
combined methods. 
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Chapter 5 Our Solution for Processing GPS 
and BT Signals in a Single Tracking Channel 
As detailed in Section 2.1.4, our research has concluded that the BPSR 
architecture is a good candidate since it has the ability to process multi-signals to be 
digitised at the same time. In this chapter, we propose to use the BPSR to pass on the 
digitised data for tracking and demodulating processing in a single processing chain 
(thus achieving less complexity, power and cost overhead). Other solutions will use 
the BPSR receiver front-end to pass on the digitised data to then be processed side-
by-side, in separate channels for each folded-signal, as depicted in Figure 5-1. 
 
Figure 5-1 Typical BPSR multi-signals implementation scenario 
We have focused on the “tracking and demodulation” function in this chapter 
because we believe that this is more active than the “acquisition” function that will 
normally go to sleep when a signal is acquired. Thus processing this in a single chain 
will achieve important saving, in terms of cost, size, processing time and power 
consumption. 
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As is well known, the most common function used in the tracking process is the 
PLL, and so, our efforts are focused on the challenge of designing “a single tracking 
channel PLL-based approach”. Our research focus is therefore to design a new multi-
signal-PLL that can track the BT and GPS-L1 signals without losing lock to any of 
them, irrespective of the frequency step/gap between the input signals frequencies. 
We have chosen the Bluetooth (BT) and the GPS-L1 signals as being truly diverse 
type of signals as an application for our multi-signal PLL, and also, these two signals 
are used in every Smartphone and so integrating their solutions will have a big 
commercial benefit. We have found that combining these two signals (BT+GPS) in a 
single tracking channel is logically possible to process at the same time, because a 
typical BT transceiver is active intermittently with large standby/inactive windows 
(see Figure 5-2). i.e. we worked out that there is enough time to track GPS signal 
while BT is active, even in most demanding BT profiles when, for example, BT is 
used to stream data between a headset and media devise (Smartphone playing 
music). We have conducted an experiment to monitor the actual BT receiver activity 
relative to the time it is paired, to help understanding of these “standby time 
windows” available in between activities. The results show that there is an inactive 
gap-time of 2150 µsec in between active slots of 1250 µsec, as shown in Figure 5-2. 
This gap is, as described later, sufficient enough to track the GPS signal without 
losing the bit information, since the GPS signal has very low bit rate “50 Hz”, if we 
can figure out a method to lock/relock the signal from BT to GPS, and vice versa, 
within a short time at the beginning and end of this 2150 µsec gap. 
 
Figure 5-2 Time-multiplexing of BT and GPS signals 
When studying the active-inactive timing of BT, we can see that, irrespective of 
the chosen folding-frequency of the BPSR front-end issue, the VCO/NCO of PLL 
needs to track the BT signal in “the active 1250 µsec window” at a frequency equal 
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to the frequency of the BT signal at the current hop. That is, in the next 2150 µsec 
(available gap time), the PLL has to switch its mode to track the GPS signal. This 
means that the PLL needs to adjust its locally generated frequency to GPS signal 
frequency, which requires making the PLL jump at least 10 KHz (owing to the 
Doppler Effect) to catch up with the GPS signal frequency. This is impossible since 
the PLL has fixed narrow Loop Filter (LF) bandwidth (GPS PLL is too small (25-
100 Hz)) [28]. However, increasing the LF bandwidth will help the PLL to achieve 
fast lock on the GPS frequency, but this will allow more noise to enter the PLL, 
which makes the generated frequency too noisy that will cause the system/PLL to be 
unstable. (Not that this frequency-jump needs to be repeated the other way before 
exiting the 2150 µsec inactive gap). However, using an adaptive LF bandwidth can 
make the PLL cover the 10 KHz frequency step [64], but in this case the adaptive LF 
requires a line-of-sight GPS signal, i.e. it has a very high C/No of 55 dB-Hz. More 
importantly, the filter update time will become too small “3 nsec”, which means the 
time required to get PLL synchronised with GPS signal is more than the available 
gap-time.  
On the other hand, considering the current multi-mode/multi-band PLLs (see, e.g., 
[65], [66], and [67]) as a solution to our case (tracking and demodulation BT&GPS 
in a single channel) is not feasible, since these PLLs have been designed to switch 
from one mode to another without maintaining the phase-lock. This has led us to 
think about feeding both the received (BT+GPS) signals simultaneously, combine 
them and feed them to a single PLL, and then study/analyse its behavioural response. 
Other literature has studied the behaviour of the PLL when its input is two 
signals. It has been concluded that there are three parameters that can affect the 
stability of the PLL, which are: 
1- Amplitude-Ratio (AR) is the ratio between the amplitudes of the two 
signals. 
2- Frequency-Difference (FD) is the difference between the frequencies of the 
two signals. 
3- ω is the frequency difference between the free-running frequency of 
VCO/NCO and the desired signal. 
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In other words, based on the values of those parameters (AR, FD & ω), the PLL 
will change its response automatically to be synchronized either with one of the two 
signals or with neither, as we will discuss them in the literature review section (see 
Section 5.1). 
Therefore, in this chapter and as shown in Figure 5-11, we have designed a new 
PLL named “Adaptive Multi-Mode Phase Locked Loop (AMM-PLL)”, which is 
based on integrating an adaptive Frequency Estimator (FE) into a standard version of 
Costas PLL. The FE provides an estimated frequency of the received signal to 
modify the free-running frequency of the NCO that will enhance extensively the 
performance of PLL by increasing largely its lock-in range in spite of using the 
narrow LF bandwidth. The new AMM-PLL will be tracked and demodulated both 
signals “BT and GPS-L1” simultaneously. 
Note 1: Full details of the BT technology is available in [68] published spec [69]. 
In short, the BT signal is designed and intended to operate at the 2.4 GHz ISM band. 
In most European countries, the available bandwidth of the BT signal is 83.5 MHz. 
This operating band of the BT signal is divided into 1 MHz spaced channels, with 
throughput expected at 1 Mb/s or more in the recent BT versions. For higher 
bandwidth efficiency, the Gaussian Frequency Shift Keying (GFSK) modulation 
scheme is used, with bandwidth time “BT=0.5” and modulation index 0.3, and to 
enhance the data rate, different type of modulation technique can be used such as 
QPSK or 8PSK.  A Frequency Hopping Spread Spectrum (FHSS) is used as a 
Multiple Access method to combat fading and interference in short distance 
connectivity. The transmitted signal carrier switches rapidly amongst many 
frequency channels based on a pseudorandom sequence over 79 RF channels in this 
band. The nominal hop rate is 1600 hops/s and therefore the slot length is 625 µsec.  
The mathematical representation of BT signal is expressed as: 
𝑆𝐵𝑇(𝑡) = 𝐴(𝑡) cos(2𝜋𝑓𝑐𝑡 +  2𝜋ℎ ∫ 𝑚(𝜏)𝑑𝜏
𝑡
−∞
)    (5-1) 
where 𝑓𝑐 is the carrier frequency; fc = (2402 + k) MHz and k = 0:78; m is the 
message after it passed Gaussian filter and h is the modulation index. 
Note 2: Full details of the GPS technology is available from [28]. The basic 
 144 
characteristic of the GPS signal has been explained in detail in Chapter 4, Section 
4.1.1, and can be expressed mathematically as: 
𝑆𝐺𝑃𝑆(𝑡) = 𝐴(𝑡)𝑚 (𝑡)𝐶𝐴(𝑡)𝑐𝑜𝑠(2𝜋(𝑓𝑐 + 𝑓𝑑)𝑡)    (5-2) 
where 𝑓𝑐  is the carrier frequency (𝑓𝑐 =1575.42 MHz) and 𝑓𝑑 is the Doppler 
frequency (𝑓𝑐 = ∓10 KHz) and CA is the PRN code.  
Therefore, the mathematical equation of the BT+GPS signals that are generated 
from a BPSR front-end where the signals are folded to FNZ will be input into our 
AMM-PLL, explained in Section 5.4. Note that the GPS signal at the PLL input is 
now BPSK signal with data and amplitude, such that the CA code has been removed 
from the signal before it is fed to the PLL. BT signal is also considered as BPSK 
signal since the PLL extracts only the phase of the BT signal and then the output is 
passed on to a differentiation block [70]. Therefore, the digitised signal of the BPSR 
of both signals (BT and GPS) in (5-1) and (5-2), is expressed mathematically as: 
𝑆𝐵𝑃𝑆[𝑛] = 𝐴𝐵𝑇[𝑛] cos[2𝜋𝑛(𝑓𝐵𝑇 + 𝑓𝑜𝑓𝑓𝑠𝑒𝑡) +  Φ]
+ 𝐴𝐺𝑃𝑆[𝑛]mGPS[n]cos[2𝜋 𝑛(𝑓𝐺𝑃𝑆 + 𝑓𝑑)]. 
where 𝑓𝐵𝑇 and 𝑓𝐺𝑃𝑆 are the folding-frequency of the BT and GPS signals 
respectively, and 𝑛 is simplified to 𝑛𝑇𝑠 (𝑇𝑠 and n are the sampling time and the time 
index respectively) and 𝛷 = 2𝜋ℎ ∫ 𝑚(𝜏)𝑑𝜏
𝑡
−∞
. Also, 𝑓𝑜𝑓𝑓𝑠𝑒𝑡 is the offset frequency 
between the actual frequency value of the BT signal and the locally generated 
frequency that is used to remove the hopping frequency from the BT signal. 
5.1 Literature Review and Analysis of Multi-Signal-PLLs 
A Phase Locked Loop is a feedback system used for maintaining a continuous 
stable relationship between the phase of received signal and a locally generated one. 
PLLs are commonly used in wireless transceivers for clock synchronisation, 
frequency synthesis, modulation, demodulation and so on. There are many types of 
PLL designs [71], this review focuses on the Costas PLL, which is an improved 
version of the basic-PLL, and it is typically used for tracking and instantaneously 
demodulating a received signal. As shown in Figure 5-3, the phase detector of the 
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Costas loop consists of two multipliers and then it follows by two LPFs to wipe off 
the carrier signal, thus producing the in-phase (𝜑𝐼(𝑡)) and the quadrature (𝜑𝑄(𝑡)) 
components. These components are then multiplied together in a discriminator block 
(Discr.) to produce the phase error, and the loop filter is used to filter this phase error 
to yield a smooth phase error (g(t)), which is fed back to the VCO to fine-tune the 
frequency of the local signal.  
 
Figure 5-3 Costas PLL Model 
In the tracking mode, the behaviour response of the Costas loop is very sensitive 
to any in-band signal-noise. However, because of our decision to use BPSR to fold 
the received two signals (BT and GPS) to a same folding/IF-frequency in the FNZ, 
and then process this resultant signal in a single receive chain, using a single PLL. 
This means that the two signals will be sharing the same band and will be fed 
directly to the PLL at the same time. Therefore, this necessitated a thorough analysis 
of the behaviour response of the PLL to help us design an appropriate solution if this 
idea will work.  
From the PLL point of view, the PLL views its input as two signals, and so 
considers one of them as being the desired signal and the other as an interfering 
signal. In our case, both signals are actually desired signals as we have 
orthogonalised two received signals to be synchronised by the two phases of the 
PLL, but appear at different specific times as illustrated in Figure 5-2. Analysis of 
the PLL behaviour response is currently limited to studying the frequency and the 
amplitude change of the received signals only, which means that the literature does 
not include studying the effects of the phase-change of the received signals that we 
need to take into consideration. This PLL phase-change analysis has led us to a new 
mathematical model that we proposed/published and detailed in Section 5.3. 
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Analysing the PLL behaviour by choosing a stochastic analysis has been proposed 
in [72] to evaluate the degradation of the PLL performance when its input is actually 
two desired signals multiplexed in time. This analysis uses the measurement of 
probability density function (pdf) and the joint-pdf [73] of the loop phase error and 
the cycle-slipping rate to prove that the PLL response is dependent on the AR and 
the FD of the two signals. However, this analysis did not show explicit details about 
the relationship between the AR and the FD with respect to the PLL synchronisation 
and stability.  
Another analysis has evaluated the behaviour of the PLL when it uses to track and 
demodulate FHSS signals when there is a collision between two signals at the same 
frequency band (both signals hopped to the same frequency band) [74]. This analysis 
has determined the effect of the AR and the FD on the stability of the PLL. Based on 
the values of those parameters (AR&FD), the PLL synchronises either with the one 
of the two signals or with neither. However, the analysis was limited to evaluate only 
the lock range of the PLL, i.e., it excludes cases of the pull-in and the pull-out PLL 
ranges. 
In the same vein, another approach (of analysing the PLL behavioural response 
and its nature at saddle-node bifurcation points-breaks phase lock) has been 
proposed to cover all the PLL synchronisation ranges by using Poincare map [75]. 
The purpose of this map is to study and solve the autonomous nonlinear differential 
equation that expresses the PLL behaviour when it tracks two signals at the same 
time. This means analysing the PLL system stability at bifurcations points focusing 
only on the PLL synchronisation range response by taking just the effect of the AR 
and the FD and ignoring the phase-change variation of the two signals.  
On the other hand, a scheme based on controlling the AR value, has been 
proposed to manipulate the PLL synchronisation area [76]. This is achieved by 
utilising a band-pass limiter prior to the PLL. Mathematically, this manipulating of 
the AR value means that the AR will become a bifurcation parameter, so that, based 
on its value, the PLL could have two, one, or none of the equilibrium points. So, 
having two equilibrium points means the performance of the PLL will be stable at 
one equilibrium point and unstable at another point, i.e., the PLL will be 
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synchronised with one of the two signals and ignoring the other signals even if they 
are sharing the same frequency, and it is the same if there is one equilibrium point. In 
the case of no equilibrium point, the PLL will not synchronise with any one of the 
two signals, which means that the PLL has lost lock and needs to reacquire the 
signal. Similarly, the FD and ω will also become bifurcation parameters when the 
AR is assumed a state variable. Therefore, the response of the PLL system can be 
assumed as a function of three parameters, which are AR, FD, and ω. So that, 
controlling these parameters will change the PLL behaviour and it can switch 
between the two signals and become stable. 
Since our aim is to demodulate the two GPS and BT signals besides tracking 
them, the phase of the two signals needs to be included in our analysis, i.e. the phase-
change (based on the transmitted information data) of the two signals needs to be 
analysed. Therefore, we have introduced a new mathematical/numerical model that 
considers the effect of this phase-change. This model is based on the phase space 
model of the Costas loop [77]. Also, this study has allowed us to obtain more 
information about the characteristics of PLL nature, such as lock time and lock range 
as well as see the effect of the phase-change of the received signal on the 
synchronisation process in both ω <1 and ω >1 cases. This model is used, basically, 
to analyse the nature of the nonlinear non-autonomous differential equation for 
Costas loop in the presence of two signals. 
5.2 Our Mathematical Model for Studying the Effect of 
Phase-Change in Costas-PLLs 
The FPE/PLL-system that describes the probability density function of the phase 
errors, ϕ(t), for only one signal input is [2], 
𝜕𝑓(𝜙, 𝑡)
𝜕𝑡
=  
𝜕
𝜕𝜙
(𝐶1(𝜙, 𝑡)  𝑓(𝜙, 𝑡)) +
𝜕2
𝜕𝜙2
(𝐶2(𝜙, 𝑡)  𝑓(𝜙, 𝑡)) 
where 𝐶1 and 𝐶2  are the moments of the PLL-system. 
The above PDE becomes very difficult to analyse, when the PLL-system is fed by 
two signals. Therefore, our mathematical model of the PLL in this section is 
developed to measure the phase-change effect on the system stability when its input 
is two signals. We will consider Costas loop before synchronization (see Figure 5-3). 
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The input signal is the sum of two BPSK signals (S1+S2) 
𝑠𝑖𝑛 =  𝐴1𝑚1(𝑡) 𝑠𝑖𝑛(𝜃1(𝑡)) + 𝐴2𝑚2(𝑡)𝑠𝑖𝑛 (𝜃2(𝑡)). 
where 
𝜃1,2(𝑡) =  𝑤1,2(𝑡) + 𝜃1,2(0) 
and 𝑤1,2 are the frequencies of input carriers and 𝜃1,2(0) are the initial phases. Two 
orthogonal outputs of VCO are given by: 
𝑠𝑣𝑐𝑜 = 𝑠𝑖𝑛(𝜃𝑣𝑐𝑜(𝑡)), 
𝑠𝑣𝑐𝑜 = 𝑠𝑖𝑛(𝜃𝑣𝑐𝑜(𝑡)) , 𝑠𝑣𝑐𝑜
90 = 𝑐𝑜𝑠(𝜃𝑣𝑐𝑜(𝑡)) 
where 
𝜃𝑣𝑐𝑜(𝑡) =  𝑤𝑣𝑐𝑜(𝑡) + 𝜃𝑣𝑐𝑜(0) 
and 𝑤𝑣𝑐𝑜 is the frequency of locally generated carrier and 𝜃𝑣𝑐𝑜(0) is the initial 
phase of VCO.   
After multiplying the VCO signal by the input signal and applying LPF’s, two 
branches of the signal are produced. The upper branch named the “in-phase” 
signal/component and can be expressed as: 
𝜑𝐼(𝑡) =
1
2
[𝐴1𝑚1(𝑡) 𝑐𝑜𝑠(𝜃1(𝑡) − 𝜃𝑣𝑐𝑜(𝑡)) + 𝐴2𝑚2(𝑡) 𝑐𝑜𝑠(𝜃2(𝑡) − 𝜃𝑣𝑐𝑜(𝑡))] . 
While, the lower branch is named the “quadrature” signal/component and can be 
given as:  
𝜑𝑄(𝑡) =
1
2
[𝐴1𝑚1(𝑡) 𝑠𝑖𝑛(𝜃1(𝑡) − 𝜃𝑣𝑐𝑜(𝑡)) + 𝐴2𝑚2(𝑡) 𝑠𝑖𝑛(𝜃2(𝑡) − 𝜃𝑣𝑐𝑜(𝑡))]. 
The relation between the inputs 𝜑𝐼,𝑄(𝑡)  and the outputs 𝑔𝐼,𝑄(𝑡) of the linear low-
pass filters (LF) are as follows [78] 
𝑑𝑥𝐼,𝑄
𝑑𝑡
= 𝐴𝐼,𝑄𝑥𝐼,𝑄 + 𝑏𝐼,𝑄𝜑𝐼,𝑄(𝑡) and,  𝑔𝐼,𝑄(𝑡) =  𝑐𝐼,𝑄
∗ (𝑡)𝑥𝐼,𝑄   (5-3) 
where, 𝐴𝐼,𝑄 are constant matrices, the vectors 𝑥𝐼,𝑄 ∈ ℝ
𝑚 are filter states, 𝑏𝐼,𝑄,  
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𝑐𝐼,𝑄
∗ (𝑡) are constant vectors, and the vectors 𝑥𝐼,𝑄(0) are initial states of filters. 
The control signal 𝑔(𝑡) is used to adjust the VCO frequency to the frequency of 
input carrier signal its phase representation is expressed as follows: 
?̇?𝑣𝑐𝑜(𝑡) =   𝑤𝑣𝑐𝑜(𝑡) =  𝑤𝑣𝑐𝑜
𝑓𝑟𝑒𝑒 + 𝐿𝑔(𝑡)     (5-4) 
where, 𝑤𝑣𝑐𝑜
𝑓𝑟𝑒𝑒
 is the free-running frequency of the VCO and L is the VCO gain.  
Taking into account (5-3) and (5-4), we obtain the mathematical model in the 
“signal space” describing the real model of the Costas loop: 
?̇?𝐼 =  𝐴𝐼𝑥𝐼 + 𝑏𝐼𝜑𝐼(𝑡) 
?̇?𝑄 =  𝐴𝑄𝑥𝑄𝐼 + 𝑏𝑄𝜑𝑄(𝑡)       (5-5) 
?̇? =   𝐴𝑥 + 𝑏(𝑐𝐼
∗𝑥𝐼) (𝑐𝑄
∗𝑥𝑄) 
?̇?𝑣𝑐𝑜 = 𝑤𝑣𝑐𝑜
𝑓𝑟𝑒𝑒 + 𝐿(𝑐∗𝑥) + 𝐿(𝑐𝐼
∗𝑥𝐼) (𝑐𝑄
∗𝑥𝑄)  
Example: Consider first-order proportionally-integrating filter as a loop filter with 
Transfer Function (TF) 
𝐻(𝑠) =  𝐾𝑓
1 + 𝑠𝜏2
𝑠𝜏1
 
Then (5-5) changes to  
?̇?𝐼 =  𝐴𝐼𝑥𝐼 + 𝑏𝐼𝜑𝐼(𝑡) 
?̇?𝑄 =  𝐴𝑄𝑥𝑄𝐼 + 𝑏𝑄𝜑𝑄(𝑡) 
?̇? =   𝜏1𝑥𝐼𝑥𝑄 
?̇?𝑣𝑐𝑜 = 𝑤𝑣𝑐𝑜
𝑓𝑟𝑒𝑒 + 𝐿𝐾𝑓𝑥 + 𝐿𝐾𝑓𝜏2𝑥𝐼𝑥𝑄 . 
The mathematical model in the signal space (5-5) is a "nonlinear non-autonomous 
differential system", so generally its analytical study is a difficult task even for the 
continuous case when m(t) ≡ const. Besides, since it is a "slow-fast system", its 
numerical study is rather complicated for the high-frequency signals. The problem is 
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that, it is necessary to consider simultaneously both very fast time scale of the 
signals 𝑠𝑖𝑛(𝜃1,2(𝑡)) and slow time scale of phase difference between the signals 
θ∆(t), therefore a very small simulation time-step must be taken over a very long total 
simulation period [79] [80]. Applying the TF of the first-order filter on (5-5), then it 
can be reduced to become: 
?̇? =   𝐴𝑥 + 𝑏𝜑(𝑡) 
?̇?𝑣𝑐𝑜 = 𝑤𝑣𝑐𝑜
𝑓𝑟𝑒𝑒 + 𝐿(𝑐∗𝑥) + 𝐿ℎ(𝑐∗𝑥)  
Where, 
𝜑(𝑡) =   
1
8
[𝐴1
2𝑚1
2(𝑡) 𝑠𝑖𝑛(2 𝜃1(𝑡) − 2 𝜃𝑣𝑐𝑜(𝑡)) + 𝐴2
2𝑚2
2(𝑡) 𝑠𝑖𝑛(2 𝜃2(𝑡) −
2 𝜃𝑣𝑐𝑜(𝑡)) + 2 𝐴1𝑚1(𝑡)𝐴2𝑚2(𝑡)  𝑠𝑖𝑛 (𝜃1(𝑡) + 𝜃2(𝑡) − 2 𝜃𝑣𝑐𝑜(𝑡))].  
 (5-6) 
Since the data signal 𝑚1,2 = ∓1 and 𝑚1,2
2 ≡ 1, then only the last component of 
(5-6) that is 
𝐴1𝑚1(𝑡)𝐴2𝑚2(𝑡)  𝑠𝑖𝑛 (𝜃1(𝑡) + 𝜃2(𝑡) − 2 𝜃𝑣𝑐𝑜(𝑡))     (5-7) 
Depending on the input signal, reducing the impact of the (5-7) on the 
synchronisation process is possible to make amplitudes 𝐴1,2 small enough to be 
filtered (5-7) by a loop filter. 
Next section shall provide numerical examples that will demonstrate the effects of 
false-lock due to phase-changes (data signals 𝑚1,2(𝑡) of the input/received signal. 
5.2.1 Simulation/Analysis of Phase-Change Effect for Time-
multiplexed Multi-Signal PLL 
A MATLAB/Simulink implementation is used for our Costas PLL model as 
shown in Figure 5-4; where Figure 5-5 shows the input signal block, which 
represents the upper and lower branches indicating the first signal (S1) and the 
second signal (S2) respectively. In Figure 5-5, (freq1, amplitude1, m1) and (freq2, 
amplitude2, m2) are the carrier frequency; the amplitude and the information 
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message of the S1 and S2 signals respectively. 
 
Figure 5-4 Costas PLL model in MATLAB/Simulink 
Note that, the amplitude of the S1 signal is 1 RMS, while that of the S2 signal is 
0.1 RMS. Also, the bits of the information messages of the BT and GPS signals are 
generated randomly based on a bit rate of 100 KHz for the S1 signal and 130 KHz for 
the S2 signal. Finally, the loop filter parameters are omega_3 = 1.25 MHz, tau_2 = 
3.9789 µsec, tau_1 = 20 µsec. 
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Figure 5-5 Model of input signal in MATLAB/Simulink 
Implementation of the VCO block is shown in Figure 5-6. It has the following set 
of parameters: feedback gain K_0 is 1.2633e+06 rad/sec. V and the initial phase shift 
is 0 rad. The normalised frequency difference between the S1 and S2 signals is 0.1 
Hz. 
 
Figure 5-6 Model of VCO in MATAB/Simulink 
Our simulations consider two scenarios of ω<1 and ω≥1 to evaluate the phase-
changes effect on the PLL synchronization process in the presence of S2, as follows: 
1. The first scenario (ω<1) 
Case1, in this scenario, the phase-changes are not taken into account (m2(t)=1); 
the simulation results show that the Costas PLL of the typical model is synchronised 
with the S1 signal within the lock time of 100 µsec and the VCO input oscillates 
around −0.2 V/rad, as shown in Figure 5-7 (a). 
Case 2, is designed to simulate when the phase-changes of the S2 signal are taken 
into consideration, i.e., m2 (t) alternates between 1 and −1. The results show that, the 
PLL behaviour response becomes different, and the Costas PLL needs a period of 
about 2.2 msec to be synchronised with the S1 signal, as shown in Figure 5-7 (b). 
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Figure 5-7 First scenario (ω<1), (a) typical model, (b) our model 
Note that the width of unstable period is subject to change, depending on the PLL 
parameters settings as well as the bit rate and the amplitude-ratio of the S1 and S2 
signals. Figure 5-8 shows that this period becomes a (200 µsec) when the amplitude-
ratio is changed (amplitude of S2 = 0.01 RMS). 
2. The second scenario (ω≥1) 
Case 1, illustrates when the phase-changes are not taken into account (m2(t)=1); 
the simulation results show that the Costas PLL of the typical model will be 
synchronised after 3.2 msec, the phase lock to the S1 signal has occurred, and the 
VCO input oscillates is around −0.9 V/rad, as shown in Figure 5-9 (a). 
Case2, while, in our model, which the phase-change is considered, the PLL 
becomes unstable and will not synchronise with S1 or S2, as can be seen in Figure 5-
9 (b). 
Theoretically, therefore, when ω≥1, the PLL is impossible to lock with the S1 
signal phase. But, as shown in the second test scenario (Case 1), the phase lock has 
been occurred. The reason is that adding S2 signal to S1 signal will pull the PLL 
system to produce an equilibrium point that is responsible to make the PLL 
synchronise with S1 signal [76]. i.e. in the typical model, the S2 signal is added to 
the S1 signal as a constant value, while in our model, the resulting signal from 
mixing S1 to S2 will either be constructive or destructive based on the instantaneous 
phase of the two signals. Thus, our model demonstrates a more realistic PLL 
behaviour. 
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Figure 5-8 First scenario (ω<1), Case 2; result of changing AR in our model 
 
Figure 5-9 Second scenario (ω>1), (a) typical model, (b) our model 
Reaching a conclusion from the previous two sections (Section 5.2 and 5.3) we 
can deduce that there are four parameters that can affect the PLL behaviour when it 
has two input signals, these parameters are the (AR), (FD), ω), and the phase-
change. Manipulating the value of these parameters can change the behaviour and 
the performance of the PLL; i.e. it can synchronise with one of the two signals or 
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desynchronise with any one of them. Therefore, in our new design the value of these 
parameters needs to be considered. 
5.3 Design Considerations for Multi-Signal Tracking and 
Demodulation 
In order to design a single tracking and demodulation channel that has the ability to 
handle the BT and the GPS signals concurrently, the value of the four parameters 
(AR, FD, ω, phase-change), that were concluded from the PLL study, need to be 
considered. Two of these parameters, the FD and the phase-change, are 
uncontrollable when combining BT+GPS; however, the other two parameters can be 
used to eliminate the effect of them on the PLL synchronisation and stability, as we 
will explain later in this section. i.e. Before we start to discuss our consideration 
about the four parameters, we will first explain our plan to utilise the gap-time to 
track the GPS signal and then represent the digitised signals mathematically as a 
piecewise function based on the BT active time.  
Figure 5-10 shows the first 4.65 msec of BT tracking activity, where the gap-time 
is 2.15 msec. Our plan is to divide the gap-time into two windows, the first window 
(tSwitch) is used to synchronise the frequency and phase of the locally generated signal 
with the frequency and phase of the GPS signal, while the second window is used to 
track and demodulate the GPS signal. tSwitch is therefore set to be 150 µsec of 
maximum time, which means around 7% of the available gap-time will be lost. So 
increasing this window can have an adverse effect on acquiring the full information 
of the GPS signal.  
 
Figure 5-10 A scheme of exploiting the gap-time 
When the BT signal is present, the frequency of the PLL needs to be adjusted to 
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match the BT signal frequency and phase; i.e. at any frequency hop of the BT signal 
the PLL needs to leave the GPS signal frequency and match the BT signal frequency 
in a short time. Fortunately, BT technology provides a time window of 260 µsec for 
the synchronisation and stabilisation purpose only at the beginning of each hop. 
Based on our BPS front-end design both signals, BT and GPS, will be fed to the 
PLL as a combined signal (Sin) and the input of the combined signals is scheduled 
based on the time-multiplexing (see Figure 5-10) and can be expressed 
mathematically as: 
𝑆𝑖𝑛 =
{
 
 
 
 
 
 
𝑆𝐵𝑇(𝑡) + 𝑆𝐺𝑃𝑆(𝑡)                           𝑖𝑓                       0 ≤ 𝑡 ≤ 1250
𝑆𝐺𝑃𝑆(𝑡) 𝑠𝑤𝑖𝑡𝑐ℎ𝑖𝑛𝑔 𝑤𝑖𝑛𝑑𝑜𝑤      𝑖𝑓                 1250 < 𝑡 < 1400
𝑆𝐺𝑃𝑆(𝑡)                                          𝑖𝑓                  1400 ≤ 𝑡 ≤ 2400
𝑆𝐵𝑇(𝑡) + 𝑆𝐺𝑃𝑆(𝑡)                       𝑖𝑓                  2400 < 𝑡 ≤ 4650
       (5-8) 
where the SBT and the SGPS are the BT and GPS signals respectively. Note that the t is 
the time in µsec. 
Equation (5-8) shows the time cut off of multiplexing BT and GPS signals, where 
the GPS signal are available all the time at the tracking channel (with amplitude 
value less than the BT by 4 times), while the BT signal will be idle at specific time, 
for example between 1250 to 2400 µsec in our test case measurement. 
Now, considering our design, based on time-multiplexing let us observe the 
values of the control parameters that are required to let the PLL track both signals 
simultaneously. 
1. The first period (𝟎 ≤ 𝒕 ≤ 𝟏𝟐𝟓𝟎 µsec): 
In this period, the PLL is designed to track and demodulate the SBT signal, while 
the input signal is a summation of the two signals (SBT+SGPS). Therefore, the control 
parameters value need to be set as follows: 
Phase-change: This parameter will not affect the PLL performance when tracking 
the SBT, because the bit rate of the SGPS is too low as compared with the SBT. This 
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means that during the first period there is only one phase-change possible in the GPS 
signal. 
Frequency-difference (FD): This parameter is not controllable, since both signals 
have different frequency trends. The SGPS signal has changeable Doppler frequency 
and the SBT has different ω at each hop, so the frequency difference between the two 
signals is unknown at any new active BT period, but is nevertheless bounded. 
However, the effect of this parameter can be reduced by controlling the value of the 
AR and 𝜔, and can be eliminated completely by setting AR = 12 dB and 𝜔 = 0. 
Amplitude-ratio (AR): the amplitude of the SBT needs to be at least four times 
greater than the amplitude of the SGPS. This means that the value of this parameter 
needs to be set in advance for the entire duration of the multiplexing-time line. 
However, the value of AR alone is not enough to let the PLL track the SBT signal but 
it is subjective to the ω value, which should be equal/close to zero. The AR is 
expressed in dimensionless form, we can express a logarithmic scale in decibels (dB) 
as follows; AR (dB) = 20 log10 AR (dimensionless), so the AR = 12 dB in this case. 
ω: Obviously, the value of this parameter is crucial to the success of our signal-
tracking channel, since both the pervious parameters depend on their values. The ω 
value needs to be pulled in to zero rapidly. As discussed in the literature survey, 
pulling the ω to zero in the traditional PLL is not an easy task since it is mainly 
depending on the LF bandwidth, i.e., the wider LF bandwidth, the faster 
synchronisation between the frequency of NCO and the received signal. However, 
this will not be applicable in our case and furthermore, the LF bandwidth value 
needs to satisfy both signal (BT and GPS) requirements. 
2. The second period (𝟏𝟐𝟓𝟎 < 𝒕 < 𝟏𝟒𝟎𝟎 µsec): 
In this window, the PLL has to adjust its NCO frequency to match with the SGPS 
frequency, while its current frequency synchronises with the SBT frequency. The 
input signal to the PLL in this window is the SGPS only since the SBT is inactive at this 
time, which means that the first three parameters (phase-change, AR and FD) are not 
present. Thus, the only parameter left in this case is w. 
ω: The value of this parameter needs to be zero as in the previous case, but this 
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time the synchronisation has to be between the frequency of the SGPS and the 
frequency of the NCO. The challenging issue here is that the PLL needs to be 
synchronising with the frequency of the SGPS within 150 µsec, while its current 
frequency is the SBT frequency. The frequency step between the SGPS and the current 
locally generated frequencies could be greater than the lock-in range of the PLL. 
Consequently, the SGPS needs to be acquired again and the time required to acquire 
the signal is more than the available gap-time. In other words, the whole idea of 
combining the BT and the GPS signals will be broken. Therefore, a fast mechanism 
to pull the 𝜔 to the zero within the time window “150 µsec” is required.   
3. The third period (𝟏𝟒𝟎𝟎 ≤ 𝒕 ≤ 𝟐𝟒𝟎𝟎 µsec): 
The input signal of the PLL is SGPS signal only and ω must be equal/close to zero 
from the previous time window, and the other control parameters will hold the same 
value. Thus, the PLL will smoothly track and demodulate the SGPS. 
4. The fourth period (𝟐𝟒𝟎𝟎 < 𝒕 ≤ 𝟒𝟔𝟓𝟎 µsec): 
The control parameter values at this time are the same as they were in the first 
period. There is only one difference here, that is, the frequency of the NCO in first 
period was the free-running frequency of the PLL, while in this period it is the last 
value of the SGPS frequency. Therefore, it is necessary to have a fast mechanism to 
bring the current NCO frequency to the free-running frequency or to the frequency 
closest to the SBT frequency. 
To sum up, AR needs to be equal to12 dB in advance for all PLL intervals, ω 
needs to be pulled to zero rapidly (within 150 µsec) at the beginning of each hop and 
the gap-time interval requires a fast mechanism. Consequently, in our AMM-PLL 
design, we use FE as fast mechanism to switch between the signals, as will be 
described in the next section. 
5.4 Our Two Designs Based on (AMM-PLL) 
The new design of our AMM-PLL is based on integrating an adaptive (FE) into a 
standard version of Costas PLL, as shown in Figure 5-11. The FE provides an 
estimate frequency of the received signal to modify the free-running frequency of the 
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NCO that will extensively enhance the performance of the PLL by increasing largely 
its lock range. Consequently, AMM-PLL can be utilised to track and demodulate 
multi-signal, even the gap among their frequencies up to10 KHz. 
 
Figure 5-11 Adaptive Multi-Mode Phase Locked Loop (AMM-PLL) 
Practically, the purpose of the FE part is to control the value of 𝜔 by updating the 
free-frequency of the NCO with respect to the frequency of the received signal, so 
that the FE will pull the 𝜔 value to the zero in a short time. Estimating unknown 
frequency of a noisy signal is not an easy task, however, there are many methods that 
can be adopted to achieve that such as the Zero crossing method [81], Least squares 
method [82], Fourier transform [83], Kalman filter [84], numerical differentiation 
method [85], and IIR notch filter [86]. We have studied all these possibilities and all 
of these methods have a trade-off between the accuracy, complexity, and frequency 
estimating range. In this work, two methods of FE are chosen based on having less 
complexity, good accuracy and cover a wide frequency range. These are 1) Infinite 
Impulse Response (IIR) notch filter (see Section 5.4.1), and 2) numerical 
differentiation method (see Section 5.4.2). 
Figure 5-12 depicts our single tracking and demodulating channel based on 
applying the AMM-PLL function to handle BT and GPS signals simultaneously. The 
control-unit in this figure is used to switch the FE ON for a period of 150 µsec at any 
frequency hop or gap-time, as well as to enable and disable the differentiation block 
[70]. The functionality/knowledge of the control unit is dedicated for the BT 
protocol time, i.e. this unit is able to recognise the next coming hop frequency or 
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gap-time. The differentiate block is used to differentiate the output of the AMM-PLL 
function when the BT is active because the BT signal is a frequency modulated; and 
the AMM-PLL output represents the phase demodulation of the signal. 
 
Figure 5-12 AMM-PLL used for tracking and demodulation BT and GPS signals 
simultaneously 
The AMM-PLL operates in two modes; mode one is for when the BT signal is 
active and mode two is for when the BT signal is inactive (gap-time).  
1. BT Mode, the AMM-PLL input is a combined BT and GPS signals. The 
control unit will permit the FE to estimate the input signal frequency, the time 
window for FE is 150 µsec, since the amplitude-ratio is 12 dB so the FE will 
estimate the BT frequency and then feed the estimated frequency to the NCO 
to update the free-running frequency. That will make the AMM-PLL operate 
at a lock range of tracking the BT signal, and the phase synchronization will 
then occur within a single cycle loop, even though the bandwidth of the LF is 
narrow. At the same time of allowing the FE to perform, the control unit will 
also enable the “differentiation” function. 
2. GPS Mode; in the allowed gap-time, the control unit permits the FE to start 
estimating the frequency of the received signal with time window equal to 150 
µsec, since the received is only GPS signal, the FE returns an estimated GPS 
signal frequency. The estimated frequency will feed to the NCO as a free-
running frequency and the phase synchronisation will be occurred. The 
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control unit in this mode will disable the differentiation function since the 
output is the GPS which is a BPSK signal. 
Note that, MATLAB is used to simulate BT and GPS signals. Both signals have 
the same IF-frequency (IF=0 Hz), and also the same sampling frequency, which is 
equal to 5 MHz and 20 MHz when it used in the IIR-based method and the 
derivative-based method respectively. The 𝜔 value in the BT signal changes at each 
hop and it is limited to 500 Hz. The Doppler frequency in the GPS signal is set at a 
maximum value (10 KHz). The natural frequency and damping-ratio of the AMM-
PLL are set to be 100 Hz and 0.7 receptively. 
5.4.1 IIR-Based AMM-PLL Design 
The adaptive IIR notch filter model is a second-order narrowband filter that has a 
single adaptive coefficient to estimate a frequency [86]. The transfer function of the 
IIR notch filter is given by: 
𝐻(𝑧) =
𝑌(𝑧)
𝑋(𝑧)
=
1 − 2 𝑧−1 cos(𝜃) + 𝑧−2
1 − 2 𝑟 𝑧−1 cos(𝜃) + 𝑟2 𝑧−2
 
where θ is the adaptive coefficient (filter notch frequency), and the parameter r is 
used to control the notch filter bandwidth.  
The difference equation of the IIR filter used in our implementation is expressed 
as: 
𝑦[𝑛] = 𝑥[𝑛] − 2 𝑐𝑜𝑠(𝜃) 𝑥[𝑛 − 1] + 𝑥[𝑛 − 2] + 2𝑟 𝑐𝑜𝑠(𝜃) 𝑦[𝑛 − 1] −
𝑟2 𝑦[𝑛 − 2], where n indicates discrete time. 
For estimating a centre frequency θx of input signal x[n], the filter output y[n] 
needs to be minimised as: 
𝜃𝑥 = 𝜃 = 𝑎𝑟𝑔𝜃𝑚𝑖𝑛
1
𝑁
∑ |𝑦[𝑛]|2𝑁𝑛=0      (5-9). 
Solving the above minimisation problem that will yield a coarse frequency 
estimated ?̂?𝑥, and then the least square algorithm is applied for refining the estimated 
frequency [87] . 
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Three parameters are used to evaluate the performance of the IIR notch filter 
alone, when it is estimated that, a frequency has stepped up to 10 KHz; the three 
parameters are the transition time, the standard deviation (STD), and ∆-mean. The 
transition time is the time required to estimate/switch form frequency to a new 
frequency. The STD measures the frequency deviation from the required 
fundamental frequency. The ∆-mean calculates the difference between the mean of 
the estimated and the actual frequencies. 
1. Test scenarios for evaluating IIR notch filter individually: 
To assess the FE performance alone, a 150 µsec of sampled data are simulated at 
sampling frequency 5 MHz and frequency step 10 KHz between the two signals. The 
number of samples used for the GPS and the BT signals are 750 and 375 samples 
receptively. The carrier frequency of the GPS and the BT signals are 110 KHz and 
100 KHz respectively. Two test scenarios are used for evaluation purpose of 
estimating the frequency of GPS and BT signals respectively. Figure 5-13 (a) 
depicted the setup of the first test, where BT samples are added to the first 375 
samples of GPS signals and the length of the resulting signal is 750 samples. 
 
Figure 5-13 Samples multiplexing scheme to estimate (a) GPS frequency, (b) BT 
frequency    
 Figure 5-14 shows that FE is stable at BT frequency and then switched to the 
GPS frequency when the samples of the GPS signal become solitary (after 75 µsec). 
The required transition time is around 38 µsec, and after that the FE becomes stable 
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at the GPS frequency. The same transition time “38 µsec” is required, in the second 
test scenario, to estimate the BT frequency if the samples of the BT signals are added 
to the end of the GPS samples, as shown in Figure 5-13 (b). In addition, the same 
transition time is required to estimate BT/GPS frequency even if the test starts at any 
given samples of the resulting signal (GPS+BT), prior to the frequency step.  
 
Figure 5-14 Transition time of FE based on IIR-notch filter @ SNR=25dB 
Figure 5-15 (a) shows the accuracy of the estimated frequency in steady-state 
time at different SNRs. The STD of the last 100 estimated samples is calculated. As 
clearly shown, at high SNR value the estimated frequency will be closer to the actual 
frequency value and reach zero at 45 dB. While, at low SNR values, the estimated 
frequency shows a wide deviation from the actual fundamental frequency. However, 
in our AMP-PLL design, the mean of the estimated frequency value of the steady-
state period is used to change the free-running frequency in the NCO. 
Figure 5-15 (b) shows that the ∆-mean reaches the value zero when SNR equals 
30 dB and that means if the FE is applied to the AMP-PLL it will need a single cycle 
0 50 100 150
98
100
102
104
106
108
110
112
114
Transition time
Steady-state
Time in microseconds 
K
H
z
 
 
Actual Tr.Freq.
Estimated Freq.
 164 
to lock to the phase. The signals have SNR less than 10 dB, the estimated frequency 
becomes larger than the LF bandwidth of the AMP-PLL, which means the signal 
will be ahead of the lock-in range. 
 
Figure 5-15 (a) STD and (b) ∆-mean of the estimated frequency versus SNR’s 
2. Test scenario for evaluating AMM-PLL based on using IIR notch 
filter: 
Figure 5-16 shows the first 3.4 msec of the time multiplexing of the two signals. 
The simulation length of this test is 40.8 msec, so the first time needs to be repeated 
12 times to cover the simulation length. Based on the simulation time, the AMM-
PLL needs to switch between the frequencies of the two signals, at 10 KHz 
frequency step, 23 times. 
 
Figure 5-16 The first 3.4 msec time of the simulation time 
The experiment results show that the AMM-PLL has a large lock-in range and 
after any perturbations in phase-error/discriminator output, it goes back to being a 
steady-state in a short time, as shown in Figure 5-17 (a). The phase-error 
perturbations actually occur when the AMM-PLL changes its mode, i.e. when it is 
switching between the two signal frequencies. The AMM-PLL shows a very stable 
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phase-error and it reaches 0.05 rad, as shown in Figure 5-17 (b). On the other hand, 
the BER of the demodulated data of the BT and the GPS signals is almost 1
e-3
 and 
zero at SNR greater than 10 dB. 
 
Figure 5-17 Phase-error of the AMM-PLL based IIR-notch FE design 
5.4.2 Derivative-Based AMM-PLL Design 
A numerical differentiation model is used to take the first and forth derivative of 
the received signal samples to calculate the fundamental frequency [85]. This model 
has been proposed to determine the frequency, amplitude and the phase of sinusoidal 
signals. However, in our work a simplified version of this model is used for 
estimating the frequency only, so that it fits with our purpose to control the 𝜔 
parameter and also to reduce the cost of implementation complexity. The 
mathematical representation of the numerical differentiation model is given by: 
𝜃𝑥 = √
𝑥𝐼
′[𝑛] 𝑥𝑄
(4)[𝑛]−𝑥𝐼
(4)[𝑛] 𝑥𝑄
′ [𝑛]
(𝑥𝐼[𝑛])2+(𝑥𝑄[𝑛])2
5
, 
where 𝜃𝑥 is the angular estimated frequency of the input signal𝑥[𝑛]. The 𝑥𝐼
′[𝑛] 
and 𝑥𝐼
(4)[𝑛] are the first and the forth derivative of 𝑥[𝑛] respectively. The 𝑥𝑄
′ [𝑛] and 
𝑥𝑄
(4)[𝑛] are the first and the forth derivative of quadrature-phase of the 𝑥[𝑛] 
respectively. 
 The same three parameters that are used in Section 5.4.1 to evaluate the 
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performance of the IIR notch filter are used here, which are transition time, standard 
deviation (STD), and ∆-mean.  
1. Test scenario for evaluating numerical differentiation model alone: 
The simulation length time is 150 µsec. The sampling frequency and the 
frequency step used are 20 MHz and 10 KHz receptively. The carrier frequency of 
the GPS and the BT signals are 110 KHz and 100 KHz respectively. The samples 
numbers of the GPS and the BT signals are 3000 and 1500 receptively. Figure 5-13 
(a) and (b) depicted the setup of the first and the second test scenarios respectively. 
In the first test, the BT samples are added to the first 1500 samples of the GPS 
signals and the length of the resulting signal is 3000 samples. Figure 5-18 shows that 
a required transition time to estimate the new frequency (GPS frequency) at 
frequency step 10 KHz is 25 µsec. In the second test scenario, the same transition 
time is required to estimate the frequency of the BT signal. In addition, the same 
transition time is required to estimate BT/GPS frequency if the test starts with any 
samples of GPS (or BT) signal. 
 
Figure 5-18 Transition time of FE based on derivative-based method @ SNR=35dB 
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Figure 5-19 (a) shows the STD values of the estimated frequency (STD of the last 
200 value of estimated frequency) versus the SNR. This method is not able to 
estimate accurate frequency in SNR value less than 10 dB since the deviation 
frequencies from the required frequency are more than the allowable step frequency 
in the AMM-PLL. The accuracy of this method starts improving with increased the 
SNR value and reach the acceptable value at 15 dB (i.e. the corresponding mean 
value is less than the LF bandwidth of the MAB-PLL), as shown in Figure 5-19 (b). 
 
Figure 5-19 (a) STD and (b) ∆-mean of the estimated frequency versus SNR’s 
2. Test scenario for evaluating AMM-PLL based on using the derivative 
method: 
The experiment results show that the AMM-PLL based differentiation model has 
minor disturbance when the AMM-PLL changes its mode, as shown in Figure 5-20 
(a). However, after each disturbance the phase-error reverts to a stable value at 
around 0.22 rad, as illustrated in Figure 5-20 (b). This stability in the phase-error 
helps the modulated bits of the two signals (BT+GPS) to be less error prone, and the 
BER of the demodulated bits reaches almost 1
e-3
 and zero at SNR greater than 15 dB. 
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Figure 5-20 Phase-error of the AMM-PLL based on derivative FE design  
5.5 Comparison of AMM-PLL Designs and Conclusion  
Each Frequency Estimators design has pros and cons in terms of its requirements, 
performance and implementation; the results reflects on the overall performance of 
AMM-PLL. The derivative-based requires more signals samples than IIR-based 
method to estimate accurate frequency since it does not have a feedback mechanism 
and this means more power consumption. In addition, the same method involves 
more voltage “0.22 V/rad” to let the close loop in the AMM-PLL be a stable 
compared with IIR-based method required only “0.05 V/rad”. Further, the derivate-
based method operates at SNR equal or greater than 15 dB while, IIR-based methods 
operate at wider range of SNR start from 10 dB.  However, the derivate-based 
method has less transition time "25 µsec" as compares with IIR-methods "38 µsec ", 
which the crucial part in our single tracking channel design, and also it has less 
implementation complexity. 
Overall, the AMM-PLL implementation reduces by half the size and processing 
time of tracking and demodulating these two signals simultaneously. In this 
implementation, the solution permits the use of the GPS receive chain for window-
slots of up to 1250 µsec for processing BT signal, without losing lock (or needing to 
re-acquire the GPS signal). The two Adaptive Frequency Estimators designed for 
this multi-mode PLL can also be used for other dual-signals with a lock range up to 
10 KHz using narrow bandwidth loop filter. For example, the AMM-PLL can be 
used to track and demodulate BT signals with any one of the GNSS civilian signals 
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L1, L2, and L5, since these signals have very low bit rate so the AMM-PLL can 
switch on and off from these signals without losing the information bits.  
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Chapter 6 Conclusion and Future Work 
From the outset, the brief of this research (now documented in this thesis) was to 
design a new receiver architecture to process multi-GNSS/wireless signals in a single 
received chain. The aims and motivation were to reduce the receiver’s overhead in 
terms of size, processing time and power consumption to ensure it is ideal for 
implementation on-board Smartphones.  
What we have achieved through our work regarding new innovative and novel 
techniques has the potential of contributing to the commercial world, especially 
when it comes to Smartphones. It will significantly help in managing savings in both 
silicon size and processing time, which will lead to reducing costs and more so more 
help in conserving the battery energy. We are truly happy to have made this 
significant contribution to the industry at large and we feel this will be a major step 
in taking forward the scientific research and development arena. 
Our work over the past five years has resulted in several technical achievements 
that led to 9 publications detailing our novel contributions. These are: 
1. In a typical multi-GNSS receiver, and specifically in the acquisition 
process, the receiver shall use all its resources to acquire the GNSS signals. 
In urban environments where the GNSS signals are blocked by obstacles, 
the receiver will continue thrashing on wasting valuable resources. This 
thrashing can be saved if the receiver knows that there are no signals 
available at that time at that vicinity. We have accomplished such solution 
by designing an early signal detection frontend which is achieves 
measurable savings to the receiver resources.  This proposed solution is 
detailed in Section 2.3. 
2. The sampling frequency in most multi-signal GNSS receiver 
implementations has to be based on the Nyquist rate, which is equal to 
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double the summation of information bands for all received multi-singles. 
We have proposed that this rate can be reduced if these signals are 
orthogonalised, where the new rate is proportional to the maximum 
information band of one of the received signals. Further details in Sections 
3.1 and 3.2. 
3. By combining the acquisition of L1CA and L2C GPS signals, the receiver 
can achieve better signal acquisition, boost the localisation accuracy, and 
improve reliability at wider operating areas. The current implementations 
have achieved these advantages but only by implementing two-acquisition 
channels side-by-side and then combining their correlated results. This will 
increase the overhead in such a receiver. Our proposed implementations 
have integrated the two-acquisition channels into a single channel by 
integrating the two signals into a single orthogonal signal. The complexity 
of our 6 proposed implementation have almost halved the complexity of 
other methods; besides, our implementations have not only succeeded in 
achieving all the advantages of combining these two signals but also has 
resulted in enhancing the acquisition sensitivity. See Sections 4.4 and 4.5.  
4. Designing an adaptive-multi-mode PLL with a wide lock-in range for 
tracking certain types of wireless signals that can be multiplexed together 
will help the receiver to save power, and reduce cost and size. This is 
because the “tracking” engine is made to be active continually while the 
signal is processed; enabling the receiver to put the acquisition engine to 
sleep once the signal is acquired. Our proposed new PLL design has the 
ability to track and demodulate the “BT and GPS” signals simultaneously 
without losing the lock of their phase synchronization. This solution is 
robust against any interfering signals too, since our designed frequency 
estimator is used inside the loop. See Section 5.4. 
5. the AMM-PLL implementation has been proven to reduces complexity and 
processing of tracked signals by half. Our implementation was focused on 
the GPS/L! and BT signals, however, our multi-mode PLL implementation 
can also be used for other dual-signals with a lock range up to 10 KHz using 
narrow bandwidth loop filter. For example, the AMM-PLL can be used to 
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track and demodulate BT signals with any one of the GNSS civilian signals 
L1, L2, and L5, since these signals have very low bit rate so the AMM-PLL 
can switch on and off from these signals without losing the information bits.  
Looking at our technical achievements/solutions from a different angle, we have 
successfully implemented new and novel solutions at different stages of the receiver 
chain; the front-end stage, the acquisition stage, and the tracking stage, as explained 
in the following sections. 
6.1 Front-End Stage Achievements 
3. Early-Detection of L1-GNSS signals 
Most of the multi-GNSS receiver challenges lie in finding the available signals 
(GPS-L1, Galileo-E1 and GLONASS-L1) at the acquisition stage, which will cost a 
lot of power and time, seeking signals that may not exist.  
We have successfully developed two approaches, based on the BPSR technique, 
that are capable of detecting the availability of the GNSS signals before engaging the 
acquisition engine. 
C. The First Approach: BPSR Non-Linear (BPSR-NL) 
In this approach, the information bands of the three GNSS signals and their 
harmonics are folded back to the FNZ. To select an appropriate sampling frequency, 
there is a guard band between the fundamental frequency of the folded signals and 
their harmonics. This makes the power distribution of the signals in FNZ unique, 
which makes it easier to detect them quickly, as detailed in Chapter 2, Section 2.3.1. 
D. The Second Approach: BPSR-Side Lobe Filtering (BPSR-SLF) 
The right-side lobe and the left-side lobe of the GLONASS and the Galileo 
signals were filtered out respectively and then were combined with the third 
harmonic of the GPS signal. A single BPSR ADC was then used to sample the 
combined signal, and with choosing an appropriate sampling frequency, the BPSR 
folded the GNSS signals to three distinct frequency locations in the FNZ. This 
approach has been documented in Section 2.3.2. 
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The main benefits of these two approaches are:  
1. Rapid detection of multi-GNSS signals in a single view by sensing the powers 
of the present signals. 
2. Stop thrashing the receiver resources to find the signals that are not available. 
3. Reducing the sampling frequency based on the available signals only, which 
saves more processing time. 
4. Prepare the required acquisition and tracking channel in the digital domain.  
4. Orthogonal Multi-Signal Receiver 
Two multi-signal receivers were designed, named OBPSR and OCBPSR, to 
capture and track multi-signals simultaneously, as detailed in Chapter 3, Section 3.1 
and 3.2 respectively. The novelty of this work is centred on the Orthogonal Integrate 
Function (OIF) that continuously harmonises the two received signals to form a 
single orthogonal signal allowing the “tracking and decoding” to be carried out by in 
single PLL in the digital domain. The OBPSR and OCBPSR receivers utilise a 
Hilbert Transform for shifting one of the signals by 90-degree in order to prevent 
overlapping before using a BPSR to fold the two signals to the same frequency in the 
FNZ. The resultant orthogonal signal was then passed into a single tracking and 
demodulation channel.  
The benefits of the orthogonal multi-signal receiver’s design are: 
1. Reduce the sampling frequency to the rate proportional to the maximum 
information bandwidth of the received signals rather than the summation of 
their bandwidth. 
2. The digitised signal can be processed in a single channel for acquisition, 
tracking and demodulation. 
3.  Over all, the receiver design saves valuable attributes such as device and 
manufacturing costs, power dissipation and processing time when compared 
with conventional side-by-side receivers. 
6.2 Our Achievements in the Acquisition Stage  
Two new novel receivers’ design were proposed to acquire both the L1CA and 
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L2C GPS signals in a single acquisition channel simultaneously. The novelty of the 
work is centred on orthogonalising the two received GPS signals so to enable their 
acquisition in a single processing channel. That is, to jointly estimate the phase-code-
delay and Doppler-frequency-offset of both signals in a signal acquisition engine. 
The first combined L1&L2 channel named Orthogonal Single acquisition Channel 
(OSC) is devoted to enhancing the power consumption issue in the existing 
combination methods. The other L1&L2 combined channel named Orthogonal 
Parallel acquisition Channel (OPC) is dedicated to enhancing the acquisition 
sensitivity. 
Uniqueness and advantages of the two combined L1CA/L2C GPS acquisition 
channels: 
1. The complexity of our implementation was almost half of other methods. 
This has been achieved by orthogonalising the received two GPS signals so 
as to process them in a single channel, while the other methods combine the 
acquisition result of the two signals, by having side-by-side acquisition 
channels. 
2. Our proposals have resulted in enhancing the acquisition sensitivity by at 
least 5 dB. This has been achieved by estimating both L1CA and L2CM 
code delay and Doppler frequency at the same time, while keeping the 
frequency-bins size as small as possible by using only 1 msec coherent 
acquisition. 
5. Orthogonal Single Acquisition Channel (OSC) 
In this channel, the two received GPS signals (L1CA&L2C) were orthogonalised 
as follows; after removing the Doppler frequency, the quadrature components of two 
GPS signals were added together. This new signal was then shifted by 90-degree and 
then added to the remaining components of these two signals. Thus, an orthogonal 
form of these two signals was created. The orthogonal signal was then processed by 
an orthogonal correlation engine that produces a complex representation of the 
correlated signal. One of three different combination methods/post-correlation 
methods was then used to process the complex correlated signal in order to obtain 
the maximum correlation peak that declares the acquisition result. The trade-off 
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among these three combination methods was “the implementation complexity” and 
“detection accuracy”. The implementation of the OSC has been described in Chapter 
4, Section 4.4.  
6. Orthogonal Parallel Acquisition Channel (OPC) 
The same process that was done in the OSC to orthogonalise the two signals has 
also been performed in this channel. Two orthogonal correlation engines are used in 
this channel to duplicate the correlation power and eliminate the cross-correlation 
noise, in order to improve the acquisition sensitivity. The implementation of this 
channel has been described fully in Chapter 4, Section 4.5.  
6.3 Tracking Stage Achievements 
Two approaches based on a new multi-signal PLL design were proposed to 
combine Bluetooth and L1CA-GPS signals in a single tracking channel. The 2 new 
approaches have permitted the use of the GPS receive chain in window-slots of up to 
1250 μsec for processing the Bluetooth signal, without losing lock or needing to re-
acquire the GPS signal. The implementations of these approaches were based on 
integrating an Adaptive Frequency Estimator (FE) into a standard-version of the 
Costas PLL. This FE provides an estimated frequency of the received signal to 
modify the free-running frequency of the NCO that will enhance the performance of 
the PLL by increasing its lock-in range. The first approach was based on an adaptive 
IIR notch filter (see Chapter 5, Section 5.4.1) and the second approach uses a 
numerical differentiation model (see Chapter 5, Section 5.4.1). These two 
approaches have been simulated against various test scenarios and proven to track 
multi-signal with up to 10 KHz frequency steps.  
The advantages of this work are: 
1. The implementation complexity has been reduced by half in size and in 
processing time of tracking and demodulating these two signals 
simultaneously. 
2. The two Adaptive FE were designed for combining GPS and Bluetooth 
signals can also be used for other appropriate dual-signals with a lock range 
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up to 10 KHz using narrow bandwidth loop filter. 
3. Faster lock time of 25 μsec is achieved by feeding free running frequency to 
the NCO. 
6.4 Future Development 
Combining wireless signals in a single chain is a wide research area with vast 
potential; however, our thesis research has focused mainly on particular aspects of 
combining GNSS/BT signals. Based on the results presented in the previous chapters 
and the subsequent conclusions made in this chapter, the following recommendations 
can be made to further develop this research: 
1. Volterra-Series is used to represent the nonlinear behaviour of multi-signal 
BPSR front-end. Based on the mathematical model of Volterra-Series we can 
derive a new model for the Kalman Filter that may be able to track all the 
received signal parameters such as frequency, amplitude and phase in a single 
channel. This means that a single receiver can be used to acquire multi-
signals concurrently (based on BPSR front-end) and to track and decode 
them (based on Kalman Filter).  
2. Our orthogonal receivers, in Chapter 3, were designed to handle two signals 
simultaneously. Developing the orthogonal receivers to capture three signals 
at the same time is possible when the AWGN channel is used. The output of 
the receiver front-end will be an orthogonal signal, and each phase change of 
this orthogonal signal will be represented in the three information bits (each 
bit from a distinct signal). However, this type of receiver requires more 
investigation specifically when applying a fading channel. 
3. In Chapter 3, our orthogonal receiver requires RLS/LSM algorithm inside the 
PLL to track and decode the orthogonal signal when the fading channel is 
used. As an alternative, Kalman Filter can be applied with lesser overhead. 
This requires designing a new Kalman model that analyse the mismatch 
between the folded-frequencies of the two signals in FNZ.  
4. The same orthogonal approach that was applied to combine L1CA and L2C 
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GPS signal in a single acquisition channel can be developed to acquire the 
GPS civilian signal L5. L5 GPS signal is also transmitted from the same SV 
so it too has the same relevant error as with L1 and L2 signals. The challenge 
in this task is that the cross-correlation noise will increase dramatically, i.e., 
the cross-correlation between L1&L2, L1&L5 and L2&L5, which might 
diminish an effective signal detection. 
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