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In this paper the existence, uniqueness and asymptotic behavior of the solutions 
of a nonlinear diffusion system 
au 
-g - Lu =f(t. x. u) + (H(u))(t, x), 
occurring in reactor dynamics is studied. The problem is approached on the bases 
of the monotone method and the notion of upper and lower solutions. 
1. INTRODUCTION 
Let R be a bounded domain in the n-dimensional Euclidean space R”, i%? 
the suffkiently smooth boundary of f2 and J? is the closure of R. Let 
D = (0 T] x Q; fi = [0, T] x 5, S = (0, T] x BJ2, where T > 0 is finite but 
can be arbitrarily large. Denote by C’(D) the functions which are continuous 
in 0, continuously differentiable in t and twice continuously differentiable in 
x for (t, x) E D. In this paper, we study the existence, uniqueness, and 
asymptotic behavior of solutions of the following more general nonlinear 
diffusion system 
au 
z - Lu =f(t, x, u) + (H(u))(r, x) 0, x) E D, (1.1) 
arising in reactor dynamics, with the given boundary conditions 
B[u]=d(x)~+u=O, (f, -v) E s, 
u(0, x) = U&K), x E R, 
where 
(1.2) 
(1.3) 
Lu = 5 aij(x)& 
i.j= I I J 
+ -4 a,(x) g - UJX) u, 
iCt I 
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is the uniformly elliptic operator and r is the outward unit normal vector on 
El2. 
Throughout the paper we assume that the coefficients of L and the first 
order derivatives of aij are Holder continuous in I? (of exponent U. 
0 < LI < l), thr matrix (a,) is symmetric positive definite in fi, a,,(x) > 0 in 
a. f is Holder continuous in (t, X, U) in every bounded subset of R +X&YR”. 
R + = [O. cg ). the operator H(u) is uniformly Holder continuous with respect 
to u E R” and for (t, x) E R ‘Xfi. the boundary ?LI is of class C’ *R. 
dE H’+“(iiR) and finally u0 E HZta (fi) and satisfies boundary condition 
(1.2) at t = 0, where H:+,(B), H”“(FR) are the function spaces in the 
sense of (8 ] (see. also 14)). The smoothness assumptions are required only 
for ensuring the existence of a solution for the corresponding linear problem. 
By a solution of problem (I.lk( 1.3) we understand a function u(t. s) which 
is continuous in 0, having in D continuous derivatives up to the second 
order with respect to ,Y and of first order with respect to t. and satisfies 
(l.lt(l.3). System (l.lb(1.3) occur in nuclear reactor dynamics with the 
nonlinear term H(U) having the form 
or 
(( k(t, x, s) d(s. x) ds. 
” 0 
The operator H(u) may in general be of the form 
I .I 
(1.4) 
or 
W(u))(t, -u) = u(t. x) h ( f, x. ) k(t, x. s. u(s, x)) ds) _o 
h f, x, 1.’ k(t. x, s. u(s. x)) ds ). 
-0 
(1.5) 
where all the functions involved in (1.4) and (1.5) are Holder continuous and 
defined on the respective domains of their definitions. 
During the last few years, the special forms of space-time dependent 
nuclear reactor systems (l.l)-( 1.3) have been given considerable attention in 
the literature (see [ 1,2,5, 151). In a recent paper [ 1 l] Pao investigated the 
bifurcation analysis of system (1.1~( 1.3) when Lu = O(D(x) Vu). 
f(t, x, U) = bu, (H(u))(t, X) = pu J‘h U(S, x) ds, where V is the gradient 
operator, D is the diffusion coeffkient and b, @ are the constants associated 
with the initial temperature and the various physical parameters (see. also 
[S, 15 1). System (l.lt(1.3) considered here is of more general nature and 
governs many physical systems occurring in diffusion problems. In fact, our 
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general results in the present paper are motivated by the recent studies of 
Levin and Nohel [9], Keller [6], Pao [ 101, and some of the references given 
therein. 
2. UPPER AND LOWER SOLUTIONS 
In this section we employ the notion of upper and lower solutions and 
describe how these functions become upper and lower bounds of the 
solutions to (1.1)-( 1.3). Our approach to the problem is based on the 
monotone method which also leads to the existence of a classical solution. 
Throughout this paper, without further mention, we assume that all 
inequalities between vectors are componentwise. 
DEFINITION 1. The function w E C*(D) is called an upper solution of 
(l.lt(l.3) if 
g - Lw >f(t, x, w) + (H(w))(t, x). (f, x) E D. 
B[w] > 0, (f, x) E s, (2.1) 
40, x) > u,(x), x E n. 
Similarly, the function u E C*(D) is called a lower solution of (1.1)-(1.3) if 
it satisfies all the reversed inequalities in (2.1). 
DEFINITION 2. The functions U and _u, E, _u E C*(D) are called maximal 
and minimal solutions of (l.lt(1.3), respectively, if every other solution 
u E C*(D) of (1.1~( 1.3) satisfies the relation _u(t, x) < u(t, X) < zi(r, x) for 
(t, x) E 0. 
We make use of the following assumptions in our subsequent discussion: 
(H,) the functions t’, M’ E C*(D) with u < u’ on D are lower and upper 
solutions of (1.1)-j 1.3), 
W2) for each i,fi(f, x, u,) -fi(f, x, u,) > -M(u,~ - uzi) whenever 
tl(f, x) < u2 < U, < w(f, x) for (f, x) E D, where M > 0 is a constant, 
(H3) for each i, the operator H,(u) is monotone nondecreasing in U, 
whenever tl(f, x) < ZJ < w(f, x) for (f, x) E D. 
For any q E C(D, R”) such that u < v < u’ on D, consider the linear 
system 
t$ - L”i =h(f> x, rl) + (H,(V))(f3 x, - M(“i - Vi)? (f,x)E D, (2.2) 
B[Uij = 0, (t,x)E S. (2.3) 
Ui(O x) = 2$(x), XER. (2.4) 
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For a known q assumptions on f and H ensures (see 141) the existence of a 
unique solution of (2.2)-(2.4). For each q E C(fi, R”) such that L’ < q < II’ 
on D, define the mapping A by 
where u is the unique solution of (2.2k(2.4). This mapping will be used to 
define the sequences that converge to the minimal and maximal solution of 
(l.l)-( 1.3). To achieve this, we first establish. 
LEMMA 1. Assume thar hypotheses (H,)--(H,) hold. Then 
(i) the unique solution u of (2.2)-(2.4) satisfies c(t. x) < u(f, s) < 
W(f, x), (f, x) E 0. 
(ii) L’ < Ac. 1%’ > Aw, for (f, x) E 0. 
(iii) A is a monotone operator on the set offunctions 
U(v. w) = (u E C(D, R”): v(t, x) < u < W(f, x), (f. x) E Dt. 
ProoJ To prove (i) we shall first show that v(f..~) < u(t. .u) for 
(f. X) E 0. Setting pi = vi - ui, we get 
I 
% < Lri +fi(f, x, tl) + (H,(c))(r, x) 
- LUj -fi(f, S, rl) - (Hi(V))(tq X) + M(Ui - rli) 
G LPi + M(Vi - vi) + (Hi(V))(tv X) - (Hi(V))(fl -r) + M(ui - Vi) 
= Lpi -Mpi. 
This implies 
r 
s-Lpi+Mpi,<O 
and also we observe that B[ piI < 0, ~~(0, x) < 0. Hence by the maximum 
principle pi < 0 for i = 1, 2 ,..., n. This proves that L’(t, X) < u(f, x) for 
(f, x) E 0. Similarly, we can show that u(t, X) < w(t, x) for (t, x) E 6. This 
proves (i). 
Let ALI = u, where u is the unique solution of (2.2~(2.4) corresponding to 
v. Now, we shall prove that v < u for (t, x) E 0. Setting pi = ui - ui, we get 
s < LVi +fi(t, x, 0) + (H,(V))(f, x) 
- hi -A(f, x, ~1) - (Hi(u))@ x) + M(ui - vi) 
=Lp,-Mp,. 
A NONLINEAR DIFFUSION SYSTEM 505 
This implies 
g - Lpi + M-pi < 0, 
and also we observe that B[p,] ,< 0, ~~(0, X) < 0. Hence by the maximum 
principle pi < 0, i = 1,2 ,..., n. This implies u(t, x) < u(t, x) for (I, x) E 0. 
This proves 1’ <At). In a similar way we can prove M’ 2 An’. 
To prove (iii), let q,, q2 E C(fi, R”) be such that q,, qz E U(u, w) and 
91 G t72’ Let Aql=u, and Aqz=u2, where u, and u2 are the unique 
solutions of (2.2)-(2.4) corresponding to q, and 1]*, respectively. Then 
settmg pi = uli - uzi, we get 
r 
s= L”,i +fi(rq x, S*) + (Hi(Vl))(r7 x, -“(uli - V,i) 
- L”2i -fi(f, x, rl2) - (Hi(V2))(fr x) + M(“2i - VZi) 
< LPi - {fitf3 x9 rl2) -Atf7 xT VI 11 + (Hi(rlZ))(t? x) 
- (Hi(r12))(f9 x, - M(“Li - Bli) + M(“Zi - I?Zi) 
< LPi + M(r12i - Illi) - M(“li - IIli) + M(“2i - y/Zi) 
=Lpi-Mpi. 
This implies 
F 
z - Lpi + Mpi < 03 
and also we have B[ pi] = 0, ~~(0, x) = 0. Hence, by the maximum principle 
pi < 0, i = 1,2 ,..., n, which implies u,(t, x) < uz(t, x) for (t, x) E 0. It 
therefore follows that the mapping A is monotone on U(t), w). This completes 
the proof of Lemma 1. 
In view of Lemma 1, we can define the sequences 
cn=Av,m,. w, = A W, , , 
with u0 = v and w0 = W. It is easy to observe that the sequences (L’,,}, ( w,,} 
are monotone nondecreasing, nonincreasing, respectively, and 
L’ < u, < w, < w on 0. Furthermore, using the standard arguments, it follows 
that these sequences converge uniformly and monotonically to solutions _u 
and P of (l.lb(1.3). 
Let u be any solution of (l.lk( 1.3) such that u E U(v, up). Then, by the 
induction argument, it is easily seen that u < w, and u > ~1, for every 
n = 0, 1, 2 ,... . Hence, we have _u < u ,< E. This shows that U is a maximal 
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solution and _u is a minimal solution of (l.l)-( 1.3) on 0. Thus we have 
proved 
THEOREM 1. Assume that hypotheses (H 1 )-(H3 ) hold. Then the 
sequence ()I’,,} converges untforml~~ from above to a maximal solution rT qf 
(1.1 t( 1.3) while the sequence (v,,} converges uniformly from belohv to a 
minimal solution u of (1.1~( 1.3). Furthermore, I$ u is any solution of 
(l.lt( 1.3) such thaf u E U(v. WI), then 
We note that the maximal and minimal solutions established in Theorem 1 
are not necessarily the same. However. iffand H(u) satisfy the conditions 
(H4) fk ~3 t,) -f(c xv tz) < c,(t, - t2 W(b))@, xl - W(t,))(t, xl 
G c,cr, - r,), whenever t’ < rz < <, < WV, on D, where c, and cl are 
nonnegative constants, then we have the uniqueness result 
THEOREM 2. Assume that hypotheses (Hl)--(H4) hold. Then the 
maximal and minimal solutions of (1.1 )-( 1.3) coincide. Furthermore, if (H2) 
and (H4) hold for v = 0 and every finite w, then problem (1.1 )-( 1.3) has a 
unique nonnegative solution. 
Proof: Let A be a constant satisfying A > c + c, + c, and let 
z = ?‘(U - _u). Then 
~-Lz+(I-c,-e,)z=p-l;[f(l.x. U)-f(t.x._U) 
+ W(fi))O. x) - (W))(t. x) 1 
(c, + c,) z 
~e’.~;[c,(u--)+fcz(u--)]-((c,+cz)Z 
= 0. 
and B[z] = 0, ~(0, x) = 0. Hence by the maximum principle z = 0, that is 
U = _u. Let u be any nonnegative solution of (1. 1 )-( 1.3). Then u is also an 
upper solution and thus by Theorem 1 with )I’ = u we have _u < u. By 
replacing zi by u in the definition of z the same argument leads immediately 
to u = _u. Hence, problem (1. 1 )-( 1.3) cannot have more than one nonnegative 
solution. This proves the theorem. 
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3. ASYMPTOTIC BEHAVIOR OF SOLUTIONS 
Consider the eigenvalue problem 
Lti + @ = 0, x E R, B[$] = 0. x E xl. (3.1) 
where L and B are as defined in Section 1. Our results in this section 
depends on the construction of the upper solution which depends upon the 
use of the eigenfunction 4 corresponding to the least eigenvalue A0 of (3.1). It 
is well known that A,, is real and positive and @ is (or can be chosen) positive 
in R (see [ 12, 131). When d(x) > 0 the maximum principle implies that 
4(x) > 0 on fi. We normalize $ so that max(d(x): x E fin) = 1 and write 
C, = min( @(x): x E fi). Notice that 4, > 0 when d > 0 on ?R. 
THEOREM 3. Assume that the hypotheses of Theorem 1 hold. Let u(t, x) 
be nonnegatine solution of (l.lb(1.3) and d(x) > 0. Let p > 0, b < A,,, 
a = (A,, - b)/2. 6 = (A,, - b)*/4p be such that for t > 0, x E fl, 
Then for anv constant k > 0, 
0 < u(t, x) < kt?~(x) (f>O,XEfi) (3.4) 
Proof: To prove (3.4) it suffices to show that rv(t, x) = &“‘#(x) is an 
upper solution. Clearly, the last two inequalities in (2.1) are satisfied. We 
observe that 
and in view of the assumptions (3.2) and (3.3) we need only show that 
-a@(x) - LqQ) > b#(x) + p 8@(x) j; e”‘ds. 
Since 4 < 1, -L@ = & Q, the inequality holds if 
(A, - b - a) > (@/a)( 1 - P). t > 0. 
An optimal choice of a, 6 is given by a = (I, - b)/2, 6 = (1, - b)2/4j3. 
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Hence u’ is an upper solution of (l.It(1.3). Conclusion (3.4) of the theorem 
is now a consequence of Theorem 1. 
We note that our result in Theorem 3 gives the rate of the exponential 
decay of the solutions of problem (1.1 t( 1.3) and u(t. X) + 0 as t --* co. 
In concluding this paper. we note that problem (I. 1 t( 1.3) considered in 
this paper contains as special cases many physical systems occurring in 
diffusion problem, see, for example, [ 1, 2, 7. 141 and some of the references 
given therein. In [9, lo]. the authors have investigated the special forms of 
(1.1) with different boundary conditions, and many interesting results on the 
existence, uniqueness, and asymptotic behavior of the solutions are obtained. 
However. our approach in this paper to the more general problem is different 
from that of the authors in [ 9, IO]. 
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