We present improved fast deterministic algorithm for integer sorting in linear space. Our algorithm sorts n integers in linear space in O(nloglognlogloglogn) time. This improves the O(n(loglogn) 3/2) time bound given in [6] .
1 Introduction Sorting is a classical problem which has been studied by many researchers. Although the complexity for comparison sorting is now well understood, the picture for integer sorting is still not clear. The only known lower bound for integer sorting is the trivial fl(n) bound. Recent advances in the design of algorithms for integer sorting have resulted in fast algorithms [2, 7, 12] . However, these algorithms use randomization or superlinear space. For sorting integers in {0, 1, ..., m-1} O(nm ~) space is used in the algorithms reported in [2, 7] . When m is large (say m = ~(2n)) the space used is excessive. Integer sorting using linear space is therefore extensively studied by researchers. An earlier work by Fredman and Willard [5] shows that n integers can be sorted in O(nlogn/loglogn) time in linear space. Raman showed that sorting can be done in O(nx/lognloglogn) time in linear space [10] . Later Andersson improved the time bound to O(n o~) [1] .
Then Thorup improved the time bound to O(n(log log n) 2) [11] . Later we presented [6] an algorithm which sorts in O(n(loglogn) 3/2) time.
In this paper we further improve upon our previous results. We show that n integers can be sorted in O(n log log n log log log n) time in linear space. If the integers are large we can sort better. For n integers in {0, 1, ...,m-1} satisfying logm > (logn) TM, 0 < e < 1, we show that sorting can be done in linear space in O(nloglogn) time. Our results are obtained through the application of signature sorting [2] . Signature sort---rCb~puter Science Telecommunications Program, University of Missouri at Kansas City, Kansas City, MO 64110, han@cstp.umkc.edu, http://welcome.to/yijiehan ing was used before only in a randomized algorithm [2] . It is not used in all previously known deterministic algorithms because previous deterministic algorithms can only do bisection of the bits of the integers. We speed up our algorithm by multi-dividing, i.e., cutting the number of bits in an integer into nonconstant number of segments and discarding all segments but one. Multi-dividing is accomplished by signature sorting [2] . Our previously designed algorithms [6, 7, 8 
Preliminary
Our algorithm is built upon Andersson's exponential search tree [l] . An exponential search tree of n leaves consists of a root r and n e exponential seach subtrees, 0 < e < 1, each having n 1-~ leaves and rooted at a child of r. Thus an exponential search tree has O(loglogn) levels. Sorting is done by inserting integers into the exponential search tree. When imbalance happens in the tree rebalance needs to be done. Andersson has shown[l] that rebalance takes O(n log log n) time when n integers are inserted into the tree. The dominating time is taken by the insertion. Anderson has shown that insertion can be done in O(loG) time [l] . He inserts one integer into the exponential tree at a time. Thorup[ll] finds that by inserting integers in batches the amortized time for insertion can be reduced to O(loglogn) for each level of the tree. The size of one batch b at a node is defined by Thorup to be equal to the number of children d of the node.
We speed up the integer sorting by using a batch of size d 2 and by using nonconservative sorting (defined below). Our previous paper [6] shows that we can insert integers from one level of the tree to the next level in amortized O(log~) time resulting in an O(n(log log n) 3/2) time algorithm for linear space sorting. In this paper we speed up this insertion process further by resorting to multi-dividing. We first apply multi-dividing to the integers in the buffer at each node of the tree. When the size of the integer is sufficiently small we then apply nonconservative sorting to insert the integers to the next level.
Word length is the number of bits in a word. For sorting n integers in the range {0,1,2,...,m-1} we assume that the word length used in our algorithm is O(log(m + n)). The same assumption is made in previous designs [l, 5, 6, 10, 11] . In integer sorting we often pack several small integers into one word. We always assume that all the integers packed in a word use the same number of bits.
One way to speed up sorting is to reduce the number of bits in integers. After the number of bits is reduced we can apply nonconservative sorting. Conservative sorting is to sort integers in {0, 1, ...,m-1} with word length log(m + n) [9] . Nonconservative sorting is to sort the same integers with word length > log(m + n) [9] . If we are sorting integers in {0, 1, ..., m -1} with word length klog(m + n) with k > 1 then we say that we are sorting with nonconservative advantage k. The following results are known for nonconservative sorting in linear space. 
. ,Scv~, where c > 1 is a constant, such that each set has no more than vfn integers and all integers in set Si are no larger than any integer in set Sj if i < j, in time O(nloglogn/logt) and linear space with nonconservative advantage t.
One way to reduce the number of bits in an integer is to use bisection (binary dividing) on the bits of the integer (it is sometimes called exponential range reduction). This idea was first invented by Emde Boas et al. [3] . In each step, the number of remaining bits is reduced to half. Thus in log log m steps log m bits of the integers are reduced to constant number of bits. This scheme, although very fast, requires a very large amount of memory. It requires O(m) memory cells and therefore cannot be directly executed in linear space (O(n) space). Andersson [1] invented the exponential search tree and he used perfect hashing to reduce the space to linear. He can store only one integer into a word and then applies the hash function. To speed up the algorithm for sorting, we need to pack several integers into one word and then to use constant number of steps to accomplish the hashing for all integers stored in the word. In order to achieve this we relax the demand of perfect hashing. We do not demand n integers to be hashed into a table of size O(n) without any collision. A hash function hashes n integers into a table of size O(n 2) in constant time and without collision suffice for us. Therefore we use the improved version of the hashing function given by Dietzfelbinger et al. [4] and Raman [10] as shown in the following Lemma.
Let b > 0 be an integer and let U = {0, ..., 2 b -1}. The class 7-/b,s of hash functions from U to {0, ..., 2 ~ -1} is defined as Hb,s = {hal0 < a < 2 b, and a is odd } and for allxEU: [10] ) Given integer b > s > 0 and T C {0, ...,2 b-1} with IT I = n, and
, a function ha E 7tb,s can be chosen in O(n2b) time such that the number of collisions coil(ha, T) _< t.
Take s = 21ogn we obtain a hash function ha which hashes n integers in U into a table of size O(n 2) without any collision. Obviously ha (x) can be computed for any given x in constant time. If we pack several integers into one word and have these integers properly separated with several bits of O's we can safely apply ha to the whole word and the result is that hashing values for all integers in the word has been computed. Note that this is possible because only the computation of a multiplication, mod 2 b and div 2 b-s is involved in computing a hash value.
Andersson et al. [2] used a randomized version of a hash function in 7-/because they could not afford to construct the function deterministically.
A problem with Raman's hash function is that it takes O(n2b) time to find the right hash function. Here b is the number of the bits in an integer. What we needed is a hash function which can be found in O(n c) time for a constant c because this is needed in the exponential search tree [l, 10] . Obviously Raman's hash function does not satisfy this criterion when b is large. However, Andersson's result [l] says that n integers can be sorted in linear space in O(n(log n~ log b + log log n)) time. Thus if b > n we simply use Andersson's sorting algorithm to sort in O(n log log n) time. Thus the only situation we have to consider is b < n. Fortunately for this range of b O(n2b) = O(n3). Therefore we can assume the right hash function can be found in O(n 3) time.
Note that although the hash table has size O(n 2) it does not affect our linear space claim because we do not use hash value to index into a table. Hashing is only used to serve the purpose of reducing the number of bits in an integer.
In addition to utilizing the above results we also make use of Andersson 
In Thorup's algorithm the flush of buffer B(v) takes O([B(v)[ log log IB(v)l) time, where IB(v)[ is the number of integers in B(v).

The Algorithm
We use signature sorting [2] to accomplish multidividing. We adapt signature sorting to work for us as follows. Suppose we have a set $1 of t integers already sorted as al,a2,..., at and we wish to use the integers in $1 to partition a set $2 of n > t integers bl,b2, ...,bn to t + 1 sets $2o, $21, ...$2~ such that all integers in S2i are no larger than any integer in S2j if i < j and for any c E S2i and d E $2(i+1) we have c < ai < d. Suppose h (2 log n)-bit integers can be stored in one word. We first cut the bits in each ai and each bi into h segments of equal length. We view each segment as an integer. To gain nonconservative advantage for sorting we hash the integers in these words (ai's and bi's) to ' be the hashed get h hashed values in one word. Let a i word corresponding to ai and b~ be the hashed word corresponding to bi. We view each hashed word as an integer and sort all these hashed words. As a results ' S' where all integers in S~ ordered as S~, al, $1, ..., at, t, ' Let ' and no larger than ai+ 1. are no smaller than a i b' c S~ then we simply compare b with aj and aj+l to determine the longest common prefix of bits between b and ai's. In this way we determine the least significant integer (segment) in ai's where b "branches out". That is, we cut the number of bits in bi's to (1/h)-th of its original length.
We use a modified version of the exponential search tree as in Andersson [1] and Thorup[ll] . At the top of the tree is the root and the root has n c children, where 0 < c < 1/2 is a suitably chosen constant, and each subtree rooted at each child of the root has n 1-c nodes and it is recursively defined. Such a tree has log log n / log(l/ (1 -c) ) levels. We number the levels top down and therefore the root is at level 0. We will group levels into layers. Layer i contains level i~ log(l/(1 -c)) through level (i + 1)/log(l/ (1 -c) ) -1. Thus at the top level of layer i there are n (2~-1)/2~ nodes. As we have mentioned that Raman's method [10] To accomplish sorting we need to reduce the bits in integers. This is done by perfect hashing in Andersson [1] and Thorup[ll] . If each integer has b bits we can store, for each vertex v in the tree, all its children's most significant b/2 bits in a hash table.
This allow us to do binary dividing once on the bits of integers [3] . If we store all children's most significant ib/2v~logn bits in a hash table Ti, 1 < i < 2~/loglogn, we will be able to do binary dividing on the bits for times. Thereafter we have nonconservative advantage 2x/loglogn We now apply Lemma 2.2 to
time. By the reasoning of above paragraph we have accomplished the flushing operation for one layer. Because the exponential search tree has O(log log n) layers, we obtain a linear space sorting algorithm with time complexity O(n(loglogn)a/2). This is the algorithm given in Han [6] .
To speed up the above algorithm we note that we can apply multi-dividing to gain nonconservative advantage. Suppose, for sorting n integers, each word has a log n bits. We cut each word into vf~ integers and hash these vfa integers in the word to get a total of 2vfa log n bits hash value. To sort these words of hashed values we have nonconservative advantage of vfa/2 and therefore the sorting can be done in O(n log log n~ log a) time by Lemma 2.2. Thus we have accomplished multidividing and have reduced the number of bits in a word to log m/v/ad. We now apply Lemma 2.2 directly to sort the resulting integers (each having log m/vZd bits stored in the word of logm bits) in time O(nloglogn/loga) because we have nonconservative advantage yea. This gives an O(n log log n~ log a) time algorithm for sorting.
We observe that at layer i each sorting problem size is n 1/2~ . Therefore the hashed value has only 2 logn/2 i bits. Each word has log m bits. Thus with regard to hashed values we have nonconservative advantage of 2i-llogm/logn > 2/-1 . Take the value of a in the above paragraph to be ~ and the time for layer i in the exponential search tree is O(n log log n/i). Summing over all layers we obtain time complexity O(n log log n log log log n).
The flushing at level L is simply done by using Andersson's sorting algorithm. Thorup [ll] also define a node in the exponential search tree dirty if the number of integers in the subtree has been doubled. When a node is dirty Thorup (also Andersson [1] ) cleans the subtree rooted at the node. This is done by sorting all integers in the subtree. We need modify this operation. When a node is dirty we do not sort sets at level L. A set at level L is sorted only when its buffer is over-full. We do the cleaning by rebuilding the exponential search tree rooted at the dirty node and above level L. In this way we avoid the repeated cleaning of the sets at level L and keep the cleaning operation to within time complexity O(n log log n). THEOREM 3.1. n integers can be sorted in linear space in O(n log log n log log log n) time. Now we consider a special case: sort n integers in range {0, 1, ...,m-1} satisfying logm > (logn) 2+', 0 < e < 1 is a constant.
In this case with respect to hashed values the nonconservative advantage is log n even if log' n hashed values are stored in one word. Using signature sort in linear time we reduce the bits of an integer to log m/log ~ n. Repeat this process for 1/c times we reduce the bits in an integer to log m~ log n. Thereafter we can sort in linear time by Lemma 2.1. Thus each layer takes O(n) time. Because there are log log n layers the time for the sorting algorithm is O(n log log n). Previously Andersson [1] showed that when log m > n', 0 < e < 1, sorting can be done in O(n log log n) time.
Our result substantially enlarged this range in that we require only log m > (log n) 2+~ .
