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Abstract
Recently, there has been a growing demand for large-scale computing in various fields. A binary hypercube has been used as an 
interconnection network topology in parallel computers for large-scale computing. However, the hypercube has a limitation that 
the degree, that is, the number of links for each node augments rapidly according to the increase in the number of total nodes. 
This limitation has been complemented in a dual-cube. In this paper, we propose a fault-tolerant routing algorithm in a dual-cube 
based on routing probabilities. The routing probability is developed as limited global information for routing ability of a node in a 
hypercube for an arbitrary node located at a specific distance. Unlike other previous researches that use limited global 
information in each cluster on fault tolerant routing in a dual-cube, our routing algorithm applies limited global information for
an overall dual-cube. Each node selects a neighbor node to forward the message to the destination node by considering routing 
probabilities of its neighbor nodes. The results of a computer experiment show better performance of our algorithm.
© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Organizing Committee of IAIT2015.
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1. Introduction
A binary hypercube1 was one of the most popular topology for interconnection networks and it was adopted in a 
wide variety of parallel systems such as the Connection Machine CM02, Intel iPSC, SGI Origin 2000 and the 
nCube2,3 due to its properties of symmetric and recursive structures and a low diameter4,5. A hypercube network of a
dimension n, Qn, includes 2
n nodes. Each node has a unique n-bit binary address and has n edges. However, the 
hypercube has a limitation that the degree, that is, the number of links for each node augments rapidly according to 
the increase in the number of total nodes. Since the current IC technology has a limit of links per IC, the number of 
nodes in a parallel processing system based on a hypercube topology is restricted.
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Li et al. have introduced a dual-cube as a new topology for interconnection networks. The dual-cube has reduced
the degree in comparison with the hypercube while maintaining most of the topological properties of the hypercube3.
Hence, the dual-cube can interconnect much more nodes in a parallel processing system compared with the 
hypercube of the same node degree. An (r + 1)-connected dual-cube, Dr, consists of 2
r + 1 hypercubes where each 
hypercube is called a cluster. There are two kinds of links: the links in a cluster are called cube links and the links 
between two different clusters are called cross links. Each node in a Dr has r cube links and only one cross link.
In a parallel processing system, multiple nodes are used together simultaneously, and they communicate with 
each other based on message passing. Therefore, how to route messages is a very important issue on performance of 
parallel processing systems. Furthermore, if the number of nodes will increase, the probability of occurrence of 
faulty nodes will also increase. Accordingly, for the better performance, finding a shorter path of routing between a 
source node and a destination node is an important issue in a parallel processing system with faulty nodes.
In general, an efficient fault-tolerant routing algorithm must satisfy the following two conditions. First, for a 
source node and a destination node, it must find a fault-free path. Second, each node should store small amount of 
information for time and space complexities4. Therefore, in this paper, we will use an approach based on a limited-
global-information model2,6,7,8.
There are three approaches: local-information-based, global-information-based, and limited-global-information-
based to collect information regarding faulty nodes in a system. In a local-information-based approach, each node 
collects fault information of neighbor nodes only, and forwards a message to a destination node. Hence, only small 
amount of space complexity is used in this approach. However, the approach may induce many backtracks and long
path lengths. On the other hand, in a global-information-based approach, each node collects fault information of all 
of the nodes in the system. Hence, it can forward a message along a shortest fault-free path to the destination. 
However, this approach would be impractical since it must collect global information and the process requires huge 
time and space complexities. A limited-global-information-based approach is an eclectic approach between a local-
information-based one and a global-information-based one2. In the limited-global-information-based approach, each 
node collects abstracted faulty information of all of the nodes in the system7, and forwards a message to the 
destination node along a quasi optimal path based on the information.
It is important to design the abstracted faulty information of all of the nodes in the system to work with the 
routing algorithm in the limited-global-information-based approach. If so, the routing algorithm based on the limited 
global information can generally achieve an optimal or a quasi optimal solution by requiring a simple process to 
collect and maintain information regarding faulty nodes of the neighbor nodes9.
The rest of this paper is structured as follows. In Section 2, we survey the related works. Section 3 describes the 
dual-cube architecture and introduces requisite notations. Next, in Section 4, we introduce the routing probabilities 
in a hypercube with faulty links and show how to calculate them. Moreover, we propose our fault-tolerant routing 
algorithm in Section 5, and carry on a computer experiment in Section 6. Finally, Section 7 concludes this paper and 
presents some future works.
2. Related works
This section explains several researches related to the dual-cube after it has been introduced.
Li and Peng have introduced efficient routing and broadcasting algorithms in a non-faulty dual-cube. They have 
shown that the broadcasting in the dual-cube can be completed in optimal time under the restricted one-port 
communication model10.
Li et al. have extended the broadcasting algorithm to all-to-all broadcast for collective communication11. In 
addition, they have shown that a fault-free Hamiltonian cycle can be constructed in a Dr with (r  1) faulty links12,13.
Shih et al. were also involved in a study on Hamiltonian cycles in the dual-cube. They have proved that a Dr (r 
2) contains (n + 1) mutually independent Hamiltonian cycles5.
Jiang and Wu have proposed a fault-tolerant routing algorithm based on limited global information2. They have 
applied the safety level approach, which is based on limited global information for a hypercube, to each cluster of 
the dual-cube. Their routing algorithm makes use of the safety levels when the message is forwarded inside clusters. 
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However, this approach cannot make each node have any information of other clusters. Hence, if the intermediate 
node that connects to another cluster including the destination node is faulty, the routing always fails.
Yukita et al.7 have proposed a new algorithm that addresses the problem caused by the algorithm by Jiang and 
Wu. The algorithm by Yukita et al. utilizes detours by using a fact that there are multiple disjoint shortest paths 
between a source node and a destination node in a dual-cube. However, this approach also makes use of limited 
global information only in clusters.
Therefore, in this study, we introduce new limited global information that covers a whole dual-cube, and propose 
a routing algorithm based on the information. In addition, we evaluate performance of our algorithm by conducting a 
computer experiment.
3. Preliminaries
In this section, we define dual-cubes, routing probabilities, and necessary notations.
3.1. Dual-cubes
An (r + 1)-connected dual-cube, Dr, is an undirected regular graph. A Dr consists of two classes: 0 and 1, and 
each class includes 2r clusters each of which forms an r-dimensional hypercube Qr. Hence, the total number of 
nodes in a Dr is 2
2r + 1. The links that form a cluster are called cube links while links between different clusters are 
called cross links. An arbitrary node a has a unique (2r + 1)-bit address (a2r + 1, a2r, …, a1) where ai  {0, 1} (1 d i d
2r + 1).
The node address consists of three parts: a bit of classID , r bits of clusterID, and r bits of nodeID.
The most significant bit of the address of a node represents its classID. The positions of the clusterID and the 
nodeID depend on the classID. That is, if the classID is 0, then the clusterID is located to the right position of the 
classID, and the nodeID is located to the right position of the clusterID. Otherwise, if the classID is 1, then the 
nodeID is located to the right position of the classID, and the clusterID is located to the right position of the nodeID.
A link exists between two nodes u = (u2r+1, u2r, …, u1) and v = (v2r+1, v2r, …, v1), if and only if they differ in 
exactly one bit position with either in classID or nodeID.
Figure 1 shows an example of a D2.
Fig. 1. A dual-cube D2
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For two nodes a and b in a Dr, the distance between them dst(a, b) can be calculated as follows. If a and b are in a
same cluster, or in two clusters of different classes, dst(a, b) is equal to their Hamming distance H(a, b), that is, the 
number of positions at which the corresponding bits are different. Otherwise, dst(a, b) is greater than the Hamming 
distance by 2. In other words, dst(a, b) can be represented as follows:
dst(a, b) =
H(a, b) + 2 (a and b are in different clusters of a same class),
H(a, b) (otherwise).
For a node a = (a2r + 1, a2r, …, a1) in a Dr, a set of neighbor nodes N(a) is defined as follows:
N(a) = {n | H(a, n) = 1} \ {n | H(a, n) = 1, r(1  a2r + 1) + 1  log2(a  n)  r(2  a2r + 1) }
There are no adjacent nodes between two clusters of a same class. If H(a, b) = 1 and ai z bi (1  i  2r + 1) where 
ai (or bi) is not in clusterID, the nodes a and b are adjacent. Therefore, in a Dr, each node has (r + 1) neighbor nodes.
For two nodes a and b in a Dr, let N0(a, b) be a sub set of N(a) whose elements are on the shortest paths from 
node a to node b. The sub set N0(a, b) is called preferred neighbor nodes and formally defined as follows:
N0(a, b) = {n | n א N(a), dst(n, b)  dst(a, b)  1}
On the other hand, for two nodes a and b in a Dr, let N1(a, b) be a sub set of N(a) whose elements are not on the 
shortest paths from node a to node b. The sub set N1(a, b) is called spare neighbor nodes and formally defined as 
follows:
N1(a, b) = {n | n א N(a), dst(a, b)  dst(n, b)}
Note that N0(a, b)  N1(a, b) =  and N0(a, b)  N1(a, b) = N(a). Also, note that |N0(a, b)| = dst(a, b) and |N1(a, b)| = 
n  dst(a, b) in an n-dimensional hypercube Qn.
3.2. Routing probabilities
In this section, we explain the concept of routing probabilities introduced by Lam et al.5 that are useful for link-
fault-tolerant routing in an n-dimensional hypercube Qn. Let F be a set of faulty edges in a Qn, and we do not 
consider any faulty node. For a node a, the routing probability Pd(a) represents the probability that a fault-free path 
can be constructed from a to an arbitrary node b where H(a, b) = d. In order to calculate the routing probabilities
exactly, it takes much time. Therefore, we use approximate values that can be calculated easily.
First, we introduce a connectivity function J that indicates whether a link e is faulty or not:
J(e) = 0 (e  F),
1 (otherwise).
Let F and J be a set of faulty edges and a connectivity function in a Qn, respectively. Then, the routing 
probabilities Pd(a) of a node a with respect to a distance d is defined as follows:
Pd(a) =
1 (d = 0),
6I  N(a), |I| = d maxn  I {J(a, n) Pd – 1(n)} / nCd (1 d d d n).
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The definition of routing probabilities Pd(a) can be interpreted as follows. First, an arbitrary node can send a 
message to itself with probability 1. Then, P0(a) = 1. For a node a and a distance d (1 d d d n) if we take a node b
where H(a, b) = d, then the set of the preferred neighbor nodes N0(a, b) is uniquely specified. Hence, by taking all 
sub sets I of neighbor nodes N(a) of a whose cardinality is equal to d, we can consider all destination nodes b with 
H(a, b) = d. The maximum value, maxn  I{Pd – 1(n) J(a, n)}, of the products of the values of the connectivity 
function and the routing probabilities with respect to a distance (d – 1) of neighbor nodes in a sub set I represents the 
routing probability for b. Then, by calculating their average value, we can obtain the approximate value of the 
routing probability of a with respect to a distance d. For example, let us consider a node a and its neighbor nodes n1,
n2, and n3 in a non-faulty Q3. If P1(n1) = 0.1, P1(n2) = 0.2, and P1(n3) = 0.3, then P2(a) can be calculated by taking 
the average of max{P1(n1), P1(n2)} = 0.2, max{P1(n1), P1(n3)} = 0.3, and max{P1(n2), P1(n3)} = 0.3. Hence, we can 
have P2(a) = 0.267.
Moreover, the calculation of Pd(a) can be much simplified as follows:
Pd(a) = (6
n
k = 1 k  1Cd  1 pk) / nCd.
where p1 p2 ...  pn are obtained by sorting in the ascending order the products of the values of the connectivity 
function and the routing probabilities of the neighbor nodes of a with respect to a distance (d  1).
4. Our Approach
As shown in the definition, an (r + 1)-connected dual-cube, Dr, can be obtained by eliminating links from a (2r +
1)-dimensional hypercube Q2r + 1. Therefore, in this study, we apply the link-fault-tolerant routing algorithm by Lam 
et al.5 to a Dr by regarding it a Q2r + 1 with faulty links, and evaluate effectiveness of this approach.
4.1. Routing probabilities
In this section, we give a procedure called CRP to calculate the routing probability of a node a with respect to a 
distance d in a Dr. That is, when the parallel system starts, Procedure CRP shown in Figure 2 is invoked at each node 
a and the routing probabilities Pd(a) with respect to distances d = 0, 1, … are calculated by exchanging information 
Pd  1(a) with its neighbor nodes.
Procedure CRP(a, r)
begin
P0(a) := 1;
for d := 1 to 2 * r + 1 do begin
send Pd  1(a) to each n  N(a);
receive J(a, n) Pd  1(n) from each n  N(a);
sort them to obtain p1  p2 ...  p2r + 1;
Pd(a) := (6
2
k
r
=
+
1
1
k  1Cd  1 pk) / 2r + 1Cd
end;
send P2r + 1(a) to each n  N(a);
receive J(a, n) P2r + 1(n) from each n  N(a)
end
Fig. 2. Procedure to calculate routing probabilities
When Procedure CRP terminates, each node a in a Dr can store J(a, n) Pd(n) (n  N(a), 1 d d d 2r + 1).
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4.2. Routing algorithm
In this section, we describe our fault-tolerant routing algorithm called JRA in a dual-cube with faulty nodes. 
Since the routing probabilities are used for a hypercube with faulty links, the faulty nodes in a dual-cube are mapped 
to faulty links. That is, if a node a is faulty, then all of the links that are incident to a are regarded faulty. In other
words, for any faulty node a, {(a, n) | n  N(a)}  F holds. In the rest of this paper, we do not presume existence of 
faulty nodes.
Now, we assume that each node a in an (r + 1)-connected dual-cube Dr has the routing probabilities J(a, n) Pd(n)
of its neighbor nodes n ( N(a)) with respect to distances d (0 d d d 2r + 1). Then, our fault-tolerant routing 
algorithm JRA establishes a fault-free path between an arbitrary pair of a source node s and a destination node d.
Let c be the node that has a message for a destination d. Our algorithm JRA first tries to select a node from its 
preferred neighbor nodes N0(c, d) to forward the message to it. Because dst(n, d) = dst(c, d)  1 holds for any node n
in N0(c, d), Algorithm JRA tries to select a node n ( N0(c, d)) such that n has the largest J(a, n) Pd  1(n). If J(a, n)
Pd  1(n) = 0 for any node n ( N0(c, d)), Algorithm JRA tries to select a node from its spare neighbor nodes N1(c, d)
to forward the message to it. Because dst(n, d) = dst(c, d) + 1 holds for any node n in N1(c, d), Algorithm JRA tries 
to select a node n ( N0(c, d)) such that n has the largest J(a, n) Pd + 1(n). If two neighbor nodes c  2i and c  2j (i
> j) attain the maximum routing probability, the neighbor node along the higher dimension c  2i is selected. For 
example, if two neighbor nodes n1 = (01011) and n2 = (01000) of a node u = (01001) in a D2 attain the maximum 
routing probability, n1 is selected since it is along the dimension 1 while n2 is along the dimension 0.
To avoid a situation where the selected neighbor node n is surrounded by faulty links except for (a, n) (see Figure 
3), Algorithm JRA checks whether P1(n) is more than 1 / (2r + 1) or not. Since P1(n) is at most 1 / (2r + 1) in that 
situation, Algorithm JRA is able to refrain from forwarding the message to n if P1(n) d 1 / (2r + 1). Figure 4 shows 
Algorithm JRA written in pseudo code.
Fig. 3. An example of routing failure
5. Performance Evaluation
In this section, we describe the detail of a computer experiment to compare our algorithm with the algorithm 
proposed by Yukita et al.7 and its results. Their algorithm is called YRA in the rest of this paper.
Algorithm YRA calculates a limited global information called safety levels in each of 2(r+1) clusters in a Dr. Then, 
it makes use of the information for fault-tolerant routing in the Dr. If the source node and the destination nodes exist 
in a same cluster, Algorithm YRA can achieve a high ratio of successful routings. Moreover, Yukita et al. have 
proposed a routing algorithm that utilizes safety levels even if the source node and the destination nodes are located 
into different clusters. By considering the relative positions of the source node and the destination nodes (that is,
different clusters in a same class or different clusters in different classes), intermediate nodes, and the previous 
nodes, they have tried to increase the ratio of successful routings.
We repeated the following steps for 10,000 times in each Dr (3 d r d 6) with ratios of faulty nodes, 0.0, 0.1, …,
0.9:
a n
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procedure JRA(c, d)
begin
d := H(c, d);
if d = 0 then deliver the message to d;
n* := maxn א N0(c, d){Pd  1(n)};
if Pd  1(n*) > 0 and
d > 2 and P1(n*) > 1 / (2 * r + 1)
then JRA(n*, d)
else begin
n* := maxn א N1(c, d){Pd + 1(n*)};
if Pd  1(n*) > 0 then P1(n*) > 1 / (2 * r + 1)
then JRA(n*, d)
else exit(’delivery failed’)
end
end
Fig. 4. Algorithm JRA
Step 1) First, based on the ratio of faulty nodes, we select faulty nodes randomly. 
Step 2) We pick up two non-faulty nodes s and d that are connected.
Step 3) Apply Algorithms JRA and YRA, and measure the ratios of successful routings.
Figures 5 to 8 show the ratios of successful routings by Algorithms JRA and YRA in D3, D4, D5, and D6,
respectively. As a result, Algorithm JRA showed better performance than Algorithm YRA in each dual-cube.
Fig. 5. Ratio of successful routings in D3
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Fig. 6. Ratio of successful routings in D4
Fig. 7. Ratio of successful routings in D5
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Fig. 8. Ratio of successful routings in D6
To check the statistical significance of Algorithm JRA to Algorithm YRA, we have conducted hypothesis tests. As 
a result of Wilcoxon rank sum test, we could not unfortunately observe any significant difference between two 
algorithms (D3: W = 59, p = 0.52; D4: W = 62.5, p = 0.36; D5: W = 62.5, p = 0.36; D6: W = 66.5, p = 0.23). However, 
we can observe that the maximum differences of the ratios of successful routings between two algorithms increase 
while r of a Dr increases (D3: 0.1114 (ratio of faulty nodes: 0.6); D4: 0.1963 (ratio of faulty nodes: 0.7); D5: 0.2889
(ratio of faulty nodes: 0.3); D6: 0.4232 (ratio of faulty nodes: 0.3)). Hence, Algorithm JRA seems promising when 
the parallel system contains very many nodes.
6. Conclusion and Future Works
In this paper, we have proposed a fault-tolerant routing algorithm for an r-connected dual-cube network based on 
approximate routing probabilities. The routing probabilities represent ability of routing to arbitrary node at a specific 
distance.
By conducting a computer experiment, we have demonstrated that our algorithm shows better performance than 
the algorithm proposed by Yukita et al. By regarding a dual-cube a sub graph of a hypercube, we have shown that a 
good link-fault-tolerant algorithm proposed in a hypercube is applicable to a dual-cube.
Future works include development of better limited-global information such as better approximate routing 
probabilities as well as a better routing algorithm based on them. By specializing the algorithm to a dual-cube, we 
can expect that a higher ratio of successful routing is attained. Also, future works include application of directed 
approximate routing probabilities. By extending the directed approximate routable probabilities proposed by Duong 
et al.4 so that they can be used for link-fault-tolerant routing in a hypercube, we can expect that the ratio of 
successful routings may be increased.
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