A critical problem in pre-Silicon and post-Silicon validation of analog/mixed-signal circuits is to estimate the distribution of circuit performances, from which the probability of failure and parametric yield can be estimated at all circuit configurations and corners. With extremely small sample size, traditional estimators are only capable of achieving a very low confidence level, leading to either over-validation or under-validation. In this paper, we propose a multipopulation moment estimation method that significantly improves estimation accuracy under small sample size. In fact, the proposed estimator is theoretically guaranteed to outperform usual moment estimators. The key idea is to exploit the fact that simulation and measurement data collected under different circuit configurations and corners can be correlated, and are conditionally independent. We exploit such correlation among different populations by employing a Bayesian framework, i.e., by learning a prior distribution and applying maximum a posteriori estimation using the prior. We apply the proposed method to several datasets including post-silicon measurements of a commercial highspeed I/O link, and demonstrate an average error reduction of up to 2×, which can be equivalently translated to significant reduction of validation time and cost.
INTRODUCTION
In various product validation disciplines (e.g., pre-Silicon simulation-based validation, post-Silicon measurement-based validation), it is critical to make statistically valid predictions of circuit performances. This requirement boils down to the problem of estimating the probability distribution of circuit performance metrics of interest. From this distribution, we may also compute the probability of failure (PoF) or yield. The common practice is to estimate the moments of a distribution. In particular, if the distribution of performance metrics is Gaussian, the distribution is fully characterized by its first two moments, i.e., mean and variance. With abundant data, sample mean and sample variance converge to Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. DAC '13 the actual mean and variance, as guaranteed by the law of large numbers and central limit theorem [1] .
However, in practice, simulation and measurement are both time and cost consuming [2, 3, 4] . For example, postlayout simulation can be slow, especially for circuits such as SRAM/PLL where extremely small time steps are required for high accuracy. As another example, during postSilicon validation, due to the time-line of product releases, only a limited amount of measurement may be performed within the post-Silicon time-frame. In addition, the measurement of performance metrics, such as Bit-Error-Ratio and Time/Voltage Margins of high-speed I/O links, takes a long time, and requires expensive equipment (such as BER testers) [5, 6, 7] .
Furthermore, for the validation of products, there are many corners and configurations to be covered. As an example, in I/O link validation, in addition to common process, voltage and temperature (PVT) corners, we must also validate against different board/add-in card configurations, input patterns, different equalization settings, etc.. Therefore, with the time and cost constraints of simulation and measurement, an extremely small number (1 to 5) of data is available at each corner or configuration.
We call the above problem the small-sample-size problem. This problem makes most statistical analysis tools/algorithms not applicable because they are built upon the assumption that "enough" data is available for valid statistical estimation. When the assumption is broken, we obtain low confidence in the estimated quantities. In another word, this means that we may either under-validate or over-validate the circuit. Similar to over-design and under-design, overvalidation and under-validation are as harmful, if not more, in terms of cost and time-to-market. Unfortunately, there is few existing satisfying solution to get around this problem. To the best of our knowledge, the usual practice is to increase the sample size as much as possible to reach a certain confidence level, or to set an empirical guard-band on top of the estimation. There is a recent work [8] that considers a similar problem, but for performance modeling. Another recently published technique [9] solves a similar problem for post-layout performance distribution estimation, but with mildly small number of samples (50 or more).
It is also important to point out that in many situations, it is necessary to estimate the distribution at each corner/configuration, for which we only have 1 to 5 samples. For example, to validate I/O interfaces such as PCIE[10] and DDR [11] , it is critical to make sure that the interface works properly with different boards and add-in cards/DIMMs. Therefore, for each board and add-in card, the distribution of the BER must be estimated separately. It is inappropriate to mix the measurements under different configurations, because even with a low overall PoF, we may obtain a very high PoF at a particular configuration. In this case, combining data from all configurations does not help us to increase the sample size. In fact, estimating the overall distribution can lead to misleading validation results.
In this paper, we propose a technique to efficiently estimate the mean and standard deviation of circuit performance distributions under the small-sample-size constraint. The key idea of the method is to exploit correlation in data collected at multiple populations to improve the accuracy of the proposed estimator. In particular, we emphasize that data collected at different design stages, different configurations and different corners are not independent, but are correlated. Taking advantage of this non-intuitive fact leads to a theoretically guaranteed better estimator. In comparison to sample mean/standard deviation estimators, our method achieves an average error reduction of up to 2×, for examples obtained from measurement of commercial designs.
Mathematically, we employ Bayesian inference [12] to fuse conditionally independent data. The method is composed of two steps. First, the Maximum Likelihood (ML) method is used to learn a prior distribution of mean/standard deviation from data collected at multiple populations. Second, the prior learned in the first step is used to obtain the Maximum A Posteriori (MAP) estimation of mean and standard deviation. The two steps are formulated as two optimization problems. Based on this formulation, we further propose a relaxed algorithm, to alleviate the computational burden.
While this paper focuses on derivations for the mean and standard deviation estimation, our formulation is general, and it incorporates estimation of moments of any order. Our formulation is also general to cover many application scenarios, depending on the availability of different data sets. In particular, the following two scenarios are commonly seen in practice:
1. Given early stage data, or empirical results, estimate the mean and standard deviation at a targeted configuration. 2. Given data at multiple configurations, estimate the mean and standard deviation at each configuration.
The rest of paper is organized as follows. Sec. 2 formulates the problem and describes the small-sample-size problem. Sec. 3 discusses and derives the multi-population estimation algorithm based on the Bayesian framework. Sec. 4 presents experimental results on several datasets to demonstrate the advantages of the proposed method.
BACKGROUND AND PROBLEM FORMU-LATION
For simplicity, in this paper, we consider the problem of estimating a single performance metric, denoted by x, which depends on many parameters such as process parameters, voltage, temperature, board, add-in card, etc.. The performance metric x also depends (indirectly) on time, because a subset of the parameters, such as process parameters, also change over time.
As an example application, we consider the problem of post-Silicon validation of I/O interfaces. In this application, a configuration is defined by fixing the values of a subset of the parameters. By considering variability of all other parameters, x has a distribution at each configuration. For example, a configuration of an I/O link can be defined by the combination of a specific board and a specific add-in card. The variability of time/voltage margin (of the eye diagram) is caused by parameter variations such as PVT variations. Measurement of margins is repeated at each configuration for each Silicon stepping, and the goal of validation is to ensure that PoF meets the specification at each stepping and at each configuration.
Problem Formulation
To formalize the above description, we define a population to be a specific (corner, configuration, stepping) combination, and suppose that there are P populations. For each population, we define a random variable xi, (i = 1, · · · , P ) to model the variability of the performance metric at the corresponding (corner, configuration, stepping) combination, and xi satisfies a Gaussian distribution xi ∼ N (µi, σ T and σ = [σ1 · · · , σP ] T . For each population, we obtain a set of independent observations Xi = {xi,1, · · · , xi,N i }, where Ni is the sample size of the i-th population. (For simplicity, we consider the case where N1 = · · · = NP = N throughout the paper. Extension to the more general case is straightforward. Each element in Xi corresponds to one independent measurement at the i-th population. The problem we aim to address is to estimate µi's and σi's given the observations {X1, · · · , XP }, with the special constraint that Ni's are very small.
Low Confidence under Small Sample Size
For a specific population, the most widely used estimator for mean and variance is the sample meanxi and sample variance Si, respectively,
Sincexi ∼ N (µi,
If the standard deviation of an unbiased estimator is used as a measure of accuracy and confidence level, Eqn. (2) shows that the accuracy of both sample mean and variance estimators depend on Ni. As Ni approaches infinity, the error converges to 0. However, when Ni is small, both estimators suffer from significant error.
MULTI-POPULATION MOMENT ESTI-MATION

Overview
As is evident in Sec. 2.2, if each population is treated independently, there is little room for improvement. In contrast, our method views data at different populations as correlated, and it tries to exploit such correlation to improve the accuracy of the estimator.
Mathematically, out method employs a Bayesian framework, and consists of two steps, as shown in Fig. 1 . First, it learns a prior distribution of p(µ, σ) from data at all populations, using maximum likelihood estimation. Second, it applies Maximum A Posteriori estimation to each population using the prior distribution learned from the first step. To give an intuitive idea of why methods other than sample mean/variance can be much better, we consider two special examples. It can be shown that the estimators described in the two examples can be thought of as special cases of our proposed method.
Example 3.1 (unequal mean, equal variance).
Assume that µi's are different, and σ1 = · · · = σP = σ, and consider the problem of estimating σ 2 . Since Si ∼
, we obtain an unbiased estimator for σ
from which Std(
. Hence, the estimation error decreases as P increases, and is smaller than Std(Si).
Example 3.2 (equal mean, unequal variance).
Assume that µ1 = · · · = µP = µ, and σi's are different, and consider the problem of estimating µ. Sincexi ∼ N (µ,
, we obtain an unbiased estimator for µ
As P increases, the variance of
decreases. This shows that when there are many populations, we may achieve a very accurate estimate of µ.
Note, however, Eqn. (4) is not the "best" estimator. Intuitively, consider an estimator of µ which is a linear combination ofxi's. Then, more weight should be given toxi if σi is smaller. However, we omit the derivation since the actual expression is rather involved.
Choice of Prior Distributions
Intuitively, prior distributions for µi's and σi's, denoted by p(µi) and p(σi) respectively, describe our belief about the correlation among µi's and σi's. We stress that µi's and σi's are fixed quantities at each population, and we simply model the variation across populations by imposing a prior distribution. In Example 3.1, σ1 = · · · = σP corresponds to a Dirac distribution p(σi) = δ(σi − σ). In Example 3.2, µ1 = · · · = µP corresponds to a Dirac distribution p(µi) = δ(µi − µ). In a real application, however, it is too strong to claim a priori that µi's and σi's at all populations are the same.
Rather, it is often seen that µi's and σi's at different populations are similar, but not equal. This observation makes a lot of sense, especially for circuits designed to account for variability. For example, many circuits have compensation loops and self-reconfigurable features that cancel out the effects due to certain variability, which effectively pushes µi's towards each other. On the other hand, the variance in the circuit performance is usually caused by a small set of parameters (such as critical process parameters, temperature, voltage), and the dependency at different configurations tends to be similar, which effectively pushes σi towards each other.
Based on the above observation, we choose to use uniform priors for µi's and σi's, i.e.,
where a, b, c, d ∈ R, c, d ≥ 0. Note that the Dirac prior is an extreme case of the uniform prior when |b − a| and |d − c| become 0. While the derivations in the rest of the paper will be based on the choice of uniform prior, there is no limitation to incorporate other types of prior distributions in our method in Fig. 1 . For example, one may use a Gaussian prior, or even any arbitrary probability distribution. Furthermore, even µi and σi can be correlated, in which case we may define an arbitrary joint distribution p(µ, σ) as the prior distribution. However, in order for the method to work well, the prior distribution must roughly reflect the relationships of µi's and σi's in reality.
We stress again that although we apply a prior distribution to µ and σ, µi's and σi's are fixed quantities for each population, rather than random variables. The prior distribution is simply a statistical tool to describe how µi's and σi's are correlated.
It will be shown later that using a uniform prior distribution effectively applies a bound on the estimated quantities. Therefore, the process of learning a uniform prior can be thought of obtaining a bound on the quantities to be estimated, and the probability distribution can be thought of as a mathematical tool to model correlation.
Learning a Prior Distribution
The first step in our method is to learn a prior distribution from data collected at all populations. We employ the maximum likelihood approach to learn the prior p(µi, σi|θ), where θ are hyper-parameters of the prior distribution. This problem can be formulated as an optimization problem
where p(X1, · · · XP |θ) is the likelihood function. We may either use a nonlinear optimizer to solve for the optimal θ, or we may derive closed-form solutions by solving
In our formulation, the likelihood function can be computed by
where the second equality is due to two conditional independences, (X1 ⊥ · · · ⊥ XP |µ, σ) 1 and ({µ1, σ1} ⊥ · · · ⊥ {µP , σP }|θ). The integral Eqn. (8) can be computed by numerical integration, or we may derive its closed-form expression for special prior distributions.
In our formulation, we choose a uniform prior on µi's, as defined in Eqn. (5) . To write it in the form of p(µi, σi|θ),
T . We further assume that µi and σi are independent given θ.
Therefore
For each population, xi satisfies the Gaussian distribution N (µi, σ 2 i ), and therefore
Inserting Eqn. (9) and Eqn. (10) into Eqn. (8), we need to compute for each i,
where the integral with respect to µi is
where Z is a normalizing constant, and Φ(·) is the CDF of the standard normal distribution. (Unfortunately, the integral in terms of σi is more involved, and we compute it by numerical methods.) Eqn. (11) can then be inserted into Eqn. (8) to compute the likelihood function.
Maximum A Posteriori Estimation of µ and
σ Once the prior p(µi, σi|θ) is learned, MAP estimation can be applied to obtain a point estimate of µi's and σi's. MAP formulation searches for the values of µi's and σi's that maximize the posterior distribution, i.e., it solves maximize µ i ,σ i p(µi, σi|Xi).
According to Bayes' rule,
1 The notation (A ⊥ B|C) means that A and B are conditionally independent given C.
where p(Xi|µi, σi) is derived in Eqn. (10), and p(µi, σi) is learned as described in Sec. 3.3. For uniform priors of µi and σi, the right-hand side of Eqn. (14) is 
where µi,MLE and σi,MLE 2 are equal to the sample mean and standard deviation, respectively [1] .
Algorithm and Relaxation
Summarizing Sec. 3.3 and Sec. 3.4, our proposed algorithm consists of two steps, as shown in Algorithm 1.
Solve maximize (13)) for (µi, σi)
4: end for
As mentioned, the computation of the integral for σi in Eqn. (11) is quite involved. To migrate this problem, we may relax the optimization to an easier one
where σ is known, and only hyper-parameters (a, b) of the mean prior are searched for. However, in this formulation σi obtained in Eqn. (13) is dependent on µi (and hence (a, b)). The algorithm has to be modified to ensure that all the estimated quantities converge. The modified algorithm with the above relaxation is shown in Algorithm 2. In step 1, we use sample mean/variance computed at each population as an initial guess for µ and σ, and the guess for (a, b) is computed by a = min(µ1, · · · , µP ) and b = max(µ1, · · · , µP ). Then we iteratively solve for (a, b), µi's and σi's until the convergence criteria in Algorithm 2 is satisfied.
Connections to Empirical Bayes Estimators
The ideas presented in this paper follow the philosophy of a class of Bayesian estimators, called Empirical Bayes estimators (EB) [13] . EB applies Bayes' rule to obtain either a point estimation or a posterior distribution of the parameters to be estimated. Unlike standard Bayesian methods that specify an arbitrary prior, EB learns the prior distribution from data. In particular, if a Gaussian prior is used for Algorithm 2 Multi-Population Moment Estimation with Relaxation Given: X1, · · · , XP ; ǫ (tolerance for convergence). Outputs: (µi, σi), i = 1, · · · , P .
1: Compute the initial guess for a, b, µ, σ. 2: repeat 3:
Solve maximize
Solve maximize [14] for the mean. Particularly, a nice feature of the James-Stein estimator is that it is "superior" to the sample mean estimate, in the sense that the expected sum of mean square error of µi's at all populations is smaller than that of the sample mean estimator, i.e.
where µi is the actual mean, µ
JS i
is the James-Stein estimator andxi is the sample mean. One can show that if the Gaussian prior on µi's is used in our method, we obtain an estimator very similar to the James-Stein estimator, and Eqn. (19) still holds.
Unlike the James-Stein estimator, our method allows for more general prior distributions. Specifically, we have derived the case for uniform priors. We will show in Sec. 4 that our method can significantly out-perform sample mean/variance estimators.
Possible Limitations
Although our method may obtain a theoretically better overall estimate according to conclusions such as Eqn. (19), it can be the case, theoretically, that for a specific population, our method introduces a large bias.
As an extreme example, consider 100 populations, each with 1 observation, and µ1 = · · · = µ99 = 0, µ100 = 1, σ1 = · · · = σ100 = 1.Effectively, our method will shrink the estimated mean towards 0. Therefore, for the 100-th population, the bias can be large.
However, due to the reasons mentioned in Sec. 3.2, such extremely pathological cases are unlikely to happen. Even if it happens, the outliers can be easily identified in a preprocessing step, and therefore accuracy will not be compromised by outliers.
Practical Implementation
It should be noted that the optimization problems in Algorithm 1 and Algorithm 2 may not be convex, and may have multiple local optimal points. There is no guarantee that our method will find the global optima. However, since initial guesses are estimated from the same data, the optimizer has a good guess start with, and is less affected by local optimal points.
To alleviate the computational cost associated with solving the optimization problems, we may impose an empirical prior distribution, instead of learning one from data. For example, experienced designers may have a good idea of the range of σi at each population -in this case, a uniform prior for σi's can be applied. However, empirical priors should be used with great caution, since it may incur unexpected bias. To be less biased, one may apply cross-validation [15] to check the validity of the empirical prior.
EXPERIMENTAL RESULTS
In this section, we apply the proposed method to two examples to show its accuracy and efficiency compared to sample mean/variance estimators. The first example is a set of artificial datasets to illustrate the advantage of our proposed method. The second example is a data set composed of time margin (eye width) measurements of a commercial high-speed I/O link. For notational convenience, we denotê µi andσi to be the estimation computed by our method, and µ i,sample and σ i,sample to be the sample mean and sample standard deviation.
Illustrative Examples
In this example, we generate two sets of artificial data to illustrate the advantages of the proposed method in comparison with sample mean and variance estimators.
The data is generated as follows:
To compare (μi,σi) and (µ i,sample , σ i,sample ), we independently sample Xi (with µi's and σi's fixed) 500 times, and compute both estimators. We compare histograms of both mean/standard deviation estimators, as well as histograms of overall error for mean ǫµ and for standard deviation ǫσ, defined by
Dataset 1
In the first dataset, we set a = 0.9, b = 1.1, c = 0.9, d = 1.1, N = 5, P = 20 which corresponds to the scenario where µi's are similar, σi's are similar, and the standard deviation of µi's is comparable to the value of σi's. Fig. 2 show the histograms of the mean and standard deviation estimations for 500 repeats at one population where µi = 0.9067, σi = 0.9786. It is seen that the variance ofμ is much smaller than that of µ sample . By using a prior learned from multiple populations, we successfully reduce the variance of the estimator. On the other hand,σ is only slightly better than σ sample . This is partly due to the fact that in Algorithm 2, the prior for σi's is removed, and therefore σi's are estimated separately. However, due to the accuracy improvement of µi, the accuracy of σi is also improved.
It should also be mentioned that we choose to show the histogram at this configuration because its µi is the smallest among 20 populations, and therefore is likely to be biased by the prior distribution. However, the bias is almost negligible as can be seen from Fig. 2a . Fig . 3 shows histograms of ǫµ and ǫσ of both methods. From the histograms, we can compute E(ǫμ) = 0.2375, E(ǫµ sample ) = 0.4499, E(ǫσ) = 0.3191 and E(ǫσ sample ) = 0.3431. Hence, on average, our method achieves 2× accuracy improvement on µ. Moreover, the peak of ǫµ appears around 0.05, which implies that most likely, our method may achieve much more than 2× accuracy improvement. We also study the effect of the number of population on the estimation error. Fig. 4 shows histograms for P = 100 (a, b, c, d, N are the same as in dataset 1). Similar to the previous case, we can compute E(ǫμ) = 0.2130, E(ǫµ sample ) = 0.4478, E(ǫσ) = 0.3206 and E(ǫσ sample ) = 0.3467. The average accuracy for P = 100 is slightly better than that of P = 20. However, if we compare Fig. 4 with Fig. 3 , we observe that with P larger, the peak at ǫµ ≃ 0.05 is higher, and there is a much clearer separation between the histograms of two estimators. In particular, for mean estimation, our method almost dominates the sample mean estimator, i.e., with high probability, our method obtains less error than the sample mean estimator. 
Dataset 2
In the second dataset, we set a = 0, b = 2, c = 0.9, d = 1.1, N = 5, P = 20. The major difference from the first dataset is that the standard deviation of the mean at all populations is much larger, and is comparable to the standard deviation for the Gaussian distributions. Intuitively, if (b−a) is large, the data at different population is less correlated. However, for this dataset, our method still out-performs sample mean/standard deviation estimators. Fig. 5 shows the histogram of ǫµ and ǫσ of both methods, from which we can compute E(ǫμ) = 0.3936, E(ǫµ sample ) = 0.4499, E(ǫσ) = 0.3329 and E(ǫσ sample ) = 0.3431. Although the improvement is not as evident as dataset1, we still achieve a relative error improvement of 5% and 1% for mean and standard deviation, respectively. For P = 100, we observe similar trends as in dataset1. 
Validation of High-Speed I/O Links
In I/O link validation, one critical performance metric is Bit-Error-Ratio (BER). For the state-of-the-art high-speed links, the BER is extremely small. For example, in the latest PCIE specification [10], BERspec = 10 −12 with 8Gb/sec data rate. This makes BER measurement a very timeconsuming process. An alternative is to measure the eye width and eye height (a.k.a., time margin (TM) and voltage margin (VM), respectively) of the eye diagram at the receiver, which can be converted to BER under reasonable assumptions. Margin measurement, although much faster than direct BER measurement, is still expensive in terms of time and cost. For a limited time period, only a small number of data can be measured for each configuration.
In this example, we have measured the time margin of 50 dies (randomly sampled) for 8 different configurations. (Note that we measured 50 dies simply for the purpose of validating our algorithm.) The mean and standard deviation at different configurations are shown in Fig. 6 . We have also observed from the histogram that the distribution of time margin can be well approximated by Gaussian distributions. To compare the results of our method and sample mean/standard deviation estimators, we sample Ni data for each configuration from a distribution fitted from the 50 measurements, and apply both methods. We repeat this experiment for 500 times, and compare the statistics of ǫµ and ǫσ.
The histogram of ǫµ for Ni = 3 is shown in Fig. 7a . Similar to dataset1, our method out-performs the sample mean estimator. We also study how ǫµ is affected by the sample size at each configuration. Fig. 7b shows the histogram of ǫµ for both methods for Ni = 11. With Ni larger, the accuracy of bothμ and µ sample is improved, and ǫµ ofμ is peaked around 0.1.
The trend with respect to Ni can be better illustrated by Fig. 8 which shows ǫµ and ǫσ as a function of Ni. Particularly for ǫµ, we observe a consistently 1.5× accuracy improvement over sample mean estimator. It is worth mentioning that as Ni becomes very large, ǫµ of bothμ and µ sample converge towards 0, and there is little advantage of applying our method. However, if Ni is small, our method is much more accurate. 
CONCLUSION
In this paper, we have proposed an efficient method for mean/standard deviation estimation under extremely small sample size. This problem is commonly seen in practice, and directly affects the time and cost associated with both pre-silicon and post-silicon validation, especially for complex analog/mixed-signal circuits. The validation of our method on several datasets, including measurement of commercial I/O links, shows that our method is consistently better than the sample mean/standard deviation estimators, and can achieve up to 2× average accuracy improvement. Furthermore, the accuracy improvement can also be equivalently translated to a potentially large test/validation time reduction.
