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Введение
Одной из наиболее актуальных задач обработки сигналов является подавление
шума. В последнее время для решения этой задачи все чаще применяются мето-
ды, основанные на вейвлет-разложениях функции сигнала, поскольку вейвлет-
разложение обеспечивает экономное представление полезного сигнала. Для по-
давления шума весьма популярными стали методы пороговой обработки, ориен-
тированные на минимизацию среднеквадратичного риска или оценки этого риска
(см. [1–3]). Статистические свойства таких методов и оценок среднеквадратичного
риска подробно исследованы в работах [4–6]. В работе [7] был предложен альтер-
нативный подход, заключающийся в масштабировании вейвлет-коэффициентов и
минимизации функции потерь, основанной на вероятностях ошибок их вычисле-
ния. В данной работе оценивается порядок риска, выраженного через вероятности
ошибок вычисления вейвлет-коэффициентов, и вычисляются оптимальные пара-
метры масштабирования.
1. Вейвлет-разложение и модель данных
Пусть функция 𝑓 , описывающая сигнал, задана на конечном отрезке [𝑎, 𝑏] и
равномерно регулярна по Липшицу с некоторым показателем 𝛾 > 0: 𝑓 ∈ Lip(𝛾).
1Работа выполнена при финансовой поддержке РФФИ (проект №16-07-00736).
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Пусть задана вейвлет-функция 𝜓, которая 𝑀 раз непрерывно дифференцируема
(𝑀 ≥ 𝛾), имеет 𝑀 нулевых моментов, то есть
∞∫︁
−∞
𝑥𝑘𝜓(𝑥)𝑑𝑥 = 0, 𝑘 = 0, . . . ,𝑀 − 1,
и быстро убывает на бесконечности вместе со своими производными, т. е. для всех
0 ≤ 𝑘 ≤𝑀 и любого 𝑚 ∈ N найдется константа 𝐶𝑚, такая что при всех 𝑥 ∈ R⃒⃒⃒
𝜓(𝑘)(𝑥)
⃒⃒⃒
≤ 𝐶𝑚
1 + |𝑥|𝑚 .
При выполнении некоторых дополнительных условий (см. [8]) семейство
{𝜓𝑗,𝑘}𝑗,𝑘∈Z, где 𝜓𝑗,𝑘(𝑥) = 2𝑗/2𝜓(2𝑗𝑥 − 𝑘), образует ортонормированный базис в
𝐿2(R). Индекс 𝑗 называется масштабом, а индекс 𝑘 – сдвигом. Вейвлет-разложение
представляет собой ряд
𝑓 =
∑︁
𝑗,𝑘∈Z
⟨𝑓, 𝜓𝑗,𝑘⟩𝜓𝑗,𝑘.
Известно [8], что при выполнении указанных выше условий найдется такая кон-
станта 𝐶𝑓 > 0, что
|⟨𝑓, 𝜓𝑗,𝑘⟩| ≤ 𝐶𝑓
2𝑗(𝛾+1/2)
. (1)
При цифровой обработке сигналов функция 𝑓 задана в дискретных отсчетах.
Для применения дискретного вейвлет-разложения число этих отсчетов должно
равняться 2𝐽 для некоторого 𝐽 > 0. Дискретное вейвлет-разложение представ-
ляет собой умножение вектора значений функции 𝑓 на ортогональную матрицу,
определяемую вейвлет-функцией 𝜓. При этом дискретные вейвлет-коэффициенты
задаются соотношением 𝜇𝑗,𝑘 = 2𝐽/2⟨𝑓, 𝜓𝑗,𝑘⟩ (см., например, [8]).
Практически всегда в сигнале присутствует шум. В данной работе рассматри-
вается модель сигнала с аддитивным шумом:
𝑋𝑖 = 𝑓𝑖 + 𝑤𝑖, 𝑖 = 1, . . . , 2
𝐽 ,
где 𝑓𝑖 – отсчеты полезного сигнала, а 𝑤𝑖 – независимые случайные величины,
имеющие нормальное распределение с нулевым средним и дисперсией 𝜎2. В си-
лу ортогональности матрицы дискретного вейвлет-разложения для эмпирических
дискретных вейвлет-коэффициентов получается следующая модель:
𝑌𝑗,𝑘 = 𝜇𝑗,𝑘 + 𝑊𝑗,𝑘, 𝑗 = 0, . . . , 𝐽 − 1, 𝑘 = 0, . . . , 2𝑗 − 1,
где случайные величины 𝑊𝑗,𝑘 также независимы и имеют нормальное распреде-
ление с нулевым средним и дисперсией 𝜎2.
2. Метод подавление шума
Для подавления шума обычно используется пороговая обработка, смысл кото-
рой заключается в обнулении коэффициентов, чьи абсолютные значения не превы-
шают заданного порога. Среднеквадратичный риск таких методов имеет меньший
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порядок, чем у линейных методов подавления шума (см. [2]). Асимптотический по-
рядок риска, статистические свойства его оценок, а также методы выбора порога
подробно исследованы (см., например, [1–6]). В работе [7] предложен альтерна-
тивный метод масштабирования вейвлет-коэффициентов и экспериментально по-
казано, что при минимизации вероятностей ошибок вычисления коэффициентов
этот метод в некоторых случаях превосходит пороговую обработку по критерию
отношения сигнал/шум.
Обозначим через 𝑌𝑗,𝑘 оценку вейвлет-коэффициента, которая получается путем
умножения на «масштабирующий» множитель 𝑎𝑗,𝑘 ∈ [0, 1]: 𝑌𝑗,𝑘 = 𝑎𝑗,𝑘𝑌𝑗,𝑘.
Рассмотрим риск, основанный на вероятностях ошибок вычисления вейвлет-
коэффициентов и определяемый для заданного 𝜀 > 0 как
𝑟𝐽(𝑓) =
𝐽−1∑︀
𝑗=0
2𝑗−1∑︀
𝑘=0
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
2𝐽
.
Такое определение риска является обобщением определения, предложенного в [7].
Целью данной работы является вычисление оптимальных множителей 𝑎𝑗,𝑘 и
оценивание максимального порядка риска 𝑟𝐽 пороговой обработки наблюдаемого
сигнала в классе функций 𝑓 ∈ Lip(𝛾):
𝑅𝐽 = sup
𝑓∈Lip(𝛾)
𝑟𝐽(𝑓). (2)
В большинстве следующих соотношений рассматривается только порядок ве-
личины по 𝐽 . Поэтому для сокращения записи будем использовать обозначение 𝐶
для некоторых положительных констант, которые могут зависеть от параметров
модели, но не зависят от 𝐽 . При этом в разных соотношениях одними и теми же
буквами могут обозначаться различные константы.
3. Основные результаты
Пусть функция 𝑔1(𝐽) > 0 сколь угодно медленно убывает по 𝐽 к нулю, 𝑔2(𝐽) > 0
сколь угодно медленно неограниченно возрастает по 𝐽 .
Неравенство (1) дает возможность разбить множество индексов {0, . . . , 𝐽 − 1}
на три класса в зависимости от величины |𝜇𝑗,𝑘|. Пусть индексы 𝑗1 и 𝑗2 (𝑗1 < 𝑗2)
таковы, что:
|𝜇𝑗,𝑘| ≤ 𝐶(𝑔1(𝐽))−(𝛾+1/2), 𝑗1 ≤ 𝑗 ≤ 𝑗2 − 1;
|𝜇𝑗,𝑘| ≤ 𝐶(𝑔2(𝐽))−(𝛾+1/2), 𝑗2 ≤ 𝑗 ≤ 𝐽 − 1.
При этом в силу (1)
𝑗𝑖 =
𝐽
2𝛾 + 1
+ log2 𝑔𝑖(𝐽) + 𝐶, 𝑖 = 1, 2. (3)
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Разобьем сумму в числителе (2) на три составляющие:
𝐽−1∑︁
𝑗=0
2𝑗−1∑︁
𝑘=0
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
=
𝑗1−1∑︁
𝑗=0
2𝑗−1∑︁
𝑘=0
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
+
+
𝑗2−1∑︁
𝑗=𝑗1
2𝑗−1∑︁
𝑘=0
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
+
𝐽−1∑︁
𝑗=𝑗2
2𝑗−1∑︁
𝑘=0
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
≡
≡ 𝑆1 + 𝑆2 + 𝑆3. (4)
Найдем точку минимума по 𝑎𝑗,𝑘 слагаемого в (4), воспользовавшись равенством
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
= Φ
(︂−𝜀− (𝑎𝑗,𝑘 − 1)𝜇𝑗,𝑘
𝑎𝑗,𝑘𝜎
)︂
+ Φ
(︂−𝜀 + (𝑎𝑗,𝑘 − 1)𝜇𝑗,𝑘
𝑎𝑗,𝑘𝜎
)︂
. (5)
Имеем (︁
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁)︁′
𝑎𝑗,𝑘
=
1√
2𝜋
exp
{︃
− (𝑎𝑗,𝑘 − 1)
2𝜇2𝑗,𝑘 + 𝜀
2
2𝑎2𝑗,𝑘𝜎
2
}︃
×
×
[︃
𝜀− 𝜇𝑗,𝑘
𝑎2𝑗,𝑘𝜎
exp
{︃
−𝜀(𝑎𝑗,𝑘 − 1)𝜇𝑗,𝑘
𝑎2𝑗,𝑘𝜎
2
}︃
+
𝜀 + 𝜇𝑗,𝑘
𝑎2𝑗,𝑘𝜎
exp
{︃
𝜀(𝑎𝑗,𝑘 − 1)𝜇𝑗,𝑘
𝑎2𝑗,𝑘𝜎
2
}︃]︃
. (6)
Поэтому для существования нуля производной необходимо выполнение условия
𝜇𝑗,𝑘 − 𝜀
𝜇𝑗,𝑘 + 𝜀
= exp
{︃
2𝜀(𝑎𝑗,𝑘 − 1)𝜇𝑗,𝑘
𝑎2𝑗,𝑘𝜎
2
}︃
. (7)
Заметим, что при |𝜇𝑗,𝑘| ≤ 𝜀 условие (7) не выполняется, поэтому минимум (5)
достигается при 𝑎𝑗,𝑘 = 0 и равен нулю.
При |𝜇𝑗,𝑘| > 𝜀 и 𝑎𝑗,𝑘 ̸= 0 (в точке 𝑎𝑗,𝑘 = 0 в этом случае слагаемые в (4)
принимают максимальные значения) условие (7) эквивалентно
𝑝(𝑎𝑗,𝑘) ≡ 𝜎2ln𝜇𝑗,𝑘 − 𝜀
𝜇𝑗,𝑘 + 𝜀
· 𝑎2𝑗,𝑘 − 2𝜀𝜇𝑗,𝑘 · 𝑎𝑗,𝑘 + 2𝜀𝜇𝑗,𝑘 = 0,
поэтому нули производной достигаются в точках
𝑎
(±)
𝑗,𝑘 =
𝜀𝜇𝑗,𝑘 ±
√︁
𝜀2𝜇2𝑗,𝑘 − 2𝜀𝜇𝑗,𝑘𝜎2ln𝜇𝑗,𝑘−𝜀𝜇𝑗,𝑘+𝜀
𝜎2ln𝜇𝑗,𝑘−𝜀𝜇𝑗,𝑘+𝜀
, (8)
причем подкоренное выражение всегда положительно.
Заметим, что координата абсцисс вершины параболы 𝑝(𝑎𝑗,𝑘) всегда отрицатель-
на, а 𝑝(0) и 𝑝(1) всегда имеют разные знаки. Из этого следует, что наименьший
из корней (8) всегда отрицательный, а наибольший – всегда лежит строго меж-
ду нулем и единицей и является точкой минимума, поскольку производная (6)
переходит в этой точке из отрицательной области в положительную.
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Отрицательным значениям 𝜇𝑗,𝑘 соответствует точка минимума 𝑎
(+)
𝑗,𝑘 , а положи-
тельным – точка минимума 𝑎(−)𝑗,𝑘 . Очевидно, что
lim
𝜇𝑗,𝑘→+∞
𝑎
(−)
𝑗,𝑘 = 1 и lim𝜇𝑗,𝑘→−∞
𝑎
(+)
𝑗,𝑘 = 1.
Поэтому для любого 𝛿 ∈ (0, 1) и достаточно больших |𝜇𝑗,𝑘| выполняется неравен-
ство 𝑎(±)𝑗,𝑘 > 1− 𝛿, а следовательно
P
(︁⃒⃒⃒
𝑌𝑗,𝑘 − 𝜇𝑗,𝑘
⃒⃒⃒
> 𝜀
)︁
≥ Φ
(︂
− 𝜀
(1− 𝛿)𝜎
)︂
. (9)
Воспользуемся изложенными результатами для определения оптимального по-
рядка риска (2). Рассмотрим 𝑆3 из (4). Зафиксируем некоторое положитель-
ное число 𝜀. Заметим, что для любого 𝜀 > 0 найдется такое 𝐽0 = 𝐽0(𝜀), что
𝐶𝑔2(𝐽)
−(𝛾+1/2) ≤ 𝜀 для всех 𝐽 > 𝐽0. Следовательно имеет место соотношение
|𝜇𝑗,𝑘| ≤ 𝜀 для 𝑗2 ≤ 𝑗 ≤ 𝐽 − 1. При этом минимизирующими компоненту риска 𝑆3
коэффициенты 𝑎𝑗,𝑘 = 0 обеспечивают равенство 𝑆3 = 0.
Предположив, что все слагаемые в суммах 𝑆1 и 𝑆2 из (4) отделены от нуля
некоторой константой, получаем, что наихудшим порядком (верхней границей) в
минимаксном смысле для риска (2) является значение порядка (𝑆1 + 𝑆2)/2𝐽 , то
есть 2𝑗2−𝐽 , где 𝑗2 определено в (3).
Теперь найдем нижнюю границу для риска (2). Заметим что для любой кон-
станты 𝐶𝑓 из (1) найдется такая функция 𝑓 ∈ Lip(𝛾), что в неравенстве (1) будет
достигаться равенство для 0 ≤ 𝑗 ≤ 𝑗1−1 (см. [8]). Следовательно, существует такое
𝐽1 > 0, что для всех 𝜀 > 0, 𝛿 ∈ (0, 1) и 𝐽 > 𝐽1 выполняется |𝜇𝑗,𝑘| > 𝜀, 𝑎(±)𝑗,𝑘 > 1− 𝛿
и соотношение (9) при 0 ≤ 𝑗 ≤ 𝑗1 − 1. В этом случае порядок суммы 𝑆1 в (4)
равен числу слагаемых, то есть 2𝑗1 , где 𝑗1 определено в (3). Поскольку сумма 𝑆2
может лишь ухудшить порядок риска, истинное значение риска 𝑅𝐽 имеет порядок
не ниже 2𝑗1−𝐽 , то есть рассматриваемый порядок является нижней оценкой для
истинного порядка риска.
Приведенные рассуждения позволяют сформулировать следующее утвержде-
ние.
Теорема 1. При выборе оптимальных «масштабирующих» множителей 𝑎𝑗,𝑘
риск (2) удовлетворяет неравенствам
𝐶𝑚2
− 2𝛾2𝛾+1𝐽𝑔1(𝐽) ≤ 𝑅𝐽 ≤ 𝐶𝑀2−
2𝛾
2𝛾+1𝐽𝑔2(𝐽),
где 𝐶𝑚 и 𝐶𝑀 – некоторые положительные константы.
Замечание 1. Выражение (2) и, следовательно, оптимальные множители 𝑎𝑗,𝑘 за-
висят от неизвестных величин 𝜇𝑗,𝑘. Для практического применения в определении
риска (2) величины 𝜇𝑗,𝑘 заменяют на оценки максимального правдоподобия (то
есть 𝑌𝑗,𝑘) и вычисляют оптимальные множители 𝑎𝑗,𝑘 для получившейся оценки
риска (см. [7]).
Заключение
Рассмотрен метод построения оценки функции сигнала по зашумленным дан-
ным, основанный на минимизации вероятностей превышения ошибками вычисле-
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ния вейвлет-коэффициентов заданного критического уровня. В модели с аддитив-
ным гауссовским шумом вычисляются оптимальные «масштабирующие» множи-
тели и оценивается порядок риска.
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We consider the method of estimating the signal function from the noised
observations based on the minimization of the probabilities of errors in
calculating the wavelet coefficients. In the model with additive Gaussian
noise we find the optimal parameters and estimate the risk rate.
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