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Introduction générale
L’influence cruciale de l’innovation sur la croissance n’est plus à démontrer.
L’économiste Joseph Schumpeter l’a largement soulignée dans ses différents écrits.
Sous l’effet de la mondialisation et des progrès techniques apportés par les nouvelles
technologies, les entreprises se sont appuyées plus fortement sur l’innovation afin
de consolider leurs places sur le marché, et elles ont dû pour cela accroître leurs
investissements en matière de recherche et développement (R&D).
En 2000, la commission européenne a fixé pour l’union européenne un objectif
chiffré : consacrer 3% du PIB de l’Union Européenne aux dépenses en R&D 1, objectif
dit de Lisbonne. Depuis sa mise en place, cette stratégie n’a pourtant pas réussi à
dynamiser l’économie européenne. L’Europe des 27 est encore loin de l’objectif des
3% fixé en 2000 à Lisbonne. En effet, les dépenses en R&D sont aujourd’hui de 1,9%
en moyenne selon les estimations d’Eurostat. Seules la Suisse (3,6%) et la Finlande
(3,47%) dépassent ce seuil.
Afin d’aider les pays à atteindre ces 3%, l’Europe a mis en place différentes mesures
permettant de dynamiser les dépenses en R&D à travers l’amélioration des partenariats
entre les entreprises et les centres de recherche. Cependant ces mesures n’ont pas
pleinement réussi à relever le défi de l’innovation. L’effort global de la R&D pour
les entreprises plafonne actuellement autour de 0,8% du PIB, loin de l’objectif fixé il y
a 10 ans, qui était de 2% du PIB.
La stratégie de Lisbonne n’a donc pas atteint les objectifs initialement fixés 2.
1. Il est estimé qu’une augmentation de 0,1% dans l’intensité de R&D fait croître le PIB par
habitant de 0,3 à 0,4%.
2. Le parlement européen, dans sa résolution du 10 mars 2010 relative à l’Europe 2020, consacre
un paragraphe aux causes de l’insuccès de la stratégie de Lisbonne, en citant :
– "La faiblesse de la structure de gouvernance" ;
– Le "Manque de responsabilisation" ;
– "L’objectif général extrêmement complexe, fait de trop nombreux objectifs sectoriels" et, enfin,
– "Un excès d’ambition et un manque de précision, d’orientation claire et de transparence".
Source : Rapport d’information déposé par le comité d’évaluation et de contrôle des politiques
publiques sur l’évaluation des incidences de la Stratégie de Lisbonne sur l’économie française,
enregistré à la Présidence de l’Assemblée nationale le 16 février 2012.
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Pourtant, l’innovation c’est-à-dire l’invention de nouveaux produits, l’amélioration
de la qualité ou la réduction du coût de production des biens et services existants, est le
fruit de l’investissement en R&D. La R&D est le terme que nous utilisons pour désigner
les efforts des scientifiques, ingénieurs, entrepreneurs et inventeurs qui développent de
nouvelles connaissances et contribuent à leur diffusion.
Si l’investissement en R&D reste faible dans de nombreux pays européens, c’est
peut-être que les enjeux en sont mal compris : avant d’inventer de nouveaux biens ou
services, il faut accumuler des connaissances nouvelles, articuler de façon nouvelle des
connaissances existantes, créer les conditions favorables à l’exploration de nouveaux
savoirs. C’est précisément en cela que consiste la R&D, mais c’est aussi cela qui en
fait un investissement à très long terme, dont la rentabilité est incertaine et dont
l’appropriation privée est toujours imparfaite. Un enjeu tout à fait crucial et particulier
de la R&D est sa dimension circulatoire : avant de donner lieu à des inventions, les
connaissances nouvelles produites par les activités de R&D doivent circuler. C’est en
effet en se déplaçant dans l’espace que ces connaissances vont d’une part s’enrichir et
se transformer et d’autre part toucher les investisseurs potentiels susceptibles de les
exploiter.
Nous pensons que la bonne circulation des connaissances accroît les succès de la
R&D, ce qui, en retour, incite les entreprises et organisations de recherche publiques à
faire encore plus de R&D. C’est pourquoi il est essentiel de mieux comprendre
la géographie des flux de connaissance et les facteurs qui contribuent à
ce qu’elles circulent plus ou moins bien dans l’espace. Nous faisons de ce
questionnement la problématique centrale de notre thèse.
Dès lors, l’objectif de maximisation de l’output d’innovation n’apparaît plus
uniquement dépendant du choix d’une quantité d’input de R&D (les 3% de l’objectif
de Lisbonne) : il devient aussi dépendant d’un objectif d’optimisation de l’organisation
géographique de la R&D et des flux de connaissance qui en résultent.
Par ailleurs, le phénomène de l’innovation n’est pas le fruit de la R&D d’un individu
isolé dans la mesure où les connaissances des agents sont améliorées par celles d’autres
agents. Ainsi, dès lors que ce processus résulte de l’implication de plusieurs personnes
plus au moins distantes, l’espace a un rôle à jouer dans la dynamique d’accumulation
et de création de connaissances.
Contexte de la recherche
Dans cette thèse, nous partons du principe que la diffusion des connaissances
dans l’espace joue un rôle important dans le processus d’innovation. Une littérature
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foisonnante a étudié la dimension spatiale des phénomènes économiques en général
(Lucas, 1988 ; Romer, 1986 ; Walz, 1996) et de l’innovation en particulier (Caniëls,
2000 ; Carrincazeaux et al., 2001 ; Escribano et al., 2009). Au centre de ces approches
théoriques et empiriques, se situe la notion d’externalités de connaissance localisées
(LKS). Selon Jaffe (1986), les externalités de connaissance représentent des flux d’idées
entre agents dont le coût ou le bénéfice social diffère du coût ou du bénéfice privé 3.
De tels phénomènes sont particulièrement associés à la production de connaissance. En
effet, les propriétés économiques de la connaissance sont à l’origine de ces externalités.
La raison tient au caractère difficilement appropriable de la connaissance (Arrow, 1962 ;
Foray, 2000). Ces flux de connaissance sont représentés comme un des facteurs à l’origine
de la localisation des outputs de l’innovation. Dans un tel contexte, les externalités
de connaissance sont supposées géographiquement circonscrites, ce qui engendre des
économies d’agglomération. La question du caractère spatialisé des externalités et de
leur étendue géographique suscite donc un intérêt majeur.
Dès le début des années 1990, plusieurs travaux ont tenté de fournir une évaluation
de l’étendue géographique des externalités de connaissance et de leur caractère
spatialisé. Ces travaux peuvent être distingués en deux groupes.
Dans un premier groupe, sont utilisés des modèles de croissance endogène pour
comprendre les différences de résultats économiques (croissance, productivité...). Les
recherches empiriques inspirées de ces travaux évaluent donc l’effet des externalités de
connaissance sur la croissance et la productivité (Coe et Helpman, 1995).
Le deuxième groupe est inspiré de l’économie géographique dans le sens où il essaie
de fournir une mesure de la dimension géographique des externalités de connaissance.
Il s’agit alors de mesurer l’étendue géographique de la diffusion des connaissances.
Cette évaluation peut se faire de deux manières. La première est l’approche citation
de brevets qui consiste à mesurer les externalités via leurs traces de diffusion (Jaffe, et
al 1993 ; Jaffe et Trajtenberg, 1999 ; Almeida et Kogut, 1999). La deuxième manière
consiste à utiliser la fonction de production de connaissance afin de quantifier leurs
effets sur l’output de l’innovation plutôt que leurs traces dans les citations de brevets.
Cette approche remonte aux travaux de Zvi Griliches (1979), elle fut reprise par Jaffe
(1989) et développée par la suite par Anselin et al.(1997). Ces derniers ont construit
des modèles basés sur l’interaction spatiale permettant de passer d’une approche
"indirecte" qui déduit l’existence des externalités à une approche "directe" qui les
mesure plus finement. L’interaction spatiale entre observations a été identifiée par
des méthodes variables dans la littérature : par exemple en testant l’impact de la
3. La notion d’externalités de connaissance a été définie en détail dans le premier chapitre de notre
travail.
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R&D des départements limitrophes, ayant une frontière commune, sur l’innovation du
département considéré (Autant-Bernard, 2001a,b), ou en mesurant la R&D des voisins
dans des cercles concentriques (Bottazzi et Peri, 2003).
Dans la continuité de ces travaux, nous ambitionnons de contribuer empiriquement
à mesurer l’étendue géographique des flux de connaissance tout en expliquant comment
ces connaissances se diffusent et pourquoi l’espace peut être considéré comme un
catalyseur de leur diffusion.
Problématique et thèse défendue
Les travaux effectués pour mesurer l’étendue géographique des flux de connaissance
et pour révéler le rôle de la proximité géographique dans la production de l’innovation
restent insuffisants (Carrincazeaux, 2011 ; Feldman, 2003). Même les approches les
plus avancées, fondées sur l’estimation d’une fonction de production de connaissance,
déduisent plus qu’elles ne démontrent la dimension locale des externalités. En effet,
l’ambiguïté du concept d’externalité a rendu les interprétations empiriques une tâche
difficile. Ainsi, l’intérêt et parfois même l’existence des externalités de connaissance ont
été remis en cause (Breschi et Lissoni, 2003). Partant de ce constat, il devient essentiel
d’utiliser une approche empirique plus approfondie et plus directe pour mesurer d’une
manière plus fiable l’ampleur de la diffusion des connaissances dans l’espace ainsi que
leurs effets sur la production d’innovation.
Nous ne cherchons donc pas à savoir si les connaissances diffusées sont
des externalités ou non, mais plutôt à déterminer l’étendue géographique
des connaissances diffusées et aussi à cerner les facteurs qui font que le
processus de diffusion soit localisé ou distant.
Comme dans beaucoup d’autres travaux sur le sujet, nous emploierons abusivement
le terme "externalités" pour traduire "spillovers" même lorsqu’il s’agira de désigner de
simples flux de connaissance circulant dans l’espace et dont nous ne pouvons pas vérifier
qu’il s’agit de pures externalités. De cette problématique globale découlent d’autres
questions :
– Les connaissances qui se diffusent dans l’espace sont-elles toutes localisées
(Knowledge Localised, KL) ? Existe-il des connaissances délocalisées qui se
diffusent au-delà de l’espace géographique proche (Knowledge Distant, KD) ? Si
oui, comment se diffusent-elles et quel est le rôle des réseaux d’innovation et des
clusters dans leur diffusion ?
– Quelle est la relation entre la nature de la connaissance et l’ampleur de sa
diffusion ? Est-il vrai que les connaissances tacites sont plus localisées dans
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l’espace que les connaissances codifiées ? Peut-on mesurer d’une manière plus
directe l’ampleur de l’étendue géographique de ces deux types de connaissance ?
Pour ce faire, nous présentons trois hypothèses de recherche que nous espérons tester
à travers cette étude :
Hypothèse 1 : La R&D interne intègre à la fois des connaissances tacites et des
connaissances codifiées alors que la R&D externe ne véhicule pratiquement que des
connaissances codifiées. Par conséquent, en introduisant ces deux mesures différentes
dans notre modèle, nous pourrions distinguer les limites géographiques de chacune des
connaissances tacites et codifiées.
Hypothèse 2 : les clusters dotés des réseaux de diffusion des connaissances les
plus variés et les plus efficaces ont une meilleure productivité à l’innovation car ils
tirent partie des spillovers de connaissance plus intenses émanant de ces réseaux. Dans
les clusters high-tech, ces différents canaux sont complémentaires et ont des effets
cumulatifs plutôt que substituables.
Hypothèse 3 : Puisque les industries similaires ont tendance à choisir des
localisations similaires, la recherche de connaissances dans d’autres secteurs peut
nécessiter des interactions à distance avec les détenteurs de connaissances situés dans
des régions voisines. Il importe donc pour l’innovation régionale que les régions voisines
soient diversifiées plutôt que hautement spécialisées.
En plus de ces hypothèses que nous testons empiriquement dans les chapitres 2, 3
et 4, nous tentons dans le chapitre 1 de clarifier la notion particulière d’externalités de
connaissance et les notions plus générales de diffusion des connaissances ou de flux de
connaissance. Nous y discutons aussi des déterminants de l’étendue géographique de
ces flux et de leur influence sur la localisation et la productivité de l’innovation.
Architecture de la thèse
Pour répondre à nos questions de recherche formulées ci-dessus, ce travail se divise
en quatre chapitres. Notre premier chapitre est consacré à présenter les théories liées à
la diffusion des connaissances. Ce chapitre permet de poser les fondements théoriques
ainsi que pour comprendre la suite de notre développement empirique. Il est suivi
de trois chapitres empiriques qui présentent notre première méthode de mesure des
externalités de connaissance (chapitre 2) et notre deuxième méthode basée sur les
outils de l’économétrie spatiale (chapitre 3 et chapitre 4) :
15
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Le premier chapitre a pour objectif de revenir sur les concepts de la connaissance
et des externalités de connaissance tout en synthétisant la littérature sur la
relation connaissance-externalités-innovation. Après une présentation des propriétés
économiques de la connaissance qui sont à l’origine des externalités (section 1),
nous consacrons la section 2 à l’étude des effets des externalités de connaissance
localisées et de l’espace dans la production d’innovation. Dans la section 3, nous
montrons l’importance des canaux de transmission des connaissances dans le processus
d’innovation. Ensuite, nous précisons comment les réseaux d’innovation permettent la
diffusion des connaissances délocalisées.
Nous proposons dans cette thèse d’analyser empiriquement l’impact de l’espace et
de la diffusion des connaissances sur l’innovation. Pour cela, nous proposons dans le
deuxième chapitre une première approche empirique par cercles concentriques afin
de mesurer l’étendue géographique des connaissances diffusées. Dans un premier temps,
nous présentons les principaux modèles empiriques étudiant la relation entre innovation
et externalités de connaissance. Ces travaux sont résumés en deux approches :
l’approche qui mesure les flux de connaissance par les citations de brevets et l’approche
par les fonctions de production de connaissance qui mesure plus directement les
externalités à travers la prise en compte des interactions entre unités voisines. Dans
un deuxième temps, nous tentons d’appliquer l’approche par cercles concentriques
de Bottazzi et Peri (2003) sur un échantillon de données françaises. A l’aide de
données relatives à 86 régions européennes, Bottazzi et Peri (2003) mesurent l’étendue
géographique des externalités de connaissance dans différents niveaux géographiques,
dans la région elle-même, dans les régions situées à moins de 300 kilomètres, dans
les régions situées entre 300 et 600 kilomètres, entre 600 et 900 kilomètres, entre 900
et 1300 kilomètres et entre 1300 et 2000 kilomètres. Les mesures effectuées pour ce
cas sur des données en coupe couvrant la période 1977-1995 montrent que les effets
des externalités se dissipent avec la distance et que seulement la R&D mesurée dans
l’intervalle [0, 300km[ influence l’innovation de la région considérée.
Partant de l’approche par cercles concentriques de Bottazzi et Peri (2003), nous
exploitons les données relatives aux 94 départements français métropolitains pour
mesurer l’étendue géographique des connaissances diffusées. Au départ, nous exploitons
comme Bottazzi et Peri (2003) des données en coupe transversale, mais nous appliquons
ensuite la même méthode sur des données de panel. Les résultats obtenus sont
divergents et instables et cela en cause nous conduit à utiliser d’autres méthodes.
C’est pourquoi, nous utilisons dans le troisième chapitre les techniques de
l’économétrie spatiale afin de mesurer de manière plus fine l’ampleur des effets
d’interdépendance dans l’espace. Les techniques de l’autocorrélation spatiale exploitées
17
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dans le chapitre 3 de notre travail ont pour objectif d’analyser la structure de
concentration géographique des activités innovantes. Au-delà de la simple observation
de la concentration géographique, ce chapitre a pour objectif de détecter l’existence
de l’autocorrélation spatiale entre les unités spatiales tout en apportant de nouveaux
éclairages sur la nature de la causalité entre les observations spatiales. Les outils
mobilisés dans ce chapitre sont : le diagramme de Moran, les statistiques de LISA
et les cartes de significativité de LISA qui sont une combinaison des deux derniers
indicateurs. Le diagramme de Moran permet seulement de repérer les différents régimes
spatiaux et de déterminer les localisations qui correspondent ou non au schéma
global d’autocorrélation spatiale. Les statistiques de LISA nous précisent les niveaux
de significativité de ces associations spatiales. Finalement, l’utilisation conjointe des
statistiques de LISA et du diagramme de Moran nous permettent de déterminer les
clusters innovants à autocorrélation spatiale significative. En revanche, même si ce
chapitre nous a permis de détecter les clusters innovants, ceci n’est qu’une analyse
exploratoire et les résultats trouvés dans ce chapitre ne nous permettent pas de mesurer
l’ampleur de la diffusion des connaissances. Pour ce faire, nous poursuivons notre
analyse spatiale dans le chapitre 4.
Le quatrième chapitre mesure d’une manière plus directe l’étendue spatiale des
connaissances diffusées. Dans une première partie, nous proposons de tester 3 modèles
spatiaux : un modèle spatial autorégressif (SAR), un modèle avec autocorrélation des
erreurs (SEM) et un modèle régressif croisé (SDM). Notre objectif est de déterminer
le modèle spatial le plus approprié pour nos estimations et de mesurer l’ampleur des
dépendances spatiales au niveau de nos variables. Nos résultats montrent que l’effet
spatial existe mais d’une ampleur faible et que les élasticités des dépenses en R&D
(interne et externe) présentent des signes attendus quel que soit le modèle utilisé.
Dans la deuxième partie de ce chapitre, nous décomposons les effets spatiaux
en effets directs et effets indirects. En effet, cette décomposition nous permet de
déterminer l’ampleur de l’effet des externalités, mesurées par l’effet indirect, dans la
production d’innovation (LeSage et Pace, 2009). L’ampleur de l’effet des externalités de
connaissance diminue avec la distance. L’effet direct, quant à lui, tient compte de l’effet
de rétroaction qui est le résultat de l’augmentation de l’innovation des départements
voisins à un département i grâce à l’investissement de ce dernier dans les dépenses en
R&D.
Pour finir, notre conclusion générale synthétise les résultats obtenus et propose
quelques pistes de recherche futures.
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Chapitre 1
Un éclairage théorique sur la
question des frontières
géographiques de la diffusion des
connaissances
1.1. Introduction
La relation entre connaissance et innovation a pris une place prépondérante dans
la littérature. Dès 1870, Alfred Marshall introduit le concept de connaissance dans sa
théorie des districts industriels via ce qu’il nomme "atmosphère" (Marshall, 1919). Il
contribue ainsi à l’émergence de l’approche de l’économie fondée sur la connaissance
au sein de laquelle celle-ci est considérée comme le vecteur de l’innovation (Foray,
2000 ; OCDE, 2000). En effet, la diffusion des connaissances et l’apprentissage sont
à l’origine d’une abondante littérature dans la mesure où "knowledge is the most
important strategic resource and learning the most important process" (Lundvall, 1992 ;
Morgan, 1997). Ainsi, l’échange d’idées revêt une dimension essentielle à l’accumulation
du savoir, à sa mobilisation rapide et efficace, et à l’amélioration de la capacité cognitive
(Mohnen, 1990 ; Nadiri, 1993 ; Maîresse et Sassenou, 1991).
En parallèle aux modèles de l’économie fondée sur la connaissance, d’autres études
théoriques et empiriques sont apparues pour montrer que la diffusion des connaissances
est limitée géographiquement : l’espace joue un rôle central dans leurs accumulations
et leurs créations. Plus précisément, l’importance de ce phénomène dans la production
de connaissance et d’innovation a été prise en compte avec l’apparition de la nouvelle
économie géographique (NEG), qui a pour objectif l’étude du processus d’agglomération
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spatiale des activités économiques au cours de ces deux dernières décennies (Palivos et
Wang, 1993 ; Englmann et Walz, 1995 ; Kubo, 1995 ; Walz, 1996 ; Martin et Ottaviano,
1996 et 1999).
Le croisement de l’économie fondée sur la connaissance et de l’économie
géographique a favorisé l’émergence de ce qu’il est aujourd’hui convenu d’appeler
la "géographie de l’innovation" (Feldman, 2003 ; Carrincazeaux, 2011). Ces études
sont apparues depuis la fin des années 90 afin de décrire la structure géographique
des activités innovantes au sein des pays et des régions. Elles visent généralement
à expliquer les phénomènes d’interdépendance entre firmes ou régions liés au
fonctionnement de la connaissance et de l’innovation (Puga, 1998 ; Amiti, 1998 ; OST,
1998 ; Paci et Usai 2000 ; Vertova, 2004 ; Autant-Bernard et al. 2008, Escribano et al,
2009).
L’objectif central de ces travaux est d’étudier le rôle de la proximité géographique
dans la production d’innovation. Au centre de ces approches théoriques et empiriques, se
situe la notion d’externalités de connaissance localisées (LKS) qui constitue le ferment
principal de regroupement des firmes au niveau régional ou local (Massard et Torre,
2004). L’effet positif de la proximité géographique sur l’innovation résultait en effet pour
l’essentiel de l’existence d’une limitation à la diffusion des externalités de connaissance
dans l’espace (Autant-Bernard et al., 2008). Le recours aux externalités de connaissance
localisées devient donc incontournable dès lors qu’il s’agit d’analyser la polarisation des
activités innovantes.
Toutefois, d’autres analyses plus récentes affirment qu’aucune raison ne justifie
qu’un processus d’apprentissage ne soit limité territorialement (O’Brien, 1992 ; Amin
et Cohendet, 2004 ; Giuliani et Bell, 2005 ; Escribano et al., 2009). Ces approches
remettent en cause l’importance des travaux des géographes pour deux raisons.
La première raison relève de la prise en compte d’autres types de proximités non
géographiques, notamment la proximité sociale, organisationnelle, institutionnelle ou
cognitive (Boschma, 2005). Ceci a, d’une part, relativisé le poids de la proximité
géographique et d’autre part, facilité le partage des connaissances (Boschma et Frenken,
2010 ; Balland, 2011).
La deuxième raison concerne le concept "d’externalités de connaissance localisées".
En effet, ces nouvelles approches remettent en cause l’importance et parfois même
l’existence des externalités de connaissance localisées (Breschi et Lissoni, 2001). Il y
a eu donc un consensus sur le fait que les externalités de connaissance ne sont ni
entièrement localisées, ni complètement libres ou diffusables à n’importe quelle distance
et entre tout type d’agents ou lieux (Breschi et Lissoni, 2001 ; Amin et Cohendet, 2004 ;
Boschma, 2005 ; Rallet et Torre, 2007). En d’autres termes, les approches soutenues par
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ces économistes présentent des insuffisances et des limites dans la mesure où elles ont
utilisé excessivement la notion "d’externalités de connaissance".
Au delà de ces limites, les activités innovantes restent localisées. A l’ère de
la mondialisation et des nouvelles technologies, nous pouvons nous attendre à une
dispersion de ces activités. Pourtant, la réalité est toute autre. Partant de ce constat,
il nous semble utile donc de comprendre comment se diffusent les connaissances dans
l’espace et pourquoi ce dernier reste un catalyseur à leurs diffusions. Faut-il encore
considérer que les connaissances qui se diffusent soient toutes localisées ? Ou bien,
existe-il des connaissances délocalisées qui se déploient indépendamment de l’espace
géographique considéré ?
Partant de ces questionnements, l’objectif de ce chapitre est de présenter une revue
de la littérature qui permet de cerner les principaux facteurs qui font que le processus
de diffusion des connaissances soit localisé ou plutôt distant. Plus précisément, notre
ambition ne consiste pas à savoir si les connaissances diffusées sont des externalités
de connaissance ou simplement des flux de connaissance, mais à étudier l’étendue
géographique (localisée ou distante) de ces connaissances, tout en précisant leurs
modes de transmissions. Nous dépassons la simple question récurrente de l’espace
pertinent au déploiement des externalités de connaissance pour étudier l’importance
des canaux de leurs transmissions afin d’appréhender leur nature localisée, largement
défendue par la littérature sur la géographie d’innovation. Dans un tel contexte, il
serait important de passer en revue et de synthétiser la littérature sur les relations
"connaissance-externalités" et "connaissances-innovation". C’est l’objectif du présent
chapitre.
Dans section 2, nous cherchons à présenter les propriétés de la connaissance qui sont
à l’origine de ces externalités. Au delà de sa nature tacite/codifiée, nous présentons
l’aspect collectif et composite qui fait que la connaissance peut être diffusée plus loin
dans l’espace. Une fois que ces externalités sont définies et distinguées, notamment
les externalités de connaissance localisées (LKS), la section 3 sera dédiée à l’analyse
des effets de la connaissance, de l’espace et des LKS tels qu’ils sont présentés dans la
littérature sur la production d’innovation. Dans la section 4, nous essayons de vérifier
théoriquement un constat largement défendu par les géographes : l’espace qui est facteur
primordial dans le transfert des connaissances et dont les LKS se situent au centre
de leurs analyses. Plus précisément, l’objectif de cette section est de montrer dans
un premier temps que si l’espace compte dans le processus d’innovation, c’est parce
qu’il existe d’autres facteurs tels que les canaux de transmission et de transfert des
connaissances, en plus des LKS. Dans un deuxième temps, nous nous intéressons aux
réseaux d’innovation afin de montrer comment ces derniers permettent la diffusion des
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connaissances délocalisées (DKS), d’où l’aspect multidimensionnel de la connaissance.
Enfin, la section 5 conclut le chapitre.
1.2. De la nature de la connaissance aux
Knowledge Spillovers (KS)
Dans la théorie traditionnelle, la notion "d’externalités" a été basée sur l’assimilation
de la connaissance à de l’information pure (Cohendet et Llerena, 1999). Dès qu’une
connaissance est produite, elle est supposée s’échapper (par exemple à travers la
mobilité des chercheurs) de sa source créatrice et devenir automatiquement utilisable
au moindre coût par tous les autres acteurs de l’économie, réduisant de ce fait les
incitations à produire cette connaissance.
Toutefois, cette approche a le défaut d’ignorer ce que pourrait apporter la distinction
entre connaissance et information puisqu’elle néglige les thèmes de l’apprentissage, de la
cognition et de la création intellectuelle (Foray, 2000). Partant de ce constat, les travaux
de l’économie de la connaissance ont distingué la connaissance de l’information : la
connaissance n’est plus considérée comme un stock d’informations mais une structure
qui peut être transformée ou non par l’arrivée de messages (Stiglitz, 2000 et 2002).
Ainsi, la connaissance a quelques chose de plus que l’information : elle offre la
capacité "d’engendrer, extrapoler et inférer de nouvelles connaissances et informations"
(Steinmueller, 1999, p372).
Pour Foray (2000),"la connaissance est d’abord fondamentalement une capacité
d’apprentissage et une capacité cognitive, tandis que l’information reste un ensemble
de données formatées et structurées, d’une certaine façon inertes ou inactives, ne
pouvant pas elles-mêmes engendrer de nouvelles informations" Foray (2000, p9).
Une personne qui possède des connaissances dans certains domaines, théoriques ou
pratiques, est capable de produire à la fois de nouvelles connaissances et de nouvelles
informations relatives à ce domaine. Cette distinction pourrait limiter la diffusion
supposée automatique des externalités.
Néanmoins, la connaissance présente des caractéristiques "complexes" notamment
l’imparfaite appropriabilité de ce bien qui engendre "des externalités" même dans le
cas où la connaissance n’est pas assimilée à l’information. Il est important alors de
s’interroger sur la manière dont la littérature considère le lien entre connaissance et
externalités de connaissance. Ainsi, nous présentons dans ce qui suit les caractéristiques
de la connaissance qui expliquent les possibilités des importantes fuites de cette
dernière, ainsi que les différents concepts utilisés pour définir ce phénomène de
débordement.
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1.2.1. Propriétés économiques de la connaissance et
externalités
La connaissance est un bien économique particulier, possédant des propriétés
différentes de l’information et de celles des biens conventionnels (Arrow, 1962). En
effet, la principale caractéristique de la connaissance est qu’elle a les caractéristiques
d’un bien public. Elle est difficilement contrôlable, non rivale et cumulative (§1.2.1.1).
Elle se diffuse et est utilisée par des tiers sans compensation pour les auteurs. Il y a
donc des externalités positives (§1.2.1.2).
1.2.1.1. Propriétés économiques de la connaissance
La connaissance est un bien non excluable, c’est-à-dire qu’il est difficile de rendre
ce bien exclusif, de le contrôler de façon privée : "if nature has made any one thing
less susceptible than all others of exclusive property, it is the action of the thinking
power called an idea [...] he who receives an idea from me, receives instruction him
self without lessening mine ; as he who lights his taper at mine, receives light without
darkening me 1(Jefferson, 1813, p.333).
Il en résulte donc des retombées involontaires, ce que la littérature économique appelle
"externalités". Autrement dit, la non-appropriabilité des connaissances par l’entreprise
la pousse à émettre des effets externes qui peuvent être utilisés librement par des agents
n’appartenant pas à l’organisation émettrice de la connaissance, sans qu’ils n’aient à
supporter les coûts de la recherche et du développement.
Les agents peuvent alors utiliser sans coût et quasiment sans limite des
connaissances produites par d’autres agents. Par ailleurs, la connaissance est un bien
non rival 2 en raison de son caractère inépuisable (Foray, 2000). En d’autres termes,
la connaissance peut être utilisée plusieurs fois, par un nombre quelconque d’agents,
et cela simultanément et sans se détériorer. Cette propriété de non-rivalité possède
deux dimensions. Premièrement, un agent peut recourir une infinité de fois à la même
1. Lettre de Thomas Jefferson à lsaac McPherson, 13 août 1813, dans The Writings of Thomas
Jefferson, Albert Ellery Bergh, 1907, p. 333-334, citée dans James Boyle, The Second Enclosure
Movement and the Construction of the Public Domain, Deadalus, printemps 2002, p. 53.
2. L’implication de la propriété de non-rivalité sur les coûts et les prix est importante dans la
mesure ou la circulation de la connaissance se fait à un coût direct nul ou presque. La conséquence
directe de cette propriété, en termes économiques, est que le coût marginal de l’utilisation d’une
connaissance est nul. Puisque, une fois qu’une connaissance a été réalisée, ceci entraîne un coût fixe
mais le coût de sa reproduction est nul, ce qui constitue une forte incitation à l’imitation. En effet,
l’imitateur, contrairement à l’inventeur initial, n’encourt que le coût de production directe du bien, et
non le coût de l’invention. Aussi, l’économie ne peut se conformer aux règles de fixation des prix sur la
base des coûts marginaux car l’usage de la connaissance existante serait alors gratuit et il deviendrait
impossible de compenser financièrement le fait qu’une connaissance soit utilisée un grand nombre de
fois.
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connaissance, sans qu’il lui en coûte, pour reproduire une action. Deuxièmement,
une infinité d’agents peut utiliser la même connaissance sans que personne n’en soit
privé : l’utilisation d’une idée par un agent n’empêche pas d’autres agents de l’utiliser
simultanément : les connaissances sont donc non rivales dans leurs utilisations (Romer,
1993).
En plus de son caractère de non-exclusivité et de non-rivalité, la connaissance est
aussi un bien cumulatif. Une connaissance est le facteur principal de la production de
nouvelles connaissances et de nouvelles idées. Grâce aux propriétés de non-exclusivité
et non-rivalité dans l’usage, la connaissance produit elle-même les conditions de
l’amplification de ses effets en augmentant la production du savoir. Un théorème
mathématique par exemple, s’enrichit à l’usage, prouvant sa fécondité et élargissant
le champ de ses applications (Callon, 1999). Ainsi, la connaissance ne constitue pas
seulement un bien de consommation mais aussi un bien de production, susceptible
d’engendrer de nouveaux biens qui seront eux-mêmes infiniment utilisables. Le cumul
des trois propriétés de non-contrôlabilité, non-rivalité et cumulativité accroît fortement
le rendement social de l’activité de recherche et d’innovation, et inscrit celle-ci comme
un fondement essentiel de la croissance.
La connaissance présente donc certaines caractéristiques qui expliquent le fait
que sa production n’est pas le fruit de l’investissement d’un seul individu isolé mais
plutôt d’un ensemble d’agents. Il découle de cette caractéristique de la connaissance
des retombées positives de l’innovation qui sont bénéfiques à la société même si elles
sont à l’origine du problème du bien public lié au fait que ces externalités agissent
positivement sur le niveau de bien-être social, mais négativement sur celui des agents
privés.
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Encadré 1.1 : dilemme de la connaissance
Deux problèmes découlent de la caractéristique du bien public de la connaissance.
Le premier a trait aux retombées positives de l’innovation, c’est-à-dire au fait que la rentabilité
sociale de l’innovation est généralement plus élevée que la rentabilité privée : un inventeur
doit donc prévoir de recevoir moins que le rendement social de son invention. Il s’agit là
du cas typique de défaut d’incitation et "du problème du bien public", qui conduisent à un
niveau d’investissement privé insuffisant du point de vue de la société [Foray (2000)]. C’est
un problème général décrit par Pigou dès 1932, et repris par Arrow en 1962a pour ce qui
concerne le domaine de la recherche et l’innovation.
Le second problème est une autre facette du premier, dans la mesure où le savoir ne peut faire
l’objet d’une appropriation. Dans ce cas, la firme ne peut retirer tous les bénéfices générés par
son innovation, ce qui peut amoindrir l’incitation à investir dans des activités d’innovation.
De ceci ressort ce que Foray appelle le dilemme de la connaissance. Le dilemme peut
alors se résumer ainsi :"seule l’anticipation d’un prix positif de l’usage garantira l’allocation
de ressources pour la création ; mais seul un prix nul garantira un usage efficient de la
connaissance, une fois celle-ci produite"(Foray, 2000 ; p.66). Si on augmente les incitations (en
permettant aux firmes de s’approprier les connaissances) alors on diminue la diffusion, mais
si on augmente la diffusion alors on décroît les incitations). Ce dilemme a pour objectif d’une
part d’assurer à l’échelle de la société un usage efficient de la connaissance et d’autre part,
une fois que cette connaissance est produite, de fournir une motivation idéale au producteur
privé. Ainsi, contrairement à une externalité négative, il n’est pas possible de corriger une
externalité positive, engendrée par un bien non rival et cumulatif. D’ailleurs, le problème
n’est pas de réduire celle-ci puisqu’elle est positive. Par contre, dans le cas d’une externalité
négative (bruit, pollution,...), nous pouvons agir sur l’émetteur en exigeant une correction à
la source à travers la taxation par exemple.
1.2.1.2. Définitions et source des externalités de connaissance
Nous examinons dans cette partie les différentes définitions employées dans la
littérature pour désigner ce phénomène d’externalités avant d’expliquer son origine
et pourquoi ce phénomène a été largement lié à l’espace.
Définitions : En anglais, "Spillovers" signifie littéralement "a side effect arising from
or as if from an unpredicted source" 3 , ce qui veut dire un effet secondaire découlant
d’une source imprévue.
Les économistes ont utilisé le terme "spillovers" pour désigner les idées qui traversent
volontairement ou non les frontières de la firme ou de la région innovatrice initiale, ce
qui crée un exemple de "positive externality" (Marshall, 1920). Il en ressort de cette
3. The American Heritage dictionary of the English Language, Fourth Edition (2005).
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définition littérale que la notion d’"externality" 4 peut désigner aussi des externalités
négatives contrairement à la notion de "spillovers" qui est utilisée que pour nommer
les externalités positives. Néanmoins, les travaux qui étudient ce phénomène utilisent
généralement "externalités" pour parler des "externalités positives" même si cette
distinction n’est pas mentionnée dans la plupart des travaux économiques traitant
ce phénomène et son impact sur l’innovation.
Après les spillovers ou les externalités positives, un autre concept est apparu,
celui de "Knowledge Spillovers" ou "externalités positives de connaissance". Elles se
produisent lorsqu’une entreprise s’approprie des connaissances provenant d’une autre
firme, université ou organisme gouvernemental, sans payer pour cet avantage. Par
conséquent, de tels phénomènes sont associés à la production de connaissances (Jaffe,
1986 ; 1989). Dans la plupart des études théoriques et empiriques sur les spillovers, les
termes externalités de connaissance (Anselin et al., 2000 ; Feldman, 2003), Knowledge
spillovers (Jaffe et al., 1993 ; Breschi et Lissoni, 2001) ou flux de connaissance (Peri,
2005 ; Agrawal et al., 2006) sont indifféremment utilisés pour désigner les externalités
positives de connaissances. Ces externalités représentent le bénéfice de connaissances
perçu par une firme ou une personne qui n’est pas responsable de l’investissement lié
à la création de cette connaissance (Almeida et Kogut, 1999).
Les externalités de connaissance, appelées aussi technologiques 5 (Griliches, 1979)
peuvent désigner le fait que les entreprises peuvent acquérir des connaissances créées par
d’autres sans avoir à payer pour cette connaissance dans une transaction de marché, et
que les créateurs (ou les propriétaires actuels) n’ont aucun recours efficace, en vertu des
lois en vigueur, si d’autres entreprises utilisent la connaissance ainsi acquise (Grossman
et Helpman, 1992). Dans ce cas, le bénéficiaire des spillovers peut utiliser les nouvelles
connaissances pour imiter les produits ou les procédés de l’innovateur ou bien il peut
utiliser les connaissances en tant qu’input à son processus de recherche qui, à son tour,
conduit à d’autres nouvelles technologies (Jaffe et al., 1993 ; Feldman, 1994 ; Audretsch
et Feldman, 1996).
4. En général, une externalité est un effet positif ou négatif, qu’un agent économique produit sur
un ou plusieurs autres agents. Nous parlons d’externalités négatives quand un acteur est défavorisé par
l’action de tiers sans qu’il en soit compensé. La pollution est l’exemple le plus typique d’externalité
négative dans la mesure où une usine qui pollue son environnement en rejetant des déchets, inflige
une nuisance aux habitants de la région. Dans the American Heritage dictionary, externality signifie
’A cost or benefit that affects people other than those involved in the economic activity that produced
it and that is not reflected in prices : pollution and other negative externalities.’
5. Dans certaines études, la terminologie "externalités technologiques" est utilisée pour distinguer
les externalités produites grâce à la proximité technologique entre entreprises ou régions, des
"externalités géographiques" assimilées aux investissements en connaissances et cumulées à travers
une certaine proximité géographique entre ces mêmes entreprises ou régions. Pour désigner les deux
types de connaissances : géographique et technologique, nous employons la notion "externalités de
connaissance".
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D’autres notions ont été aussi utilisées dans la littérature pour désigner ces
externalités comme par exemple les externalités de R&D. Ainsi, les études théoriques
et empiriques ont montré de plus en plus que la R&D d’une entreprise ou d’une région
peut avoir des effets positifs sur la productivité d’une autre entreprise ou région : une
innovation dans les inputs permet des réductions des coûts et une innovation dans les
produits par exemple favorise des expansions de marchés.
Par ailleurs, Griliches (1979) a précisé qu’"il y a deux notions distinctes
d’externalités de R&D, souvent confondues dans la littérature". Il est important de noter
que les externalités qui découlent de l’investissement en R&D ne sont pas seulement des
externalités de connaissance, mais aussi des externalités pécuniaires 6. Cette remarque
rejoint celle de Breschi et Lissoni (2001) qui précisent que l’effet positif de l’espace sur
l’innovation n’est pas seulement dû aux externalités de connaissance mais à d’autres
phénomènes notamment les externalités pécuniaires.
En revanche, que nous parlions d’externalités de connaissance, externalités de
R&D ou externalités technologiques, un large consensus reconnaît à ce phénomène
de débordement une influence cruciale sur la croissance et l’innovation. Les résultats
des études sur les spillovers montrent que les connaissances génèrent non seulement des
spillovers, mais aussi que ces derniers ont tendance à être géographiquement délimités
dans la région où les connaissances ont été créées et que l’étendue spatiale de ces
externalités de connaissance est bornée.
Les activités de R&D : une source d’externalités de connaissance De même,
Foray (2000) distingue deux façons de produire la connaissance qui à son tour constitue
une source d’externalités : tout d’abord, les activités de recherche et développement
(R&D) et ensuite l’apprentissage par la pratique 7. Cette dernière est liée aux activités
de R&D dans la mesure où aucune activité d’apprentissage ne pourrait avoir lieu sans
un investissement initial en R&D. Pour cette raison, l’investissement en R&D constitue
selon Foray (2000) la source la plus importante des externalités de connaissance.
En se référant comme plusieurs à la définition du rapport de Frascati (2002),
l’organisation de coopération et de développement économique (OCDE) a défini la
recherche et développement (R&D) comme un ensemble d’activités entreprises de façon
6. Si les externalités de connaissance proviennent de l’appropriation imparfaite de la connaissance,
les externalités pécuniaires se produisent lorsque les prix d’intrants ne tiennent pas compte des
améliorations de qualité réalisées via l’innovation, à cause soit de l’imperfection des prix, soit de
l’asymétrie de l’information ou des coûts de transaction. Dans ce cas, le prix d’un bien intermédiaire
n’est pas vendu à son coût marginal et la firme qui acquiert le bien bénéficie donc d’une externalité
dans le sens où elle ne paye pas la totalité du prix. Nous parlons alors d’externalités pécuniaires.
7. L’apprentissage peut être soit fondé sur la répétition et le développement de l’expertise dans la
mesure où la répétition d’une tache permet de mieux l’accomplir ou bien fondé sur les expériences afin
d’identifier une meilleure stratégie opérationnelle (Alder et Clark, 1991).
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systématique en vue d’accroître des connaissances. Cette somme de connaissances 8 sera
utilisée pour de nouvelles applications, dans la réalisation d’une initiative, d’un projet
ou autre. La R&D représente donc les efforts des scientifiques, ingénieurs, entrepreneurs
ou inventeurs qui développent de nouvelles connaissances et accumulent les retombées
du succès. Plusieurs modèles attribuent la croissance de la productivité aux activités de
R&D (Romer, 1990 ; Aghion et Howitt, 1990). Si d’une entité à une autre, les ressources
consacrées à la R&D diffèrent, ces activités tentent de faire progresser la technologie. La
première conséquence de la R&D est la production de nouveaux produits ou procédés.
Une fois celle-ci réalisée, ces nouveautés ont tendance à se diffuser à d’autres entités. Il
s’ensuit alors des retombées privées et sociales qui relèvent en général le niveau de vie.
L’activité de R&D englobe trois sous-activités : la recherche fondamentale, la
recherche appliquée et le développement expérimental. La recherche fondamentale est
une recherche théorique sans objectif d’application ou d’utilisation postérieure. La
recherche appliquée, contrairement à la recherche fondamentale qui ne cherche que
la production de nouvelles connaissances générales, a pour objectif de regrouper les
travaux scientifiques et de les appliquer afin de résoudre des problèmes spécifiques
d’usage pratique. Enfin, le développement expérimental qui est fondé sur des
connaissances existantes, consiste en la fabrication de nouveaux produits et dispositifs
et à l’amélioration de certains procédés. Récemment, les études théoriques et empiriques
s’accordent à montrer que la R&D d’une entreprise ou d’une région peut avoir des
effets positifs sur la productivité d’une autre entreprise ou région. Certains auteurs
montrent même que les connaissances découlant de la recherche fondamentale, de la
recherche appliquée et du développement technologique (Jaffe, 1989), autrement dit,
toute activité de R&D peut être source d’externalités (Frascati, 2002).
Plusieurs études (Arora et Gambardella, 1994 ; Fritsch et Lukas, 2001 ; Del Canto et
Gonzalez, 1999 ; Veugelers, 1997 ; Paul et al., 2000 ; Negassi, 2004) s’attachent à montrer
le double rôle de la R&D. D’une part, la R&D permet de générer des innovations.
D’autre part, elle permet de développer la capacité de l’entreprise à identifier, assimiler
et exploiter les connaissances extérieures (Cohen et Levinthal, 1990 ; Kriaa et Karray,
2010). Ainsi, les entreprises investissent dans leur propre R&D (R&D interne) pour être
en mesure d’utiliser les connaissances technologiques disponibles à l’extérieur (R&D
externe).
De manière générale, ces études mettent davantage l’accent sur la dimension
positive de ces effets de débordement. Ainsi, une innovation dans les inputs permet des
réductions de coûts et une innovation dans les produits par exemple favorise l’expansion
8. y compris la connaissance de l’homme, de la culture et de la société.
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des marchés. Nous parlons donc d’effets d’externalités de R&D ou d’effets d’externalités
positifs.
Nous présentons ci-dessous un schéma établi par Jaffe (1998) qui explique comment
les activités de R&D présentent une source d’externalités :
Figure 1.1 – Les retombées privées et sociales : cas des externalités de
connaissance
Source : Jaffe (1998)
D’après cette figure, lorsque l’entreprise 1 investit dans la R&D, elle produira une
nouvelle connaissance qui peut conduire à une amélioration de la qualité d’un produit
et/ou à une baisse de son coût de production et/ou de commercialisation (1). Selon
Jaffe (1998), les externalités de connaissance qui vont vers les entreprises agissent aussi
sur d’autres marchés que celui de l’entreprise 1 (amélioration de la qualité d’un produit
et/ou à une baisse de son coût de production et/ou de commercialisation des autres
entreprises) (2). Il y a alors gain pour l’entreprise 1, des gains pour les clients, des
gains pour les autres entreprises et d’autres gains pour les clients. Ces externalités
représentent donc la différence entre les retombées sociales et les retombées privées.
Nous pouvons illustrer l’émergence de ces externalités par l’exemple suivant : une
entreprise A entreprend une activité de R&D qui lui permet de créer un nouveau
produit. Ce produit peut accélérer l’invention d’un autre produit concurrent dans la
mesure où l’entreprise B (l’entreprise concurrente) peut enrichir ses connaissances en
étudiant le produit de l’entreprise A : il s’agit donc d’externalités de connaissance
profitant à la seconde entreprise B.
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1.2.2. La nature tacite de la connaissance comme
justification des Localized Knowledge Spillovers (LKS)
Depuis la distinction entre le caractère tacite et codifiée de la connaissance (Polanyi,
1966), les travaux dans le domaine de l’économie de la connaissance introduisent des
arguments théoriques montrant que les risques de fuite de cette dernière sont moins
forts que prévu et que la connaissance reste souvent appropriable par son créateur
pendant de longues périodes (Foray, 2000 ; Cowan et al., 2000).
En effet, la distinction entre connaissance tacite et connaissance codifiée a constitué
le second enseignement de l’économie fondée sur la connaissance . Par définition, la
connaissance codifiée est parfaitement explicite et fait référence à ce qui est su et qui
peut être expliqué. Elle peut être facilement reproduite et stockée à faible coût. Cette
connaissance est donc très proche de la notion de l’information (Arrow, 1962).
Contrairement aux connaissances codifiées, les connaissances tacites sont composées
de compétences innées ou acquises, de savoir-faire et d’expérience. La dimension tacite
implique que la reproduction de la connaissance est une opération coûteuse, voir dans
certains cas impossible à réaliser : "Nous savons plus que ce que nous pouvons dire"
(Polanyi, 1966). La manière la plus simple de définir la connaissance tacite est donc
d’indiquer ce qu’elle n’est pas : les travailleurs expérimentés peuvent transférer des
connaissances tacites aux novices grâce à des contacts directs et par le dialogue, par
exemple, par un encadrement ou par un tutorat. L’exécution réussie d’une compétence
dépend donc de " the observance of a set of rules which are not known as such to the
person following them" (Polanyi, 1958 ; p.49). C’est-à-dire la connaissance qui est "
imperfectly accessible to conscious thought". (Nelson et Winter, 1982, p. 79).
Foray (2000) précise que les connaissances tacites sont difficilement exprimables
hors de l’action du détenteur dans la mesure où le savoir tacite peut même être
ignoré par celui-ci. Ainsi, la dimension tacite de la connaissance permet à celui qui
la détient d’exercer un certain contrôle puisque seule la démonstration volontaire et
l’apprentissage en permettant l’acquisition. Ces types de connaissances ont donc une
excluabilité naturelle. Par conséquent, l’échange, le transfert et l’apprentissage d’une
connaissance tacite exigent l’implication délibérée et volontaire de celui qui la possède,
ce qui explique que les opérations de gestion de la connaissance comme par exemple la
mémorisation, la recombinaison et la réutilisation sont complexes et coûteuses.
Depuis les travaux de Marshall (1920) jusqu’aux travaux de la géographie de
l’innovation, la dimension tacite des connaissances a largement expliqué le caractère
localisé des externalités de connaissance, d’où la notion Localized knowledge spillovers
(LKS) ou les externalités de connaissance localisées. Elles ont été définies par Breschi
30
1.2. De la nature de la connaissance aux Knowledge Spillovers (KS)
et Lissoni (2001, p975) comme suit : "knowledge externalities bounded in space that
provide an advantage for closely located firms in accessing critical knowledge sources
needed to create innovations at a faster rate than competitors located in other areas".
De nombreux travaux se sont appuyés sur les LKS pour expliquer la concentration
des activités d’innovation et surtout ont constitué un argument éclairant la relation
étroite entre espace et innovation (Arrow, 1962 ; Feldman (1994 et 1996) ; Canïels,
2000). Dans cette perspective, ces travaux partent de l’idée que si les spillovers
sont localisés, alors certains régions doivent bénéficier d’effets cumulatifs favorisant
la production d’innovation (Autant-Bernard et al., 2008).
Avec la distinction entre le caractère tacite et codifiée de la connaissance, nous
pouvons tirer deux conclusions de ces travaux : la distinction information/connaissance
indique que l’étendue des externalités de connaissance est moins importante que
celle prévue dans l’approche d’Arrow (1962) puisque la connaissance est une capacité
d’apprentissage et de cognition et non pas un flux de connaissance disponible à tous les
acteurs. Ensuite, le recours à l’examen des propriétés de la connaissance et la distinction
entre sa nature tacite/codifiée montre que les externalités de connaissance codifiées
sont plus importantes que celles des connaissances tacites puisque la diffusion de ces
dernières est limitée géographiquement. Les deux conclusions convergent vers le même
constat : les externalités de connaissance ne sont pas automatiquement générées et sont
moins importantes que prévu.
1.2.3. Remise en cause de la dimension tacite des
connaissances comme justification des LKS
Comme il a été souligné ci-dessus, l’hypothèse de la dimension locale des externalités
de connaissance a pour origine la supposition qu’une partie de la connaissance est tacite
et que la proximité géographique (le face à face) est une condition nécessaire à son
échange ou à sa transmission. La nature tacite de la connaissance comme justification
des LKS a néanmoins été remise en cause par certains théoriciens.
1.2.3.1. Le débat sur la notion de LKS
Perrat (2000) souligne que la focalisation excessive sur la notion de territoire ou
d’espace masque les arrangements organisationnels par lesquels les LKS sont gouvernées
ainsi que le type des relations qu’entretiennent les acteurs situés au sein même de ces
espaces.
Dans la même direction, Breschi et Lissoni (2001) constatent un usage excessif
des notions de "localized knowledge spillovers" dans les différents travaux de la
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nouvelle économie géographique (NEG). Ceci aboutit à une confusion conceptuelle et
à l’apparition de certaines incohérences dans les mesures de ces phénomènes supposés
généralement liés aux connaissances tacites. Ces auteurs affirment aujourd’hui qu’il est
temps de cesser de considérer les externalités locales de connaissance comme une "boite
noire".
Selon Breschi et Lissoni (2001), dès qu’on essaye d’ouvrir "the black-box of LKSs", il
devient clair que d’un côté, ce qui peut apparaître comme externalités de connaissance,
qui échappent à la volonté des acteurs, peuvent être formalisées via des stratégies
délibérées, dans le cadre des relations inter-firmes ou entre les universités et les firmes.
D’un autre côté, ces externalités, supposées dans la littérature comme étant de nature
technologique " pure ", peuvent être également pécuniaires et passer par des mécanismes
de marché tels que le marché du travail, le marché des technologies et les accords au
sein des réseaux.
Gallié (2000) a remis en cause l’existence même des spillovers. Pour cet auteur, le
phénomène des externalités de connaissance pourrait se réduire et même ne peut plus en
découler si nous considérons la distinction faite par l’économie de la connaissance entre
connaissance tacite et connaissance codifiée. Selon cet auteur, le problème de diffusion
des connaissances codifiées peut être atténué grâce à la mise en place du système de
brevets dans la mesure où ces derniers apparaissent comme un instrument incitatif
permettant l’appropriation de la connaissance et la protection de l’innovation. Ainsi,
la connaissance codifiée et brevetée est appropriable par son inventeur contrairement
à la connaissance codifiée non brevetée. Les connaissances tacites, quant à elles, sont
personnelles à l’agent. Ces connaissances se prêtent mal à l’échange et à la diffusion
car elles sont plus facilement contrôlables (Foray, 2000). Par conséquent, l’adoption
des deux définitions strictes des connaissances tacites et des connaissances codifiées ne
peut pas émaner des externalités de connaissance : la connaissance tacite requière des
interactions sociales pour se transférer et la diffusion des connaissances codifiées est
limitée grâce au système de brevet.
En revanche, l’idée que la diffusion des connaissances codifiées est limitée par le
système de brevet ne peut pas être validée dans la mesure où l’utilisation de ce dernier
présente une certaine limite. Le brevet ne peut pas être considéré comme un moyen
efficace d’appropriation des connaissances, ce qui explique le risque des fuites de ces
dernières 9. Dans la même lignée, d’autres critiques ont été avancées en rapport avec
la dimension tacite de la connaissance. Ces limites sont présentées dans la sous-section
suivante.
9. Voir section suivante pour plus de détail sur le système de brevet.
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1.2.3.2. Transmission des connaissances tacites et contact face à face
Les années 1990 ont vu se développer de nombreux travaux empiriques qui se
sont concentrés sur la question de l’échelle spatiale des externalités de connaissance
(Carrincazeaux, 2009). Ces externalités ont été considérées essentiellement liées au
contexte local et l’espace apparaît comme support essentiel de coordination des activités
d’innovation des firmes et des régions. Autrement dit, la connaissance tacite est liée à
son détenteur et de ce fait, sa transmission ne peut s’effectuer qu’au sein de la firme ou
du laboratoire qui a réalisé la découverte. La connaissance tacite a constitué donc un
argument sous-jacent qui a longtemps justifié la localisation à proximité pour bénéficier
des externalités de connaissance (Breschi et Lissoni, 2001).
Par ailleurs, l’acquisition de la connaissance tacite requiert l’expérience née des
relations sociales et d’apprentissage (Foray et Lundvall, 1996). La démonstration par
un "expert" en la matière, même s’il est situé dans le même lieu que l’apprenti,
doit être volontaire. Être géographiquement proche, ne signifie pas nécessairement
être en contact. En effet, deux firmes concurrentes par exemple peuvent s’ignorer
et se détester ce qui est en défaveur des transmissions des connaissances. Ainsi, une
condition nécessaire pour la transmission des connaissances tacites est d’avoir la volonté
de la transmettre. La proximité géographique n’apparaît donc pas suffisante pour
transmettre les connaissances tacites s’il n’existe pas de canaux de transmission ou
interactions entre individus.
Par ailleurs, les externalités de connaissance représentent par définition les
connaissances transmises d’une manière volontaire ou non (voir §1.1). La transmission
des connaissances tacites nécessite par contre une volonté de la part du transmetteur
ce qui ne peut avoir lieu qu’à travers les canaux des transmissions 10. A ce niveau, nous
pouvons dire qu’il s’agit bien d’une diffusion des connaissances et non pas d’externalités
dans la mesure où avoir la volonté de transmettre l’information est une condition
nécessaire pour bénéficier des connaissances tacites.
Mais en revenant à la définition de la connaissance, nous pouvons dire que les
externalités de connaissance (si nous supposons que la connaissance ne produit que
les externalités positives) englobent le transfert volontaire des connaissances et le
transfert non volontaire. Ceci explique peut-être pourquoi la majorité des études utilise
la notion externalités même si leur transfert involontaire est trop faible pour ne pas
dire inexistant.
10. Voir section 4 : Frontières et canaux de diffusion des connaissances.
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1.2.3.3. La codification des connaissances tacites peut atténuer les LKS
Les connaissances ont une dimension tacite. De ce fait, elles posent plusieurs
difficultés. La première difficulté concerne l’échange, la diffusion et l’apprentissage
de connaissances tacites qui supposent la mobilité et la démonstration volontaire des
personnes qui les détiennent ; ces connaissances tacites sont donc coûteuses et difficiles
à mettre en oeuvre. De plus, le stockage et la mémorisation des connaissances tacites
sont conditionnés par le renouvellement -de génération en génération- des personnes qui
les détiennent. Il suffirait d’une coupure d’une génération pour perdre un grand nombre
de procédures et d’oublier donc "comment on fait" (Mackenzie et Spinardi, 1995).
Ceci est appelé aussi "risque de désinvention"(Foray, 2000). Une troisième opération
difficile à réaliser pour le cas des connaissances tacites, voir même impossible, c’est
de classifier ou répertorier systématiquement ces connaissances comme pour le cas
des connaissances codifiées. Ces difficultés et ces risques font de la codification de
la connaissance un enjeu majeur de l’innovation et du développement économique.
La codification est ce qui permet d’exploiter "cette propriété unique de l’homme, qui
est de pouvoir placer sa mémoire en dehors de lui-même" (Leroi-Gourhan, cité par
Favereau, 1998). La codification consiste donc à placer la connaissance sur un support ;
elle sera libérée de son rattachement à une personne. La codification permet ainsi,
à partir de sa facilité de reproduction, de multiplier les "copies" ce qui améliore les
conditions de recherche et de transportabilité (Simon, 1982). La connaissance devient
donc transférable, indépendamment du transfert d’autres ressources, telles que les
personnes qui avaient incorporé les connaissances tacites.
Ainsi, les firmes globales ou multinationales ont recours à la codification pour
harmoniser les savoirs et diffuser géographiquement des pratiques nées localement
(Foray, 2000). Par conséquent, il n’est pas toujours nécessaire d’être proche
géographiquement pour transmettre les connaissances tacites. La connaissance tacite
peut être codifiée et transmise par la suite via des canaux de transmission comme
par exemple les réseaux sociaux. Ceci remet en cause aussi la dimension spatiale
des externalités de connaissance qui a longtemps expliqué les agglomérations des
activités innovantes. Donc contrairement à ce qui a été mis en exergue par les
géographes, la proximité géographique n’est pas toujours nécessaire pour transmettre
les connaissances.
Ainsi, le problème le plus compliqué rencontré dans les études de localisation
est la difficulté de séparer les retombées des autres causes qui pourraient expliquer
la concentration géographique des activités technologiques. Ce type de savoir, les
savoirs tacites, ainsi que les compétences, sont incorporés dans les individus et les
organisations et sont, de ce fait, difficilement transférables. Cowan et al. (2000)
34
1.2. De la nature de la connaissance aux Knowledge Spillovers (KS)
rajoutent, en soulignant la nature complexe de la connaissance, l’impossibilité de
séparer empiriquement les deux connaissances tacites/codifiées.
1.2.4. La nature variée de la connaissance comme
justification des Distant Knowledge Spillovers (DKS)
La notion de "distant interactions" a été prise en compte avec les travaux
d’Owen-Smith et Powell (2003). Ces auteurs utilisent le terme "pipeline" en référence
aux canaux de transmissions désignant les interactions distantes.
Dans une étude sur le domaine de la biotechnologie dans la ville de Boston,
les auteurs concluent que les externalités de connaissance sont plus importantes
au sein d’un réseau que sur l’ensemble de ses frontières. Selon ces auteurs, les
entreprises de biotechnologie de Boston ne sont pas seulement intégrées dans des
réseaux régionaux d’innovation, mais aussi dans les réseaux sociaux qui ne sont pas
bornés géographiquement. Dès lors, l’espace n’est pas le seul déterminant de la diffusion
des externalités "Decisive, non-incremental knowledge flows are often generated through
’network pipelines’, rather than through undirected, spontaneous ’local broadcasting’."
(Bathelt et al., 2004).
Plus tard, Bathelt, Malmberg et Maskell distinguent dans leur article de 2004 les
"pipelines" des "buzz". Contrairement aux pipelines qui se réfèrent à la distance, les
"buzz" renvoie à "l’écologie" de l’information et de la communication crées par les
contacts face à face, par la co-présence et la co-localisation des gens et des firmes dans
la même industrie ou région : "This buzz consists of specific information and continuous
updates of this information, intended and unanticipated learning processes in organised
and accidental meetings" (Bathelt et al., 2004).
Les "pipelines" et les "buzz" se renforcent mutuellement. En effet, grâce à leur
potentiel dans l’intensification des interactions locales, les pipelines soutiennent la
cohésion des clusters et renforcent les relations d’interactions entre acteurs internes
(Murdoch, 1995). Ceci constitue un phénomène propice à la création de connaissances.
Malmberg et Maskell (2006) s’inspirent ainsi des travaux de Richardson (1972), et
expliquent que la création de connaissances prend place verticalement lorsqu’il s’agit
des connaissances complémentaires. Quand les acteurs sont similaires, la création de
connaissances se fait horizontalement car les acteurs entretiennent des relations de
concurrence et celles-ci sont donc produites dans le processus de comparaison, de
sélection et d’imitation constante (Malmberg, Maskell, 2005).
Pour aller au delà du dogme selon lequel il est important d’être proche pour innover,
il est nécessaire de franchir la simple distinction "tacite/codifiée" de la connaissance.
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Cowan et al. (2000) distinguent trois types de connaissances selon le degré de visibilité
de leur code : la connaissance articulée, non-articulée et non-articulable. D’après ces
auteurs, cette dernière forme est marginale, nous nous intéressons donc qu’aux deux
premières.
1.2.4.1. Distinction entre connaissances articulées et connaissances non
articulées
La connaissance articulée est par définition la partie de la connaissance tacite
qui peut être codifiée, et peut donc exister indépendamment de son détenteur sous
condition d’investissement dans sa codification. Le code utilisé est parfaitement visible
et spécifique à un contexte social. Ce peut être, par exemple un théorème, une circulaire,
etc. La connaissance non-articulée ne fait pas référence explicitement à un code. Les
auteurs distinguent cette dernière en deux catégories : connaissance non-articulée où
le code existe mais est "déplacé" et connaissance non-articulée où le code n’existe pas.
Pour le premier cas, le code est internalisé seulement par le groupe qui l’utilise. En
d’autres termes, des connaissances sont utilisées au cours de conversations sans qu’elles
soient définies puisque leur signification est évidente pour tous les agents concernés.
Cette connaissance peut donc sembler tacite pour un observateur extérieur (Cowan et
al. 2000). Pour le second cas, le code n’existe pas. Cowan et al. (2000) ont établi une
autre distinction à ce niveau. Le code n’existe pas et donc la connaissance est tacite
mais manifeste dans le sens où elle commence à être exprimée ; lorsqu’elle commence à
être divulguée par son inventeur, elle devient une connaissance dont le code n’est pas
encore complètement stabilisé. Ensuite, elle peut être codifiée. A terme, son code peut
devenir latent.
Toutefois, certaines connaissances peuvent rester tacites, ce qui constitue le
deuxième type des connaissances où le code n’existe pas. Cette connaissance "classique"
est tacite ou latente puisqu’elle ne peut être articulée même avec la volonté du détenteur
(Mangolte, 1997). Elle renvoie donc à la partie de la connaissance tacite qui fait
référence à des "routines" dépendantes de l’action de celui qui la détient, son existence
est même ignorée ou négligée (Foray, 2000).
Le tableau (1.1) présente une classification en fonction du degré de codification des
connaissances et du degré de visibilité des codes (manifeste ou latent) :
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Connaissance manifeste Connaissance latente
Connaissance codifiée Code explicite Code déplacé
Connaissance non-codifiée Code non-stabilisé Pas de code
Tableau 1.1 – Classification des connaissances en fonction de leur degré de
codification et de manifestation
Source : Cowan et al. (2000), p 235
Il ressort de cette distinction qu’il n’est pas évident de codifier toutes les connaissances
tacites puisque une part de ces connaissances reste toujours non codifiable. La célèbre
phrase de Polanyi (1966) éclaire parfaitement cette idée "we can know more than we
can tell" (M. Polanyi, 1966, p.4). Les individus ont toujours la capacité de savoir plus
ce qu’ils peuvent expliquer. L’agent n’a pas toujours conscience des connaissances
tacites qu’il possède ce qui n’est pas le cas pour les connaissances codifiées.
Une autre raison qui justifie la difficulté de codifier les connaissances tacites, est
le coût élevé que nécessite cette codification. Il est vrai que cette codification permet
aux agents d’effectuer un certain nombre d’opérations à un coût marginal très faible.
Le transport et le transfert, ainsi que la reproduction des connaissances représentent
des fonctions dont les coûts diminueront sensiblement grâce à la codification. En
revanche, le coût fixe que supporte la codification est dans certains cas très élevé.
Il n’est pas toujours économiquement efficace de codifier une connaissance selon une
analyse coût-avantage.
De plus, la connaissance tacite est nécessaire à l’usage des connaissances codifiées
et vice-versa. Il y a toujours une part des connaissances tacites dans les connaissances
codifiées ce qui montre que ces deux types de connaissances sont complémentaires. Par
conséquent, il est difficile de séparer les usages de ces deux types de connaissances
même si la plupart des études théoriques font cette distinction tacite/codifiée.
Nous concluons donc que l’explication de la dimension locale des externalités de
connaissance ne peut pas s’appuyer uniquement sur leur dimension tacite, pour les
deux raisons suivantes : le caractère tacite de la connaissance dépend de l’accès ou
non au code. Les connaissances tacites dont l’accès au code est possible ne sont pas
nécessairement des connaissances purement tacites et transmissibles uniquement par
contact face à face. En effet, le code permet de faciliter leur transmission.
La deuxième explication réside dans le fait qu’aucune connaissance n’est
parfaitement appropriable par son inventeur en raison notamment de l’incertitude sur
l’usage des connaissances (Gallié et Guichard, 2002). Ainsi, en fonction de l’accès ou
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non au code, la connaissance peut apparaître tacite et donc inaccessible à certains, et
codifiées à ceux qui possèdent le code. Dans ce cadre, il n’est plus nécessaire d’être à
proximité pour capter les spillovers. La condition de co-localisation est remplacée entre
autre par l’accès ou non au code. En effet, les interactions ne lient pas nécessairement
deux agents d’un même territoire s’ils n’ont pas accès au code. La co-localisation ne
paraît pas alors nécessaire dans des conditions.
Il résulte de cette analyse que les connaissances tacites et codifiées sont
complémentaires et que considérer les externalités de connaissance comme localisées
en raison du caractère tacite de la connaissance présente des limites même si cela reste
l’explication la plus évoquée dans la plupart des travaux.
1.2.4.2. Nature collective et composite de la connaissance
Le débat sur la nature des connaissances a été abordé de différentes manières dans la
littérature économique. Si Cowan et al. (2000) ont montré qu’il est difficile de distinguer
les connaissances tacites des connaissances codifiées, Antonelli (2006) montre qu’il
est difficile de considérer la connaissance comme un bien public au sens strictement
arrowsien.
En effet, plusieurs mécanismes peuvent limiter l’accès et l’appropriation de la
connaissance. Ces mécanismes peuvent être institutionnels tels que les droits de
propriétés intellectuels ou socioculturels comme le langage. En même temps, il est
difficile de considérer la connaissance comme un bien privé parfaitement appropriable
à cause des phénomènes d’essaimage et de débordement de la connaissance (Crevoisier
et Jeannerat, 2009).
Au delà du débat bien public ou privé, Antonelli (2006) avance que la connaissance
peut être abordée comme une activité collective nécessitant la capacité d’entrer en
interaction avec différents acteurs au sein des contextes économiques et sociaux. Cette
manière différente d’aborder la nature de la connaissance permet de souligner que si
la dimension tacite des connaissances est importante dans l’innovation, l’interaction
entre agents économiques constitue un facteur plus important de leur transmission. En
effet, en considérant que les externalités de connaissance sont localisées, l’augmentation
de la distance géographique agit négativement sur leurs transmissions. Lorsque la
distance devient plus importante, la diffusion des spillovers diminue puis leurs effets
de débordement disparaissent. En soulignant le caractère collectif de la connaissance,
la transmission de cette dernière peut être réalisée à plus grande distance.
Antonelli et Calderini (2008) parlent aussi du caractère composite de la
connaissance, c’est-à-dire se combinant d’avantage au sein de projet industriels
complexes : "knowledge is composite, when it is it self the result of the synthesis of many
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different elementary knowledge modules" (Antonelli, 2006). En effet, les dynamiques de
connaissances se transforment de manière trans-sectorielle, autour d’entités composites,
comme la santé, la communication ou encore le tourisme (Cooke et Delaurentis, 2007).
Les acteurs économiques ont désormais un accès facile à des connaissances nombreuses
et dispersées dans l’espace. Ces connaissances vont être articulées avec celles qui
sont disponibles ailleurs pour en produire d’autres. Cette vision renouvelée de la
connaissance a constitué une caractéristique des approches territoriales d’innovation.
Au cours des vingt dernières années, ces approches ont joué un rôle important dans
l’économie de l’innovation et de la connaissance. Le territoire constitue pour elles
une entité socio-spatiale. Au sein de cet espace, les connaissances sont construites et
articulées avec d’autres connaissances pour produire l’innovation. D’où l’importance de
ce caractère composite de la connaissance dans la production d’innovation.
Après avoir présenté la relation entre les connaissances et l’émergence des
externalités de connaissance, nous discutons dans la section suivante de l’importance
de ces deux phénomènes dans les activités innovantes.
1.3. L’innovation : une activité concentrée
géographiquement, mais dans des frontières
mouvantes
L’innovation est considérée comme le lien entre la création des connaissances et le
système de production (Cabrer-Borras et Domingo, 2007). Elle constitue le moteur
endogène de la dynamique du système économique (Schumpeter, 1942). Plusieurs
travaux se sont focalisés systématiquement sur l’étude des facteurs traditionnels
intervenant dans la production d’innovation notamment les dépenses en R&D, la taille
de l’entreprise, le capital humain, etc. (Schumpeter, 1942 ; Schwartz, 1975 ; Baldwin et
Scott, 1987 ; Cohen et Levinthal, 1989).
Cependant, d’autres analyses ont fait leur apparition par la suite, cherchant à
étudier l’impact de l’espace sur l’activité innovante à travers l’étude du concept
d’externalités de connaissance localisées LKS. Progressivement, l’espace est considéré
comme l’un des facteurs les plus déterminants de l’innovation (Escribano et al, 2009).
En effet, ces travaux montrent que l’espace n’est pas neutre et qu’il est intéressant
d’étudier la concentration des activités innovantes afin d’apporter un éclairage sur les
interactions entre espace et innovation. Pour compléter ces études, nous nous focalisons
dans cette section sur l’étude des LKS pour montrer leur rôle dans l’innovation tout en
tenant compte des externalités de connaissance non localisées ou distantes (DKS) qui
jouent aussi un rôle aussi important.
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Dès lors, il devient nécessaire de définir l’innovation et de présenter ses
caractéristiques avant de voir comment la dynamique d’innovation est influencée par
les LKS et aussi les DKS.
1.3.1. Définition et mécanismes de l’innovation
Schumpeter (1934) a été parmi les premiers auteurs à avoir défini l’innovation.
Il la considère comme" simply the doing of new things or the doing of things that
are already being done in a new way" (Schumpeter, 1934). En d’autres termes,
l’innovation représente la valorisation économique (marchande ou non) des nouvelles
idées. Les avancées technologiques qui en découlent consistent en l’invention de
nouveaux produits, l’amélioration de la qualité ou la réduction du coût de production
de biens et services existants.
Schumpeter (1934) a identifié cinq types d’innovation : l’introduction d’un nouveau
produit ou le changement des qualités d’un produit déjà existant, l’introduction
d’une nouvelle méthode de production ou de transport, l’ouverture d’un nouveau
marché, le développement de nouvelles sources de matières premières et de facteurs de
production et enfin l’évolution dans l’organisation industrielle. Les deux premiers types
d’innovation sont les plus étudiés dans la littérature et sont connus respectivement sous
les expressions d’innovation de produit et d’innovation de procédé. La direction générale
des entreprises (2006) a défini ces deux concepts comme suit : "L’innovation de produit
se caractérise par l’introduction sur le marché d’un produit (bien ou service) nouveau
ou nettement modifié au regard de ses caractéristiques fondamentales, ses spécifications
techniques, des logiciels incorporés ou de tout autre composant matériel ou immatériel
incorporé, ainsi que de l’utilisation prévue ou de la facilité d’usage. L’innovation de
procédé se définit par l’introduction dans l’entreprise d’un procédé de production, d’une
méthode de fourniture de services ou de livraison de produits, nouveaux ou nettement
modifiés. Le résultat doit être significatif en ce qui concerne le niveau de production,
la qualité des produits ou les coûts de production et de distribution. L’innovation peut
résulter d’un produit ou procédé nouveau pour l’entreprise mais pas pour le marché.
C’est le cas lorsqu’une entreprise adopte une technologie déjà mise en oeuvre par un
concurrent".
Par ailleurs, l’innovation peut aussi être analytiquement décomposée en innovation
technologique et innovation non technologique. L’innovation technologique englobe
l’innovation de procédé et de produit et l’innovation non technologique comprend, quant
à elle, l’innovation organisationnelle et de marketing. Nous parlons aussi d’innovation
radicale ou de grande ampleur comme par exemple le micro-ordinateur et d’innovation
incrémentale ou de petite taille comme la dernière adaptation d’un logiciel préexistant.
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En outre, l’innovation présente quelques spécificités par rapport à l’invention. Alors
que l’invention correspond à la phase de génération d’une nouvelle idée liée à un nouveau
produit ou à un nouveau procédé, l’innovation représente la phase où ces nouvelles idées
sont traduites en des produits ou procédés. Depuis les travaux pionniers de Joseph
Schumpeter, l’invention constitue une phase importante de l’innovation. Une fois que
l’innovation est produite, elle constituera par la suite un moyen de diffusion du nouveau
produit ou dispositif à grande échelle. Nous distinguons donc clairement le passage de
l’invention à l’innovation. Dans ces conditions, les relations entre invention, diffusion
et innovation sont complexes. En effet, chacune influence les autres par de multiples
canaux. Guellec (2009) précise que "les idées nouvelles permettent la commercialisation
des produits nouveaux, lesquels à leur tour suscitent de nouvelles idées ; les produits
nouveaux sont diffusés, et la diffusion encourage en retour la mise au point de produits
nouveaux".
Les activités d’invention et d’innovation sont donc liées même si les inventions ne
donnent pas lieu nécessairement à une innovation. En effet, au niveau de chaque étape,
le processus d’innovation est l’occasion de multiples boucles de rétroaction. Les bases de
connaissances qui représentent la source de l’invention ne sont plus seulement mobilisées
lors de la première phase mais tout au long de ce processus.
1.3.1.1. Aspect interactif du processus d’innovation
Dans l’approche évolutionniste (Nelson et Winter, 1982 ; Dosi et al. 1988),
l’explication du phénomène de l’innovation a connu un changement radical. En effet,
le changement technologique n’est plus considéré comme exogène. Il est désormais
considéré comme un facteur endogène de la croissance. Par ailleurs, chaque agent
économique ne jouit que d’une connaissance limitée et possède une perception sélective
des choses. Contrairement à l’entrepreneur schumpetérien (lui seul capable de tirer
parti des opportunités technologiques qui lui s’offrent), l’échange des connaissances
et l’interaction entre ces individus permet de bénéficier des connaissances d’autrui.
L’innovation apparaît donc comme le résultat d’interactions de plusieurs acteurs variés.
Ainsi, le processus d’innovation est considéré comme "technology push" ou comme
"demand pull". Le premier concept est attribué à Schumpeter (1966) et Rosenberg
(1976) et implique que l’innovation est le résultat de la recherche des opportunités
technologiques et le deuxième revient à Schmookler (1966) qui précise que l’innovation
est fonction de la demande du marché. Les interactions entre acteurs de l’innovation
notamment les clients, les fournisseurs, les laboratoires académiques, les acteurs
financiers, déterminent l’efficacité du processus d’innovation (von Hippel, 1976).
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La figure (1.2) suivante éclaircit la relation entre les déterminants de l’innovation
et leur rôle dans la dynamique innovante. La R&D est une étape importante en
amont du processus d’innovation. Elle représente une source de connaissances. En
effet, les scientifiques, ingénieurs, entrepreneurs et inventeurs développent de nouvelles
connaissances et s’accaparent les retombées du succès qui découlent de leurs efforts
scientifiques. La manière dont les entreprises utilisent la connaissance joue aussi un
rôle important dans l’innovation. En effet, bien que les facteurs tangibles tels que
les ressources financières et les technologies disponibles soient importantes dans ce
processus, la capacité créative dans toutes ses dimensions et le capital intellectuel
restent toujours essentiels à l’innovation :
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Source : Borras et al. (2008)
Figure 1.2 – Production et mesure de l’innovation
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La figure (1.2) montre que la connaissance présente des caractéristiques particulières
dans la mesure où elle peut être considérée à la fois input et output de production de
connaissances (Amin et Cohendet, 2004) qui favorisent à leur tour l’innovation. La
connaissance est donc un output puisque la production de nouvelles connaissances est
le résultat des activités scientifiques et technologiques. Ces nouvelles connaissances
peuvent s’ajouter aux autres connaissances déjà existantes pour en produire d’autres,
constituant un input de ce processus de production. Le processus de circulation des
connaissances pousse ainsi le même agent économique à transformer les connaissances
existantes en connaissances nouvelles, et est par conséquent à la fois producteur
et consommateur. Ceci crée des rétroactions (feedbacks) dans la mesure où les
connaissances produites sont utilisées pour en produire d’autres.
Ainsi, au delà de la séquence traditionnelle du processus d’innovation (la firme
fait de la recherche, la recherche mène vers le développement, le développement vers la
production et la fabrication de produits qui seront destinés au marché), ces rétroactions
jouent un rôle important dans l’innovation. En effet, il est primordial pour l’entreprise
d’intégrer ces feedbacks pour pouvoir rapidement améliorer son processus d’innovation
notamment dans un environnement de concurrence et d’asymétrie d’information. La
production d’innovation peut se révéler sous forme de brevets, de publications par
exemple ou bien sous forme de chiffre d’affaires en produits innovants. Ces mêmes
indicateurs peuvent être considérés comme moyens de transferts de connaissances. Nous
nous limitons dans ce qui suit à présenter l’intérêt des brevets dans le transfert des
connaissances. Les critères de choix de cet indicateur, ainsi que la présentation de ses
caractéristiques et de ses limites seront présentés dans le chapitre 2.
1.3.1.2. Rôle des brevets dans le transfert des connaissances
Au cours des dernières années, l’importance accordée à l’économie de la connaissance
dans le monde entier a conduit à un regain d’intérêt pour les brevets qui représentent
un moyen de mesure des activités d’innovations.
Au delà de la fonction de protection de la propriété intellectuelle qui lui est
traditionnellement attribuée et en s’inspirant de l’approche évolutionniste de Nelson
et Winter (1982), le brevet joue en plus un rôle central de coordination des activités
d’innovations. Plusieurs études empiriques et théoriques, réalisées par la suite, insistent
à la fois sur son rôle d’incitation et sur son nouveau rôle cognitif et organisationnel.
L’utilisation des brevets comme indicateur de l’innovation remonte aux travaux
de Schmookler (1966) et Scherer (1965). À la fin des années 1970, la disponibilité
de l’information en forme lisible sur machine auprès de l’office américain des brevets,
a permis l’utilisation de ces données avec de plus grands échantillons d’entreprises.
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Griliches (1984) suivi par Griliches et al. (1987) et Griliches (1990) ont, par la suite,
utilisé ces données dans leur études sur l’innovation. Parallèlement à ces travaux
sur les Etats-Unis, d’autres travaux sur l’Europe sont apparus, notamment ceux de
Schankerman et Packes (1986) qui ont ouvert la voie de l’utilisation des brevets de
l’Office Européen des Brevets (OEB).
En plus de son utilisation en tant qu’un indicateur de l’activité inventive, le
brevet est aussi un moyen de transfert des connaissances codifiées 11(encadré 1.2).
Dans le cadre de la théorie traditionnelle, Arrow (1962) qui a longtemps assimilé
la connaissance à l’information, montre que les échanges de connaissances sont
bloqués car nul n’accepte de payer pour un bien dont il ignore tout, mais quand on
dévoile ce bien à un individu, ce dernier l’acquiert automatiquement sans payer. Pour
l’économie de la connaissance, c’est la proximité de la connaissance avec l’information
qui empêche son transfert. La nécessité pour les innovateurs est moins de réussir à
s’approprier leurs connaissances que de parvenir à les diffuser et à les expliquer aux
autres (Callon, 1993). Le brevet facilite donc le transfert des connaissances codifiées
qui, ainsi diffusées, permettent la production d’autres connaissances et d’autres idées
qui engendrent d’autres innovations.
Encadré 1.2 : Autres fonctions du brevet selon l’économie fondée sur la
connaissance
Le brevet joue plusieurs rôles qui justifient sa perpétuelle utilisation au cours du temps
(Moussa, 2009) :
1. Moyen publicitaire et de signalisation des compétences de l’entreprise innovante :
Selon Mazzoleni et Nelson (1998), le brevet joue un rôle de publication dans la
mesure où toute innovation brevetée est nouvelle et a une application industrielle.
Ceci accroît la réputation de son détenteur et indique à la communauté scientifique et
technologique que l’entreprise qui brevette est compétente dans un domaine particulier
(Pénin, 2003). Le brevet permet donc à des partenaires potentiels de s’identifier dans
un contexte où la multiplicité des acteurs et des informations rend les contacts difficiles
(Pénin, 2005).
2. Instrument pour faciliter le transfert de technologies : Le brevet peut créer un marché
pour l’achat et la vente des technologies. Les entreprises ayant protégé leurs recherches
par un brevet vendent les résultats sous la forme de contrat de licence d’exploitation
qui spécifie le prix et les modalités de transaction (Cohendet et al., 2006). Ce marché
n’existerait pas sans le système de brevet puisqu’il permet, d’un côté, de révéler la
11. Le brevet joue plusieurs fonctions que nous présentons dans l’encadré (1.2). Ces différentes
fonctions sont présentées en détail dans Moussa, I. (2009). Une vision renouvelée du rôle des brevets
et des citations de brevets dans le développement, Les Cahiers de l’ATM, n˚ 24, 51-68.
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description de l’innovation, c’est-à-dire faire de la publicité pour le produit et, d’un
autre coté, d’en garantir la protection.
3. Instrument d’échange de technologies : Von Hippel (1988) trouve que l’entreprise
utilise son portefeuille de brevet afin de mettre en place des accords d’échange mutuel
de licences. Dans les domaines où la technologie est complexe, c’est-à-dire où la mise
en place d’une innovation nécessite la combinaison de plusieurs technologiques, il y
a une forte probabilité qu’un individu se retrouve bloqué et n’ait pas accès à une
technologie qui lui est nécessaire puisque cette dernière est protégée par un brevet
détenu par une autre organisation.
4. Moyen facilitant la collaboration entre différentes organisations : La détention d’un
brevet donne un signal sur le niveau des compétences. Il permet aux différentes parties
souhaitant collaborer de protéger leur savoir antérieur et d’éviter d’être pillées par les
partenaires. Cette protection décroît les risques inhérents de la coopération, ce qui
naturellement accroît les incitations à participer (Ordover, 1991). Il contribue à définir
l’importance de chacun des collaborateurs dans la nouvelle structure, car sans le brevet
les participants auraient probablement plus de difficultés à s’accorder sur les modalités
de collaboration. Surtout, il facilite la répartition des gains de la collaboration, en
permettant le partage des dividendes des partenariats inter-organisations par exemple
(Hagedoorn, 2003).
5. Outil d’interactions entre acteurs hétérogènes : Le brevet facilite les interactions entre
acteurs hétérogènes. Il favorise la rencontre entre son détenteur et d’autres organismes,
l’obtention de financement et l’embauche de jeunes chercheurs. Ceci fait de lui un outil
central pour rassembler les acteurs autour d’un projet commun.
Pour Cohendet et al. (2006), le rôle du brevet diffère selon la phase de développement
de la technologie :
– Phase d’émergence de la technologie : rôle de coordination
Lors de cette première phase de développement des innovations, les problèmes
d’incertitude peuvent entraîner une diminution massive des échanges entre les
différents acteurs de l’innovation. En effet, comme les acteurs hétérogènes ne se
connaissent pas, il y a une diminution des échanges. Outre ce risque d’incertitude,
l’innovation collective est également freinée par les problèmes de circulation des
connaissances dus à l’existence d’une dimension tacite de l’innovation et qui
constituent des barrières aux transferts de la connaissance rendant plus compliqué,
par exemple, l’accès aux financements nécessaires à la bonne réalisation d’un projet.
Dans ce cadre, le brevet constitue un moyen d’assurer les interactions entre les
acteurs de l’innovation, il est donc impératif, durant ces premières phases de
développement d’une innovation, d’assurer les interactions entre acteurs pour créer
des incitations.
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– Phase de développement de la technologie : rôle d’incitation
Pour Callon (1999), c’est uniquement dans le stade de stabilisation du processus
innovatif que le brevet se présente comme un mécanisme d’incitation, dans la mesure
où le paradigme technologique atteint un stade où tous les acteurs sont connus, où
toutes les opportunités marchandes sont prédictibles, où les langages sont stabilisés,
où les expériences de laboratoire sont facilement reproductibles, où la dynamique
technologique est bien dessinée à l’intérieur de schémas compréhensibles par le
plus grand nombre, où la connaissance est non-rivale et non-exclusive (Cohendet
et al., 2006). Le secteur pharmaceutique constitue une rare exception à cette
règle (Liebernan et Montgomery, 1988). Ce secteur repose plus sur la science
fondamentale, le brevet y est beaucoup plus efficace comme outil d’appropriation
des bénéfices de l’innovation.
1.3.2. De l’importance de l’espace pour innover
Jusqu’aux années 1990, plusieurs travaux sur l’innovation ont cherché à étudier
les déterminants de la localisation des activités économiques notamment les activités
innovantes. Plus précisément, ces travaux ont montré que la localisation des activités
de production, la concentration de la main d’oeuvre et la répartition géographique
de la demande et des activités de services spécialisés constituent des déterminants de
localisation des activités économiques. Pourtant, tous ces facteurs ne suffisaient pas à
expliquer cette forte polarisation des activités innovantes qui sont plus concentrées que
les activités de production. Sont apparus alors des travaux théoriques et empiriques
s’appuyant sur une dimension géographique bornée des externalités de connaissance
pour expliquer cette concentration spatiale. Nous pouvons dégager alors une conclusion
régulière de ces travaux qui ont essayé d’apporter une explication empirique à la forte
polarisation spatiale des activités d’innovation : il paraît évident que l’espace a un rôle à
jouer dans la dynamique d’accumulation et de création de connaissances. La proximité
géographique influence ainsi le processus d’innovation. Dans un premier temps, les
géographes de l’innovation ont souligné la tendance à la concentration spatiale des
activités d’innovation (Jaffe, 1989 ; Audretsch et Feldman, 1996). Plus tard, d’autres
études sont apparues proposant une explication à cette polarisation spatiale à travers
la notion d’externalités de connaissance (Duranton et al., 2008).
Même si Krugman (1991a,b) tenait au début une position différente, les externalités
localisées ont longtemps expliqué l’agglomération des activités d’innovation.
S’attachant à apprécier l’ampleur de ce qu’Alfred Marshall (1920) avait nommé
atmosphère, ces recherches ont confirmé l’hypothèse selon laquelle les externalités de
connaissance sont bornées géographiquement (Feldman, 1994a ; Audretsch et Feldman,
1996). En effet, il y avait une liaison étroite entre externalités et espace : l’idée que
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l’espace influence les flux de connaissance forme un acquis stable dans les différentes
théories en dépit de différences de méthode de mesures et de données utilisées.
Les économies d’agglomération représentent des avantages comparés en termes de
productivité que procure à une firme ou un ensemble de firmes une région par rapport
aux autres, du fait de sa taille et de sa structure (Catin et al., 2007). Les LKS
trouvent leurs sources dans l’approche fondatrice de Marshall (1920) qui précise les
différentes forces d’agglomération des activités économiques. Les LKS constituent, en
plus des rendements d’échelle croissants et de la main d’oeuvre qualifiée, une troisième
explication des facteurs d’agglomérations. Ces facteurs ont été identifiés par les travaux
de la nouvelle économie géographique (NEG), suite à l’article fondateur de Krugman
(1991a,b) qui avait pour objectif d’expliquer les forces d’agglomération des activités
économiques en tenant compte de leur inégale distribution spatiale.
Par ailleurs, le modèle de Paul Krugman (1991a) s’inspire de l’approche de Marshall
pour insister sur les deux premières forces d’agglomération et négliger la troisième.
Les apports de la modélisation par la NEG permettent de distinguer les facteurs
d’agglomérations en deux facteurs : facteurs traditionnels qui ne tiennent pas compte
des externalités de connaissance et facteur externalités de connaissance dont l’analyse
paraît la plus fragile.
1.3.2.1. Le rôle secondaire des LKS dans les premiers modèles
d’agglomération de P. Krugman (1991a,b)
Afin de décrire les raisons de la localisation des activités productives dans
l’espace, Krugman développe un modèle centre-périphérie sur la structure de Dixit,
Stiglitz, Krugman (Krugman, 1979 ; 1980 ; 1981 ; Dixit et Norman 1980 ; Helpman et
Krugman, 1985). Ce modèle aborde les questions de localisation, de développement,
de régionalisation et d’intégration économique tout en tenant compte des conclusions
de la nouvelle théorie du commerce international. Krugman (1991a,b) considère
que les externalités de connaissance ont un rôle beaucoup moins important dans
l’agglomération que les rendements d’échelle croissants et la main d’oeuvre qualifiée :
– Les rendements d’échelle croissants et le coût de transport représentent un
facteur important expliquant la polarisation des activités économiques. Le modèle
fondateur de la nouvelle économie géographique proposé par Krugman (1991a,b)
apporte une explication à la concentration des activités à travers un arbitrage
entre d’une part, le gain entraîné par la concentration de la production afin de
bénéficier de coûts marginaux et moyens plus faibles et, d’autre part, les coûts
de transport des lieux d’extraction des matières premières jusqu’aux lieux de
production et des lieux de production jusqu’aux lieux de consommation.
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En effet, lorsque les coûts de transport sont importants, les localisations les plus
attractives sont celles qui présentent des rendements d’échelle croissants au niveau
de la production. En présence d’une demande importante et face à des coûts de
transport relativement faibles, les firmes se laissent guider dans leurs stratégies de
localisation par des "home-market effects" (Simonis, 2002). Autrement dit, quand
les coûts de transport sont faibles, les entreprises peuvent bénéficier des avantages
liés à la concentration de la production sans craindre des pertes de parts de marché
sur les marchés où se trouve la demande. La demande peut donc jouer un rôle
dans l’agglomération des activités innovantes. "Une entreprise isolée devra payer
plus pour se faire livrer des composants électroniques de haute technologie dont
elle n’utilise qu’une petite quantité. En revanche, si plusieurs entreprises utilisant
ces composants s’installent au même endroit, et induisent ainsi une demande plus
importante, le fournisseur va pouvoir livrer ces inputs à un prix plus intéressant,
du fait d’économies d’échelle ou parce qu’il va lui-même venir se localiser au
même endroit, ce qui diminue les coûts de transport" (Duranton et al., 2008).
Dans ce contexte, les rendements d’échelle croissants (ou les fortes indivisibilités
dans la production) ainsi que la demande locale expliquent la concentration des
activités de production.
– La main d’oeuvre qualifiée constitue un deuxième facteur qui explique et favorise
le processus d’agglomération des entreprises. En effet, les entreprises cherchent à
se localiser aux endroits où il existe une offre constante de main d’oeuvre dont le
savoir et les compétences sont spécifiques. Certains auteurs considèrent que les
villes sont l’endroit idéal qui permet la formation des individus : "Cities are places
where young people go to learn skills", Glaeser (1998, p148). Afin de bénéficier de
la main d’oeuvre qualifiée, les entreprises ont alors intérêt à se localiser à proximité
de ces zones, ce qui permet la constitution d’un vaste marché du travail et le
développement de qualifications spécifiques. De la même manière, les travailleurs
se dirigent généralement là où ils ont le plus de chance de trouver un travail
correspondant au mieux à leurs attentes (Krugman, 1991a,c).
Ainsi, plusieurs études empiriques ont montré que la mobilité des chercheurs et
des techniciens au niveau local constitue un vecteur de diffusion des connaissances
entre firmes (Saxenian, 1994). La diffusion des connaissances de manière
informelle entre les différents chercheurs ou ingénieurs par exemple, constitue
une source d’économies de coûts de transaction liées à l’échange d’idées et de
connaissances.
Cependant, la mobilité excessive des travailleurs peut impliquer un risque de
divulgation des secrets scientifiques et technologiques des firmes (Fosfuri et
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Ronde, 2004 ; Motta et Ronde, 2002). Ainsi, en cas de hausse des salaires due à
une demande accrue de main d’oeuvre ou à la concurrence entre entreprises, ces
dernières seront soumises à un arbitrage entre les avantages liés à la disponibilité
d’une réserve de main d’oeuvre qualifiée et l’inconvénient de subir les effets de
débauchage des employés (Combes et Duranton, 2006).
1.3.2.2. La prise en compte de l’importance des LKS comme facteur
d’agglomération
Plus récemment, Krugman a reconnu lui-même l’importance des externalités
technologiques et considère aujourd’hui que les externalités "pures" du type knowledge
spillovers sont déterminantes (Krugman, 1991a,b). Par exemple, dans la théorie du
commerce international, il affirme que les échanges produisent des externalités positives
parce que les entreprises innovantes ne parviennent pas à conserver le monopole des
connaissances qu’elles produisent. En revanche, il donne trois raisons pour lesquelles
les externalités technologiques sont exclues de l’analyse.
La première raison montre qu’en dépit du succès des clusters de la Silicon Valley
ou celui de la route 128 à Boston, il existe d’autres clusters où les externalités de
connaissance ne présentent pas un enjeu principal comme par exemple la finance à
New York ou les producteurs de bijoux autour de Providence.
La deuxième raison réside dans le fait que les externalités pécuniaires sont plus en
mesure d’expliquer l’agglomération des activités économiques que les externalités de
connaissance 12. Ces externalités pécuniaires envoient à des interactions qui transitent
par le marché (Scitovsky, 1954) et sont considérées depuis les analyses des districts
marshalliens comme décisives (Krugman, 1991b). En effet, dans le cadre d’une
concurrence imparfaite et de rendements d’échelle croissants, une firme pourrait affecter
la demande d’un produit d’une autre firme dont son prix de vente est supérieur
à son coût marginal. Cette situation donne lieu à des externalités pécuniaires qui
expliquent à leur tour les structures d’agglomérations des activités économiques. Elles
sont introduites par la suite dans les modèles théoriques dont le but est de justifier la
localisation des firmes dans certaines régions.
La troisième raison qui explique la position de Krugman est liée à la difficulté
à reconnaître les externalités. Pour lui, les flux de connaissance sont invisibles, ne
laissent pas de traces et ne peuvent être mesurés : "knowledge flows, by contrast, are
invisible ; they leave no paper trail by which they may be measured and tracked, and
there is nothing to prevent the theorist from assuming anything about them that she
12. Voir paragraphe origine des externalités de connaissance pour une définition des externalités
pécuniaires.
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likes" (Krugman, 1991a : 53-54). Le recours aux externalités technologiques n’est donc
pas nécessaire à l’explication des mécanismes d’agglomération et l’essentiel des travaux
de la NEG s’est concentré sur les modèles avec mécanismes de rétroactions positives.
La minimisation de l’importance de ces externalités amène Krugman à interpréter la
concentration moderne comme les forces de localisation présentes au XIXe siècle. Il
découle de ce constant une remise en cause de la capacité des modèles de la NEG à
prendre en compte les spécificités des agglomérations et de les intégrer dans un modèle
centre-périphérie (Coissard, 2007).
Même si la NEG montre que les mécanismes d’agglomération dépendent de la forme
spatiale des externalités technologiques, leur analyse reste fragile sur cette dernière
(Carrincazeaux, 2011). Cette position de la NEG a été contestée par l’approche de la
géographie de l’innovation, en particulier Jaffe (1989) pour qui la connaissance laisse
des traces par les brevets (Jaffe et al., 1993). Il explique ses réserves initiales par
le manque de théorisation de ces effets (Fujita et Krugman, 2004). Dans l’ensemble,
ces travaux s’accordaient sur l’importance de la proximité géographique qui paraît
décisive dans les activités économiques. Par le biais d’une proximité géographique,
les agents économiques vont bénéficier des spillovers qui sont à l’origine de ces effets
d’agglomération, permettant ainsi d’expliquer pourquoi les activités économiques se
localisent dans certains lieux et pas dans d’autres et pourquoi la distribution spatiale
des activités économiques est inégale.
Toutefois, en se référant en permanence aux externalités de connaissance localisées,
les travaux empiriques et théoriques expliquant l’importance de l’espace dans
l’innovation ont tendance à surévaluer ce phénomène.
1.3.3. Une discussion de la nature et de l’importance des
LKS dans la production d’innovation
Les travaux sur les externalités de connaissance localisées, notamment l’approche
de la géographie de l’innovation, ont largement souligné le rôle de l’espace dans la
production d’innovation. La majorité de ces travaux montrent l’importance d’être à
proximité pour bénéficier des LKS. Beaucoup s’accordent, à l’instar de Marshall qui
considère que "les externalités sont dans les airs", sur le fait que les externalités de
connaissance issues de la recherche publique ou privée sont locales. Il suffirait d’être à
proximité de la source émettrice de connaissances (que ce soit une firme, une université
ou un département,...) pour capter ces LKS.
Toutefois, malgré la diversité des travaux proposés en faveur de cette thèse, il semble
réducteur d’attribuer l’effet positif de l’espace à la seule existence des spillovers de
connaissances.
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1.3.3.1. L’espace n’est pas structuré seulement par les LKS
Dans la même lignée que les travaux sur l’agglomération des activités innovantes,
Tappeiner et al (2008), sur un échantillon de 51 régions européennes, ont cherché à
expliquer si l’effet positif de l’espace sur l’innovation est causé seulement par les LKS.
Ces auteurs ont exploré cette question en testant les deux hypothèses suivantes :
– Première hypothèse : l’autocorrélation spatiale 13 d’une région quelconque est la
résultante des LKS en provenance des régions voisines fortement innovantes.
– La deuxième hypothèse : l’autocorrélation spatiale est le résultat de la
concentration dans l’espace des facteurs de production. Ces facteurs sont divisés
en deux catégories. La première catégorie regroupe les facteurs traditionnels tels
que la R&D, le capital humain, etc. et la deuxième catégorie concerne le capital
social. Ce facteur d’innovation a été développé par Hauser et al. (2007). En effet,
ces derniers ont intégré dans leur modèle une variable proxy mesurant le capital
social qui consiste à tester l’existence et l’impact des canaux de transmission
des connaissances tacites. Ils mesurent cette variable en utilisant 5 facteurs
comme indicateurs du capital social : l’intérêt politique, liens d’amitiés, activités
associatives, le degré de confiance et le développement technologique et autonome.
Les résultats trouvés montrent que l’autocorrélation spatiale disparaît lorsque le
capital social est intégré dans le modèle.
Il découle de cette étude que les LKS ne jouent pas en soi. Son rôle s’atténue au fur et
à mesure de l’introduction des variables sociales dans le modèle comme par exemple les
relations interpersonnelles. Ainsi, Les LKS ne représenteraient pas la seule explication
de l’effet positif de l’espace sur l’innovation, les relations sociales qui se développent
dans un milieu géographique sont parfois plus importantes que les LKS.
1.3.3.2. L’innovation est liée aux LKS mais aussi aux DKS et à des
proximités non géographiques
Nous avons précisé précédemment que l’effet positif de l’espace sur l’innovation ne
s’explique pas seulement par les LKS. Cet effet serait conditionné aussi par l’existence
d’interactions effectives entre agents. Toutefois, si les activités innovantes sont
concentrées c’est que nous pouvons accepter l’hypothèse d’un bornage géographique
des externalités de connaissance. Les externalités de connaissance ne se diffusent pas
donc uniformément dans l’espace et le caractère localisé de ces externalités constitue
bien une explication, parmi d’autres présentées précédemment, de la forte concentration
de l’innovation.
13. Voir chapitre 3 et 4 pour plus de détail sur la notion d’autocorrélation spatiale.
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En plus des LKS, d’autres externalités qui ne sont pas nécessairement localisées ont
un effet sur la production d’innovation. Ces externalités de connaissance non localisées,
appelées aussi externalités de connaissance distantes ou Distant Knowledge spillovers,
jouent un rôle important dans la production d’innovation. Ces dernières ne sont pas
nécessairement liées à l’espace puisqu’elles se transmettent entre entreprises ayant une
certaine proximité non géographique.
Suivant la typologie de Boschma (2005), quatre formes de proximités
non géographiques sont distinguées 14 : la proximité cognitive, la proximité
organisationnelle, la proximité sociale et la proximité institutionnelle (Balland, 2010).
Ces proximités non géographiques favorisent amplement la diffusion des connaissances.
En effet, les chercheurs d’une même discipline par exemple, développent le même
langage et les mêmes codes indépendamment de leurs positions géographiques. Ainsi,
l’importance de la proximité géographique est relativisée puisque les externalités
de connaissance se diffusent indépendamment de la distance qui sépare les agents
économiques produisant les externalités de connaissance (Boschma et Frenken, 2010 ;
Balland et al., 2011). Ces dernières ne sont pas non plus bornées géographiquement
et peuvent se diffuser à une distance plus longue que les LKS. Par ailleurs, elles
constituent, elles aussi, une explication de la forte agglomération des activités
innovantes.
Par ailleurs, nous pouvons distinguer les flux de connaissance (DKS ou LKS) en
deux catégories : externalités MAR et externalités Jacobs.
Les externalités MAR : Glaeser et al, (1992) en référence aux auteurs A.
Marshall (1980), K. Arrow (1962) et P. Romer (1986), ont élaboré la conception
"MAR". Ces externalités marshalliennes s’inscrivent dans la logique des économies
de localisation intra-industrielles. Le modèle Marshall-Arrow-Romer formalise le
raisonnement selon lequel la concentration des industries dans une ville favorise les
externalités de connaissance entre firmes et, par conséquent facilite l’innovation dans
la "ville-industrie" (Maftei, 2010). Selon l’hypothèse soutenue par ces auteurs, les
externalités de connaissance ne sont limitées qu’à leur secteur, ainsi leur diffusion vers
d’autres industries est supposée inexistante ou, du moins, insignifiante (Feldman et
Audretsch, 1999). Les externalités MAR sont donc des externalités intra sectorielles
puisqu’elles touchent les entreprises appartenant à un même secteur et augmentant
avec l’importance des secteurs économiques dominants.
En revanche, pour d’autres auteurs, les externalités résultent d’un regroupement
d’activités différentes. C’est le point de vue de Jacobs (1969) qui montre que les
14. Les proximités non géographiques sont définies et présentées en détail dans la section suivante
de ce chapitre.
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transferts de connaissances les plus fréquents sont interindustriels : ce sont des
externalités de type "Jacobs" (1969).
Externalités Jacobs : La diversité des industries concentrées géographiquement
stimule l’innovation. Ces économies externes à la firme et externes à l’industrie à
laquelle appartient la firme, sont liées à la diversité dans le milieu régional. Ainsi, les
externalités Jacobs résultent d’un regroupement en un même lieu de firmes d’industries
différentes. L’impact de ces externalités dépend des caractéristiques propres à chaque
secteur (Catin et al. 2007). Les externalités Jacobs sont appelées externalités inter
sectorielles dans la mesure où elles possèdent un caractère transversal et sont liées
à l’importance économique et démographique du territoire considéré. La diversité
semble ressortir plus nettement comme déterminant important de la croissance dans
les secteurs de haute technologie alors que la spécialisation aurait plutôt un effet
d’entraînement dans les secteurs traditionnels.
Les externalités intrasectorielles comme intersectorielles diminuent très fortement
avec la distance. Néanmoins, la dimension géographique des spillovers est généralement
plus marquée pour les externalités intersectorielles que pour les externalités
intrasectorielles. En effet, les conclusions énoncées par les géographes montrent que la
proximité géographique augmente les échanges intersectoriels de connaissances. Partant
de ce fait, nous analysons dans la section suivante les canaux de transmission des
connaissances.
Toutefois, Frenken et al.(2007) précisent que cette littérature souffre de deux limites.
Tout d’abord, nous pouvons nous demander si les externalités de connaissance sont
censées avoir lieu entre secteurs qui ne sont pas liés, comme le suggère la littérature sur
les externalités de type Jacobs. Par exemple, il est difficile pour un éleveur de porcs
d’apprendre à partir d’une entreprise sidérurgique en dépit du fait qu’ils soient voisins
(Asheim et al., 2007). La transmission de connaissances se fait donc entre secteurs
ou la distance cognitive n’est pas trop large (Nooteboom, 2000). Deuxièmement, une
économie diversifiée peut également agir comme un absorbeur d’un secteur spécifique
ou d’un choc asymétrique. Par conséquent, la notion d’externalités de Jacobs peut
être dans certains cas confondue avec les externalités positives de la diversification des
portefeuilles d’activité (Frenken et al., 2007).
Dès lors, il est essentiel de distinguer les différentes formes de diversité régionale
puisqu’elles impliquent des effets économiques différents. Les connaissances doivent se
répercuter d’un secteur à un autre quand elles sont complémentaires en termes de
bases de connaissances et de partage des compétences. En effet, ces externalités sont
plus importantes entre industries commercialisant des produits similaires et partageant
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la même technologie et les mêmes compétences (Mameli et al., 2012). En tant que
tel, ces connaissances nécessitent "une variété reliée" ou une certaine variété connexe
afin de permettre des connexions efficaces. Asheim et al, (2007) définissent ce concept
comme étant les secteurs qui sont liés en termes de partages et de connaissances
complémentaires. En d’autres termes, il y a un certain degré de proximité cognitive
afin de s’assurer que la communication efficace et l’apprentissage interactif auront lieu
mais sans trop de proximité cognitive afin d’éviter ce que Nooteboom (2000) appelle
"verrouillage cognitif ". Ce concept de "related variety" prend une place importante dans
les nouvelles approches (Frenken et al., 2007), l’Italie (Boschma et Iammarino, 2009 ;
Quatraro 2010), la Grande Bretagne (Bishop et Gripaios, 2010), l’Espagne (Boschma
et al., 2011) et l’Allemagne (Brachert et al., 2011). En effet, et comme l’a indiqué
Boschma et al.(2012). "the more variety across related sectors in a region, the more
learning opportunities there are for local industries, the more inter-sectoral knowledge
spillovers are likely to take place, and the higher the economic performance of regions".
Pour ces auteurs, ce n’est pas la diversité régionale (peu de proximité cognitive) ni
la spécialisation (trop de proximité cognitive) qui stimule les innovations réelles mais
c’est plutôt la spécialisation régionale dans la "variété reliée" qui est plus susceptible
d’induire un apprentissage interactif et des innovations.
Par conséquent, ce concept dépasse la dichotomie traditionnelle des économies de
localisation et des externalités de connaissance.
1.4. Frontières et canaux de diffusion des
connaissances
Nous avons présenté précédemment les principales caractéristiques de la
connaissance, notamment ses caractères cumulatif et composite, qui expliquent le fait
que la contrainte de proximité géographique peut être levée. Il importe donc de préciser
les différents canaux de transmission des connaissances qui expliquent le desserrement
du rôle de l’espace.
1.4.1. Les caractéristiques des territoires comme
déterminant des frontières de la diffusion des
connaissances
Pour expliquer la localisation des activités de production, Krugman (1991a) a
repris la contribution de Marshall, notamment l’approche par les économies externes
développée en 1919. Comme nous l’avons précisé précédemment, la nouvelle économie
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géographique cherche à décrire le phénomène de localisation industrielle en faisant
appel aux concepts de concentration et d’économie d’échelle, à leur nature et à leur
localisation. Néanmoins, cette littérature (Krugman, 1991a,b ; Porter 1990 et 1998) se
limite à la prise en compte de facteurs essentiellement économiques. D’autres approches
ont été développées récemment, basées sur l’étude des spécificités territoriales et
socioculturelles pour expliquer le phénomène d’agglomération.
Dans cette perspective, nous nous penchons dans cette partie sur l’étude du rôle du
territoire dans le transfert des connaissances et nous tentons de montrer en quoi les
frontières des connaissances sont devenues non spatiales au sein d’un territoire donné.
1.4.1.1. Les Systèmes Territoriaux d’Innovation (STI)
Avec l’avènement de l’économie de la connaissance et depuis les travaux de Marshall
(1890), les STI connaissent un succès mondial notamment depuis le triomphe de la
Silicon Valley et de la Route 128 aux Etats Unis (Saxenian, 1994). Même si la proximité
géographique reste un facteur capital à l’émergence de ces systèmes, nous montrons
dans ce qui suit que les autres formes de proximités non spatiales jouent un rôle
important au sein de ces unités.
Le concept de "Systèmes Territoriaux d’Innovation" (STI) constitue un
élargissement du concept "Systèmes Territoriaux de production" (STP) développé
depuis les années 70-80. En effet, la globalisation de l’économie, l’ouverture des
marchés et la nouvelle répartition spatiale des activités dans l’espace ont conduit à
un phénomène d’agglomération des activités de production d’où le concept de STP
(Aydalot, 1984). Le STP est un ensemble d’unités productives (entreprises, centres de
recherches et de formation, organisme d’interface, etc.) qui entretiennent des rapports
marchands et non marchands (Gilly, 1987) et qui génèrent une dynamique productive
d’ensemble (Maillat, 2003).
Depuis, plusieurs approches et définitions se sont développées autour du concept
de STP en raison de leur impact positif sur la performance des entreprises, sur la
croissance économique régionale et sur la compétitivité des pays (Rocha, 2004). En effet,
que nous parlions de districts technologiques (Antonelli, 1994), milieux innovateurs
(Ratti et al. 1997), technopoles, parcs scientifiques (Monck et al., 1988), clusters ; un
consensus reconnaît à ces "modèles d’innovations territoriaux" (Moulaert et Sekia 2003)
leur importance dans la mise en évidence du rôle clé des régions dans la dynamique
d’innovation (Asheim et al., 2007).
Les districts industriels : les premières études sur les STP se sont fondées sur
la notion de district industriel marshallien. A partir de son étude sur les petites
entreprises du secteur de la coutellerie en Angleterre, Alfred Marshall (1890) observe
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deux schémas d’organisation industrielle de la production. Le premier schéma est
caractérisé par un commandement unique et une forte division du travail intégré au
sein d’une grande entreprise et le second est caractérisé par une coordination d’une
division sociale du travail désintégré entre firmes plus petites se spécialisant dans
un segment du processus productif (Chabault, 2011). C’est autour de ce deuxième
type d’organisation que Marshall articule la notion de district industriel définit comme
"un système productif géographiquement localisé, caractérisé par un grand nombre de
firmes qui sont impliquées aux différents stades de production d’un produit homogène
de manière diverses" (Pyke et Sengenberger, 1990).
Marshall met en avant la notion "d’atmosphère industrielle". En effet, quand
des agents économiques sont engagés dans des tâches similaires au sein du même
territoire, "la compétence requise dans leur travail est dans l’air et les enfants la
respirent en grandissant" (Whitaker, 1975). Le district est caractérisé donc par une
forte interdépendance entre ses différents acteurs.
En effet, chaque entreprise a tendance à se spécialiser dans une seule ou
quelques-unes seulement des phases du processus productif spécifique du district. Ce
district représente un cas concret de division du travail localisé. C’est ainsi un mélange
de concurrence-coopération entre les PME qui le constituent (Courlet, 1999). Le district
industriel repose donc sur plusieurs attributs notamment les interactions et les relations
sociales. Il est une entité "socio-culturelle". Les travaux sur les districts industriels
ont été réactualisés avec les chercheurs italiens (Bagnasco, 1977 ; Trigilia, 1986), plus
précisément avec les travaux sur le Nord-Est et sur le centre de l’Italie, en insistant sur
les caractéristiques sociologiques et culturelles de ces régions comme facteur explicatif
de la dynamique de développement (Courlet, 1991).
Toutefois, le district industriel représente une forme ancienne de réseaux. Cette
organisation n’est présente que dans certaines industries traditionnelles comme le
textile, la chaussure, etc. Les organisations les plus récentes, notamment celles de hautes
technologies sont caractérisées par des relations entre les grandes firmes, les PME et
les universités.
Le technopole : ou parc technologique est une forme spécifique de district industriel
classique. Il est caractérisé par une forte concentration des laboratoires de recherche
publics et privés, par l’hétérogénéité des acteurs et leur spécialisation dans des domaines
nouveaux de haute technologie. Le technopole est appelé aussi parc scientifique
dans la mesure où il permet de rassembler des firmes de haute technologie au sein
d’une aire géographique donnée. En outre, il facilite les relations d’échange entre
les acteurs notamment les firmes, les laboratoires de recherche et les réseaux de
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coopération. Le concept de technopole repose principalement sur l’hypothèse selon
laquelle la proximité géographique facilite la communication entre les différents acteurs
du district. En France, les technopoles sont la résultante de politiques publiques visant
un développement économique axé sur les activités de haute technologie (Longhi et
Quéré, 1991).
Un des objectifs premiers des technopoles est la commercialisation des surfaces
industrielles (Doloreux, 2002) et non pas la recherche de liens entre les entreprises.
En effet, même si les technopoles sont caractérisés par un nombre élevé d’entreprises
innovantes, en particulier des PME issues de secteurs high tech, ces dernières sont
rarement engagées dans des réseaux d’innovation.
Les clusters : font référence aux vertus du regroupement et de l’interconnexion
de différentes firmes au sein d’un même espace géographique (Porter, 2000 ; Feser,
1998). Porter a défini les clusters somme suit : "Clusters are geographic concentrations
of interconnected companies, socialized suppliers, service providers, firms in related
industries, and associated institutions (for example, universities, standards agencies,
trade associations) in a particular field that compete but also cooperate. Clusters or
critical masses of unusually competitive success in particular business areas, are striking
feature of virtually every national, regional, state and even metropolitan economy,
especially in more advanced nations" (Porter, 1998, p197).
Pour le cas des clusters aussi, la proximité géographique occupe une place
importante dans la mesure où elle permet la circulation de connaissances, la diffusion
d’une culture commune ou la constitution d’un capital humain ou social de l’aire
considérée. Parmi les clusters les plus connus nous trouvons les clusters d’innovation. La
route 128 et la Silicon-Valley (Saxienian, 1994) représentent les cas les plus illustratifs
au sein desquels se trouvent co-localisées de nombreuses entreprises high tech et pour
lesquelles les auteurs suggèrent que la concentration de la R&D industrielle et la
combinaison de connaissances tacites et codifiées, jouent un rôle majeur.
L’intérêt de ces analyses réside dans la présentation des conditions institutionnelles
d’une production d’innovation au niveau régional mais elles ne montrent pas trop
comment la proximité géographique permet de créer des liens sociaux, la confiance
ou les valeurs communes nécessaires à la transmission des connaissances.
L’approche par les milieux innovateurs : cette approche a pour objectif de
comprendre comment et pourquoi certaines régions se révèlent plus innovatrices
que d’autres (Maillat et al., 1993 ; Ratti et Bramanti 1997 ; Crevoisier et Camagni
2000 ; Crevoisier 2001). Les milieux innovateurs représentent un ensemble d’acteurs
localisés dans un même territoire dans lequel les interactions se développent de
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manière multilatérale et sont génératrices d’externalités spécifiques à l’innovation. Ces
approches en termes de milieu innovateur mettent l’accent sur le rôle de la dimension
territoriale dans l’analyse de la dynamique économique et des processus d’innovation
(Maillat, 1995). Plus précisément, une telle approche met en avant les mécanismes par
lesquels la proximité spatiale des différents partenaires permet l’émergence, le maintien
et le renouvellement d’une dynamique d’apprentissage (Gallié, 2004).
A une nuance près, tous ces concepts présentent le même phénomène. En effet, il
s’agit d’une concentration d’agents économiques (concurrents et complémentaires) sur
un territoire géographiquement limité, avec des interactions entre elles. Ces agents sont
spécialisés dans un secteur d’activité, un service ou une technologie particulière. Ils
peuvent s’appuyer sur une structure d’animation associant les acteurs du territoire.
Le pôle de compétitivité : le pôle de compétitivité est apparu plus récemment
en France. Cette politique publique est fondée sur le même principe de regroupement
d’acteurs économiques (entreprises, centres de recherche, sociétés de services, structures
publiques de valorisation, etc.) localisés sur un même territoire, mais sans être
nécessairement des regroupements sectoriels. Nous les définissons comme suit : un
pôle est par définition "une combinaison géographique donnée d’entreprises, de centre
de formation et d’unités publiques ou privées engagés dans une synergie autour de
projets communs innovants. Ce partenariat s’organise autour d’un marché et d’un
domaine scientifique qui lui est attaché, et doit rechercher une masse critique pour
une compétitivité et une visibilité internationale" (Source : Site interne de la Diact/ex
Datar). Ces pôles semblent également occuper une position prééminente, dans la
mesure où ils constituent les principales sources des nouvelles idées et connaissances
qui favorisent le développement du processus d’innovation.
En France, l’idée de pôles de compétitivité s’est développée dans les années 1970
sur les modèles de technopoles, à l’instar du Japon, et dans une certaine mesure des
États-Unis, telle que la Silicon Valley. Ces pôles favorisent la croissance de la capacité
d’innovation, la compétitivité de l’économie française et l’attractivité du territoire
national. Ils favorisent également l’emploi et la lutte contre les délocalisations. Le
label "pôle de compétitivité" est attribué par une décision du comité interministériel
d’aménagement et de compétitivité des territoires (CIACT). Le CIADT du 12 juillet
2005 avait labellisé 67 pôles de compétitivité sur les 105 dossiers de candidature reçus
à cette date. Après la réception de nouvelles candidatures et la fusion de pôles déjà
labellisés, les pôles de compétitivité sont 71 depuis le CIACT du 5 juillet 2007. Ces
pôles sont répartis en trois catégories : des pôles mondiaux, à vocation mondiale et
d’autres à vocation nationale. Pour résumer, les pôles de compétitivité représentent
une nouvelle forme d’organisation territorialisée de l’innovation. Au sein de ces pôles,
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spécifiquement les pôles à vocation mondiaux, se développent des réseaux ouverts à
l’extérieur permettant aux agents d’être à la pointe de la technologie des partenaires
différents. Ces réseaux aident donc à la transmission des connaissances entre les
différentes firmes et entre les individus à travers les liens sociaux qui unissent les agents.
Chacune de ces approches et politiques territoriales d’innovation présentent le
territoire comme "acteur spécifique" du processus de production de l’innovation.
Contrairement à l’approche de la géographie de l’innovation, elles soulignent
l’importance des interactions qui facilitent les transferts de connaissances, même si
l’idée généralement défendue soutient que la proximité géographique facilite le transfert
des connaissances, l’apprentissage et l’innovation.
1.4.1.2. Les effets de proximité dans les systèmes territoriaux
d’innovation
Dans la continuité des travaux sur les districts industriels, ceux sur les systèmes
productifs locaux (Becattini, 1990) ou sur les milieux innovateurs soulignent
l’importance de la proximité géographique dans le processus de diffusion des
connaissances. Même si l’importance de la proximité géographique semble être plus
reconnue quand les connaissances tacites jouent un rôle essentiel dans la génération
d’activités innovantes (Audretsch et Feldman, 1996), les autres formes de proximités
non géographiques sont aussi déterminantes dans le processus de circulation des
connaissances au sein des STP. La proximité géographique constituait une condition
préalable, favorable à l’innovation. Les entreprises se localisent à proximité les unes
des autres pour bénéficier d’externalités technologiques qui affectent positivement la
fonction de production d’innovation. Elle a pourtant été relativisée par l’observation
d’autres formes utiles de proximité, en prenant acte du fait qu’il n’est pas forcément
nécessaire d’être localisé au sein d’un même espace pour innover.
Trois courants sont identifiés dans les travaux sur les différentes formes de
proximités : interactionnistes, institutionnalistes et évolutionnistes (Balland, 2010).
Le premier se focalise sur la capacité pour une organisation de faire interagir ses
membres (Kirat et Lung, 1999). Le deuxième se positionne davantage sur l’étude des
interactions elles mêmes que sur leur contexte, en distinguant proximité géographique
et proximité organisée (Rallet et Torre, 2001). Le dernier fait référence à l’ensemble des
routines implicites ou explicites facilitant la coordination entre les acteurs. Comme nous
l’avons évoqué dans la section précédente, Boschma (2005) a proposé de différencier la
proximité non géographique en quatre types de proximité : cognitive, organisationnelle,
sociale et institutionnelle dans son approche évolutionniste qui présente l’avantage
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de montrer pour chaque forme de proximité, comment un excès de proximité agit
négativement sur l’innovation.
La proximité cognitive renvoie à la distance entre les bases de connaissance des
acteurs. Elle est optimale quand les idées ou les connaissances sont complémentaires
et similaires mais pas identiques. La proximité cognitive fait donc référence aux
connaissances et aux expertises partagées entre acteurs. Pour certains auteurs, la
proximité cognitive joue un rôle beaucoup plus décisif et complexe que la proximité
géographique (Nooteboom, 2000). Dans une certaine mesure, la proximité cognitive
augmente la capacité à capter la connaissance de l’autre (Brossard et Vicente 2010), et
donc le potentiel bénéfice de la collaboration.
La proximité organisationnelle est liée aux logiques de coordination
technico-productive. Elle caractérise par exemple la relation entre deux firmes
d’un même groupe ou bien la relation entre un ensemble de fournisseurs et leur
donneur d’ordres.
La proximité institutionnelle souligne quant à elle, l’intériorisation de normes,
routines, règles, contrats, valeurs et langages communs. Elle se manifeste lorsque les
acteurs produisent et partagent des représentations et des valeurs communes.
Enfin, la proximité sociale est l’encastrement des relations individuelles entre acteurs
basées sur la confiance, l’amitié et les relations familiales. territoire est en effet avant
toute chose un espace d’interactions et de lien social (Colletis, 2010).
Un territoire innovant ne bénéficie pas seulement de proximités géographiques
mais aussi de proximités multiples pouvant contribuer à une meilleure circulation des
connaissances.
1.4.2. Les canaux de transmission des connaissances
Les études théoriques et empiriques cherchant à expliquer l’inégale répartition des
activités liées à l’innovation dans l’espace étudient la co-localisation des acteurs, sans
considérer ni leurs liens, ni la structure relationnelle à laquelle ils appartiennent (Breschi
et Lissoni, 2001). Ceci revient à masquer les vecteurs de transmission des connaissances
notamment les réseaux de connaissances. En effet, même si l’effet de l’espace est
démontré, nous ne pouvons pas conclure à l’effet crucial des spillovers sans étudier
leurs canaux de transmissions.
Comme le mentionnent Krugman (1991a,b) et ensuite Breschi et Lissoni (2001), au
delà de l’affirmation de l’existence de spillovers de connaissances, la question cruciale
reste celle d’étudier les canaux de transmission des connaissances. En effet, l’étude des
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canaux de transferts des connaissances constitue une problématique plus large que celle
de la géographie de l’innovation.
Désormais, l’objectif central de ces approches récentes est d’expliquer l’organisation
des échanges de connaissance au sein des territoires et de montrer comment différents
réseaux contribuent à l’efficacité de la circulation des idées sur certains territoires.
Parmi les différents éléments explicatifs relayés par la littérature sur les canaux de
transmission des connaissances, sont mis en avant trois principaux canaux de diffusion :
la mobilité des travailleurs, les spin-off et les réseaux sociaux. Les TIC, quant à
elles, sont considérées comme un moyen facilitant le transfert de connaissances dans
ces canaux de diffusion. Leur diffusion n’a donc pas provoqué une redistribution
géographique des espaces innovants et des canaux de circulation des idées.
1.4.2.1. La mobilité des travailleurs
Les travailleurs ou les individus occupent une place importante dans la transmission
des connaissances pour les deux raisons suivantes : d’une part, en raison du rôle des
relations interindividuelles formalisées (Zucker et al., 1994), d’autre part, du fait de
la mobilité inter-organisationnelle d’individus particuliers comme les ingénieurs ou les
chercheurs (Almeida et Kogut, 1999, dans les semi-conducteurs et Stople, 2001, dans
la technologie des cristaux liquides).
Plusieurs auteurs ont montré que les spillovers ne se diffusent pas seuls dans
l’atmosphère mais qu’ils résultent de l’action d’acteurs particuliers comme les
inventeurs (Zucker et al., 1998 et Lamoreaux et Sokoloff, 1997). La mobilité des
inventeurs constitue alors une source d’externalités de connaissance particulière sur
laquelle les entreprises ont dû mal à exercer un contrôle (Moen, 2000). Ces inventeurs
représentent donc des individus clés "intensifs" dans la production de connaissances.
Ils peuvent être des ingénieurs qualifiés ou des chercheurs qui transmettent leurs
connaissances tacites dans les organisations qui les emploient successivement. Ce facteur
joue un rôle important comme canal de diffusion des connaissances dans la plupart des
travaux théoriques et empiriques sur les canaux de transmission des connaissances
(Almeida et Kogut, 1999 et Breschi et Lissoni, 2009).
1.4.2.2. Le spin-off
Les essaimages (spin-off) constituent un deuxième canal de diffusion des
connaissances. Klepper et Thompson (2010) proposent de différencier les sources de
spin-offs en trois groupes. Un employé par exemple, pourrait faire une découverte d’une
certaine valeur économique. La découverte est en principe valorisable par son entreprise.
Cependant, les asymétries d’information d’une firme à une autre pourraient persuader
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l’employé de mettre en oeuvre la découverte à travers sa propre start-up plutôt que de la
révéler à son employeur. Dans la même lignée, Anton and Yao (1995), Wiggins (1995),
Bankman et Gilson (1999), Gromb et Scharfstein (2002), Amador et Landier (2003), et
Hellman (2007) précisent que d’une part, les entreprises ne peuvent pas s’engager dans
un contrat qui récompense adéquatement l’employé pour sa découverte et d’autre part,
les contrats de l’entreprise qui sont acceptés ex-ante, ne sont pas toujours suffisants
pour empêcher un départ de l’employé. Cela constitue donc une première raison de
création des spin-offs.
Dans le deuxième cas, la découverte est une connaissance commune dans l’entreprise
mais elle est moins précieuse pour l’employeur que pour la start-up. En effet,
l’implémentation de ces spin-offs représente un rival à l’entreprise puisque cette dernière
possède moins de compétences pour évaluer les nouvelles compétences détenues par les
employés, surtout quand l’idée touche les activités principales de l’entreprise 15.
Dans le troisième cas, les employés apprennent de leurs employeurs comment réussir
dans une situation de concurrence. Ils exploitent donc ce qu’ils ont appris comme
connaissances pour créer leurs propres firmes dans la même industrie (Agarwal et al.,
2004 ; Franco et Filson, 2006).
Le spin-off désigne donc une des techniques particulières de la scission, et même la
société autonome qui en résulte. La société qui se sépare d’une partie de son activité est
appelée société mère, et la filiale qui devient autonome suite au spin-off est définie par
le terme société détachée ou société issue du spin-off. En fait, l’importance des spin-offs
réside non seulement dans le fait qu’ils commercialisent les innovations mais aussi qu’ils
favorisent la circulation des personnes qui ont un niveau très élevé de connaissances.
Ainsi, certains employés quittent la société mère pour travailler dans les filiales. Ceci
permet de transférer les connaissances des sociétés mères aux spin-offs 16.
Les spin-offs ont joué un rôle important dans le développement de la Silicon-Valley et
aussi ont permis le transfert à de longues distances, ce qui a contribué au développement
de certains pays émergents. Pour cette raison, les essaimages ne doivent pas être
négligés même si le rôle des travailleurs hautement qualifiés dans le domaine de
l’innovation semble occuper une position centrale dans la création et la diffusion
des connaissances (Glassmeier, 1988). Ils servent de catalyseurs dans le processus
de transfert de connaissances et d’innovation technologique. Un troisième facteur
de diffusion des connaissances a pris une place prépondérante dans la littérature et
15. Voir Pakes et Nitzan (1983), Tushman et Anderson (1986), Henderson et Clark (1990),
Christensen (1993), Klepper et Sleeper (2005), et Cassiman et Ueda (2006).
16. Même si les spin-offs permettent le transfert de connaissances à longue distance, il existe tout
de même des spin-offs localisés au près des filiales mères (Buenstorf, 2009).
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plusieurs approches théoriques et empiriques se sont développées pour montrer son
importance comme moyen de transfert de connaissances : les réseaux.
1.4.2.3. Les réseaux
Si l’approche de la nouvelle économie géographique a pris en compte l’importance
des facteurs économiques dans la dynamique des STP (tels que la main d’oeuvre
qualifiée, les coûts de transports et les externalités de connaissance localisées), une
nouvelle approche s’est construite autour de la notion de réseaux (Powell, 1990 ; Conti
et al., 1995) basée sur des facteurs territoriaux, sociaux, institutionnels et culturels
(Rocha, 2004).
Le réseau est un ensemble d’entités sociales reliées entre elles par des liens créés
lors d’interactions. Deux grands types de réseaux peuvent être distingués : les réseaux
complets qui visent à appréhender l’ensemble des relations au sein d’une population
donnée d’individus et les réseaux personnels où l’approche est centrée sur l’individu et
sur les relations qu’il entretient (rapport DGCIS, 2011). Les agents au sein d’un réseau
peuvent être de nature différente (chercheurs, firmes, clients, fournisseurs, concurrents
mais également amis, etc.). Les objectifs de l’organisation en réseau peuvent être alors
très variés selon qu’il s’agisse d’un réseau client-fournisseur, d’un réseau de chercheurs,
etc.
Pour le cas d’un réseau d’innovation 17, les sources d’innovation ne sont plus
exclusivement au sein de l’entreprise mais fréquemment rencontrées aux frontières
des firmes, des universités, des fournisseurs et des clients (Powell, 1990). Le lieu de
l’innovation ne se situe plus dans l’entreprise mais au sein des réseaux de relations
inter-organisationnelles (Powell, 1996) 18.
Un réseau engendre une circulation des connaissances efficace si les membres sont
suffisamment différents pour ne pas posséder les mêmes connaissances mais également
suffisamment proches pour comprendre les connaissances qui circulent. De plus, un
réseau est ouvert sur l’extérieur afin d’accéder à des partenaires différents. Il en résulte
que les firmes peuvent appartenir à différents types de réseaux qui n’ont pas les mêmes
caractéristiques. La coordination entre acteurs peut être facilitée via la mobilité des
technologies des informations et de communication (TIC).
17. Nous précisons que l’étude s’intéresse seulement à une forme de réseau spécifique : les réseaux
d’innovations. Les réseaux qui tiennent compte de l’ensemble des liens entre les noeuds, quelque soit
la nature du noeud va au delà de l’objectif de ce travail.
18. Nous présentons dans la sous section 1.4.3 une analyse par les réseaux à travers les pôles de
compétitivité.
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1.4.2.4. Place des TIC dans le transfert des connaissances
Il est vrai que la proximité géographique joue un rôle important dans le transfert des
connaissances dans la mesure ou elle facilite les relations interindividuelles. Seulement,
une première vision a remis en cause cette idée par la prise en compte d’autres types
de proximités non spatiales que nous avons déjà précisé précédemment. Une autre
vision affirme qu’avec l’avènement des Technologies d’Information et de Communication
(TIC), les connaissances perdent leurs aspects géographiques. En effet, les TIC ont déjà
exercé et continuent d’exercer un impact notable sur la transmission des connaissances.
Madeuf et al. (2005) ont identifié trois apports principaux des TIC sur les activités
de R&D. Premièrement, la réduction de la part du savoir tacite à travers la codification
des connaissances tacites et l’élargissement des capacités de compréhension en les
rendant plus indépendantes du contexte. Certains outils de plus en plus utilisés, tels que
les outils de travail collaboratifs ou la visioconférence pourraient permettre de transférer
la connaissance tacite. Deuxièmement, l’informatisation démultiplie les capacités de
traitement d’informations, ce qui élargit considérablement le rapprochement et le
croisement de données initialement éloignées, favorisant ainsi le processus créatif.
Finalement, les TIC peuvent développer la créativité, la conduite des projets, la
facilitation des opérations de R&D et celle de la gestion de la propriété intellectuelle.
Ainsi, nous pouvons considérer que les TIC permettent l’accélération des procédures
et l’accroissement des quantités d’informations traitées. En effet, elles représentent
un facteur d’accélération de l’innovation à travers la transmission des connaissances.
Elles sont aussi un support à une production plus collective et plus interactive de
la connaissance. Les travaux qui ont étudié la relation TIC-Connaissance sont plutôt
d’ordre sociologique. Ils s’appuient sur des enquêtes pour expliquer l’effet des TIC
sur le changement du comportement des individus dans les entreprises. Il en ressort
généralement que les modifications ne sont pas importantes. En effet la densité des
interactions s’est fortement accrue mais la distribution spatiale n’est pas modifiée.
Dans la littérature économique, la question de l’impact des TIC sur la dynamique
spatiale a été traitée de deux manières différentes. Un courant prônait l’abolition des
distances grâce à la diffusion de technologies qui permettraient une décentralisation
totale des activités (Thery, 1994 ; Cairncross, 1997). Les chercheurs en France peuvent
communiquer avec des chercheurs aux Etats Unis ce qui est en faveur de la collaboration
scientifique. Un autre courant, plus récent, affirme que les TIC renforcent les effets
d’agglomération (Suire et Vicente, 2002).
Ainsi, selon Antonelli (1999), plus l’activité industrielle est dense dans la zone de
localisation de la firme, plus son réseau de relations est dense et donc plus le niveau
d’informations reçues sera important, ce qui augmente l’utilité d’adoption des TIC.
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Avec le téléphone portable par exemple, les ingénieurs téléphonent plus souvent mais à
des personnes proches géographiquement. L’internet est plus souvent utilisé en Intranet
pour renforcer les liens locaux et est en général un peu verrouillé pour préserver la
confidentialité interne. La coordination via les TIC s’accroît et permet de relier des
unités situées dans des pôles urbains et qui bénéficient des externalités de proximité
liées à leur localisation (Rallet et Torre, 2007). Il en résulte une économie d’archipels
(Veltz, 2005) ou de flux (Castells, 2002), c’est-à-dire un ensemble de pôles urbains reliés
par les réseaux de transport et de télécom. En même temps, la densité des relations tend
à renforcer les phénomènes d’interdépendance et donc les phénomènes d’externalités
de réseau (Katz et Shapiro, 1985). Ceci confirme la relation positive qui existe entre la
densité d’une région et le degré d’adoption des technologies.
Il ressort de ces études que les TIC génèrent un effet densité (nombreux contacts) et
un effet variété (facilité de trouver des informations) (Guillain et Huriot, 2000). Les TIC
permettent donc l’éclatement spatial d’une organisation et de tirer profit de différentes
externalités de connaissance. En effet, la diffusion des connaissances par l’intermédiaire
des TIC semble illimitée géographiquement et ne dépend pas des nombres de frontières
entre départements. En outre, la plupart des études empiriques qui ont été réalisées
sur l’usage des TIC (Galliano et Roux, 2006 ; Soulié, 2006 ; Bocquet et Brossard, 2007 ;
2008) s’appuient sur des données désagrégées. Ces travaux étudient la relation entre
l’usage des TIC par les entreprises et leurs localisations. Mesurer leurs effets dans le
transfert des connaissances au niveau agrégé, notamment au niveau départemental, est
une tâche difficile.
En revanche, il est difficile dans notre cas d’utiliser une mesure directe des TIC
pour déterminer les frontières géographiques des connaissances.
1.4.3. De l’intérêt des pôles de compétitivité dans la
transmission des connaissances : une analyse par les
réseaux
La politique française des pôles de compétitivité s’inscrit dans la stratégie
européenne définie lors du Conseil Européen de Lisbonne en Mars 2000 visant à faire
de l’Union Européenne l’économie de la connaissance la plus compétitive et la plus
dynamique du monde. Cette politique entamée par la France reposerait davantage sur
une logique de mise en réseau des entreprises à l’échelle régionale, favorisant ainsi leur
aptitude à innover.
Dans ces clusters interactifs en France (Cooke, 2001 ; Brette et Chappoz, 2007),
le succès réside sur un ancrage territorial fort et sur l’importance de réseaux et de
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liens plus étroits entre université et industrie. Les facteurs critiques de l’innovation
sont inscrits dans une réalité sociale spatialement forte car leur conception même
implique une approche territoriale. Néanmoins, ces pôles ne s’appuient pas seulement
sur une proximité géographique ni sur des proximités sectorielles ou sur des compétences
technologiques traditionnelles entre acteurs. La configuration actuelle des pôles montre
en effet souvent une grande diversité d’appartenance sectorielle des différents membres
d’un même pôle (rapport DGCIS, 2011). Dans les réseaux d’innovation, les flux de
connaissance sont considérés à la fois comme une source d’incitation à coopérer et
aussi comme la résultante des activités de coopération. Le phénomène de collaboration
est au centre des analyses par ces réseaux d’innovation notamment les coopérations en
R&D.
La variété des acteurs et le rôle spécifique du potentiel humain sont souvent
déterminant dans la structuration des réseaux. En effet, la collaboration entre différents
acteurs du réseau permet le développement des investissements en R&D grâce au
partage des coûts, l’accès à des connaissances complémentaires et à l’existence
d’externalités de connaissance.
1.4.3.1. Place de la coopération au sein des pôles de compétitivité
Zucker et al. (1994) sont les premiers à mettre en évidence économétriquement le
rôle des interactions entre acteurs dans la diffusion des connaissances. Ils étudient les
relations et la diffusion des externalités entre les scientifiques ne travaillant pas dans
les entreprises mais qui ont co-publié avec les chercheurs de l’entreprise, les chercheurs
purement académiques et les chercheurs affiliés dans les entreprises biologiques en
Californie. Leurs résultats montrent que l’interaction entre scientifiques liés et les
chercheurs affiliés à une entreprise ou avec des chercheurs purement académiques
est bénéfique pour la diffusion des externalités de connaissance entre agents. Ces
auteurs montrent clairement que la diffusion de spillovers n’aura lieu qu’en présence
d’interactions et de liens entre agents. Ceci a été confirmé par d’autres travaux comme
celui de Griliches (1998) qui affirme que : "models of externalities must perforce be
models of interaction between different actors in the economy", (cité par Veugelers et
DeBacker, 1999).
Une forme particulière d’interaction est présentée par les liens de coopérations.
Cette forme a permis d’apporter quelques fondements théoriques à l’association
spillover-coopération. Gallié (2003) précise que la décision de coopérer découle d’un
arbitrage entre la maximisation des spillovers rentrants et la minimisation des spillovers
sortants. Ceci est expliqué d’une part par le fait que les relations sont au moins
partiellement marchandes et d’autre part par le fait que le courant dominant considère
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que la coopération est un moyen d’internaliser les spillovers. Autrement dit, la
circulation des spillovers dans les coopérations est liée à l’incomplétude des contrats.
En effet, en raison de la non-rivalité, de la non-excluabilité et de la non cumulativité
de la connaissance (même si l’on considère que la connaissance est parfaitement
appropriable), il serait difficile d’en faire payer le coût exact dans de telles relations car
l’usage potentiel de ce bien est incertain. Ainsi, il existe une incertitude forte sur l’usage
privé que peuvent faire les cocontractants des connaissances qu’un des leurs a divulguées
(Cohendet et Meyer-Krahmer, 2001). D’où le fait que la coopération peut être aussi une
source de diffusion des connaissances liée aux interactions entre individus. Il découle de
ceci que les externalités ont une place centrale dans les décisions de coopérer. En effet,
les entreprises coopèrent non pas seulement pour partager les coûts et les risques et pour
accroître leurs économies d’échelle mais aussi dans l’espoir de capter des externalités de
connaissance de leurs partenaires (Mowery et al. 1997). Plus précisément, la diffusion
des externalités de connaissance s’effectue de manière bi-latérale. En fonction de leurs
capacités d’absorption, de leurs tailles et leurs avantages concurrentiels, ces firmes
bénéficient de spillovers dont la quantité diffère selon les caractéristiques mentionnées.
En revanche, ces firmes peuvent perdre une partie de leur avantage compétitif au
cours de la coopération en raison des spillovers qu’elles émettent. C’est pourquoi, la
décision de coopérer ou non résulte de l’arbitrage entre la maximisation des externalités
rentrantes et celui de minimisation des externalités sortantes (Gallié, 2002).
1.4.3.2. Impact de la coopération sur la diffusion des connaissances et sur
l’innovation
Dans la littérature sur les districts industriels, les réseaux d’innovation, les milieux
innovateurs et plus récemment sur les pôles de compétitivité, les flux de connaissance
peuvent se produire d’une manière volontaire et involontaire entre organisations. En
effet, les accords de coopération permettent d’internaliser les spillovers de connaissances
ce qui donne des incitations supplémentaires aux firmes pour investir en R&D
(Czarnitzki et al., 2007 ; Karray, 2001). Cet investissement en R&D, à son tour, a
un effet positif sur la production d’innovations. Plusieurs études se sont développées
afin de mesurer l’effet des flux de connaissance et l’effet de la R&D sur l’innovation
(Iammarino et al. 2009, Czarnitzki et al. 2007, Becker et Dietz 2004, Belderbos ). En
utilisant l’enquête communautaire sur l’innovation (CIS), ces auteurs montrent que les
entreprises qui coopèrent sont plus fortement engagées dans des activités innovantes
que les entreprises qui ne sont pas impliquées dans des accords de coopération en
R&D, et ce quelque soit la définition retenue pour mesurer la performance innovante
(introduction effective d’innovations, ventes associées aux nouveaux produits, dépôts
de brevets) et la zone géographique considérée.
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1.4.3.3. Capacité d’absorption et succès de collaboration
La coopération constitue un des canaux de diffusions des spillovers dans la mesure
où elle favorise les interactions entres partenaires. Son succès dépend de plusieurs
caractéristiques dont la principale est la capacité d’absorption (Gallié, 2003). Cette
capacité d’absorption peut être divisée en trois catégories. La première catégorie
est la capacité de production ou la capacité de faire fonctionner des installations.
Cette capacité inclut le management de la production, l’ingénierie de production, la
réparation et la maintenance du capital physique. La deuxième représente la capacité
d’investissement : c’est-à-dire la capacité d’entreprendre des activités d’identification,
préparation, conception, aménagement et instruction de nouveaux projets. Enfin, la
capacité d’invention qui englobe la compétence de l’entreprise à adapter, améliorer et
développer la technologie. Cohen et Levinthal (1989) ont mis en évidence la nécessité
de construire une capacité d’absorption afin de bénéficier des connaissances révélées
par d’autres. Selon ces auteurs, en présence d’externalités de connaissance fortes,
les entreprises peuvent avoir intérêt à augmenter leurs investissements en R&D afin
de construire une capacité d’absorption et ainsi de bénéficier plus efficacement des
connaissances externes : ceci contribue à créer un lien positif entre externalités de
connaissance et incitations à la recherche.
1.5. Conclusion
Jusqu’aux années 1980, le thème de l’innovation est souvent délaissé et les premiers
travaux qui sont apparus se sont focalisés sur l’étude de ses déterminants traditionnels
tels que le volume de la R&D. Les travaux évolutionnistes montrent que l’innovation
est liée aux connaissances qui constituent l’une de ses variables déterminantes. La
connaissance est un bien public, mais en partie : elle ne suscite pas de rivalité puisque
plusieurs utilisateurs peuvent l’utiliser en même temps mais elle est non exclusive en
partie dans la mesure où son propriétaire ne peut empêcher autrui de l’utiliser que dans
une certaine mesure. Il en résulte des bénéfices pour les firmes externes qui enrichissent
leurs connaissances initiales, ces bénéfices sont alors des externalités de connaissance.
Même si la littérature sur la notion d’externalités de connaissance est éparse, leur rôle
sur les activités innovantes est important.
Dans ce chapitre, nous ne sommes pas intéressés à l’étude de la différence entre
flux de connaissance et externalités de connaissance. Nous avons essayé plutôt de
concentrer notre problématique sur l’étendue géographique des différents types de
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flux et connaissances leurs canaux de transmissions 19. Pour cela, nous avons mobilisé
d’une part, la littérature en économie géographique, économie de la connaissance et
géographie de l’innovation pour expliquer le caractère localisé (Localised Knowledge)
et délocalisé (Distant Knowledge) de la connaissance. D’autre part, nous avons montré
à travers la présentation de différents canaux de diffusion des connaissances que si
l’espace compte dans le transfert des connaissances, c’est parce qu’il existe des réseaux
d’innovation qui facilitent la collaboration et qui permettent de créer et de diffuser la
connaissance, et que ces réseaux sont souvent localisés, même si certains d’entre eux
peuvent s’établir sur de plus longues distances.
Nous proposons dans le chapitre suivant de présenter les différentes méthodes
de mesure des spillovers de connaissances notamment la fonction de production de
connaissance ou d’innovation (FPI). En utilisant des données départementales, nous
tentons ensuite de mesurer l’étendue géographique des connaissances et leurs effets sur
l’innovation au niveau de la France métropolitaine.
19. Nous avons donc tendance par la suite à pratiquer le même abus de langage que la plupart des
autres études qui confondent, à l’intérieur du vocable commode "spillovers", les flux de connaissance
et les externalités de connaissance
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Chapitre 2
Les outils de mesure de la diffusion
spatiale des connaissances : Quelle
est la bonne approche empirique ?
2.1. Introduction
Dans les modèles de croissance endogène, la dynamique économique est
principalement causée par la création des connaissances et le progrès technologique
(Romer, 1986 ; 1990). Ainsi la croissance économique dépend, en plus des activités
d’innovation locales, des connaissances externes fournies par les externalités de
recherche et développement (Grossman et Helpman, 1991 ; Coe et Helpman, 1995 ; Paci
et Usai, 2000 ; Bottazzi et Peri, 2003). Ces externalités ont pris une place prépondérante
dans la littérature récente sur les facteurs d’innovation.
De larges travaux empiriques se sont penchés sur l’étude des externalités via les
mécanismes de diffusion des connaissances. Ces travaux empiriques peuvent être classés
en deux groupes. Un premier groupe met en évidence deux types d’externalités : les
externalités de spécialisation qui fonctionnent principalement au sein d’une industrie
spécifique, et les externalités de diversification qui favorisent la création de nouvelles
idées entre les secteurs (Paci et Usai, 2000). Un deuxième groupe met en avant
la différence entre l’aspect public et l’aspect privé des connaissances. Les études
n’aboutissent pas toujours aux mêmes conclusions : Coe et Helpman (1995) à titre
d’exemple affirment que le progrès technique est d’intérêt public et par conséquent,
la diffusion des connaissances peut librement se faire à travers les frontières. Par
opposition à cette idée, d’autres études ont montré que les connaissances sont de
nature privée et locale (Jaffe et al., 1993). Selon ces derniers auteurs, l’acquisition de
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la connaissance est un processus long et coûteux. Par conséquent, il est difficile de les
transmettre entre les secteurs d’où l’intérêt de la proximité spatiale dans ce processus
de partage et de diffusion des connaissances.
A partir de ces études, nous constatons qu’il existe un consensus assez large quant
à l’existence des externalités de connaissance même si elles sont inobservables. En effet,
il est difficile d’identifier leur ampleur et leur étendue géographique. La multiplication
des travaux empiriques étudiant les externalités de connaissance témoignent de cet
état de fait. Cependant, comme nous l’avons indiqué dans le chapitre précédent, ces
travaux emploient excessivement le terme externalités de connaissance pour désigner
la diffusion ou les flux de connaissance. Par ailleurs, ces travaux présentent plusieurs
apports en termes de mesure des externalités de connaissance et de leurs effets sur
l’innovation.
Dès lors, l’objectif de ce chapitre est double. Dans un premier temps, nous essayons
de mettre en lumière les principaux modèles empiriques cherchant à étudier la relation
entre innovation et externalités de connaissance. Nous résumons les travaux effectués
dans deux approches : l’approche par les citations de brevets et l’approche par la
Fonction de Production de Connaissance (Knowledge Production Function ou KPF).
Dans un deuxième temps, nous tentons d’appliquer l’approche par cercles concentriques
de Bottazzi et Peri (2003) sur un échantillon de données françaises.
Notre chapitre 2 est organisé comme suit. La section 2 décrit l’approche par
les citations de brevets qui constitue un marqueur des externalités. La section 3
présente l’approche par la Fonction de Production de Connaissance (KPF). La section
4 s’intéresse au cadre d’analyse empirique et aux données. Les sections 5 et 6 présentent
l’étude en coupe et le panel étudié. Enfin, la section 7 conclut le chapitre.
2.2. L’approche par les citations de brevets
Dans la littérature, les citations de brevets sont généralement utilisées pour deux
buts. Le premier consiste à apprécier la qualité d’un brevet, laquelle augmente avec le
nombre de citations reçues. Cela permet d’évaluer la valeur économique du portefeuille
de brevets des entreprises . Le deuxième objectif de l’utilisation des citations de brevets
consiste à mettre en évidence des traces directes de la diffusion des connaissances ou
"marqueurs de spillovers". Ce deuxième objectif est crucial pour les économistes qui
cherchent à prouver l’existence des externalités de connaissance. Les citations sont
considérées comme des traces écrites d’un transfert des connaissances de l’inventeur
ou de l’appliquant cité vers l’inventeur ou l’appliquant qui cite. Plus précisément, les
citations de brevets sont la partie des informations contenues dans les brevets. Chaque
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brevet comporte des références qui répertorient l’ensemble des brevets décrivant l’état
de l’art associé à des technologies antérieures.
Cette approche présente l’avantage d’apporter des évidences empiriques sur les
flux de connaissance entre inventeurs ainsi que sur leur trajectoire de diffusion :
les brevets originels ou encore les brevets cités sont des brevets qui ont servi de
référence pour un nouveau brevet déposé. Ces citations permettent d’approximer les
flux de connaissance et d’appréhender leur géographie. Les citations de brevets ont été
proposées par Jaffe, Trajtenberg et Henderson (JTH) (1993) en réponse à Krugman
(1991a) selon lequel les économistes devraient abandonner toute idée de mesurer les
externalités de connaissance. A l’inverse de Krugman (1991a), JTH considèrent que
les externalités technologiques laissent des traces : les citations de brevets. Cette
marque laissée par l’innovation peut permettre d’identifier, au moins partiellement, la
trajectoire de diffusion des connaissances et leur caractère géographique. L’analyse de
ces auteurs consiste à comparer la localisation géographique des citations avec celle du
brevet originel. Cette méthode ensuite reprise par Jaffe et Trajtenberg (1999), Almeida
et Kogut (1999), en confirmant les résultats de Jaffe et al., (1993) a montré que la
probabilité pour une citation d’être localisée dans la même zone géographique que le
brevet originel est très largement supérieure à la probabilité pour n’importe quel brevet
d’être localisé dans cette même zone.
2.2.1. Principe sous-jacent
Le système de brevet prévoit deux sortes d’indications sur les connaissances
préalables qui accompagnent une innovation : les références à la littérature scientifique
et les références à d’autres brevets ou citations de brevets. Elles sont les plus utilisées
dans la mesure où elles fournissent des indications précises sur l’innovateur et sur sa
localisation. Elles consistent à compter le nombre de citations reçues par brevet publié
(Trajtenberg, 1990 ; Hall et Ziedonis, 2001). Autrement dit, le nombre de fois qu’un
document de brevet est cité dans d’autres documents de brevets. Ces citations ont été
utilisées comme une technique afin d’estimer la valeur économique d’un brevet (Harhoff
et al. 1999). Ainsi, les résultats des deux études menées par Harhoff et al.(1999, p511),
en Allemagne et aux États-Unis, indiquent une relation positive entre la fréquence des
citations et la valeur économique déclarée. Ces résultats confirment ainsi l’influence
des connaissances intégrées à des inventions antérieures sur l’émergence de nouvelles.
Plus encore, selon Hall et al. (2001), les citations de brevets sont économiquement
utiles puisqu’elles ne demandent guère d’investissement en R&D. En plus de son rôle
de mesure de la valeur économique, les citations de brevets jouent un rôle primordial
dans le repérage des externalités de connaissance et notamment de leur dimension
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géographique. Elles représentent la trace de la diffusion des connaissances et en
traduisent le flux. Si un brevet B cite un brevet A, cela implique que le brevet A
représente une partie de la connaissance déjà existante, sur laquelle s’appuie le brevet
B. Par conséquent, le nombre de citations reçues pour chaque brevet nous renseigne
sur les quantités d’informations transmises et constitue de ce fait un indicateur des
externalités de connaissance. Un premier groupe de travaux met en évidence une
coïncidence de la localisation des flux de connaissance et de leurs sources (§2.2.2),
alors qu’un second groupe teste l’impact de l’éloignement géographique sur l’intensité
des flux de connaissance (§2.2.3).
2.2.2. Co-localisation entre brevets originels et citations
Jaffe, Trajtenberg et Henderson(JTH) (1993) sont les pionniers dans la mesure
directe des externalités locales de connaissance. Leur expérience consiste à comparer
la localisation géographique des citations avec celle du brevet originaire. Ces auteurs
considèrent que les flux de connaissance laissent des traces dans la mesure où tout
demandeur d’un nouveau brevet, au moment de sa demande de dépôt de brevet
auprès de l’office compétent, doit mentionner dans le document qu’il soumet les
connaissances antérieures (brevets, publications scientifiques, etc.) sur lesquelles se
base son propre travail. Les relations entre brevets originels et brevets subséquents y
faisant référence sont ainsi utilisées pour approximer les flux de connaissance. Afin
de mener cette analyse en terme de citations de brevets, JTH (1993) prennent en
compte le fait que les activités technologiques peuvent être au préalable concentrées
géographiquement : "The most difficult problem confronted by the effort to test for
spillover localizations the difficulty of separating spillovers from correlations that
may be due to a pre-existing pattern of geographic concentration of technologically
related activities ". Ce problème d’auto-corrélation spatiale s’explique à la base par
une concentration spatiale préexistante des activités technologiques dans un endroit
donné. Ce qui fait que la coïncidence géographique entre deux brevets peut s’expliquer
par la concentration des inventeurs au même endroit et non pas par la diffusion des
connaissances. En effet, sans que ceci traduise l’existence de spillovers, nous avons plus
de chance d’avoir des brevets provenant de zones géographiques fortement innovantes
que d’ailleurs. En effet, si 20% des brevets proviennent de la Silicon Valley, il y a 20%
de chance pour qu’un brevet situé dans la Silicon Valley cite un brevet de cette même
région, indépendamment de l’existence des spillovers. Afin de contourner ce problème,
Jaffe et al.(1993) vont donc construire un échantillon de brevets de contrôle. L’objectif
c’est de comparer la probabilité qu’un brevet de contrôle appartenant à une même
classe technologique et ayant la même date d’application, coïncide géographiquement
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avec le brevet originel, sous la condition qu’il n’existe aucun lien de citation entre
brevet de contrôle et brevet originel. Plus précisément, ces auteurs testent l’hypothèse
nulle, où il n’y a pas de localisation des externalités de connaissance :
Figure 2.1 – Comparaison entre brevets de contrôle (B.Cr), brevets originels
(B.O) et citations de brevets (B.Cit)
H0 : PBCit = PBcr et l’hypothèse alternative
H1 : PBCit > PBCr,
où PBCit représente la probabilité que le brevet qui fait la citation soit localisé au
même endroit que le brevet originel et PBCr, la probabilité que le brevet de contrôle
soit localisé au même endroit que le brevet originel.
Si la fréquence de la coïncidence géographique entre deux brevets liés par des citations
est plus importante que celle des deux brevets non liés (dont nous avons contrôlé
le temps et la technologie), alors nous pouvons dire que les citations sont activées
au niveau local. Cette méthode a été largement utilisée dans les travaux mesurant
les externalités de connaissance. Cependant, elle se cantonne à tester seulement la
coïncidence géographique entre émetteur et récepteur de flux de connaissance sans
mesurer l’éloignement géographique entre acteurs et son impact sur ces flux. En réponse
à cette critique, un deuxième type de travaux utilisant les citations de brevets a été
développé. En se basant sur des données américaines, Jaffe et al., (1993) montrent
que la probabilité qu’une citation soit localisée dans la même zone géographique que
le brevet originel, est largement supérieure à la probabilité que n’importe quel brevet
soit aussi localisé dans cette même zone. Ils en déduisent alors que les externalités de
connaissance sont géographiquement contraintes. Cette méthode a été ensuite reprise
par Jaffe et Trajtenberg (1999), Almeida et Kogut (1999) confirmant ainsi les résultats
de Jaffe et al. (1993). Almeida et Kogut (1999) élargissent par la suite leurs analyses à
plusieurs pays et se focalisent sur la diffusion des connaissances entre les pays membres
du G5 : la France, l’Allemagne, la Grande-Bretagne, les Etats-Unis et le japon. Ces
75
Chapitre : 2. Les outils de mesure de la diffusion spatiale des connaissances : Quelle
est la bonne approche empirique ?
auteurs s’attachent à expliquer la fréquence des citations entre brevets issus de paires de
pays différents et également à comprendre son évolution au fil du temps. Les résultats
économétriques trouvés confirment ceux de Jaffe et al. (1993) dans la mesure où ils
démontrent une forte tendance à la citation au sein du même pays émetteur et que les
citations sont principalement le fruit d’acteurs nationaux. Cependant, la concentration
géographique des citations s’estompent avec le temps.
2.2.2.1. L’approche de Jaffe, Trajtenberg et Henderson (approche JTH)
(1993)
L’étude de Jaffe, Trajtenberg et Henderson (1993) porte sur deux cohortes de
brevets : l’une pour 1975 (950 brevets qui ont donné lieu à 4750 citations jusqu’en
1989) et l’autre pour 1980 (1450 brevets qui ont donné lieu à 5200 citations pour la
même période). Chaque cohorte comporte un échantillon de brevets déposés par les
universités américaines et un échantillon de brevets déposés par d’autres organismes.
L’objectif est d’observer si les spillovers varient en fonction de l’institution qui se trouve
à l’origine du brevet. Dans certains cas, la citation de brevet et le brevet d’origine
sont déposés par le même organisme : c’est ce que nous appelons auto-citation. Ces
auto-citations sont liées à l’existence d’un stock des connaissances préalable qui reste
interne à la firme ou à l’organisme qui a déposé un brevet d’origine ; il ne s’agit pas
donc de spillovers. C’est pour cette raison que JTH (1993) éliminent de leurs résultats
les auto-citations. La localisation est étudiée à trois niveaux : le pays (Etats-Unis ou
reste du monde), les Etats américains et les aires métropolitaines. Ces auteurs testent
l’hypothèse selon laquelle les brevets qui citent les brevets d’origine américaine sont
plutôt localisés aux Etats Unis. Le même travail a été mené au niveau des Etats et
des aires métropolitaines en passant par l’indice d’Herfindall 1. Les résultats trouvés
par JTH (1993) montrent que les citations de brevets déposés en 1980 et celles déposés
en 1975 ont tendance à être localisés dans la même zone géographique que les brevets
cités, mais avec une tendance moins prononcée pour les citations de brevets déposés en
1975.
Néanmoins, pour JTH (1993) la proximité technologique ne semble pas jouer de rôle
particulier. C’est dans leur working paper de 1992 que les auteurs se sont intéressés à
la dimension technologique des externalités. Sur la base des classifications officielles
des brevets par secteur d’activité, les auteurs ont distingué environ 300 domaines de
brevets primaires. Il semble donc que les brevets cités et les brevets qui les citent
sont technologiquement proches. Mais les observations empiriques de l’article de 1993
1. Indique dans quelle mesure les brevets qui font référence à un autre brevet se distinguent les uns
des autres en termes de localisation technologique.
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contredisent ce résultat et indiquent qu’une part significative des spillovers provient de
firmes qui ne sont pas dans le voisinage technologique immédiat de la firme considérée.
Une autre dimension a été prise en compte dans les travaux de JTH (1993) : c’est la
dimension temporelle des spillovers. JTH (1993) constatent en effet que pour qu’une
connaissance incorporée dans le brevet soit suffisamment diffusée, il faut quelques
années ou au moins quelques mois entre le moment où le brevet initial est déposé
et le moment où ce brevet est cité. Par ailleurs, les auteurs observent effectivement
que la correspondance géographique entre les brevets cités et les brevets qui les citent
décroît au fur et à mesure que le temps passe et que les connaissances se diffusent.
En outre, ils ont distingué les citations en provenance des universités de celles faites
par d’autres organismes privés. Ils ont trouvé que ces derniers sont plus localisés que
celles des universités. Thomson et Fox-Kean (TFK) (2005) testent le modèle de JTH
(1993) en construisant deux groupes de contrôle. Dans le premier groupe, à chaque
brevet citant, ils associent un brevet-contrôle ayant une date d’application similaire et
la même classe technologique. Le second groupe sélectionne les brevets-contrôle ayant la
même classification principale (au niveau des sous-classes) que les brevets-citant. Cette
nouvelle base de données a été sélectionnée à travers différents critères : un niveau de
classification technologique plus désagrégé et la classe de brevets original-citant-contrôle
ayant au moins une classe en commun. Les auteurs trouvent que seule l’hypothèse
de localisation des externalités au niveau national survit à la réévaluation du travail
de JTH (1993). Ils ne trouvent pas par contre une évidence empirique quant à la
localisation au niveau des états. JHT (2005), dans leur article "Patent Citations and
the Geography of Knowledge Spillovers : A Reassessment Comment", ont répondu aux
critiques de TFK (2005) en précisant que les critères de sélection adoptés par ces
derniers font que le nombre d’observations a sensiblement diminué, biaisant en quelque
sorte l’échantillon.
JHT (2005) ont donné comme exemple, l’étude faite par le professeur Robert Langer
à l’Institut Technologique du Massachusetts, résumant ainsi l’essentiel de l’approche
basée sur les citations de brevets 2. Le professeur Robert Langer est l’un des experts
mondiaux dans l’ingénierie tissulaire. Il a déposé 120 brevets dans la région de Boston.
Une grande partie des citations des brevets coïncident géographiquement. Les brevets
du Professeur Langer ont reçu 1264 citations. Les brevets citant sont signés par 3553
inventeurs. 982 parmi ces 3553 inventeurs, soit 28%, résident à Boston. Les 72%
restant sont dispersés sur plus de 500 différentes localisations. Bien que 28% des
inventeurs citant résident à Boston, il nous paraît insatisfaisant d’admettre l’existence
2. Voir l’article de Henderson, Jaffe et Trajtenberg (2005) pour plus de détails coïncident
géographiquement.
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des externalités locales de manière évidente et directe. Comme nous l’avons précisé
dans le chapitre premier, il existe d’autres facteurs d’agglomération que les externalités
de connaissance. La spécialisation de la ville dans l’ingénierie tissulaire figure parmi
ces facteurs qui peuvent expliquer l’agglomération des inventeurs à Boston. En effet,
Boston est une ville mondialement connue pour ses compétences dans ce domaine ce
qui peut expliquer la co-localisation des firmes spécialisées et donc la tendance des gens
à habiter dans la même région. Après avoir exposé les principaux apports des travaux
initiateurs de Jaffe, Trajtenberg et Henderson (1993) nous présentons dans ce qui suit
les résultats majeurs des principales études qui ont suivi leur travail pionnier.
2.2.2.2. Approche d’Almeida et Kogut (1997a,b ; 1999)
Les travaux de Almeida et Kogut (1997a,b ; 1999) se focalise sur l’étude de la relation
entre la taille des firmes et leur capacité d’innovation. Cette étude est différente de celle
de Jaffe et al. (1993) : les auteurs ont comparé les domaines d’innovation des grandes
firmes avec celles des petites firmes pour le secteur des semi-conducteurs et montrent
que les petites firmes explorent des champs technologiques plus variés. Plus précisément,
les petites firmes innoveraient davantage car elles appartiendraient à des réseaux locaux.
A l’instar de Jaffe et al.(1993), les auteurs ont construit un échantillon de brevets de
contrôle en utilisant les brevets déposés à la fois par les firmes américaines et par les
firmes étrangères, localisées aux Etats-Unis. Leurs résultats confirment l’existence de
facteurs externes autres que les spillovers dans la production d’innovation.
Almeida et Kogut (1997a,b ; 1999) constatent également que pour le cas de
l’industrie des semi-conducteurs, les citations sont localisées, en cela, la dimension
géographique est importante. L’apport de l’analyse d’Almeida et Kogut (1999) consiste
à décomposer les résultats par région, et à permettre ainsi des comparaisons. En
constituant trois échantillons pour 1975, 1980 et 1985, ils étudient les citations de
ces brevets sur les huit années qui suivent leur dépôt. Ils trouvent une grande disparité
dans les degrés de localisation. Le cas le plus illustratif est la Silicon Valley qui a
en particulier un effet de localisation très fort. Selon Almeida et Kogut (1997b), le
caractère localisé des externalités de connaissance résulte de la dimension tacite des
connaissances. D’où le rôle de la mobilité de la main d’oeuvre dans le transfert des
connaissances d’une firme à une autre.
Pour tester ces hypothèses, Almeida et Kogut (1997b) repèrent les trajectoires
professionnelles des détenteurs de brevets. Ces trajectoires sont reconstituées à l’aide
des brevets déposés entre 1974 et 1994 (les brevets indiquant le nom de l’ingénieur à
l’origine de l’innovation et la firme dans laquelle il ou elle travaille). Deux résultats ont
été tirés de cette étude : une grande disparité régionale dans le degré de mobilité inter
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firmes de la main d’oeuvre et le deuxième résultat montre que la mobilité inter-régionale
est très faible, ce qui explique la dimension locale des spillovers. Pour confirmer leurs
résultats, les auteurs ont construit par la suite un nouvel échantillon de contrôle :
l’objectif est d’observer si les firmes qui embauchent un nouvel ingénieur, détenteur
d’un brevet, ont plus de chance de citer le brevet de cet ingénieur. Les résultats de
ce test sont significativement positifs : les firmes qui embauchent un nouvel ingénieur
tendent plus à citer le brevet de cet ingénieur que les autres firmes.
A travers cette étude, Almeida et Kogut (1997b) parviennent ainsi à apporter une
explication à la question des modalités de transmission des spillovers. La mobilité du
travail joue aussi un rôle important dans le transfert des connaissances. Toutefois,
ces travaux sont insuffisants puisqu’ils se cantonnent seulement à tester la localisation
géographique des citations avec celle du brevet originel cité et n’offrent pas la possibilité
de mesurer l’impact de l’éloignement géographique entre acteurs. Pour cela, un autre
type de travaux se développe ayant pour objectif de tester l’impact de la distance
géographique entre entités (acteurs, territoires) sur l’intensité des flux de connaissance
approchés par les citations de brevets.
2.2.3. Proximité géographique et flux de connaissance
En utilisant un échantillon de PME suédoises, Sjöholm (1996) utilise les citations
de brevets comme indicateur de flux de connaissance de l’année 1986. Il étudie l’impact
de la proximité géographique et du commerce international sur la probabilité du
transfert des connaissances entre la Suède et les autres pays du monde. En utilisant
une modélisation logistique, Sjöholm (1996) s’efforce d’identifier les déterminants de ces
citations. L’auteur trouve que l’effet bénéfique de la proximité géographique (mesurée
par la distance en milliers de kilomètres entre le centre économique Suédois et le centre
économique des pays cités d’après les informations de l’US Naval Océanographique
office) est remis en cause si d’autres variables explicatives sont incluses dans le modèle.
Maurseth et Verspagen (2002) étudient l’intensité des flux de connaissance entre régions
européennes en les approximant par les citations de brevets. Leurs résultats montrent
que la distance géographique a un impact négatif ce qui explique que les flux de
connaissance sont plus nombreux d’une part entre régions proches, et d’autre part
au sein des pays qu’entre régions de pays différents.
En ce qui concerne la proximité technologique, Jaffe et al. (1993) et Verspagen et
Schoenmakers (2000) montrent que la probabilité de citer un brevet est positivement
influencée par la proximité technologique entre le nouveau brevet et le brevet cité
(Massard et Riou, 2002). Plus récemment, Abdelmoula et Bresson (2007) mesurent
l’impact de la proximité sectorielle sur le nombre de citations de brevets. L’objectif
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principal de cette étude est d’analyser un réseau social d’entreprises formé par les
citations de brevets entre elles. En effet, les auteurs étudient les caractéristiques de ce
réseau social en observant en quoi la place de l’entreprise dans ce réseau peut influencer
le nombre de citations que reçoivent ses brevets. A travers une base de données sur les
citations de brevets européens, les auteurs ne considèrent que les citations extérieures
reçues ; c’est-à-dire les citations reçues par des entreprises autres que celle qui a fait
son dépôt tout en excluant les autocitations.
Dans un premier temps, les auteurs montrent à travers un réseau formé par 361
entreprises européennes (appartenant à 8 pays) que ce réseau est un petit monde dont
la formation est basée sur l’attachement préférentiel. Dans une deuxième partie, ils
estiment un modèle de comptage des citations de brevets et montrent, entre autres,
que la centralité de l’entreprise déposante dans le réseau social influence le nombre de
citations que reçoivent ces brevets. Néanmoins, les limites attribuées à l’approche par
les citations de brevets sont multiples (Breschi et Lissoni, 2004).
2.2.4. Limites de l’approche par les citations de brevets
L’approche citation de brevets fondée par Jaffe et al.(1993), reprise par la suite
par Jaffe et Trajtenberg (1999) ; Almeida et Kogut (1999) a été critiquée sur plusieurs
points. En plus du fait que les critiques qui s’appliquent aux brevets, par conséquent,
toutes les critiques qui s’appliquent aux brevets s’appliquent aussi aux citations de
brevets 3 , nous présentons dans ce qui suit différentes critiques qui ont été adressées
aux citations de brevets : niveau trop agrégé des classes de brevets (§ 2.4.1.1), les
citations ne traduisent pas toujours des spillovers dans la mesure où les inventeurs ont
la possibilité de citer des brevets après avoir terminé l’invention (§ 2.4.1.2), difficultés
de détermination de la localisation de la citation (§ 2.4.1.3).
2.2.4.1. Niveau trop agrégé des classes de brevets
La méthode JTH a été critiquée par Thompson et Fox-Kean (TFK)(2005). Les
résultats de ces derniers contredisent ceux trouvés par JTH (1993). Précisément,
leurs critiques concernent l’échantillon des brevets de contrôles utilisés. Selon TFK
(2005), les brevets de contrôles utilisés par JTH sont sélectionnés en se basant sur une
nomenclature de classification des activités technologiques trop agrégée (3 niveaux) de
l’USPTO. Ce niveau supprime un certain nombre d’hétérogénéité intra-classe puisque
les brevets sont affectés à des classes de manière parfois arbitraire. En conséquence,
ceci peut expliquer la différence entre les brevets de contrôle, les brevets originels et les
3. Puisqu’il y a un lien de citation entre un brevet originel et une citation de brevet
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brevets citants(ou citations), ce qui garantit de plus cette similarité industrielle entre
ces différents types de brevets.
2.2.4.2. Les citations ne traduisent pas toujours des spillovers
Thomson (2006) soulève d’autres biais liés à l’utilisation des citations de brevets
dans la mesure des spillovers. En fait, les inventeurs ont la possibilité de citer des
brevets après avoir terminé l’invention. Dans ce cas, cette partie des connaissances ne
reflète pas un flux réel des connaissances. Un autre biais fait référence aux examinateurs
qui rajoutent souvent des citations de brevets, non-mentionnés par les inventeurs (par
oubli ou méconnaissance) alors qu’ils les jugent pertinents. Ceci peut être la cause de
la surestimation de l’ampleur de la coïncidence géographique entre un brevet citant et
un brevet originel.
De plus, au moment de son invention, l’inventeur n’avait pas nécessairement
connaissance du brevet cité, et même s’il en avait connaissance, il ne s’en est pas
forcément servi pour son invention. Ainsi, les citations de brevets ne traduisent pas
forcément des relations effectives entre les nouveaux brevets et les brevets auxquels ils
font référence.
Pour confirmer ces résultats, une étude a été faite par Jaffe et al. (2000) sur un
échantillon de près de 2000 inventeurs. Leur objectif était de repérer si les citations
correspondaient ou non à des spillovers. Pour cela, ils interrogent les inventeurs sur les
liens éventuels qu’ils ont eu avec les déposants à l’origine des brevets qu’ils citent. Ils
ont trouvé qu’à peu près la moitié des citations ne correspondrait pas à des flux de
connaissance. De ce fait, une citation ne représente pas forcément un flux, puisqu’une
partie des références citées dans les brevets déposés reste inconnue de l’inventeur. Pour
cette raison, "This makes patent citations a noisy measure of the extent and direction
of the knowledge flows" (Giuri et al., 2007). En outre, une externalité peut exister
sans aucune citation de brevets. En effet, une innovation qui est mesurée par un autre
indicateur que le brevet (articles scientifiques, publications, etc.) peut produire des
externalités de connaissance.
2.2.4.3. Difficultés de détermination de la localisation
JTH (1992, 1993) ont sans doute déterminé trop arbitrairement la localisation des
innovations. Les brevets peuvent fournir des indications précises sur le pays d’origine de
l’inventeur. Néanmoins, une innovation peut avoir plusieurs inventeurs, qui n’habitent
pas forcément au même endroit. Dans ce cas, les auteurs ont attribué arbitrairement en
plusieurs lieux différents une même innovation, en la rattachant par exemple à l’Etat
d’origine de l’un des inventeurs et à l’aire métropolitaine de l’autre inventeur. Ce cas
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d’inventeurs multiples peut donc biaiser les résultats. Il faut toutefois remarquer que les
cas d’inventeurs multiples ayant une localisation différente sont marginaux. Au niveau
des pays, seuls 2% des brevets ont des inventeurs dans deux pays différents. Pour les
Etats, 10% des brevets sont déposés par des inventeurs issus d’Etats distincts, et pour
les aires métropolitaines, le problème se pose dans 14% des cas.
Toutefois, la question des effets bénéfiques de la proximité géographique a été remise
en question. JTH (1992 ; 1993) ont trouvé que la proximité géographique est très
sensible à toute modification des variables explicatives incluses dans la modélisation.
Leur étude a été par la suite complétée par l’introduction d’un indice de proximité
entre les structures industrielles des pays. L’objectif est d’analyser l’étendue des
brevets suédois par des multinationales. Les auteurs ont trouvé un impact négatif
mais significatif de la distance géographique sur la diffusion internationale des flux
de connaissance. L’apport de ces études réside dans la précision que la seule proximité
géographique n’explique pas à elle seule l’existence d’externalités de connaissance, mais
que d’autres variables (telles que la taille de la firme) peuvent avoir un effet globalement
plus intéressant dans la géographie de l’innovation.
Moreno et al (2005), Le Sage et al. (2007) et Paci et Usai (2009) adoptent la
même méthodologie. Ils trouvent grâce à une analyse économétrique que la distance
géographique constitue un obstacle pour la circulation des connaissances. Par ailleurs,
les régions qui ont des frontières communes sont plus susceptibles de citer mutuellement
leurs brevets respectifs. Ils ont montré aussi que les frontières nationales constituent
un obstacle aux flux de connaissance dans la mesure où les citations de brevets sont
plus élevées lorsque les deux régions appartiennent au même pays.
Bien que les travaux utilisant les citations de brevets comme variable "proxy"
mesurant les flux de connaissance (Jaffe et al., 1998) s’accordent sur le fait que les
externalités de connaissance se diffusent plus largement au niveau local, plusieurs
limites sont adressées à cette approche. Ces limites sont entre autres, d’ordre technique
et sont relatifs à la construction de la base de données, ce qui remet en cause la
robustesse des résultats.
Par ailleurs, les citations ne rendent pas compte des connaissances tacites alors
qu’elles peuvent constituer une source importante d’externalités(Boufaden, 2008). En
réponse à ces imperfections, une approche d’évaluation alternative basée sur la fonction
de production de connaissances est proposée. Cette approche présente l’avantage par
rapport aux citations de brevets, de pouvoir mesurer les flux de connaissance lorsqu’elles
existent et leurs effets sur l’innovation.
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2.3. La Fonction de Production de Connaissances
La littérature sur la diffusion des connaissances et la géographie de l’innovation
a longtemps cherché une fonction reflétant la production des connaissances et
d’innovations. La fonction de production de connaissances ou d’innovations 4(FPI)
a été utilisée au départ pour estimer la relation entre l’intensité de la recherche et
développement et la croissance économique. Elle remonte aux travaux de Zvi Griliches
(1979) qui est le pionnier dans l’utilisation de cette fonction. Son objectif consistait
à étudier le rôle des externalités de connaissance dans la croissance économique. Il
considère que la productivité d’une firme dépend non seulement de ses efforts en R&D
mais aussi du niveau du stock des connaissances disponibles dans son environnement.
Par la suite, Griliches (1992 ; 1994) trouve que les externalités de R&D sont un facteur
déterminant de la croissance endogène. En revanche, il montre que la mise en évidence
empirique des externalités est une tâche difficile car elle reste tributaire des données
disponibles (Boufadden, 2008).
Par ailleurs, plusieurs études ont repris la fonction de production pour tester l’effet
des externalités de connaissance mais cette fois sur la production de l’innovation.
Jaffe (1989) a été le précurseur en matière d’utilisation de la fonction de production
de l’innovation (FPI) dans cette fin. De plus, les premiers travaux sur la fonction
de production de connaissances ont été traditionnellement élaborés à des niveaux
microéconomiques (Griliches, 1979 ; Baldwin et Scott, 1987 ; Cohen et Levin, 1989).
Ainsi, les entreprises sont exogènes et leur performance, en termes d’innovation, est
endogène (Scherer, 1984 et 1991 ; Cohen et Klepper, 1992). En effet, les auteurs sont
tenté d’expliquer le changement technologique à l’aide de la FPI. Cette fonction stipule
que les entreprises sont à la recherche de nouvelles connaissances afin de les intérioriser
et de générer des activités innovantes. Ils ont introduit des variables mesurées sur une
même échelle tels que l’investissement en R&D, le capital humain, la main d’oeuvre
qualifiée (Cohen et Klepper, 1992). Cette fonction suppose que ces intrants généreront
des extrants grâce aux activités d’innovations.
Cependant, d’autres travaux sur la FPI sont apparus afin de modéliser les activités
d’innovation au niveau régional. Ils soutiennent Scherer (1984) qui stipule que la FPI
est beaucoup plus solide lorsqu’elle est utilisée à des niveaux macroéconomiques (Acs et
Audretsch, 1988 et 1990). En effet, ces auteurs ont trouvé que les grandes entreprises,
c’est-à-dire comptant 500 employés et plus, étaient à l’origine d’un plus grand nombre
de produits innovateurs que les plus petites entreprises. Cette comparaison a été basée
4. Appelée aussi Fonction de Production d’Innovation (FPI). Dans ce travail nous utilisons
indifféremment les deux notions.
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sur une mesure de l’intensité de l’innovation par entreprise, et ceux dans toutes les
industries.
Les résultats montrent que la majorité des investissements en R&D industriel est
réalisée par les grandes entreprises alors que les petites et moyennes n’investissent que
très peu en R&D (Scherer, 1991). Selon ces auteurs, les petites entreprises auraient
beaucoup moins d’intrants que les grandes. Ceci suggère la présence de certaines
externalités de connaissance ou autres qui se rajoutent aux entrants de la FPI pour
produire de l’innovation. Il est donc nécessaire d’aller au delà du niveau désagrégé afin
de mesurer les externalités à l’intérieur d’une région. Un premier ensemble de travaux
avait pour objectif la mise en évidence des relations inputs/outputs d’innovations tout
en modélisant les externalités de connaissance (§ 2.3.1), un autre avait pour objectif de
tenir compte de la dimension spatiale des externalités (§ 2.3.2).
2.3.1. Mise en évidence des relations Input/output et indice
de coïncidence géographique
Ce travail a été initié par Jaffe (1989) dans son article "Real Effects of Academic
Research". L’objectif de cette étude a consisté à modéliser l’étendue des externalités
de connaissance générées par les universités États-Uniennes. Dans un premier temps,
Jaffe (1989) a étudié l’impact de l’activité de recherche des universités sur la capacité
d’innovation des firmes de la même zone (mesurée par les brevets). L’échantillon étudié
porte sur 8 années et sur 29 Etats fédérés. L’auteur observe une relation positive et
forte entre l’activité d’innovation et à la fois les dépenses en R&D industrielles, et des
universités au niveau d’un Etat. Afin de rendre compte des interactions plus locales
entre universités et industries, il a ensuite introduit, dans un deuxième temps, un
indice de coïncidence géographique entre la recherche publique et la recherche privée
(correspondant à la corrélation entre le nombre de salariés de la R&D privée dans
une zone métropolitaine d’un Etat et le volume de dépenses publiques de recherche
effectuée dans cette même aire géographique). L’indice de coïncidence géographique
entre la R&D industrielle et la recherche universitaire au niveau de chaque Etat i est
mesuré comme suit :
Ci =
∑
s
UisTPis
[∑
s
U2is]1/2[
∑
s
TP 2is]1/2
, (2.1)
avec Uis est le montant des dépenses en R&D des universités. TPis, le nombre
moyen des chercheurs par laboratoire multiplié par le nombre des laboratoires de R&D
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industriel dans chaque MSAs 5(JTH, 1993 ; Autant-Bernard, 2001a,b).
Les résultats de Jaffe (1989) montrent l’existence des externalités intra-nationales
issues de la recherche universitaire en faveur de l’industrie : elles sont favorisées par
la coïncidence géographique entre R&D privée et université mais seulement dans un
nombre limité de secteurs : secteur médical, optique et la technologie nucléaire.
Par la suite, Acs et al. (1992) reprennent la même méthode que celle de Jaffe (1989)
pour mesurer l’incidence de la R&D universitaire sur l’innovation des firmes. Dans
leur article "Real Effects of Academic Research : Comment", les auteurs ont recours
à un nouvel indicateur de l’innovation (le nombre d’innovations enregistrées par la
US Small Business Administration sur la base d’articles de journaux spécialisés). Ils
ont confirmé l’impact positif de la recherche publique et de la recherche privée d’un
Etat sur l’activité d’innovation du même Etat. Leurs résultats confirment ceux de
Jaffe quant à l’impact positif de la recherche publique sur l’activité d’innovation d’un
Etat : "the impact of university spillovers is apparently greater on innovations than
on patented inventions"(Acs et al. 1992) et plaident clairement en faveur des effets
bénéfiques de la coïncidence géographique (contrairement à Jaffe, 1989). En utilisant le
nombre des innovations comme variable output, l’impact de la coïncidence géographique
entre universités et unités de R&D privées semble plus important sur les innovations
proprement dites que sur le dépôt des brevets. La prise en compte des innovations à
la place des brevets renforce donc les résultats de Jaffe (1989). Les R&D publiques
sont plus en faveur du secteur électronique que celui du secteur mécanique. En effet,
quand nous raisonnons sur les innovations commercialisées, réellement introduites sur
le marché, l’observation se situe beaucoup en aval du processus d’innovation tandis
que les brevets reflètent un stade préalable au développement de l’innovation. D’autres
études ont utilisé la part des ventes réalisées en produits de moins de cinq ans ou encore
le taux de renouvellement des produits (Barlet et al 1998).
Cependant, cette mesure est contaminée par un certain nombre de facteurs. Par
exemple, en prenant la part des ventes en innovation nous ne tenons pas compte des
fluctuations du prix, de l’inflation et de la compétitivité dynamique. En outre, nous
supposons que les prix sont fixes et que l’augmentation de produits innovants et de la
connaissance entraînent une valeur marchande plus haute, ce qui n’est pas toujours le
cas. Cette hypothèse reste donc injustifiée.
Par la suite, et en prenant en compte "l’infrastructure technologique", Feldman
(1994a) parvient à étendre l’analyse de Jaffe (1989) : aux retombées technologiques
issues de la recherche publique sont associées des retombées issues des activités privées
5. En désignant les régions par NUTS 1, 2 ou 3 au niveau Européen, les Etats, les MSAs et les
comtés aux USA. Nuts est l’acronyme de la nomenclature d’unités territoriales statistiques de l’Union
Européenne.
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de recherche mais aussi de production (de service notamment). Elle a trouvé que
chacun des inputs a un impact positif et significatif sur l’innovation. Son étude montre
également que les spillovers sont intersectoriels (résultat trouvé par Jaffe, 1996) et que
les petites entreprises bénéficient davantage de la recherche publique et des services
locaux que les grandes entreprises. Néanmoins, La dimension locale est simplement
mesurée par la localisation à l’intérieur d’un même Etat : elle a considéré les différentes
sources de spillovers contenues dans ce même Etat. Or, Jaffe (1996) indique que l’Etat
n’est pas une échelle géographique adéquate pour rendre compte des spillovers.
D’autres analyses (Antonelli, 1994 ; Zucker et al., 1994) se penchent sur les effets de
la proximité géographique sur la diffusion des connaissances entre firmes. Leurs résultats
confirment l’importance de la proximité géographique, avec d’autres entités en R&D
privées dans l’innovation. Par exemple, Antonelli (1994) relie le taux de croissance de
la production de 92 firmes italiennes au taux de croissance du stock de capital, de
travail et des dépenses de R&D réalisées au sein des firmes et par les autres firmes
de la région. Il a trouvé que les activités de R&D privées réalisées dans la même zone
géographique ont un impact positif mais faible sur la croissance de la productivité,
témoignant d’externalités de connaissance intra-régionales.
Zucker et al. (1994) et Anselin et al. (1997) adoptent une méthode alternative qui
consiste à observer si les dépenses de R&D des firmes ou des universités voisines à une
firme donnée, affectent la capacité d’innovation de la même firme. Pour cela, ils ont
mesuré l’élasticité de l’innovation d’une firme (Ou de groupe de firmes) par rapport
aux dépenses de R&D des autres firmes ou des universités situées dans la même zone
géographique de référence (ou dans une zone voisine). Cette approche offre une véritable
mesure des spillovers : l’output d’innovation d’une firme dépend de l’effort de R&D
des firmes ou des universités voisines. Elle présente cependant l’inconvénient majeur de
postuler le rôle du local.
2.3.2. Prise en compte de la dimension spatiale des
externalités de connaissance : le modèle fondateur
d’Anselin, Varga et Acs (1997)
Anselin et al. (1997), sont les premiers à perfectionner l’indice de coïncidence
géographique calculé par Jaffe (1989). Alors que ce dernier a déduit l’existence de
spillovers au niveau local en observant l’impact de la recherche menée au sein d’un
Etat sur la capacité à innover de ce même Etat, Anselin et al (1997) dépassent le
simple effet d’agglomération. Ils ont évalué plus directement l’impact de l’intensité
de la recherche menée en dehors de la zone métropolitaine étudiée sur sa capacité à
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innover : c’est donc le passage d’une approche qui déduit l’existence des externalités
vers une approche qui les mesure de manière plus directe.
Comme nous l’avons mentionné précédemment, Anselin et al (1997) reprennent la
méthode de Jaffe (1989), mais en raisonnant au niveau des aires métropolitaines et non
plus au niveau des Etats. Ce faisant, les auteurs considèrent que l’indice de coïncidence
géographique n’a lieu d’être utilisé que lorsque l’on mesure les spillovers à un niveau
géographique trop large. A une échelle d’observation plus petite, il serait possible de
mesurer plus directement les spillovers.
Le modèle utilisé par Anselin et al (1997) repose sur une fonction de production
dans laquelle apparaissent les dépenses de recherches privées et publiques effectuées à
l’intérieur et à la périphérie de l’aire métropolitaine. Ils testent trois équations :
K = α +R +R75 + U + U50 + LQ+BUS + LARGE +RANK (2.2)
R = β +R50 + U + U75 +HTEMP + FORTUNE +RANK (2.3)
U = γ +R +R50 + U75 + ENRL+ EDEXP +RANK (2.4)
Avec K, le nombre d’innovations d’une aire métropolitaine donnée, R les effectifs
privés de recherché et U les dépenses publiques de recherche. R75 (respectivement R50)
mesure les effectifs privés de recherche dans un périmètre de 75 miles (respectivement 50
miles) autour de l’aire métropolitaine et dans un périmètre de 75 miles (respectivement,
50 miles). LQ est le nombre d’emplois de haute technologie, BUS est le nombre
d’emplois dans les services aux entreprises. La variable LARGE évalue l’effet de la
taille des entreprises. Ensuite, un indicateur de qualité de l’université (RANK) est
introduit. La variable HTEMP constitue un indicateur du degré de spécialisation de
l’aire métropolitaine dans les hautes technologies. La variable FORTUNE rend compte
de la localisation de la R&D à proximité des maisons mères. Enfin, dans l’équation (2.4),
ENRL et EDEXP représentent la taille des universités (nombre d’étudiants inscrits
d’une part et les dépenses d’éducation d’autre part).
Ces auteurs, à l’instar de Jaffe (1989) étudient les relations croisées entre la recherche
privée et la recherche publique, en faisant dépendre R (recherche privée correspondant
au nombre d’employés dans les laboratoires de R&D) de U (recherche universitaire)
et inversement. Trois mesures alternatives des interactions spatiales localisées sont
appliquées au cas des secteurs de haute technologie :
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2.3.2.1. Une mesure de co-localisation
Elle consiste à utiliser le même indicateur de coïncidence géographique que celui
de Jaffe (1989) multiplié par le log de la recherche universitaire au niveau de l’Etat,
avec une légère modification au niveau du coefficient de corrélation entre R (recherche
privée) et U (recherche universitaire). Si Jaffe (1989) a utilisé un coefficient non centré
entre R et U pour les zones métropolitaines (MSAs) d’un Etat donné, ces auteurs
remplacent le coefficient par la proportion des comtés où la recherche publique est
co-localisée avec la recherche privée. Ainsi, pour un Etat s, l’indicateur se calcule de la
manière suivante :
CURs =
∑
s
δRi × δUi∑
s
δUi
, (2.5)
où δRi et δUi prennent respectivement la valeur 1 lorsque Ri > 0 et Ui > 0 et 0 sinon.
2.3.2.2. Une mesure de gravité
Les auteurs mesurent le potentiel issu de l’interaction entre R&D industrielle d’un
comté dans un État donné avec toutes les universités des autres comtés. Cette méthode
considère que les interactions économiques et sociales entre deux entités économiques,
géographiquement définies, sont proportionnelles à la taille de ces entités et inversement
reliées à la distance qui les séparent (Combes et Duranton, 2006).
GRAVi =
∑
j
Uj
d2ij
, (2.6)
avec i désigne le comté où est localisée la R&D privée au sein d’un État s, et j désigne
le comté où est réalisée la recherche publique.
dij est la distance entre deux comtés. Lorsque la recherche publique et la recherche
privée coïncident géographiquement, la variable Uj n’est pas pondérée par la distance
dij.
GRAVs : est la mesure de gravité pour un Etat donné. Elle correspond à la moyenne
des GRAVi, lorsque GRAVi 6= 0.
2.3.2.3. Une mesure de couverture
Cette mesure prend en compte les effets sur la R&D industrielle d’un comté, de
la recherche publique réalisée dans un périmètre de 50 ou de 75 miles autour de ce
comté. Ce qui permet d’introduire un stock de recherche externe, réalisé à l’extérieur
de la zone considérée. Plus la distance entre les comtés i et j est faible par rapport à la
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distance moyenne de l’ensemble des comtés de l’Etat, plus la coïncidence géographique
est forte, et plus l’output d’innovation de l’Etat considéré devrait être élevé.
COV i =
∑
j
δijUj (2.7)
δij prend la valeur 1 lorsque dij est inférieure à la distance critique de 50 miles ou
de 75 miles.
Ces trois mesures utilisées permettent aux auteurs d’établir le constat suivant : leurs
premiers résultats (équation 1) confirment ceux de Jaffe (1989). En effet, la recherche
universitaire a un impact positif et très significatif sur l’innovation au niveau des zones
métropolitaines. Cet impact est beaucoup plus important que celui de la recherche
privée.
L’équation (2) indique un effet important de la recherche publique sur la recherche
privée, mais seulement à l’intérieur de l’aire métropolitaine. En revanche, des spillovers
de recherche privée se produiraient entre les aires métropolitaines. Dans l’équation (3)
les auteurs mettent en évidence le rôle de la qualité du département de l’université
et de la taille de l’université. Les effets de débordement sont plus importants quand
l’université est grande et le département de bonne qualité.
Les auteurs affirment que le raisonnement au niveau des comtés au lieu des aires
métropolitaines permet de s’affranchir de la mesure de la coïncidence géographique.
Néanmoins, ces variables locales U50 et U75 sont en fait des indices de couverture,
identiques à celui présenté comme substitut à l’indice de concentration géographique
de Jaffe (1989). En plus, en l’absence de mesure de la coïncidence géographique, la
méthode de Jaffe ne permet pas de démontrer l’existence de spillovers géographiques.
Elle permet seulement de confirmer ou non l’existence des spillovers et ne précise pas
leur dimension spatiale. La réduction de la zone géographique étudiée ne suffit donc
pas pour rendre compte des spillovers géographiques.
Toutefois, contrairement à l’approche avec coïncidence géographique la méthode
présentée par Anselin et al.(1997) présente l’avantage de modéliser les externalités
plutôt que de les déduire de la concentration de l’output d’innovation comme pour le
cas de Jaffe (1989).
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2.3.3. La dimension technologique des externalités de
connaissance
L’impact décroissant de la proximité géographique dans le processus d’innovation
est donc lié au caractère local des externalités de connaissance. Néanmoins, la prise
en compte de la proximité technologique entre firmes, universités, industries, régions
ou pays, etc. est fondamentale pour ne pas attribuer la diffusion des externalités à la
simple proximité géographique.
Selon Griliches (1992), l’origine de ces externalités c’est le gain lié à la spécialisation
(développement du savoir faire et de l’interaction entre artisans et ingénieurs). Glaeser
et al. (1992), en étudiant l’effet des spillovers technologiques sur la croissance des
villes, observent que les industries qui croissent plus dans une ville sont celles qui sont
relativement sous représentées, par rapport à la moyenne nationale. Ces externalités
utilisées pour analyser la croissance sont aussi appelées externalités dynamiques. Les
résultats tendent à confirmer le rôle de la diversification ou externalités de type Jacobs
(comme nous les avons défini dans le chapitre 1). Au contraire, les externalités de type
MAR ont un effet négatif sur le processus de croissance.
Cependant, pour Glaeser et al., (1992), ce résultat peut être fortement lié au fait que
les industries considérées sont des industries à maturité. Selon eux, s’ils avaient pris en
compte des industries jeunes, sans doute les externalités intra-industries joueraient-elles
davantage. De plus, ces résultats sont contradictoires avec ceux trouvés par Henderson
et al., (1995). Ces derniers, dans une étude sur la croissance de l’emploi industriel dans
les villes américaines, constatent le rôle positif de la spécialisation (externalités MAR),
tandis que la diversité (externalités de type Jacobs) n’a pas d’impact significatif.
L’étude de Paci et Usai (2000) confirme, dans le cas Italien, l’importance des
externalités de type Jacobs notamment lorsque la zone dispose d’activités diversifiées
de haute technologie. Enfin, les travaux de la géographie de l’innovation s’interrogent
plus spécifiquement sur l’origine des externalités locales de recherche. Jaffe (1989) par
exemple précise que l’influence de la recherche universitaire est plus nette au niveau des
secteurs qu’au niveau local. De même Jaffe et al., (1993), Verspagen et Schoenmakers
(2000) montrent que la probabilité de citer un brevet est positivement influencée par
la proximité technologique entre le nouveau brevet et le brevet cité.
2.3.4. Quelques prolongements
L’analyse des travaux existants fait ressortir un certain nombre de problèmes liés
à la modélisation des externalités et de leur dimension géographique. La mesure des
externalités de connaissance pose un certain nombre de problèmes dans la mesure où
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il importe de tester deux hypothèses principales :
Hypothèse 1 : Les externalités de connaissance existent.
Hypothèse 2 : les externalités de connaissance sont localisées.
En effet, si les externalités de connaissance ont une dimension locale, ceci doit
conduire à la concentration des activités innovantes : les analyses portant sur la
concentration en utilisant l’indice de coïncidence géographique reposent sur cette idée.
En revanche, s’il y a concentration géographique de l’innovation, cela ne provient
pas nécessairement de la présence d’externalités technologiques locales. Ainsi, nous
ne pourrons pas conclure avec certitude à la présence d’externalités en confirmant
seulement la concentration de l’innovation dans la mesure où cette méthode ne permet
que d’observer les conséquences de la concentration et non pas leur présence. En
plus, d’autres facteurs, tels que la main d’oeuvre qualifiée peut être à l’origine de
la polarisation géographique des activités innovantes.
Nous concluons que les méthodes intégrant un indice de coïncidence géographique
sont sans doute les plus à même de traduire le caractère local des externalités.
Néanmoins, les externalités ne sont pas modélisées dans ce cas. A l’inverse, les
études modélisant les externalités de connaissance traitent pauvrement la dimension
géographique. Il paraît dès lors souhaitable d’utiliser une autre méthode qui permet de
tester à la fois l’existence et le caractère local des externalités de connaissance.
Les travaux réalisés sur les mesures des externalités de connaissance sont variés
et permettent de dégager le rôle de la proximité géographique dans la captation des
spillovers. Dans l’ensemble, un consensus se dégage autour de l’idée d’une dimension
locale des externalités de connaissance. Cependant cette revue de la littérature met en
même temps en lumière un certain nombre de difficultés liées à la modélisation des
externalités d’une part et de leur dimension géographique d’autre part.
Depuis le modèle d’Anselin et al. (1997), plusieurs modèles basés sur l’interaction
spatiale des dépenses en R&D publique versus privée ont vu le jour. Ces modèles tentent
de mesurer les externalités tout en tenant compte de leur caractère géographique. Dès
lors, les méthodes utilisées pour mesurer les externalités consistent à pondérer le stock
de R&D externe par un coefficient qui tient compte de la distance ou de l’ordre de
contiguïté entre l’unité considérée et l’unité proche.
2.3.4.1. Nombre de frontières communes entre unités géographiques
Dans une étude sur la France, Autant-Bernard (2001a,b) a testé l’impact
des caractéristiques (R&D privée et publique, capital humain) des départements
limitrophes d’une part, et des départements voisins de ces mêmes départements
limitrophes d’autre part, sur le niveau d’innovation d’un département français.
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L’effet de la proximité géographique dans l’innovation dépend de l’ordre de contiguïté
entre les départements étudiés. Elle est d’ordre 1 lorsque les deux départements
partagent la même frontière ou bien d’ordre 3 lorsque deux départements sont séparés
par deux frontières, c’est-à-dire par un troisième département.
Autant-Bernard (2001a,b) trouve que les externalités de connaissance sont
géographiquement contraintes dans la mesure où les départements français ne
bénéficient que des effets positifs des activités de recherche de leurs voisins proches, et
non des activités de recherche plus éloignées géographiquement. Aussi, la diffusion des
externalités provenant de la sphère publique est plus sensible à la distance géographique
lorsqu’il s’agit d’innover que lorsqu’il s’agit de faire de la recherche : plus on avance
dans le processus d’innovation plus les interactions sont importantes et la proximité
géographique aussi. D’où la dimension locale des externalités de connaissance.
Finalement, elle trouve que la recherche privée et publique ne se renforcent pas
mutuellement. La R&D privée locale n’a pas d’impact sur la recherche publique. D’où
la particularité du système français qui est caractérisé par un décloisonnement entre
recherche privée et publique ; la R&D universitaire est un input de la recherche privée
mais l’inverse n’est pas vrai. Néanmoins, ceci ne veut pas dire pour autant que cette
diffusion est contrainte par la distance. En fait, cet impact positif sur l’innovation peut
traduire la relation simple et évidente entre les dépenses en R&D internes à chaque
département d’une part et les brevets déposés au niveau de chacun de ces départements
d’autre part.
Dans un autre travail, Autant-Bernard (2001b) réexamine le problème de mesure
des externalités technologiques et de leur diffusion. Elle a montré que le capital humain
des départements contigus a un impact sur l’innovation du département considéré. Cet
impact est cependant moins important que celui induit par le capital humain local.
Mais il est considéré comme étant un vecteur de diffusion des connaissances au niveau
local.
2.3.4.2. Découpage par zone géographique
Dans un travail plus récent, Bottazzi et Peri (2003) étudient l’effet de la recherche
menée à différents niveaux géographiques : dans la région, dans les régions situées
à moins de 300km, dans les régions situées entre 300 et 600km, 600-900, 900-1300,
1300 -2000, sur le processus d’innovation dans de 86 régions européennes. Une variable
muette (country) désignant le pays est ajoutée.
Couvrant la période 1977-1995, ces auteurs constatent que les externalités de R&D
sont localisées et de très faible intensité. Ils trouvent que seule la R&D des régions
situées à une distance inférieure à 300 km a un impact sur la capacité à innover d’une
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région donnée : lorsque les dépenses en R&D d’une région doublent par exemple, le
nombre de brevets déposés des autres régions situées dans cet intervalle va augmenter
de 2-3%, alors que cela augmente de 80-90% les innovations de cette même région.
Par la suite, ces auteurs prennent en compte la distance d’une manière
paramétrique. En attribuant un poids à la R&D sur différentes distances par rapport à
la région considérée, les auteurs construisent une variable "pool" de la R&D. Cette
variable représente la contribution effective de chaque région à l’innovation de la
région i compte tenu de la distance qui les sépare. La moyenne de chaque variable
lg(R&D) pour chaque 100km est ensuite pondérée par une fonction distance F(d).
Cette fonction est spécifiée de trois manières différents : linéaire (F (d) = 1− (d/20)),
inverse (F (d) = (1 + d)−1) et exponentielle (F (d) = e−d). Les auteurs trouvent qu’une
augmentation de 1% dans la R&D génère un effet externe de 0.07% sur la capacité à
innover d’une région à une distance de 0 km. Les externalités diminuent très rapidement
telle que à 200 km, l’impact est de 0.008% et nul à 500km.
Par ailleurs, si certains travaux ont contrôlé seulement la proximité géographique
(Bottazzi et Peri, 2003 ; Maîresse et Mulkay, 2007), d’autres ont contrôlé aussi la
proximité technologique (El Ouardighi, 2002 ; Abdelmoula et Bresson, 2007 ; Boufaden
et Plunket, 2008). Ces derniers travaux ont montré que les effets de spillovers
géographiques diminuent avec la prise en compte de la proximité technologique.
Ainsi, Abdelmoula et Bresson (2007) utilisent une mesure de proximité
technologique proche de celle de Jaffe (1986). Ils exploitent la distribution des brevets
d’une région dans les différentes classes technologiques pour caractériser la position de
cette région dans les différentes classes technologiques. Cette matrice est une moyenne
des proximités obtenue à l’aide des demandes de brevets de 1995 à 2002 désagrégées
sur les sections internationales de la classification des brevets (International Patent
Classification(IPC)). Ces auteurs trouvent, contrairement aux autres études sur les
spillovers, que pour les deux matrices utilisées (géographiques et technologiques), les
effets de spillovers sont significatifs et peuvent être négatifs selon les distances entre
les régions européennes. Au final, il semble que les dernières approches sur la FPI sont
plus précises et permettent de mieux appréhender le caractère local des externalités de
connaissance.
Même si nous admettons l’importance de ces méthodes dans la mesure des effets
d’externalités dans l’innovation, il demeure difficile d’admettre ce lien positif entre
externalités et innovation. En effet, la plupart des études montrent un effet positif des
externalités sur l’innovation sans leur donner une définition stricte. Elles ne font pas
une distinction entre externalités de connaissance et externalités de R&D à l’exception
de l’étude faite par Abdelmoula et Bresson (2007). Ces travaux utilisent les dépenses
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en R&D pour mesurer des externalités et les assimilent généralement à des externalités
de connaissance.
Comme nous l’avons montré dans le chapitre 1, les externalités de R&D peuvent
constituer un frein à l’innovation dans la mesure où elles posent le problème de
l’appropriation des connaissances (Autant-Bernard, 2000). Même si ces externalités sont
positives, nous ne pourrons pas attribuer l’effet positif des externalités aux externalités
de connaissance au sens strict. En effet, en mesurant les externalités de connaissance, il
est difficile de faire abstraction des externalités pécuniaires (Cheynet et Fadairo, 1998).
En même temps, la R&D n’est pas la seule origine des spillovers puisque une partie de
ces spillovers ne se diffuse qu’une fois que l’innovation a vu le jour, et non pas pendant
la phase amont de la recherche.
Pour toutes ces raisons, nous ne pouvons dire que les travaux sur les spillovers,
même les plus récents, mesurent adéquatement les externalités de connaissance. En
effet, même si ces travaux sont de plus en plus développés et que la distinction entre
proximité géographique et technologique employée a permis de relativiser l’effet des
externalités géographiques au profit des externalités technologiques, nous ne pouvons
pas savoir s’il s’agit vraiment d’externalités de connaissance , pécuniaires ou plutôt de
R&D.
Pour toutes ces raisons, nous mesurons dans ce qui suit les "flux de connaissance"
dans des intervalles de distances différents. Ces flux peuvent être des externalités de
connaissance, des externalités de R&D, des externalités technologiques, etc.
Contrairement à ce qui a été évoqué dans les études antérieures, nous considérons
que les externalités géographiques peuvent être technologiques en même temps.
Ainsi, comme nous l’avons mentionné dans le chapitre 1, notre objectif principal ne
consiste pas à distinguer les externalités géographiques des externalités technologiques
car il nous semble que les méthodes adéquates pour ce faire ne sont pas assez
développées. Nous ambitionnons plutôt de montrer l’effet de la proximité géographique
dans le transfert des connaissances à travers l’introduction des variables réseaux.
Nous supposons que la proximité géographique n’est favorable aux transferts des
connaissances qu’à travers la prise en compte des canaux de diffusion de ces
connaissances.
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2.4. Cadre d’analyse empirique et données
Nous présentons dans cette section les hypothèses construites 6 dans notre partie
empirique ainsi que les différentes bases de données exploitées.
2.4.1. Hypothèses et description de l’étude
Comme mentionné dans le chapitre premier, les flux de connaissance ne sont ni
entièrement localisés, ni complètement libres ou diffusables à n’importe quelle distance
et entre tout type d’agents ou lieux. Partant de ce constat, l’effet des connaissances
mesurées dans les différentes cercles concentriques dépendra nécessairement de trois
facteurs : 1) le type de la connaissance en jeu ; 2) le type du canal de diffusion qu’elle
utilise et 3) les caractéristiques des agents, des organisations ou des lieux impliqués
dans le processus d’échange des connaissances.
En ce qui concerne le premier facteur, nous avons montré précédemment que
la distinction entre connaissance tacite versus codifié a souvent été utilisée comme
argument expliquant pourquoi les spillovers semblent délimités dans l’espace, mais
aucune étude n’a comparé l’étendue spatiale des connaissances tacites à celle des
connaissances codifiées.
Dans la littérature empirique sur les spillovers, plusieurs études proposent de
distinguer la R&D privée de la R&D publique ou bien la R&D académique de la R&D
entrepreneuriale. Ces distinctions ne semblent pas très utiles pour comprendre pourquoi
certains flux de connaissance sont localisés alors que d’autres peuvent se diffuser à des
distances plus longues. Dans la théorie, la distinction entre connaissances codifiées et
connaissances tacites, nécessitant plus de contacts face à face, nous permettrait ainsi
de comprendre pourquoi certaines connaissances sont plus étendues dans l’espace que
d’autres.
Pour cette raison, nous construisons deux mesures des dépenses en R&D. Nous
proposons une approximation raisonnable consistant à mesurer les connaissances
codifiées par la R&D externe et les connaissances tacites par la R&D interne. En effet,
les entreprises qui cherchent à tirer profit des connaissances tacites investissent en R&D
interne : "The benefits of such tacit knowledge arise only through a culture of trust and
knowledge-sharing within an organization" (Cowan et al., 2000, p. 223). Au contraire,
la R&D externe s’appuie très fortement sur les connaissances codifiées qui sont plus
6. Nous reprenons ici les arguments, hypothèses et propositions développés dans
Brossard et Moussa (2012), Papers in Evolutionary Economic Geography, May 2012.http :
//econ.geo.uu.nl/peeg/peeg.html.
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facilement transférables que les connaissances tacites. Notre première hypothèse est
donc la suivante :
H1 : La R&D interne intègre à la fois des connaissances tacites et des
connaissances codifiées alors que la R&D externe ne véhicule pratiquement que des
connaissances codifiées. Par conséquent, en introduisant ces deux mesures différentes
dans notre modèle, nous pourrions distinguer les limites géographiques de chacune des
connaissances tacites et codifiées.
Proposition 1 : La nature des connaissances a un impact significatif
sur l’ampleur des externalités de connaissance. Par conséquent, la R&D
interne devrait avoir un effet plus élevé sur l’innovation que la R&D externe,
puisque cette dernière exploite essentiellement des connaissances codifiées
tandis que la première intègre aussi des connaissances tacites.
La seconde série de facteurs que nous souhaitons intégrer dans l’analyse concerne
les canaux de transmission des connaissances. Nous avons montré dans le chapitre
premier qu’il existe trois canaux de diffusion des connaissances à savoir la mobilité
des travailleurs (entre entreprises), les spin-off (entre une filiale mère et de nouvelles
entreprises) et les réseaux sociaux (transfert des connaissance dans des réseaux sociaux
et à un niveau plus agrégé). Nous nous concentrons sur ce dernier canal puisque les
réseaux sociaux offrent de nombreux canaux de diffusion des connaissances formelles
et informelles au niveau des régions (Tappeiner et al, 2008). Ainsi, tout type de réseau
permet une interaction face à face ou bien à distance entre chercheurs hautement
qualifiés ou bien entre ingénieurs.
H2 : les clusters dotés des réseaux de diffusion des connaissances les plus variés
et les plus efficaces ont une meilleure productivité à l’innovation car ils tirent partie
des spillovers de connaissance plus intenses émanant de ces réseaux. Dans les clusters
high-tech, ces différents canaux sont complémentaires et ont des effets cumulatifs plutôt
que substituables.
Proposition 2 : Les différents canaux de diffusion de la connaissance ont
des effets cumulatifs sur la production de l’innovation. En conséquence, les
clusters dotés d’un grand nombre de réseaux de bonne qualité auront une
meilleure productivité à l’innovation.
En d’autres termes, certains départements ont plus de clusters que d’autres et ces
clusters sont mieux dotés en canaux de transmission de la connaissance. Ceci aura bien
évidement un effet sur la production d’innovation de chaque département. En France,
les pôles mondiaux et à vocation mondiale sont des clusters high-tech particulièrement
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bien dotés en réseaux dans la mesure où ils peuvent attirer des ingénieurs et des
chercheurs hautement qualifiés.
La troisième série de facteurs concerne le débat spécialisation/diversification.
Certaines études indiquent que les flux de connaissance se produisent principalement
entre les entreprises d’une même industrie (externalités de type MAR). Au contraire,
d’autres indiquent que la diversité technologique est plus favorable à la production des
externalités de connaissance (externalités de type Jacobs). Beaudry et Schiffauerova
(2009) montrent que le niveau de désagrégation géographique influe fortement sur les
résultats, ce qui suggère que la spécialisation et la diversification peuvent influencer
la diffusion des connaissances à différentes distances. Les nouvelles connaissances
peuvent être difficiles à trouver dans un environnement local hautement spécialisé.
Par conséquent, les agents économiques peuvent acquérir de nouvelles connaissances
à travers des interactions avec des agents plus distants. Ainsi, si la diversité n’est pas
assez importante dans une région, celle-ci peut bénéficier de la diversité de ses voisins.
H3 : Puisque les industries similaires ont tendance à choisir des localisations
similaires, la recherche des connaissances dans d’autres secteurs peut nécessiter des
interactions à distance avec les détenteurs des connaissances situés dans des régions
voisines. Il importe donc pour l’innovation régionale que les régions voisines soient
diversifiées plutôt que hautement spécialisées.
Proposition 3 : la diversité départementale a un effet positif sur le
département lui-même et aussi sur ses voisins. Les régions diversifiées offrent
de la nouveauté exploitable pour l’innovation à la fois à elles-mêmes et aux
régions voisines.
Afin de tester ces hypothèses, nous proposons d’utiliser l’approche empirique la
plus connue pour étudier les externalités de R&D. Comme mentionné dans le chapitre
premier, cette méthode a été formalisée par Jaffe (1989). Ses résultats montrent que les
externalités sont localisées et qu’elles présentent une grande sensibilité à la proximité
géographique. Plus tard, Bottazzi et Peri (2003) ont appliqué cette approche sur
d’autres données pour montrer que les externalités de R &D sont localisées et de très
faible intensité.
En ce qui nous concerne, nous partons de cette dernière étude basée sur le
découpage géographique. Nous estimons une fonction de production d’innovation
(FPI) et nous essayons de mesurer l’effet des flux de connaissance externes d’un
département français donné sur sa production d’innovation. Nous choisissons au début
des classes de distances géographiques d’ampleur 200 kilomètres comme le montre la
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figure (2.2) suivante :
Figure 2.2 – Mesure des externalités dans des intervalles de 200 kilomètres
Ensuite, et afin de mieux borner les effets des flux de connaissance externes,
nous utiliserons plus de classes de distance, avec des intervalles d’amplitude moindre
(]0− 100], ]100− 200], ...).
Notre spécification est donc une extension de celles de Bottazzi et Peri (2003).
Nous adoptons dans un premier temps la même méthodologie de cercle concentrique
appliquée sur des données en coupe (§2.5). Ensuite, cette même approche est appliquée
sur des données de panel (§2.6). L’objectif de cette dernière application est d’une part,
de tester la robustesse de la méthode de cercle concentrique utilisée par certains travaux
sur les externalités de connaissance et d’autre part, de tenir compte de l’hétérogénéité
des observations.
L’objectif principal de ce modèle est de permettre aux connaissances incorporées dans
la R&D de la région j d’avoir des impacts différents sur l’innovation de la région i selon
la distance géographique entre i et j.
Nous analysons une coupe de 94 départements français métropolitains (régions
NUTS 3). Nous faisons abstraction de la Corse pour laquelle la notion de distance
géographique est délicate et ne peut être abordée par les méthodes utilisées dans notre
travail. La distance géographique entre les départements est représentée par la distance
en kilomètre entre les deux centroïdes de chaque département 7. L’unité de mesure pour
notre cas est la distance à vol d’oiseau 8. La distance entre les départements varie de
7,94 km (entre Paris (75) et Hauts-de-Seine (93)) à 1004,771 km (entre le Finistère
7. Cette distance peut être mesurée en utilisant les capitales pour le cas des pays ou bien dans le
cas d’utilisation des observations réduites à un point. Ce point est développé en détail dans la section
matrice des poids du chapitre 4.
8. L’unité de mesure servant à définir la distance peut être aussi la distance parcourue par route,
le temps de transport (heures de vol par exemple ou heure de voiture ou de train).
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(29) et les Alpes Maritimes (06)).
Les départements varient en taille. Le plus petit est Paris (75) avec une superficie de
105 km2 et le plus grand est la Gironde avec une superficie de 10 000 km2. Si nous
supposons abusivement que ces aires sont circulaires, la plupart des départements ont
alors un rayon qui varie entre 5,783 km et 56,433 km.
Nous donnons dans ce qui suit les statistiques descriptives sur ces intervalles.
Bottazzi et Peri (2003) ont choisi cinq classes de distances géographiques et supposent
une absence de diffusion au delà de 2000 km. Comme nous travaillons sur un niveau
géographique plus petit (NUTS 3), nous avons choisi de diminuer les intervalles de
sorte que chaque département ait au moins un département dans chaque intervalle.
Nous mesurons les connaissances dans des classes de 200 kilomètres puis dans des
classes géographiques de 100 kilomètres. Notre choix implique une absence de diffusion
au delà de 600 kilomètres 9 :
]0− 200] nombre moyen de départements : 16,298
]200− 400] nombre moyen de départements : 33,085
]400− 600] nombre moyen de départements : 29,425
]plusque600km[ nombre moyen de départements 14,213
Dans un deuxième temps, nous analysons les effets de la R&D dans des intervalles
plus petits afin de mieux les borner :
]0− 100] nombre moyen de départements : 4,638
]100− 200] nombre moyen de départements : 11,660
]200− 300] nombre moyen de départements : 15,468
]300− 400] nombre moyen de départements : 17,617
]plusque400km[ nombre moyen de départements : 43,638
Après avoir donné un aperçu du cadre de notre analyse, nous présentons dans la
sous section suivante les trois sources principales de nos données.
2.4.2. Données
Nos variables ont été construites à travers l’utilisation de trois types de données.
Les données de l’enquête R&D, les données de l’enquête sur les pôles de compétitivité
réalisée par la Direction Générale de la Compétitivité de l’Industrie et des Services
(DGCIS) et les données de brevets de l’Institut National de la Propriété Intellectuelle
(INPI).
9. Nous avons estimé les mêmes spécifications en considérant que la dernière classe englobe les
départements distants de plus de 600 kilomètres. Ceci ne change pas nos résultats.
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2.4.2.1. La base de données R&D
Les dépenses en recherches et développement sont issues de l’enquête R&D du
ministère de la Recherche 10.
L’enquête annuelle R&D est une enquête auprès des entreprises qui, potentiellement,
font de la recherche. Elle recense les entreprises ayant au moins un chercheur en
équivalent temps plein de recherche (etp). Les entreprises avec moins d’un chercheur
en (etp) ne sont pas prises en compte. Néanmoins, différents forçages automatiques
ont été réalisés dans l’enquête. Par exemple, si une entreprise déclarait des effectifs de
recherche mais pas de chercheurs, un forçage était automatiquement effectué : dès qu’il
y avait au moins 5 personnes en effectif de R&D, l’entreprise se voyait automatiquement
attribuer un chercheur.
Ceci évite de compter les entreprises qui font de l’innovation et qui brevètent alors
qu’elles ne disposent pas de chercheurs en etp ( Même s’il est rare de breveter quand
l’entreprise ne dispose pas de chercheurs).
Nous disposons également de l’enquête communautaire sur l’innovation : CIS3
(1998-2000) et CIS 4 (2002-2004). Ces enquêtes auraient pu être utilisées mais elles
présentent certaines limites par rapport à l’enquête R&D.
Pourquoi nous utilisons l’enquête R&D au lieu de CIS ?
L’utilisation de l’enquête CIS3 et CIS4 pour modéliser les données de l’innovation
est marquée par une limite principale : la non représentativité au niveau départemental.
Autrement dit, le nombre des entreprises enquêtées dans chaque département n’est pas
proportionnel au nombre total d’entreprises existantes dans ce même département.
D’une manière générale, pour que chaque observation soit représentative dans une
enquête, nous devrons la pondérer par un coefficient de pondération. Ce coefficient
permet d’obtenir des estimations non biaisées : c’est ce que nous appelons redressement
ou pondération d’une enquête.
Plusieurs méthodes de redressement sont généralement utilisées pour corriger le
biais de sélection.
Une première méthode appelée "méthode de repondération", consistait à modifier le
poids de chaque observation en calculant un nouveau coefficient égal à : 1ni
NNi
Avec N : le nombre total des entreprises au niveau national ; ni : le nombre des
entreprises dans l’échantillon et Ni : le nombre total d’entreprises dans le département
i.
10. Autorisation du comité du secret statistique de l’INSEE, décision du 17 juin 2010, point 4.2.4
(a).
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Une deuxième méthode appelée méthode du "Raking Ratio" a aussi été utilisée.
Cette méthode est plus complexe que la précédente et a été employée par l’INSEE
jusqu’à présent pour redresser un bon nombre d’enquêtes 11.
Les résultats trouvés après correction du biais de sélection des enquêtes CIS auraient
pu être utilisés mais nous avons rencontré un deuxième problème aussi important que
la représentativité des données : celui de la répartition des dépenses de R&D entre
établissements d’une même entreprise. Nous avons donc dispatché les dépenses en R&D
en utilisant la part d’effectif salarié de l’établissement considéré, dans l’effectif salarié
total du département. Ceci a biaisé nos résultats et les a rendus moins fiables dans
la mesure où nous ne disposions pas d’information sur la répartition du nombre de
chercheurs par établissement.
Une troisième limite de l’utilisation des données CIS réside dans la fusion de plusieurs
enquêtes (CIS3 avec CIS4 et EAE). Par manque d’informations, nous avons utilisé
l’enquête EAE pour déterminer les codes postaux de chaque entreprise. Ceci a
réduit énormément le nombre d’observations : nous sommes passés de 20672 à 2197
observations.
Tous ces problèmes semblent résolus avec l’enquête R&D dans la mesure où les
informations disponibles dans l’enquête annuelle sur les moyens consacrés à la R&D
sont réparties dans trois fichiers correspondant à trois niveaux d’agrégation :
– BASENT comprend les données agrégées au niveau de l’entreprise. Il contient
quelques variables recherches (Dird, Derd) et il ne comprend qu’un seul
enregistrement pour chacune de ces entreprises.
– BRAN comprend les données agrégées au niveau des branches d’activité de
R&D de l’entreprise. Il contient plus d’enregistrements que le précédent mais
généralement une entreprise ne fait de la recherche que dans une seule branche.
Ce fichier comporte l’ensemble des variables proprement recherche (effectif de
R&D, dépenses, financements extérieurs, types de financement extérieur).
– BREG comprend les données au niveau le plus fin, c’est-à-dire au niveau
départemental de chaque branche d’activité R&D de l’entreprise. Ce fichier
contient plus d’enregistrements que le fichier BASENT car une entreprise peut
faire de la recherche dans plusieurs régions/départements. Cette ventilation
des dépenses de recherche n’est possible que pour les entreprises recevant un
questionnaire général. Pour les entreprises recevant un questionnaire simplifié
(QS), la recherche est affectée en totalité à un seul département.
11. Dans notre cas, nous avons choisi la première méthode vu que la deuxième est généralement
utilisée dans le cas d’échantillonnages complexe ou bien pour des sous-populations.
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Ces trois fichiers sont diffusés jusqu’à l’année 2006. A partir de 2007, la diffusion des
données sur les moyens consacrés à la R&D se fait par le biais d’un seul fichier et non
plus de trois. Ce dernier regroupe des variables relatives aux trois niveaux d’agrégation
des données (BASENT, BRAN et BREG).
Pour conclure, l’enquête R&D présente quatre avantages par rapport à l’enquête
CIS. Tout d’abord, le problème de répartition de la R&D est résolu si on utilise le
fichier BREG. Deuxièmement, les données de l’enquête R&D sont représentatives au
niveau sectoriel et au niveau de la taille des entreprises tant à l’échelle nationale que
régionale. Troisièmement, les dépenses en R&D externes sont réparties en R&D externe
privée et R&D externe publique. Finalement, le code postal de chaque établissement
est disponible dans l’enquête R&D ce qui évite le recours à l’appariement avec d’autres
enquêtes afin de déterminer la localisation géographique de chaque établissement. Pour
toutes ces raisons, nous mobilisons les données de l’enquête R&D pour repérer les
ressources nécessaires à l’innovation.
2.4.2.2. La base de données brevets
Les données de toutes les demandes de brevets publiées d’origine française ont
été notre mesure empirique de l’innovation d’un département français. Ces données
sont fournies par l’Institut National de la Propriété Intellectuelle (INPI). En effet, les
données disponibles sur le site de l’INPI sont incomplètes pour notre étude puisqu’elles
ne recensent pas toutes les inventions d’origine française. Suite à notre demande d’une
base plus complète, l’INPI nous a fourni les données de toutes les demandes des
brevets publiées d’origine française déposées par une voie autre que la voie française,
notamment les voies européennes et américaines. Ces données sont issues, au moins
pour une partie, d’une recherche effectuée sur le territoire français, quelle que soit la
nationalité du déposant (entreprise, organisme de recherche, inventeur indépendant,
etc.).
Les données de brevets dont nous disposons ont donc l’avantage d’être recensées
quelque soit l’office auprès duquel a été effectuée la demande initiale, en évitant de
compter deux ou plusieurs fois la même invention 12.
Autrement dit, une demande de brevet déposée auprès de l’INPI, de l’Office
Européen des brevets (OEB) ou du Traité de Coopération en matière de brevets
12. Pour éviter le double comptage des brevets, une première analyse est faite et consiste à recenser
les demandes de brevet sans priorité déposées à l’INPI, les demandes directes à l’OEB qui ne
revendiquent pas de priorité et les demandes sans priorité à l’OMPI, ainsi que les dépôts sans priorité
effectuées auprès d’un autre office.
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(PCT) 13 ne peut être comptabilisée qu’une seule fois, ce qui évite de compter deux
ou plusieurs fois la même invention 14.
De plus, ces données représentent seulement les demandes de brevets publiées, ce
qui évite de compter des brevets qui ont été déjà rejetés ou retirés.
En outre, les données collectées de l’INPI présentent une autre particularité
par rapport aux données produites par l’Office Européen des Brevets (OEB) ou
par l’Organisation Mondiale de la Propriété Intellectuelle (OMPI). Si ces derniers
comptabilisent les données selon l’adresse de résidence du déposant, l’INPI utilise celle
de l’inventeur 15.
Pour chacune des demandes de brevets publiées, la localisation de l’inventeur nous
permet de situer le département à l’origine de l’innovation, ce qui est plus cohérent pour
mesurer la localisation de l’innovation. En outre, l’utilisation de l’adresse du déposant
aurait pour conséquence de biaiser la localisation en faveur de la région Île-de-France
ou se trouvent de très nombreux sièges d’entreprises.
Enfin, si un brevet liste plusieurs inventeurs, la méthode de comptage fractionnel est
appliquée afin d’éviter un double comptage. Ainsi, si une demande liste trois inventeurs
de trois régions différentes, l’INPI octroi 1/3 à chaque département. Nous obtenons ainsi
des décimales dans nos données de comptage des brevets.
Ainsi, nous utilisons une base de données de brevets qui mesure les inventions d’origine
française quelque soit l’office de brevets auquel la demande a été déposée.
En tenant compte des brevets d’origine française et déposés auprès des offices autre
que l’INPI, le nombre de brevet par département de notre base de données devient plus
important que celui qui figure sur le site de l’INPI. Nous présentons une comparaison
de statistiques dans les annexes de ce chapitre.
13. C’est un traité international administré par l’OMPI, permet de demander un brevet
simultanément dans un grand nombre de pays en déposant une seule demande.
14. Le brevet peut être obtenu par une procédure nationale, qui aboutit à un brevet national, mais
aussi par une procédure régionale ou internationale qui aboutit à un ensemble de brevets nationaux.
Par exemple la convention de Paris donne aux inventeurs un délai de priorité d’un an, à partir du
premier dépôt, pour procéder aux autres dépôts. Ainsi, on court le risque de comptabiliser deux ou
plusieurs fois des demandes qui correspondent en fait à la même invention.
15. L’OEB et l’OMPI comptabilisent les demandes de brevets selon la résidence du déposant telle
qu’elle apparaît sur la demande : s’agissant d’une personne morale, il s’agit donc du siège social de
l’entreprise titulaire du droit à la date de dépôt. Or, il est fréquent que cette résidence soit différente
du lieu de l’invention pour plusieurs raisons (organisation, simplicité de gestion, fiscalité, etc.). c’est
ainsi, par exemple, que les statistiques usuelles attribuent aux Pays-Bas, à la Finlande ou à la Suisse
des demandes de brevets effectuées respectivement par Philips, Nokia ou Nestlé alors que souvent les
inventeurs travaillent et résident, non pas dans le pays où se trouve la société mère, mais dans une
autre filiale située dans un autre pays.
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2.4.2.3. Les données sur les pôles de compétitivité fournies par la
Direction Générale de la Compétitivité, de l’Industrie et des
Services (DGCIS)
Pour construire nos variables de réseaux, nous exploitons un survey réalisé par
la Direction Générale de la Compétitivité, de l’Industrie et des Services (DGCIS).
Ce survey sert à évaluer l’impact de la politique des pôles de compétitivité sur
le développement des collaborations entre acteurs du processus d’innovation 16. Les
données s’appuient sur les bases de données suivantes :
– Les bases extraites de l’enquête sur les pôles de la DGCIS : ces bases fournissent
des données de caractérisation des pôles et les données de cadrage sur les projets
collaboratifs ayant reçu des financements publics. La liste des établissements
n’étant pas connue, d’autres bases sont nécessaires pour étudier les coopérations
au sein des projets de R&D des pôles.
– Les bases sur les projets de recherche en partenariat financés dans le cadre des
pôles par le Fond Unique Interministériel (FUI) 17. Cette base a été fournie à
EUROLIO par la DGCIS.
L’objectif de ces bases est d’analyser l’impact de la politique des pôles sur la
structuration des relations entre les différents membres d’un pôle et entre le
pôle et l’extérieur. L’intérêt de ces données est de pouvoir mesurer les relations
entre les membres selon leur statut (entreprise, laboratoire, autres,...), leurs
caractéristiques (taille des entreprises par exemple pour voir l’implication des
PME) et leur localisation.
Nous utilisons ce survey de DGCIS-EUROLIO pour construire nos variables réseaux
notamment la variable mesurant les co-publications produites par chaque pôle mondial
et à vocation mondiale entre 2002 et 2009, ainsi que la variable mesurant la densité des
réseaux régionaux dans chacun de ces pôles 18.
16. Nous remercions l’observatoire Eurolio (European Localized Innovation) de nous avoir
gracieusement fourni ces données : DGCIS-EUROLIO, octobre 2011.
17. Cette base contient aussi des bases de projets financés dans le cadre de l’Agence Nationale de
la Recherche (ANR), dans le cadre de la signature de convention de confidentialité réglementant leur
utilisation. Nous nous limitons dans ce travail à l’utilisation des bases financées par le FUI qui semblent
suffisantes pour construire nos variables réseaux.
18. Voir la définition de ces variables dans la section (2.6.1).
104
2.5. Application de l’approche par cercles concentriques sur données en coupe
2.5. Application de l’approche par cercles
concentriques sur données en coupe
2.5.1. Variables et modèle
Nous présentons dans cette partie les variables utilisées dans notre étude en coupe
ainsi que les modèles. Comme les départements sont différents par tailles géographiques,
nous devions standardiser les variables (dépenses en R&D et brevets) par les surfaces
en espérant que cela éliminera l’effet taille, cause possible de distorsion (Bottazzi et
Peri, 2003 ; Abdelmoula et Bresson, 2007).
2.5.1.1. La variable dépendante
L’output d’innovation retenu dans notre cas n’est autre que les brevets. Au delà
des limites traditionnelles attribuées à cet indicateur, il reste tout de même pertinent
pour mesurer l’activité d’innovation. A la fin des années 1970, la disponibilité de
l’information en forme lisible sur machine auprès de l’office Américain des brevets,
a permis l’utilisation de ces données avec de plus grands échantillons d’entreprises.
Griliches (1984) puis Griliches et al. (1987) et Griliches (1990) ont, par la suite,
utilisé ces données dans leurs études sur l’innovation. Parallèlement à ces travaux
sur les Etats-Unis, d’autres sur l’Europe sont apparus comme par exemple ceux de
Schankerman et Packes (1986) qui ont ouvert la voie d’utilisation des brevets de l’OEB.
Cependant, de nombreuses études empiriques ont indiqué que les entreprises
(l’industrie pharmaceutique constituant une exception notable), ne considèrent pas
le brevet comme un outil efficace pour s’approprier leurs connaissances. Scherer et
al. (1959) aux Etats-Unis et Taylor et Silberston (1973) au Royaume-Uni, confirmés
ensuite par Cohen et al. (2000) aux Etats-Unis, au Japon par Goto et Nagata (1996),
en Europe par Arundel et Van de Paal (1995) puis Arundel (2001) ont montré que
les entreprises de toutes les tailles préfèrent le secret au brevet pour se protéger. Les
brevets ne sont pas donc sans limites. En effet, il est essentiel de souligner que toutes
les innovations ne sont pas brevetables et que tous les brevets ne débouchent pas sur
une innovation 19.
Ensuite, pour observer les innovations dans le temps, nous avons besoin de faire
l’hypothèse que la probabilité de breveter est la même tout le temps. Ceci n’est pas
toujours vrai. En effet, un changement dans la politique des brevets affecte le taux de
"brevetabilité" et provoque un grand problème d’estimation.
19. Ce phénomène peut s’expliquer par exemple par l’insuffisant rentabilité de l’invention, qui
conduit à abandonner le projet et à renoncer à l’introduction de l’invention sur le marché.
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Finalement, une autre difficulté liée à l’utilisation des brevets comme indicateur de
l’innovation réside dans les très fortes variations de propension à breveter d’un secteur à
l’autre. En effet, pour comparer les données entre industries, les travaux sur les brevets
doivent faire l’hypothèse que la probabilité de breveter est la même pour toutes les
industries ; cette hypothèse n’est pas vraiment réaliste. Par conséquent, nous pourrions
nous attendre à une baisse des dépôts de demandes de brevets. Mais, la réalité est toute
autre 20.
Malgré ses lacunes, plusieurs études ont été entreprises par les brevets. En effet,
les brevets procurent des droits de monopoles aux entreprises en conséquences de leur
invention et de leur publication. Ces avantages sont au nombre de trois. Le premier
consiste en l’étendue des séries temporelles. En effet, les brevets sont une source
d’information facilement disponible et pour de longues séries temporelles. Le second
consiste en l’étendue des détails correspondants aux brevets. Le troisième avantage est
sans doute le plus important : les inventions doivent répondre à un standard minimum
de qualité pour être brevetés. En effet, pour être breveté, une innovation doit être
originale, utile et non évidente.
Pour toutes ces raisons, nous exploitons les données de brevets afin de mesurer
l’output d’innovation des 94 départements français métropolitains. Ces données
représentent la moyenne des années 2006-2007-2008. Le nombre moyen de brevets par
département est 186,31 brevets :
20. Nous avons utilisé la base de données de l’OMPI pour étudier l’évolution des demandes de
brevets européens au cours de la période 1989-2006. Le diagramme obtenu montre une augmentation
des demandes de brevets par année de dépôt dans le monde. Cela se comprend du fait que le brevet
permet de diffuser la connaissance, et assure ainsi la coordination des acteurs du processus d’innovation
(Bureth et al., 2005)
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Figure 2.3 – Répartition du nombre moyen de brevets mesuré entre 2006 et 2008
Le nombre de brevets moyen est maximum pour le département Hauts-De-Seine
(1452) suivi de Paris (1242). Pour d’autres départements comme le département Lozère,
le nombre moyen est 1.
2.5.1.2. Les variables indépendantes
Recherche et développement : Pour mesurer la R&D propre à chaque
département, nous avons calculé la R&D départementale interne et la R&D
départementale externe. Certaines études ont utilisé seulement la R&D interne exécutée
par l’entreprise elle-même afin de mesurer l’effort propre à chaque entreprise ou à
chaque zone (Autant-Bernard, 2001a,b ; Varga, 1998). Néanmoins, ces dépenses ne
représentent pas la totalité de la R&D engagée par l’entreprise ou par la zone étudiée.
Par conséquent, une valeur non négligeable et parfois très importante de la R&D n’est
pas prise en compte dans l’estimation des modèles qui testent généralement l’effet de
la R&D dans le processus d’innovation.
Nos dépenses en R&D sont réparties en trois catégories : R&D interne, R&D externe
privée et R&D externe publique.
- La R&D interne (dird)
Nous avons rassemblé la R&D interne établie initialement par établissement en utilisant
le code postal correspondant à chaque établissement. Ceci est plus homogène pour
mesurer la localisation de la R&D investie dans chaque département. En effet, une
entreprise peut avoir plusieurs établissements qui ne sont pas nécessairement localisés
dans le même département que le siège de l’entreprise.
En moyenne, le montant d’investissement en R&D interne par département est de
2.351.180 milliers d’euros :
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Figure 2.4 – Répartition des dépenses moyennes en R&D interne mesurées entre
2002 et 2005
- La R&D externe privée et la R&D externe publique (derd)
Contrairement à la R&D interne, le calcul de la R&D externe présente quelques
difficultés dans la mesure où nous ne disposons pas de données par établissement.
Pour ceci, nous avons construit un coefficient qui mesure la part de l’effectif R&D dans
un établissement donné dans le total du même effectif calculé au niveau entreprise. Ce
coefficient est multiplié par la suite par la R&D externe de chaque entreprise. Nous
obtenons donc une valeur approximative de la R&D externe produite dans chaque
établissement.
Ensuite, il nous paraît nécessaire de distinguer la R&D externe publique de la R&D
externe privée. Aucun des travaux de la littérature ne semble faire cette distinction.
La R&D externe publique regroupe la R&D confiée : à l’enseignement supérieur
(universités, grandes écoles), au commissarial à l’énergie atomique(CEA), au centre
français de recherche aérospatiale (ONERA), au centre national d’études spatiale
(CNES), au centre national de la recherche scientifique (CNRS), aux institutions ou
associations sans but lucratif faisant partie du secteur de l’état (hors centre technique
(ISBL).
La R&D externe privée est la somme des dépenses confiées aux 9 acteurs suivants :
entreprises implantées sur le territoire français et appartenant au même groupe et au
même secteur d’activité (ACT-GR), entreprises implantées sur le territoire français
et n’appartenant pas au même groupe et au même secteur d’activité (AUT-ACT),
entreprises implantées sur le territoire français et n’appartenant pas au même groupe
et pas au même secteur d’activité (AUT-ENT), entreprises implantées sur le territoire
français et appartenant au même groupe et pas au même secteur d’activité (AUT-GR),
entreprises implantées à l’étranger et n’appartenant pas au même groupe (AUT-ETR),
entreprises appartenant au même groupe mais à l’étranger (ETR-GR), organismes
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étrangers (ORG-ETR), organismes internationaux (ORG-INT), centres techniques
professionnels (ORG-PRO) :
Figure 2.5 – Répartition des dépenses moyennes en R&D externe privée mesurées
entre 2002 et 2005
Le montant d’investissement en R&D externe privée est de 87.657 milliers d’euros,
soit 14 fois plus important que la R&D externe publique :
Figure 2.6 – Répartition des dépenses moyennes en R&D externe publique
mesurées entre 2002 et 2005
Pôles : Nous construisons une variable "pôle de compétitivité" pour mesurer la
quantité et la qualité des canaux de transmission des connaissances. Le pôle représente
une combinaison d’entreprises et d’acteurs publics de la recherche et de la formation.
Le comité interministériel d’aménagement et de compétitivité des territoires (CIACT)
du 5 juillet 2007 a libellé 71 pôles de compétitivité. Parmi ces pôles, certains d’entre
eux sont considérés comme des pôles mondiaux ou à vocation mondiale. Ces pôles sont
novateurs en raison de leurs nombreux réseaux de collaboration de recherche et du type
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des adhérents qui les composent, notamment la main d’oeuvre hautement qualifiée et
mobile.
Dans le cadre des projets collaboratifs labellisés par les pôles, les entreprises et
les organisations composant ces pôles bénéficient pour leurs projets collaboratifs de
fonds supplémentaires financés par le FUI (Fond Unique Interministériel) et par l’ANR
(Agence Nationale de la Recherche). Comme ils bénéficient d’un plus grand nombre de
ces projets collaboratifs, nous supposons que les pôles mondiaux et à vocation mondiale
sont plus efficients dans le transfert des connaissances. Nous considérons donc que le
nombre de pôle mondiaux ou à vocation mondiale présent dans un département est un
bon indicateur synthétique de la qualité et de la quantité des canaux de diffusion des
connaissances qui le caractérisent.
Pour construire cette variable proxy, nous allons prendre en compte le fait qu’un pôle
mondial ou à vocation mondial peut rassembler des entreprises situées dans plusieurs
départements. Un département français peut accueillir plusieurs pôles dans différents
domaines technologiques. Par exemple, deux pôles de classe mondiale ont été accordés
au département Ile-et-Vilaine : un pôle spécialisé dans les TIC et le multimédia appelé
"pôle Images et Réseaux", et un autre dédié aux activités de haute technologie liées à
l’environnement maritime appelé "Pôle Mer-Bretagne".
Un pôle peut être aussi attribué à plusieurs départements en même temps selon le
critère "effectif salarié". Par exemple, le pôle "images et réseaux" est attribué aux trois
départements ayant l’effectif salarié le plus élevé : Ile-et-Vilaine, Loire-Atlantique et
Finistère. L’effectif salarié le plus élevé du pôle "Mer-Bretagne" se trouve principalement
dans les départements : Finistère, Morbihan et Ile-et-Vilaine. Nous nous retrouvons
donc avec 29 départements dotés d’au moins un pôle mondial et à vocation mondiale.
La localisation de ces pôles selon l’effectif est effectuée par la direction générale de
l’industrie du ministère de l’Economie et des Finances. Le nombre moyen de pôles par
département est de l’ordre de 0,54 et le nombre maximal est de 8. Tous ces pôles ont
été accordés en 2005 sauf un en 2006 et un autre en 2007.
Capital Humain : Nous pouvons considérer aussi que ce n’est pas la quantité de
la R&D qui importe, mais son intensité. Pour cela, nous construisons une variable
mesurant le capital humain. Cette variable (noté KH) utilisée dans cette première
partie empirique, rapporte le nombre de chercheurs de chaque département au nombre
d’effectifs consacrés à la recherche dans ce même département. Elle mesure donc, pour
chaque zone, la proportion de chercheurs par rapport à l’ensemble du personnel employé
dans la recherche (chercheurs, techniciens, personnel administratif, etc.). L’effectif
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chercheur de chaque département ainsi que le nombre de chercheurs sont issus de
l’enquête R&D.
Taille de l’industrie : Cette variable exprime la taille moyenne en fonction de
l’effectif de la R&D des établissements du secteur industriel d’un département i,
rapporté à la taille moyenne des établissements de ce même secteur au niveau national.
TailleSecInd =
effi
nbi
effind
nbind
(2.8)
Avec eff désigne l’effectif de la R&D et nb le nombre d’établissements. i désigne le
département et ind le secteur industriel.
Une influence négative de cette variable confirmerait le rôle important des firmes
industrielles de petite taille dans les dynamiques d’externalités locales tandis qu’un
rôle positif reviendrait à affirmer l’existence de rendements croissants de la recherche
et devrait donc plutôt concerner les secteurs à fort coûts fixes de recherche (Massard
et Riou, 2002).
Indice d’Ellison Glaeser : Afin de tenir compte des externalités de type Jacobs,
nous utilisons deux variables destinées à cette fin. La construction de ces variables a
exigé tout d’abord le choix d’un niveau d’agrégation des données industrielles. Nous
avons opté pour 5 secteurs : l’industrie, le commerce, la construction, l’agriculture et
les services et transports. Ensuite, nous avons utilisé l’effectif chercheur au lieu des
dépenses en R&D pour construire cet indice de diversité industrielle.
Nous n’utilisons pas un simple indice d’Herfindhal puisque ce dernier ne tient pas
compte de l’hétérogénéité de la dispersion des établissements dans les départements.
Nous préférons un indice d’Ellison Glaeser (Ellison et Glaeser, 1997) calculé comme
suit :
EGindexi = −Gi −Hi1−Hi (2.9)
Avec Hi =
∑
e(R&DeR&Di )
2 et Gi =
∑
k(Sik − Sk)2
1−∑k S2k ,
où :
-Sik est la part du nombre d’employés en R&D du secteur k dans le département i
considéré,
-Sk est la part des employés en R&D du secteur k dans le nombre national d’employés
en R&D,
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-R&De est le nombre d’employés en R&D de l’établissement et,
-R&Di le nombre d’employés en R&D dans le département i.
Les départements avec un indice EGindexi élevé sont caractérisés par une
grande diversité de leurs activités de R&D. En revanche, ceux avec un indice faible
sont caractérisés par des activités en R&D plus concentrées dans certains secteurs
spécifiques. Un signe positif de l’indice d’Ellison Glaeser dans l’économétrie indique la
présence d’externalités de type Jacobs.
Toutefois, il pourrait exister une corrélation positive entre la diversité cognitive d’un
département et son degré d’urbanisation. Nous introduisons donc une autre variable
afin de contrôler l’effet de l’urbanisation.
Urbanisation du département : Nous introduisons une variable dummy :
"largecity" égale à 1 lorsque le département contient une ville de plus de 200.000
habitants.
Près de 12% des 94 départements de notre échantillon sont dans ce cas là.
Dans la table (2.1), les brevets, ainsi que les variables indépendantes sont divisées par
la surface :
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Tableau 2.1 – Statistiques descriptives pour les 94 départements français
Min Moyenne Max Ecart-type
Bvttotali 1 186,3085 1452 275,65
R&Dinttotali 1214 235179,9 3109943 504360
R&Dextpivtotali 28 87657,18 1311995 209400,9
R&Dextpubtotali 1 95996 93519,52 14593,89
KHtotali 0,05 0,489 0,921 0,121
Tailletotali,sec2 0,02 0,699 5,689 0,747
EGindexi -3,307 -0,060 0,92 0,433
largecityi 0 0,117 1 0,323
Bvti 0,0001 0,259 12,66 1,44
R&Dinti 0,032 522,647 57794,18 3615,547
R&Dextpivi 0,0014 178,1376 18796,45 1276,805
R&Dextpubi 0,00005 12,198 1646,327 99,108
KH 9,68e-06 0,0002 0,007 0,0008
Taillei,sec2 3,60e-06 0,00045 0,0165 0,002
Bvttotali :le nombre de brevets départemental entre 2006 et 2008,
R&Dinttotali :l’investissement en R&D interne en millions d’euros entre 2002 et 2005,
R&Dextpivi :l’investissement en R&D externe privée en millions d’euros entre 2002 et 2005,
R&Dextpubi :l’investissement en R&D externe publique en millions d’euros entre 2002 et
2005,
Bvti : nombre total de brevets au km2.
En utilisant les variables présentées dans le tableau (2.1), nous estimons notre
modèle en coupe en prenant en compte un décalage dans le temps de 3 ans. Ainsi, nous
expliquons la moyenne du nombre de brevets au km2 de chaque département, mesuré
entre 2005 et 2008, par la moyenne de la R&D au km2 de ce même département, mesurée
entre 2002 et 2005. Nous supposons donc une structure de retard entre le moment où
la R&D a eu lieu et le moment où elle débouche sur une invention (Autant-Bernard,
2000 ; Bound et al., 1984).
2.5.1.3. Le modèle
La spécification retenue est linéaire en logarithme. Nous retenons deux modèles en
coupe : le premier est sans externalités géographiques (2.10) et le deuxième inclut des
variables mesurant l’effet des externalités géographiques sur l’innovation (2.11).
ln(Bvti) = α + β1ln(R&Dinti) + β2ln(R&Dextpubi) + β3ln(R&Dextpivi)
+γ1EGindexit + λ2largecityi + λ3poleMi + i, (2.10)
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où :
-Bvti mesure le nombre moyen de brevets entre 2005-2008 au km2 du département i
et,
- R&Dinti mesure les dépenses moyennes internes en R&D entre 2002-2005 au km2
du département i,
-R&Dextpubi mesure la R&D externe moyenne publique entre 2002-2005 confiée à des
organismes publiques au km2 du département i,
-R&Dextpivi mesure la R&D externe moyenne privée entre 2002-2005 confiée à des
organismes privés au km2 du département i,
- EGindexit est une mesure de la diversité industrielle moyenne du département i et
pour la période 2005-2008,
- poleM
i
: mesure le nombre de pôles mondiaux ou à vocation mondiale pour chaque
département et pour la période 2005-2008,
-  : le terme d’erreur.
En introduisant les externalités géographiques 21, le modèle prend la forme suivante :
ln(Bvti) = α + β1ln(R&Dinti) + β2ln(R&Dextpubi) + β3ln(R&Dextpivi)
+γ1EGindexit + λ2largecityi+ λ3poleMi +
3∑
k=1
[β4ln(R&D(k)moyen,]0−200])
+β5ln(R&D(k)moyen,]200−400])] + i (2.11)
Avec k = 1, 2, 3 et (1 : R&Dinti ; 2 : R&Dextpubi et 3 : R&Dextpivi)
-ln(R&D(k)moyen,]0−200]) le logarithme des dépenses en R&D (interne, externe privée
ou externe publique) mesurées dans un intervalle de 0-200km,
-ln(R&D(k)moyen,]200−400]) le logarithme des dépenses en R&D (interne, externe privée
ou externe publique) mesurées dans un intervalle de 200-400km.
2.5.2. Estimations et résultats
Dans un premier temps, nous estimons un modèle sans effet de spillovers
extra-départementaux. Dans un deuxième temps, nous introduisons les effets des
spillovers mesurés dans les intervalles ]0− 200] et ]200− 400] puis dans les intervalles
]0− 100] et ]100− 200].
21. Nous avons aussi testé les effets de spillovers mesurés dans toutes les classes de ( ]0−100] jusqu’à
l’intervalle [plusde600kilomètre[ ). Nous avons trouvé que les coefficients des variables mesurant les
spillovers dans les intervalles au delà des 200 km sont tous non significatifs. Ceci rejoint le travail de
Bottazi et Peri (2003) qui ont montré dans leur étude en coupe transversale sur la période 1977-1995,
que les externalités de R&D existent seulement sur une distance de 300 kilomètres pour le cas des
régions européennes (NUTS 2). Comme notre travail concerne un niveau plus fin (NUTS 3), l’étendue
des spillovers est moins important dans ce cas.
114
2.5. Application de l’approche par cercles concentriques sur données en coupe
Sans effet de spillovers extra-départementaux : Les résultats du modèle en
coupe, sans effet de spillovers extra-départementaux (équation 2.10), sont reportés
dans le tableau (2.2).
Nous expliquons le logarithme du nombre moyen de brevets au km2, calculé entre 2005
et 2008, par le logarithme des quantités de la R&D moyenne (R&D interne, R&D
externe privée ou R&D externe publique) au km2, par la valeur moyenne de l’indice
d’Ellison-Glaeser, par le degré d’urbanisation et par la variable pôle, calculés entre 2005
et 2008.
Tableau 2.2 – Résultats d’estimation des modèles sans externalités géographiques
ln(Bvtit) Coef s.e p-value
ln(R&Dintt−1) 0,666 0,038 0,000
ln(R&Dextprivt−1) 0,009 0,003 0,013
ln(R&Dextpubt−1) 0,025 0,008 0,004
EGindexit 0,229 0,125 0,069
largecityi -0,170 0,172 0,325
poleMi 0,244 0,084 0,005
Constante -6,426 0,114 0,000
R2 0,913
Test de Fisher 153.54 0,000
Test de Ramsey Reset (1) 6,79 0,0004
Test de Breusch-Pagan (2) 3,36 0,0666
s.e : Ecart-type, p-value : seuil de significativité.
(1) teste H0 selon laquelle le modèle n’a pas de variables omises.
(2) teste H0 selon laquelle la variance est constante.
Le test de Fisher est significatif au seuil de 1%, indiquant ainsi la significativité
globale des variables explicatives. Par contre le test de variance des erreurs (test de
Breusch-Pagan) 22 indique un problème d’hétéroscédasticité (on rejette H0 au seuil de
10%). En plus, le test de Ramsey (1969) est significatif indiquant le rejet de l’hypothèse
nulle selon laquelle le modèle n’a pas de variables omises. Ces deux derniers tests
révèlent une mauvaise spécification du modèle. C’est pourquoi, nous introduisons les
effets de spillovers et nous vérifions la spécification du modèle avec spillovers.
Avec effet de spillovers extra-départementaux : Le tableau (2.3) présente
les résultats des estimations avec effets de spillovers. Nous introduisons les mêmes
variables indépendantes que celles introduites dans le modèle estimé ci-dessus, tout
en rajoutant les effets de spillovers estimés dans les classes géographiques ]0− 200] et
22. Les régressions représentées dans les tableaux : (2.2), (2.3) et les 3 premières colonnes du tableau
(2.4) sont établies sur stata en rajoutant l’option robust, afin de corriger les écarts types et minimiser
le problème d’hétéroscédasticité.
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]200−400]. Nous supposons ainsi que les connaissances et le savoir faire, représentés par
les dépenses moyennes en R&D interne, R&D externe privée et R&D externe publique
des départements j, peuvent être utilisées par les chercheurs du département i (i 6= j) :
Tableau 2.3 – Résultats d’estimation des modèles avec externalités géographiques
mesurées dans des intervalles de 200 kilomètres
ln(Bvtit) Coef s.e p-value
ln(R&Dintt−1) 0,605 0,038 0,000
ln(R&Dextprivt−1) 0,010 0,010 0,059
ln(R&Dextpubt−1) 0,029 0,017 0,096
EGindexit -0,159 0,123 0,201
largecityi 0,011 0,192 0,06
poleMi 0,242 0,061 0,000
ln(R&Dintt−1,]0−200]) -0,376 0,048 0,160
ln(R&Dintt−1,]200−400]) 0,263 0,263 0,156
ln(R&Dextprivt−1,]0−200]) 0,004 0,004 0,007
ln(R&Dextprivt−1,]200−400] -0,002 0,223 0,998
ln(R&Dextpubt−1,]0−200]) 0,120 0,078 0,128
ln(R&DRDextpubt−1,]200−400]) -0,002 0,233 0,993
Constante -6.705 0.250 0,000
R2 0,92
Test de Fisher 82.12 0,000
Test de Ramsey Reset (1) 1,85 0,112
Test de Breusch-Pagan (2) 2,45 0,0028
s.e : Ecart-type, p-value : seuil de significativité.
(1) teste H0 selon laquelle le modèle n’a pas de variables omises.
(2) teste H0 selon laquelle la variance est constante.
Le test de Ramsey devient non significatif, indiquant l’acceptation de l’hypothèse
nulle selon laquelle le modèle n’a pas de variables omises. Néanmoins, le test de
Breusch-Pagan indique un problème d’hétéroscédasticité. En effet, la variance des
erreurs n’est pas encore constante.
Les résultats des estimations (tableau 2.4) sont meilleurs lorsque nous estimons
les spillovers dans des intervalles plus petits, en introduisant la variable taille de
l’industrie (TailleIndus) et la variable capital humain (KH ). Ces deux variables
permettent d’instrumenter la variable pôle supposée endogène dans notre spécification
(tableau 2.4, les trois dernières colonnes).
Nous établissons par la suite des tests (encadré 2.1) qui nous permettent de choisir
entre les résultats des trois premières colonnes du tableau (2.4) ( la variable pôle est
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exogène) et les résultats des trois dernières colonnes du même tableau (la variable pôle
est endogène).
Encadré 2.1 : Endogénéité et variables instrumentales
Considérons des modèles pour lesquels nous avons une équation linéaire entre une variable
d’intérêt et des variables explicatives. Une variable explicative X est dite endogène si elle
est corrélée avec le terme d’erreur : Cov(xt, t).
Nous distinguons trois sources principales d’endogénéité : (1) Erreurs de mesure ; (2)
Simultanéité et (3) Omission de variables. Cas (1) : si l’erreur de mesure sur la variable
à expliquer est liée systématiquement à une ou plusieurs variables explicatives, cela peut
entraîner un biais sur les estimateurs MCO.
Cas (2) : la simultanéité est la situation dans laquelle certaines des variables explicatives et
la variable à expliquer sont déterminées "en même temps". Dans ce cas, l’estimateur MCO
sera biaisé.
Cas (3) : l’omission de variables explicatives constitue une hétérogénéité inobservée.
l’omission de cette variable conduit à une estimation non convergente du modèle par les
MCO dès lors qu’elle est corrélée avec les explicatives.
L’endogénéité des variables explicatives peut être testée sur Stata avec le test d’Hausman.
Il existe aussi le test de Nakamura Nakamura qui se fait en deux étapes comme suit :
- Chaque variable endogène est régressé sur les variables exogènes du modèle et ses
instruments.
- Les résidus de la première étape sont récupérés et inclus dans le modèle initial. Si les
coefficients des résidus sont conjointement significatifs (test de Fischer) alors nous ne
pouvons pas rejeter l’endogénéité des variables testées. Dans le cas d’une seule variable
endogène, la significativité du t de student du résidu permet de conclure au non au
rejet de l’hypothèse d’exogénéité. Une fois l’endogénéité est testée, une méthode des
variables instrumentales est proposée. Cette méthode nécessite la connaissance de variables
auxiliaires non corrélées avec les erreurs. Elle se ramène ensuite à l’application des MCO.
Les instruments sont validés avec le test de suridentification de Sargan qui permet de tester
la validité des instruments utilisés dans les régressions en double moindre carrés.
Les résultats trouvés après instrumentation de la variable pôle sont les suivants :
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Tableau 2.4 – Résultats d’estimation des modèles avec externalités géographiques
mesurées dans des intervalles de 100 kilomètres
ln(Bvtit) Coef s.e p-value Coef s.e p-value
ln(R&Dintt−1) 0,626 0,049 0,000 0,531 0,123 0,000
ln(R&Dextprivt−1) 0,011 0,010 0,003 0,007 0,010 0,011
ln(R&Dpubt−1) 0,024 0,017 0,007 0,018 0,025 0,548
EGindexit -0,07 0,135 0,444 -0,069 0,176 0,696
largecityi -0,128 0,195 0,511 -0,254 0,323 0,440
poleMi 0,250 0,062 0,010 0,582 0,418 0,168
KH 0,938 0,719 0,214
TailleIndus -0,09 0,108 0,443
ln(R&Dintt−1,]0−100]) 0,088 0,036 0.018 0,103 0,049 0,042
ln(R&Dintt−1,]100−200]) 0,090 0,477 0.849 -0,240 0,683 0,726
ln(R&Dextprivt−1,]0−100]) 0,007 0,013 0,008 0,008 0,014 0,009
ln(R&Dextprivt−1,]100−200]) 0,080 0,400 0,842 0,375 0,586 0,524
ln(R&Dextpubt−1,]0−100]) -0,002 0,027 0,931 0,002 0,035 0,951
ln(R&Dextpubt−1,]100−200]) -0,139 0,115 0,231 -0,100 0,139 0,476
Constante -8,701 1,73 0,000 -7,803 1,965 0,000
R2 0,9243 0,896
(1)Test de Ramsey Reset 2,25 0,122
(2)Test de Breusch-Pagan 2,51 0,113
(3)Test de Dubin-Wu-Hausman 0,849 0,329
(4)Test de Sargan (Chi-sq) 1,284 (3) 0,2571(3)
s.e : Ecart-type.p-value : seuil de significativité
(1) teste H0 selon laquelle le modèle n’a pas de variables omises.
(2)teste H0 selon laquelle la variance est constante.
(3)basé sur la statistique de Fisher et teste H0 selon laquelle la variable pôle est exogène.
(4) test de suridentification de Sargan-Hansen permet de tester H0 selon laquelle les
instruments utilisés ne sont pas corrélés avec les résidus.
La valeur critique du test de suridentification de Sargan 23 indique une bonne
spécification du modèle. En d’autres termes, les variables instrumentales choisies ne
sont pas corrélées avec les perturbations.
Les résultats du test de Dubin-Wu-Hausman après instrumentation nous conduit
à accepter l’hypothèse nulle (l’exogénéité de la variable pôle). Nous concluons que
la variable pôle n’est pas endogène. Nous retenons donc la première spécification du
tableau (2.4) pour interpréter nos résultats.
23. Ce test n’est pas programmé sur Stata, il faut télécharger le module correspondant sur Internet.
La commande utilisé est overid et fonctionne sous le même principe que la commande ovtest, mais
la régression qui la précède ne doit pas contenir d’option robust.
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Les estimations révèlent une forte élasticité des brevets par rapport à
l’investissement en R&D interne : 0.626. L’élasticité des brevets par rapport aux
dépenses en R&D externe privée (respectivement publique) est de l’ordre de 0.011
(respectivement 0.024). Les coefficients de la R&D externe sont faibles mais positifs et
significatifs indiquant un effet positif de tout type d’investissement en R&D (interne
ou externe) sur l’innovation. Ces résultats sont conformes à ceux trouvés sur des
échantillons de données américaines et européennes (Jaffe et al., 1993 ; Feldman, 1994 ;
Lung, 1997 ; Moreno et al., 2005).
Par ailleurs, l’effet R&D interne sur l’innovation est fortement positif et significatif.
En effet, la R&D interne intègre plus de connaissances tacites, ce qui explique que son
effet est beaucoup plus fort que celui de la R&D externe (contenant beaucoup plus des
connaissances codifiées que tacites). La proposition 1 est donc validée.
L’indice d’Ellison Glaeser devient non significatif et nous ne pouvons pas conclure
à travers cette dernière modélisation quant à la structure diversifié versus spécialisé de
recherche dans les industries. Le coefficient de la variable urbanisation est positif mais
non significatif. La variable pôle présente un coefficient positif et significatif indiquant
un effet positif des canaux de transmission des connaissances sur la production
d’innovation. En effet, les pôles mondiaux et à vocation mondiale présentent des réseaux
riches en connaissances. Certains départements ont plus de clusters que les autres ce
qui crée des différences en termes de capacité innovante. Nous validons ainsi notre
proposition 2. Nous remarquons aussi que les résultats des estimations des effets de
spillovers sont meilleurs lorsque nous mesurons ces effets dans des intervalles de 100km
(en comparaison avec le tableau (2.3)).
Pour cela, nous nous limitons dans ce travail à montrer l’effet de ces externalités
entre 0 et 200 kilomètres puisque au delà de cette distance, l’effet des externalités est
presque inexistant. Lorsque nous introduisons les deux classes de distances pour chaque
type de R&D, les résultats montrent que seulement les effets de spillovers géographiques
de la R&D externe privée mesurée entre 0 et 100 kilomètres sont significatifs et positifs.
L’élasticité des brevets à la R&D externe privée est de l’ordre de 0.007. Ainsi, si les
dépenses en R&D externe privée mesurées dans ]0 − 100km] augmenterait de 1%, les
brevets dans le département considéré augmenterait de 0.007%.
Néanmoins, les données purement transversales utilisées dans cette section ne
permettent pas de prendre en considération l’hétérogénéité entre départements.
Autrement dit, certaines caractéristiques locales non prises en compte dans le modèle
peuvent agir sur la capacité des départements à innover. Ces caractéristiques peuvent
provenir par exemple des modalités d’organisation de la production ou de particularités
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géographiques et culturelles de la zone (Autant-Bernard, 2000). Ceci constitue donc un
risque d’obtention de résultats biaisés.
La prise en compte de l’hétérogénéité entre départements et la mise en oeuvre de
méthodes d’estimation correspondantes devrait donc améliorer les résultats trouvés
précédemment. Les données de panel présentent notamment l’intérêt de pouvoir
contrôler l’hétérogénéité individuelle. En effet, un terme d’hétérogénéité régionale
est pris en compte dans le modèle. Il capte les disparités non observées entre les
départements qui peuvent affecter leurs capacités inventives 24.
2.6. Application de l’approche concentrique sur
données de Panel
Nous essayons dans cette section d’appliquer la méthode de cercle concentrique sur
des données de panel. Ces données présentent deux dimensions : une pour les individus
i et une pour le temps t. Avec ces données, la question des effets individuels, de la
corrélation et de l’hétéroscédasticité est ainsi traitée.
Nous analysons donc, la relation entre brevets et R&D en considérant les
caractéristiques des 94 départements français entre 2002 et 2008. Cette double
dimension, temporelle et géographique, permet d’utiliser des méthodes d’estimation
plus efficientes, adaptées aux données de panel (Dormont, 1989).
2.6.1. Modèle et variables
Le modèle s’écrit alors comme suit :
ln(Bvtit) = α + β1ln(R&Dintit−1) + β2ln(R&Dextpubit−1) + β3ln(R&Dextpivit−1)
+ γ1EGindexit + γ2EG0200it + λ1networkscorei + λ2largecityi+
∑
t timet +
µi + it
où :
-Bvtit mesure le nombre total de brevets au km2 du département i et pour l’année t :
24. Voir Baltagi (1995) pour une présentation plus générale des atouts et des inconvénients associés
aux données de panel.
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Figure 2.7 – Évolution du nombre des brevets entre 2002 et 2008
La distribution des brevets dans les départements n’a pas beaucoup changé entre
2002 et 2008. La figure (2.7) montre que les départements qui brevettent le plus
sont toujours les mêmes (la région Ile de France, l’Isère ou le Rhône). Nous notons
cependant une augmentation du nombre des brevets au sud de la France, notamment
dans la Haute-Garonne.
-R&Dintit−1 mesure les dépenses internes en R&D au km2 du département i et pour
l’année t-1 :
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Figure 2.8 – Évolution des dépenses internes en R&D entre 2002 et 2008
-R&Dextpubit−1 mesure la R&D externe confiée à des organismes publiques au
km2 du département i et pour l’année t-1 :
Figure 2.9 – Évolution des dépenses externes publiques en R&D entre 2002 et
2008
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-R&Dextpivit−1 mesure la R&D externe confiée à des organismes privés au km2 du
département i et pour l’année t-1 :
Figure 2.10 – Évolution des dépenses externes privées en R&D entre 2002 et 2008
La distribution de la R&D est aussi hétérogène que la distribution des brevets.
La région Île-de-France occupe la première place en terme d’investissement en R&D
(interne, externe privée et externe publique). Nous remarquons aussi une nette
augmentation de ces dépenses pour la plupart des départements innovants entre 2002
et 2008.
-EGindexit : est l’indice Ellison-Glaeser de diversité industrielle du département i et
pour l’année t,
-EG0200it : est l’indice Ellison-Glaeser de diversité industrielle des départements voisins
d’un département i, localisés dans un cercle de 0-200 kilomètres. Nous calculons le même
indice pour les départements localisés dans un cercle de ]0-100] kilomètres.
-networkscorei : désigne l’une des variables suivantes poleMi ,intercopubliscorei,
densityfuiscorei ou bien allnetworksi définies comme suit :
– poleM
i
: mesure le nombre de pôles mondiaux ou à vocation mondiale pour chaque
département. Par exemple, si un départementi possède 2 pôles en 2005, nous
attribuons 2 au département considéré sur toute la période 2002-2008.
– intercopubliscorei : est un score allant de 0 à 8. Cette variable est construite sur
la base des déciles de la part moyenne des co-publications internationales dans
les co-publications du département i entre 2002 et 2009.
123
Chapitre : 2. Les outils de mesure de la diffusion spatiale des connaissances : Quelle
est la bonne approche empirique ?
– densityfuiscorei : est un score allant de 0 à 8. Cette variable est construite sur
la base des déciles mesurant la densité moyenne des réseaux FUI des pôles du
département i.
– allnetworksi : est la moyenne des variables intercopubliscorei et
densityfuiscorei.
-timei : est une variable dummy égale à 1 à l’année t=2004,...,2008 ; la variable
temporelle représentant l’année 2002 est écartée (afin de tenir compte des problèmes
de multicolinéarité entre variables), l’année 2003 est supprimée aussi puisque nous avons
établi un décalage d’un an entre les dépenses en R&D et les brevets.
-µi : représente l’effet individuel non observable ;
-it : le terme d’erreur.
L’analyse descriptive de ces variables est reportée dans le tableau (2.5) :
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La spécification retenue est celle du modèle à effets aléatoires. En effet, nous ne
pouvons pas introduire les variables PoleMi, intercopubliscorei, densityfuiscorei,
allnetworksi et largecityi qui sont invariantes dans le temps dans un modèle à effet fixe.
Par conséquent, les estimations à effets aléatoires sont les plus appropriées. Toutefois,
les estimateurs à effets aléatoires ne régleraient pas le biais d’endogénéité potentiel
généré par ces variables invariantes dans le temps si elles sont corrélées avec les effets
individuels inobservés µ.
Pour résoudre ce problème, nous utilisons l’estimateur de Amemiya-MaCurdy
(1986). Cet estimateur est une extension de celui d’Hausman-Taylor (1981) pour une
spécification à effets aléatoires avec corrélation entre variables et effets individuels non
observés. Il suppose, cependant, que ces variables explicatives sont indépendantes du
terme d’erreur it.
L’estimation de notre modèle avec Hausman-Taylor ne peut fournir des estimateurs
convergents et efficaces que si les instruments utilisés respectent certaines conditions
de validité. La méthode d’Amemiya MaCurdy est donc plus efficace dans la mesure où
elle place des restrictions sur l’ensemble des instruments. Elle permet donc d’améliorer
l’efficience de l’estimateur (Sevestre, 2002).
Nous validerons l’hypothèse selon laquelle les variables explicatives instrumentées
sont indépendantes du terme de l’erreur avec le test de suridentification de
Sargan-Hansen.
2.6.2. Estimations et résultats
Le tableau suivant présente les résultats d’estimation avec Amemiya-MaCurdy. Les
résultats affichés sont obtenus en utilisant quatre variables alternatives mesurant la
qualité et la quantité des réseaux de recherche : densityfuiscorei, intercopubliscorei,
allnetworksi, poleMi.
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Tableau 2.6 – Résultats d’estimation de la FPI sur des données de panel sans
spillovers extra-départementaux
ln(Bvtit) ln(Bvtit) ln(Bvtit) ln(Bvtit)
ln(R&Dintit−1) 0,131**** 0,131**** 0,133**** 0,143****
(0,030) (0,030) (0,030) (0,031)
ln(R&Dextpubit−1) 0,022* 0,022* 0,022* 0,021*
(0,011) (0,011) (0,011) (0,012)
ln(R&Dextpivit−1) 0,021 0,021 0,021 0,022
(0,014) (0,014) (0,014) (0,014)
EGindexit 0,108**** 0,108**** 0,108**** 0,108****
(0,025) (0,025) (0,025) (0,026)
EG0200it 0,053* 0,053* 0,053* 0,051*
(0,028) (0,028) (0,028) (0,029)
densityfuiscorei 0,521**
(0,181)
intercopubliscorei 0,443**
(0,199)
allnetworksi 0,521***
(0,184)
poleMi 1,292****
(0.200)
largecityi -0,135 -0,272 -0,365 -0,397
(1,034) (1,216) (1,058) (0,544)
Constante -5,371**** -5,211**** -5,340**** -5,195****
(0,384) (0,398) (0,371) (0,189)
Observations 564 564 564 564
11,867 12,930 13,714 20,531
Sargan Chi-sq(29) Chi-sq(29) Chi-sq(29) Chi-sq(29)
p-value = 0,9979 p-value = 0,9956 p-value = 0,9927 p-value= 0,8757
Wald Chi2 testa 10,40*** 10,60*** 10,75*** 12,55****
Wald Chi2 testb 9,33*** 9,52*** 9,62*** 10,79***
Les variables instrumentées sont respectivement : densityfuiscorei,intercopubliscorei,
allnetworksi, poleMi.
a La statistique de chi2 testant l’hypothèse selon laquelle la différence entre les effets
marginaux des variables ln(R&Dintit−1) et ln(R&Dextpubit−1) est nulle.
b La statistique de chi2 testant l’hypothèse selon laquelle la différence entre les effets
marginaux des variables ln(R&Dintit−1) et ln(R&Dextprivit−1) est nulle.
Les niveaux de significativité statistique sont indiqués par : ∗p < 0.10, ∗∗p < 0.05,
∗∗∗p < 0.01,∗∗∗∗p < 0.001.
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Les résultats des estimations reportés dans le tableau (2.6), confirment l’effet
positif des variables R&D sur l’innovation (résultat trouvé précédemment avec des
données en coupe). En effet, les variables internes au département i importent dans
le processus d’innovation. Ces résultats sont cohérents aussi avec ceux trouvés par
d’autres études sur les départements français (Autant-Bernard, 2001a,b ; Massard et
Riou, 2002 ; Autant-Bernard et LeSage, 2011) et aussi avec les études faites au niveau
des régions européennes (Bottazzi et Peri, 2003 ; Fischer et Varga, 2003 ; Ponds et al.,
2010).
La statistique de Sargan-Hansen montre que les instruments sont valides dans toutes
les régressions. L’élasticité de la R&D par rapport aux brevets se situe entre 0,13 et
0,14 25 et est fortement significative dans toutes les spécifications.
La R&D externe publique est légèrement significative avec une élasticité de 0,022,
mais pas la R&D externe privée.
Nous constatons aussi que la R&D interne a un effet plus important que celui de la
R&D externe publique et privée sur l’innovation. Les tests de Wald rejettent l’hypothèse
selon laquelle la différence entre les coefficients est nulle.
L’effet de la R&D interne est six fois plus important sur l’innovation que celui de la
R&D externe (publique et privée). En effet, la R&D interne, contrairement à la R&D
externe, intègre davantage de connaissances tacites. Elle intègre aussi des connaissances
codifiées, mais la R&D externe n’a pas elle de connaissances tacites, ou très peu. Ce
résultat confirme notre proposition 1.
L’indice d’Ellison-Glaeser est fortement significatif dans toutes les estimations avec
un signe positif indiquant qu’une structure de recherche plus diversifiée est bénéfique à
la productivité de l’innovation départementale. L’indice d’Ellison-Glaeser des régions
voisines dans le cercle 0-200 km est également positif et significatif mais avec un
coefficient divisé par deux. Ainsi, la diversification dans la périphérie d’un département
i a un effet positif sur l’innovation de ce même département, et est significativement
positive et efficace même au delà des frontières départementales. Ce dernier résultat
nous permet de valider notre proposition 3.
Les variables instrumentées : densityfuiscorei, intercopubliscorei, allnetworksi,
poleMi sont toutes fortement significatives avec les signes positifs attendus, ce qui
confirme notre proposition 2.
25. Le coefficient de la R&D interne est passé de 0,54 dans le tableau (2.4) (estimation en coupe) à
0,13 et 0,14 (estimation en panel). Cette différence est expliquée par la prise en compte de l’hétérogénité
entre individus. Ainsi, l’observation répétée dans le temps sur les mêmes individus permet de mieux
comprendre les différences entre individus et l’évolution temporelle des phénomènes étudiés.
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La densité des réseaux constitués par les collaborations FUI régionales est
positivement corrélée avec la productivité de l’innovation. Le coefficient de la
variable intercopubliscorei mesurant la part des co-publications internationales dans
co-publications des pôles mondiaux et à vocation mondiale des départements est aussi
positif et significatif.
Le coefficient de la variable allnetworksi est moins important que celui de la variable
densityfuiscorei, mais par contre,celui de la variable poleMi ( qui mesure la quantité et
de la qualité de tous les réseaux de recherche régionaux), affiche un coefficient beaucoup
plus élevé (1.292 au lieu de 0.521), ce qui semble valider l’idée selon laquelle l’effet des
réseaux est cumulatif (proposition 2).
Cependant, ce résultat doit être considéré avec prudence puisque la variable
PoleMi pourrait toujours capter d’autres caractéristiques départementales, autre
que les réseaux, même si nous pensons que nous avons contrôlé la plupart de ces
caractéristiques.
Au regard des résultats trouvés, l’analyse a permis de confirmer les hypothèses
présentées dans la section 3 de ce chapitre. Néanmoins, nous ne pouvons pas déterminer
les étendues géographiques des effets des externalités de la R&D (interne et externe)
sur l’innovation sans les introduire dans la FPI. Pour cela, nous introduisons dans notre
équation les externalités géographiques de R&D mesurées comme suit :
ln(Bvtit) = α + β1ln(R&Dintit−1) + β2ln(RDintt−1,]0−100]) + β3ln(R&Dintt−1,]100−200])
+β4ln(R&Dextpubit−1) + β5ln(RDextpubt−1,]0−100]) + β6ln(R&Dextpubt−1,]100−200])
+β7ln(R&Dextpivit−1) + β8ln(R&Dextprivt−1,]0−100]) + β9ln(R&Dextprivt−1,]100−200])+
γ1EGindexit + γ2EG0100it + λ1networkscorei + λ2largecityi
+
∑
t
timet + µi + it (2.12)
Les résultats de l’application de l’approche par cercles concentriques sur données de
panel avec introduction des externalités de R&D sont reportés dans le tableau (2.7) :
Tableau 2.7 – Résultats d’estimation de la FPI sur des données de panel avec
spillovers extra-départementaux.
ln(Bvtit) ln(Bvtit)
ln(R&Dintit−1) 0.140**** 0.160****
(0.030) (0.030)
ln(R&Dextpubit−1) 0.021* 0.021*
(0.011) (0.011)
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ln(R&Dextprivit−1) 0.020 0.023
(0.013) (0.014*)
EGindexit 0.100**** 0.099****
(0.024) (0.025)
EG0100it 0.001 0.002
(0.0027) (0.002)
intercopubliscorei 0.0449****
(0.019)
poleMi 0.880****
(0.139)
largecityi 0.406 0.154
(0.87) (0.468)
lnRDintt−1,]0−100] 0.11** 0.118****
(0.056) (0.053)
lnRDintt−1,]100−200] -0.242**** -0.219**
(0.097) (0.094)
lnRDextpubt−1,]0−100] 0.034 0.033
(0.034) (0.034)
lnRDextpubt−1,]100−200] -0.167**** -0.170****
(0.050) (0.050)
lnRDextprivt−1,]0−100] -0.039 -0.035
(0.034) (0.035)
lnRDextprivt−1,]100−200] 0.226**** 0.234****
(0.061) (0.062)
constante -4.342**** -4.758****
(1.636) (1.546)
Observations 564 564
0.002 0.055
Sargan Chi-sq(1) Chi-sq(1)
p-value = 0.9652 p-value = 0.8145
Wald Chi2 testa 15.60**** 20.05***
Wald Chi2 testb 14.83**** 17.99***
Les niveaux de significativité statistique sont indiqués par : ∗p < 0.10, ∗∗p < 0.05, ∗∗∗p < 0.01,∗∗∗∗p < 0.001.
a La statistique de chi2 testant l’hypothèse selon laquelle la différence entre les effets marginaux des variables ln(R&Dintit−1) et
ln(R&Dextpubit−1) est nulle.
b La statistique de chi2 testant l’hypothèse selon laquelle la différence entre les effets marginaux des variables ln(R&Dintit−1) et
ln(R&Dextprivit−1) est nulle.
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Les résultats du tableau (2.7) affichent des coefficients similaires à ceux trouvés
dans le tableau (2.6) (pour ln(R&Dintit−1), ln(R&Dextprivit−1), ln(R&Dextpubit−1)
et pour EGindexit).
Cependant, les effets des spillovers sont différents de ceux trouvés avec une
spécification en coupe (tableau 2.4) : nous trouvons des effets à la fois positifs et
négatifs.
Le tableau (2.7) montre que les externalités de la R&D externe privée mesurées
dans l’intervalle ]0− 100km] ont un effet non significatif et négatif sur l’innovation du
département considéré. L’effet de ces externalités mesurées dans ]100−200km] devient
significatif et positif.
Cependant, les effets des externalités de la R&D interne et des externalités de
la R&D externe publique sont différents : l’effet des externalités de la R&D interne
mesurées dans l’intervalle ]0 − 100km] est positif et significatif. Par contre, cet effet
devient fortement négatif et significatif dans l’intervalle ]100− 200km]. Concernant les
externalités de la R&D externe publique, leur effet est non significatif dans l’intervalle
]0− 100km], mais devient significatif et négatif dans ]100− 200km].
Abdelmoula et Bresson (2007), qui ont mesuré l’effet des externalités de R&D
sur l’innovation au niveau des régions européennes, ont donné une explication à cette
variation de signe dans les intervalles. Selon ces auteurs, les effets de spillovers négatifs
(respectivement positifs) peuvent être associés à une concurrence (respectivement
complémentarité) entre régions européennes.
Pour notre cas, les départements très proches (dans un rayon de 100km) sont
complémentaires (pour la R&D interne et la R&D externe publique) tandis que les
départements distants sont rivaux. Les départements se complètent dans la R&D
interne et externe publique jusqu’à 100km et se concurrencent dans le segment
]100-200].
Ces résultats vont dans le sens des apports théoriques de Boschma (2004), Boschma
et Lambooy (1999) et Boschma et al. (2002) qui présentent la proximité géographique
comme une contrainte. Ils soutiennent que trop de proximité géographique peut être
néfaste pour l’innovation.
Au final, nous voyons que les résultats de modélisation d’une FPI avec données en
coupe sont différents de ceux trouvés avec des données en panel. Même si l’application
de la méthode des cercles concentriques sur des données de panel a permis de tenir
compte de l’hétérogénéité entre les observations, nous ne pouvons pas conclure quant
à l’efficacité inhérente de cette méthode.
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En effet, cette méthode inspirée de Bottazzi et Peri (2003) se base sur les
centroïdes des départements (latitude et longitude) qui nous permettent de déterminer
la localisation géographique de chaque département. En revanche, si une grande partie
de la surface d’un département se trouve à l’extérieur du rayon 100 km par exemple et
que son centroïde est à l’intérieur, la totalité de la R&D sera attribué au rayon 0-100.
La mesure de toutes les variables a été réalisé de cette manière. Ceci représente une
limite majeure de cette méthode des cercles concentriques basée sur les centroïdes
des départements français. Malheureusement, nous ne disposons pas de données
à des niveaux géographiques plus désagrégés comme par exemple les cantons qui
permettraient de contourner ce problème rencontré avec des données départementales.
2.7. Conclusion
Deux principales approches empiriques sont mobilisées dans la littérature pour
étudier la relation entre proximité et innovation par le biais des "spillovers". Une
première mesure les flux de connaissance en utilisant les citations de brevets. Une
deuxième s’appuie sur la Fonction de Production de Connaissances de type Jaffe (1989).
Cette dernière est la plus utilisée dans la littérature empirique sur les mesures des
spillovers puisqu’elle présente l’avantage de mesurer l’interaction entre unités voisines
et proches (Autant-Bernard, 2001a,b ; Bottazzi et Peri, 2003).
En nous inspirant des travaux de Bottazzi et Peri (2003), nous avons estimé l’effet
des externalités de R&D sur le processus d’innovation. Nous avons décomposé la R&D
en R&D interne, R&D externe publique et R&D externe privée et nous avons estimé
l’effet de leurs spillovers sur l’innovation des 94 départements français métropolitains.
Dans un premier temps, nous avons utilisé comme Bottazzi et Peri (2003) des
données en coupe et nous avons testé l’effet des spillovers entre 2002 et 2005 sur
l’innovation des départements français, mesurée par le nombre moyen de brevets entre
2005 et 2008. Nous avons introduit dans le modèle plusieurs variables mesurant la
qualité et la quantité des réseaux d’innovation dans les départements. L’objectif était
double : déterminer l’étendue géographique de ces externalités et montrer l’importance
des réseaux d’innovation dans la diffusion des connaissances et des externalités. Dans
un deuxième temps, nous avons appliqué la même méthode de cercles concentriques
sur des données de panel pour une période allant de 2002 à 2008. Nos résultats sont
divergents en ce qui concerne l’effet et les étendues des externalités de R&D.
Dans l’étude en coupe, nous avons obtenu que seulement l’effet des externalités
de la R&D externe privée mesurées dans 0-100 km est significatif et positif. Dans les
autres intervalles, l’effet des externalités est presque inexistant. Ce résultat montre que
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le transfert des connaissances codifiées ne nécessite pas trop de proximité géographique,
contrairement aux connaissances tacites (mesurées par la R&D interne) qui nécessitent
beaucoup plus de contacts face à face.
Les résultats trouvés avec une étude sur données de panel sont différents. En effet,
les effets des spillovers sont à la fois négatifs et positifs selon le type de la R&D
et l’intervalle considéré. L’approche des cercles concentriques présente donc certaines
limites qui font que les résultats trouvés avec des données en coupe sont différents de
ceux trouvés avec données de panel. C’est pourquoi nous associons dans le chapitre
suivant ces méthodes à des techniques de l’économétrie spatiale afin de mesurer de
manière plus fine l’ampleur des effets d’interdépendance dans l’espace.
En effet, lorsqu’il est difficile de modéliser à priori l’étendue spatiale des externalités
(Autant-Bernard et al., 2007), l’économétrie spatiale constitue une solution en
permettant de repérer dans les données, les phénomènes d’interactions entre zones
ou entre agents situés, puis de prendre en compte ces phénomènes dans les estimations
(Anselin, 2003).
Nous présenterons dans le chapitre 3 les outils de détection de l’autocorrélation
spatiale locale. L’apport de la modélisation de la FPI par les outils de l’économétrie
spatiale est présenté en détail dans le chapitre 4.
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Chapitre 3
Diffusion spatiale des connaissances
en France : Une analyse
exploratoire de données spatiales
3.1. Introduction
En dépit de la diversité des méthodes utilisées pour mesurer l’étendue géographique
des "externalités de connaissance", aucune d’entre elles ne semble exempte de critiques.
Ces méthodes, notamment la fonction de production d’innovation (FPI), ont été
discutées dans le chapitre 2 de notre thèse. D’ailleurs, nous avons montré que
l’utilisation de la FPI avait deux objectifs principaux. Le premier consistait à déduire
la présence des externalités de connaissance à travers la mesure de la concentration
des activités innovantes (ou en introduisant des indices de coïncidences géographiques
dans la FPI). Le deuxième s’intéressait surtout à la mesure de l’étendue spatiale de
ces externalités (en mesurant les externalités de R&D dans des intervalles de distances
géographiques différents). Néanmoins, nous avons vu que l’utilisation de la FPI pour
modéliser les externalités a posé un certain nombre de problèmes liés à la nature
complexe de ces dernières et à la difficulté de leur modélisation. 1
Les externalités de connaissance ont constitué, comme nous l’avons montré dans
le chapitre premier, une explication plausible de la forte concentration des activités
innovantes. Même si nous n’avons pas de preuve empirique définitive de l’existence
de ces externalités, c’est-à-dire que nous ne pouvions pas dire s’il s’agit vraiment
d’externalités de connaissance ou d’une simple diffusion des connaissances, tous les
résultats empiriques montrent la concentration des activités innovantes dans l’espace.
1. Notamment les problèmes liés à la confusion entre diffusion des connaissances et externalités.
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Toutefois, même si l’intensité de la concentration est considérée comme un symptôme de
l’existence d’externalités au niveau local, elle n’en est pas en soi une preuve suffisante.
Ainsi, nous explorons dans ce chapitre les techniques de l’autocorrélation spatiale
permettant d’analyser la structure de concentration des activités d’innovation (Guillain
et le Gallo, 2007). Ces techniques permettent d’étudier les caractéristiques de la
concentration d’un point de vue intensité et structure des activités innovantes. Au
delà de la simple observation de la concentration géographique, une analyse par les
techniques de l’autocorrélation spatiale permet de détecter l’existence de d’interactions
entre deux unités spatiales par exemple, en apportant de nouveaux éclairages sur
la nature de la causalité entre les observations. Ces interactions spatiales entre
observations seront prises en compte par la suite dans les estimations empiriques du
chapitre 4.
Notre chapitre est divisé en trois sections. Dans la section 2, nous analysons la
concentration des brevets et des dépenses en R&D pour les années 2002 et 2008. La
section 3 est consacrée à l’étude de l’intérêt d’une prise en compte de la dépendance
spatiale à travers l’utilisation des outils de l’autocorrélation spatiale globale. Dans la
section 4, nous exploitons les outils d’analyse de l’autocorrélation spatiale locale afin
d’identifier les clusters innovants en France. Enfin, la section 5 conclut le chapitre.
3.2. Concentration et agglomération de
l’innovation en France
La concentration géographique est définie comme la distribution du poids des
départements dans un secteur spécifique de l’activité économique j. Dans ce sens, une
activité spécifique j est considérée "concentrée" si une grande partie de la production
est réalisée dans un nombre réduit de départements (Aiginger et al., 1999).
Nous analysons dans cette section le degré de concentration des activités innovantes
en France et leurs schémas de localisation. Nous montrons par la suite, la nécessité de
l’utilisation des outils de mesure de l’agglomération pour examiner la structure spatiale
des localisations.
3.2.1. Mesure de la concentration des brevets et des
dépenses en R&D en France
Le point de départ en géographie de l’innovation est l’étude de la concentration
spatiale des activités de R&D ou d’innovation utilisée comme une preuve empirique
des externalités de connaissance localisées.
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Afin de mieux comprendre les effets de diffusion à la base des externalités locales,
nous analysons dans cette section la concentration des activités innovantes au niveau
des départements français. L’étude de la concentration de l’innovation a été initiée par
Feldman (1994a) et Audretsch et Feldman (1996) dans le contexte Américain, Moreno,
Paci et Usai (2005) en Europe et Autant-Bernard (2000), Gallié (2004) et Guillain
et le Gallo (2007) en France. En calculant l’indice de Gini, ces travaux montrent que
l’innovation est marquée par une forte polarisation spatiale, une concentration qui
est même plus importante que les autres activités de production. Aux Etats-Unis,
l’essentiel de ces innovations est concentré sur les côtes, dans les Etats de Californie,
New York et New Jersey. En Europe, la moitié de l’effort de recherche est le fait de
trois pays seulement : Allemagne, France et Royaume-Uni. Plus de 81% des brevets de
l’OCDE sont déposés par des inventeurs localisés dans des régions urbaines. La place
de ces zones urbaines est particulièrement marquée aux Pays-Bas (95%), en Belgique
(88%) et aux Etats-Unis (78%). Autant-Bernard (2000) montre en utilisant des données
multi-sectorielles et des indicateurs de l’innovation (brevets, R&D et publications) au
niveau départemental, que la concentration des activités de recherche et d’innovation
est supérieure à celle de la localisation des activités de production industrielles. Ce
résultat est conforté par les indices de concentration des indicateurs de l’innovation
pondérés par la valeur ajoutée de chaque département. Gallié (2004) aboutit à la même
conclusion en étudiant la concentration des activités d’innovation dans le secteur des
biotechnologies en France. Ensuite, Guillain et Le Gallo (2006) ont montré dans le cas
de la région Île-de-France, que certains secteurs comme la R&D et celui de la finance
et de l’assurance ont tendance à se concentrer au niveau de clusters.
A partir de ces études, nous remarquons que les brevets et les dépenses en R&D
ont, en effet, tendance à se regrouper en certains points particuliers de l’espace, ce qui
conduit à une concentration géographique des activités innovantes 2. Ce "fait stylisé"
(Easterly et Levine, 2001) se retrouve à tous les niveaux de l’échelle spatiale : au niveau
mondial, national ou régional. Ces études empiriques récentes sur la localisation des
activités économiques cherchent donc, à travers l’utilisation des indicateurs adéquats,
à mesurer la concentration géographique et à expliquer en même temps comment
celle-ci se forme et s’accroît. L’indice le plus utilisé est celui de Gini, mais il en existe
d’autres, notamment l’indice d’Herfindahl et l’indice d’Ellison et Glaeser. L’indice de
Gini a d’abord été utilisé pour mesurer des inégalités de revenus entre individus. Il
fut appliqué par la suite à l’économie spatiale en termes de mesure d’une activité
économique donnée : emploi, production, innovation, etc., et d’un secteur donné.
2. Les cartes de l’évolution des nombre de brevets ainsi que celles de l’évolution des dépenses en
R&D (interne, externe publique et externe privée) ont été présentées dans la sous section 2.6.1 du
chapitre 2.
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Par ailleurs, cet indicateur de la concentration des activités économiques ne donne
pas d’indication sur la nature diversifiée ou spécialisée des activités concentrées 3. Au
niveau des départements français, la concentration de l’innovation est très remarquable
pour les brevets, les dépenses en R&D interne, les dépenses en R&D externe publique
et les dépenses en R&D externe privée en 2002 et 2008 4.
En 2002, la courbe de Lorenz est représentée comme suit :
Figure 3.1 – Concentration des brevets et de la R&D interne et externe en 2002
En 2008, nous remarquons une légère baisse de la concentration des dépenses en
R&D et une augmentation de la concentration des brevets :
3. Comme nous l’avons précisé dans le chapitre 2, l’indice d’Ellison et Glaeser permet d’examiner
l’effet de la variété et de la diversité des secteurs (Externalités Jacobs) versus la spécialisation sectorielle
locale (Externalités MAR) sur l’innovation. L’objectif de cette section est de mesurer la concentration
globale. Nous nous limitons donc à l’utilisation de l’indice de Gini qui mesure la concentration de
l’innovation tout en représentant graphiquement la disparité départementale à travers la courbe de
Lorenz.
4. Nos données sont estimées pour la période 2002-2008. Pour cela, nous avons choisi de comparer
la concentration de l’innovation et de son agglomération au niveau des départements français pour
les deux dates suivantes : 2002 (représentant le début de la période d’étude considérée) et 2008
(représentant la fin de la période d’étude considérée) et ce, tout au long de ce chapitre. Ceci nous
permet, par exemple, de voir si la concentration des activités innovantes du début de la période
d’étude (en 2002) est similaire ou bien différente de celle de la fin de la période (en 2008)
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Figure 3.2 – Concentration des brevets et de la R&D interne et externe en 2008
La courbe de Lorenz montre clairement une forte concentration géographique de
l’innovation pour les années 2002 et 2008. L’ampleur de la concentration est donnée
par l’indice de Gini. Nous présentons dans le tableau suivant les valeurs de l’indice
de Gini calculées pour chacune des variables R&D et brevets pour les années 2002 et
2008 :
Tableau 3.1 – Indice de Gini
2002 2008 Rang
Brevet 0.600 0.637 4
R&Dint 0.746 0.681 3
R&Dextpub 0.851 0.777 1
R&Dextpiv 0.840 0.726 2
A partir du tableau (3.1), nous remarquons que la R&D externe publique occupe
la première place pour les deux années considérées avec une valeur de 0.851 en 2002 et
0.777 en 2008. Au deuxième rang, la R&D externe privée avec une valeur de 0.84 en
2002 et 0.726 en 2008. En troisième position se situe la R&D interne avec une valeur
de 0.746 en 2002 et 0.681 en 2008. Les résultats montrent une forte concentration de la
R&D et des brevets en France. Nos résultats sont similaires à ceux évoqués plus haut
sur la concentration de l’innovation et ainsi qu’à d’autres travaux sur la concentration
de l’emploi en France (Houdebine, 1999).
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Ainsi, en s’intéressant à l’évolution de la concentration des activités en France entre
1978 et 1992 5, Houdebine (1999) a conclu que la concentration géographique moyenne
des activités a diminué pour cette période et que les départements français sont de moins
en moins spécialisés. Ce résultat a été confirmé par Combes (2000a,b) pour une période
allant de 1984-1993. Par ailleurs, les indicateurs utilisés pour mesurer la concentration
présentent des limites (Arbia, 2001a ; Lafourcade et Mion, 2007). Par exemple, pour
l’indice de Gini, la norme par rapport à laquelle nous raisonnons est la distribution
uniforme ou celle de l’activité totale. Cependant, aucun test du caractère significatif
de la déviation de l’indice de Gini par rapport à cette norme n’a jusqu’à présent été
proposé (Combes et Duranton, 2006). Ainsi, des départements ou pays ayant le même
indice de Gini peuvent présenter des distributions différentes d’innovation. D’ailleurs,
la courbe de Lorenz peut avoir des formes différentes pour un même indice de Gini 6.
Avec l’utilisation de ces indices de concentration a-spatiaux, nous ne pouvons donc
pas avoir des informations sur la structure de localisation des activités innovantes.
Autrement dit, nous ne pouvons pas savoir comment un département peut influencer
l’innovation d’un autre et si ce sont les observations similaires ou celles dissemblables
qui influencent le plus sur la concentration de l’innovation.
Il semble donc pertinent d’étudier la concentration qui prend en compte le
positionnement de chaque observation, supposé non aléatoire. Ce type de concentration
n’est autre que l’agglomération qui pose l’hypothèse de l’existence d’une autocorrélation
spatiale entre les départements voisins.
3.2.2. En quoi la concentration diffère-t-elle de
l’agglomération ?
Nous avons montré dans la sous section précédente que l’indice de Gini ainsi que
les autres indices de concentration ne prennent pas en compte la position relative ni
la distance qui sépare chaque département et qu’il n’est pas neutre quant à la mesure
de l’agglomération 7. La non considération de ces dimensions conduit à une mesure
erronée de l’agglomération dans la mesure où la concentration ne tient pas compte des
5. Étude menée en utilisant les enquêtes structure des emplois (ESE) pour un découpage sectoriel
en 100 niveaux de la nomenclature d’activité et de produit (NAF) et un zonage départemental.
6. Concernant l’indice d’Ellison et Glaeser, la référence n’est plus la distribution uniforme ou la
distribution de l’emploi total, mais c’est la valeur prise par l’indice lorsque les établissements obéissent
au principe d’une localisation aléatoire. En revanche, les seuils fixés pour mesurer le degré de la
concentration géographique d’un secteur restent subjectifs. En outre, ces indices n’intègrent pas la
position relative (chekerboard problem) ainsi que la proximité géographique des unités spatiales (White,
1983).
7. Le terme exact utilisé par Arbia (2001b) est "polarisation". Néanmoins, Lafourcade et Mion
(2007) préfèrent utiliser le terme "agglomération" qui a été largement mobilisé par la NEG
(Nouvelle Economie Géographique) afin de refléter réellement le processus de localisation résultant de
140
3.2. Concentration et agglomération de l’innovation en France
interactions spatiales entre les observations. Il serait donc intéressant d’apporter des
informations complémentaires sur la structure spatiale des activités d’innovation et sur
le processus de diffusion des connaissances.
Pour cela, nous exploitons les indices d’agglomération spatiale qui prennent en
compte la localisation relative de nos départements (indice de Moran global et indice
de Moran local). Ces indices vont nous permettre de déterminer si la répartition
géographiques des activités innovantes est aléatoire ou non. Les études récentes font de
plus en plus appel à ces techniques afin d’apporter de nouveaux éclairages.
Le processus d’agglomération est un phénomène polymorphe qui nécessite d’explorer
conjointement deux dimensions : d’une part, une mesure de la concentration de
ces activités et, d’autre part, une caractérisation de la structure spatiale de cette
localisation (Guillain et Le Gallo, 2007).
L’objectif principal de l’étude de l’agglomération des activités innovantes est de
vérifier s’il existe une corrélation positive ou négative entre les activités d’innovation
menées au sein des unités spatiales, géographiquement proches. Avant de présenter les
outils utilisés pour mesurer l’agglomération des activités innovantes, nous illustrons
dans ce qui, suit la différence entre agglomération et concentration avec un exemple
inspiré de l’étude faite par Arbia (2001b) :
Figure 3.3 – Agglomération ou concentration ?
Source : Arbia, 2001b ; Lafourcarde et Mion, 2007
Il s’agit de répartir 4 usines dans une grille de 3χ3 cellules. Dans la figure 3, l’activité
est inégalement répartie de deux façons différentes :
– la case a illustre la concentration, un concept de distribution qui n’est pas affecté
par la permutation des observations dans l’espace. Autrement dit, la position
relative de chaque observation dans l’espace n’est pas prise en compte dans ce
premier cas. La valeur des indices de concentration présentés dans la sous section
précédente (tel que l’indice de Gini) est la même dans le cas a et b. En effet,
l’interaction entre les coûts de transport (et donc la distance) et les rendements d’échelle croissants.
Ceci a été expliqué en détail dans la section 3 du chapitre 1 de notre travail.
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ces indices permettent de quantifier la variabilité spatiale de chaque observation
par rapport à la moyenne, sans considérer la distance entre les différentes unités
spatiales.
– En revanche, la case b reflète l’agglomération parce qu’elle témoigne d’un certain
degré de dépendance spatiale, qui se traduit dans le coin gauche de la case
b. Plus précisément, nous parlons d’autocorrélation spatiale si, chaque usine
d’une industrie donnée et d’une région i, est informée d’une manière directe
de la localisation des autres usines de la même industrie des régions voisines
(Lafourcarde et Mion, 2007). Cette relation linéaire entre les différentes unités
spatiales est plus manifestée dans la case (b) que dans la case (a).
Afin de mesurer l’agglomération, nous mobiliserons les outils de l’analyse
exploratoire de données spatiales (AEDS) 8 que nous présenterons dans la section 4 de
ce chapitre. Contrairement aux outils de mesure de la concentration dont le résultat est
invariant à une permutation, l’AEDS permet la prise en compte de la position relative
des unités au sein de la zone étudiée. Avant de présenter ces outils, nous montrons
maintenant l’importance de la prise en compte de la dépendance spatiale.
3.3. Intérêt d’une prise en compte de la
dépendance spatiale
Deux raisons principales peuvent être attribuées au regain de l’attention portée à
la prise en compte de l’autocorrélation spatiale entre observations. La première est
l’importance de la prise en compte de l’effet de la proximité géographique à travers
une méthode plus directe que la FPI. En effet, la modélisation de l’autocorrélation
spatiale permet de capter l’existence, l’ampleur et l’influence des effets de débordements
géographiques 9 (Le Gallo, 2002). La deuxième raison, d’ordre exploratoire, consiste à
étudier comment les observations sont liées entre elles, tout en montrant l’influence
effective (positive ou négative) qu’exerce une localisation particulière par rapport à
d’autres.
Afin d’étudier les interactions spatiales, il est nécessaire de présenter les différents
types d’autocorrélation spatiale ainsi que les liens de voisinage qui existent entre chaque
élément de l’espace étudié.
8. Exploratory Spatial Data Analysis ou ESDA.
9. Objectif du chapitre 4 de notre thèse.
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3.3.1. Définition et sources de l’autocorrélation spatiale
La présence de l’autocorrélation spatiale suppose que les valeurs prises par une
variable aléatoire dans un espace géographique ne sont pas disposées au hasard, mais
sont souvent semblables pour deux observations spatiales proches ou contiguës (Jayet,
1993).
Anselin et Bera (1998) définissent l’autocorrélation spatiale comme étant la
coïncidence entre similitude des attributs et similitude des localisations :"Spatial
autocorrelation can be loosely defined as the coïncidence of value similarity with
locational similarity". En d’autres termes, c’est la corrélation, positive ou négative,
d’une variable avec elle-même provenant de la disposition géographique des données :
– L’autocorrélation spatiale positive se traduit par une tendance à la concentration
dans l’espace d’observations de classes voisines : les lieux proches se ressemblent
davantage que les lieux éloignés.
– L’autocorrélation spatiale négative se traduit par le regroupement géographique
d’observations très différentes : des lieux proches sont plus différents que des lieux
éloignés.
– Enfin, l’absence d’autocorrélation spatiale indique que la répartition spatiale des
valeurs de la variable est aléatoire : aucune relation n’existe entre la proximité
des lieux et leur degré de ressemblance (Griffith, 1992b)
En suggérant la première loi de la géographie suivante, "Everything is related to
everything else, but closer things more so", Tobler (1979) avait déjà souligné la présence
d’autocorrélation spatiale entre ce qui se passe en un point de l’espace et ce qui se
passe ailleurs. En effet, détecter de l’autocorrélation spatiale dans une variable fournit
une information supplémentaire par rapport aux statistiques traditionnelles (telles que
la moyenne ou l’écart-type) sur la façon dont les différentes valeurs sont disposées
géographiquement (Griffith, 1992b ; Laurent et al., 2012).
Or, il est intéressant de noter qu’en économie, nous sommes généralement confrontés
à trois types de localisation. Il peut s’agir, tout d’abord, de points représentant, par
exemple, des localisations d’unités de production ou de distribution (mesurés par leur
latitude et leur longitude). Ensuite, il peut s’agir de lignes, connectées entre elles ou
non, comme un réseau routier ou fluvial. Enfin, ces localisations peuvent être des zones
géographiques comme des régions ou des pays. Dans les trois cas, le nombre de ces
points, de ces lignes ou de ces zones est supposé fini (Le Gallo, 2002).
Par ailleurs, l’autocorrélation spatiale présente quelques particularités par rapport
à la dimension temporelle. Cette dernière est unidimensionnelle puisque seul le passé
influence le futur. Contrairement à l’autocorrélation temporelle, l’autocorrélation
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spatiale est multidimensionnelle puisque "tout est relié à tout" (Zaninetti, 2005).
L’autocorrélation spatiale a deux sources principales :
– Elle peut provenir du fait que les données sont affectées par des processus qui
relient des lieux différents et qui sont à l’origine d’une organisation particulière des
activités dans l’espace (Odland, 1988 ; Haining, 1990). En effet, les mouvements
de biens, de personnes et de capitaux en un lieu donné affectent les conditions
en d’autres lieux, ce qui constitue une source d’autocorrélation spatiale. Ainsi, la
diffusion d’un phénomène à partir d’un ou de plusieurs lieux d’origine implique
que l’intensité de la mesure de ce phénomène dépend de la distance à l’origine.
– Elle peut également provenir d’une mauvaise spécification du modèle, comme des
variables omises spatialement autocorrélées, d’une forme fonctionnelle incorrecte
ou d’erreurs de mesure.
Après avoir décrit la manière dont sont présentées les observations dans l’espace,
nous présentons dans ce qui suit comment ces interactions sont d’autant plus
importantes que les localisations en question sont "proches" les unes des autres. Dès lors,
nous avons besoin d’un instrument afin de modéliser ces interactions entre observations
et leur décroissance en fonction de la distance qui les sépare. Cet instrument est appelé
matrice d’interactions spatiales ou matrice de poids.
3.3.2. Les matrices de poids
Un des éléments fondamentaux de la mesure de la structure spatiale est le choix de
la matrice de poids qui vient contraindre l’étendue de la dépendance spatiale. Le choix
des matrices de poids se révèle crucial puisqu’il conditionne très fortement les résultats
que nous allons obtenir ainsi que l’analyse qui en découle.
Dans notre cas, la matrice de poids que nous utiliserons dans le calcul des indices
de Moran et dans l’estimation de nos modèles économétriques spatiaux se fonde
sur les caractéristiques géographiques des unités spatiales retenues, à savoir les 94
départements français. Il s’agit, en effet, de définir un ensemble de voisins pour chaque
département, ce qui aboutit aux matrices de poids. D’une façon générale, les matrices
de poids permettent de spécifier de manière exogène la topologie du système spatial.
Une matrice de poids W est par définition une matrice carrée, ayant autant de lignes
et de colonnes qu’il y a de zones géographiques avec N le nombre de régions, et où
chaque terme Wij représente la façon dont la région i et la région j sont connectées
spatialement. Trois catégories de matrice de voisinage sont généralement utilisées dans
l’économétrie spatiale : les matrices de contiguïté, les matrices des k-plus proches voisins
et les matrices de distance.
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3.3.2.1. Matrices de contiguïté
Ces matrices sont les plus utilisées en raison de leur simplicité. La contiguïté entre
deux régions se définit par le fait qu’elles ont une frontière commune et que chaque
terme de cette matrice est égal à 1 si les régions sont contiguës à l’ordre 1 et 0 sinon.
Par convention, une région n’est pas contiguë avec elle-même :Wii = 0 , ∀i.
Pour connaître le nombre de régions contiguës à une région i, il suffit de calculer la
somme des éléments de la ligne i de la matrice de contiguïté soit, Li =
∑N
j=1Wij.
Le nombre total de liens existant dans le système régional est alors égal à
A = 12
∑N
j=1 Li.
Cette définition entraîne que la matrice W est symétrique. La notion de contiguïté
peut être généralisée : deux régions i et j sont contiguës à l’ordre k, si k est le nombre
minimal de frontières à traverser pour aller de i à j. 10
Cliff et Ord (1973) ont défini la contiguïté de trois manières différentes :
– Soit un seul point de frontière commune suffit, que nous appelons "le cas du fou",
– Soit deux points de frontière commune, donc un segment commun est nécessaire,
"le cas de la tour",
– Soit les deux situations précédentes "le cas de la reine".
Nous représentons dans la figure (3.4) les différentes formes de contiguïté :
Figure 3.4 – Différentes formes de contiguïté
Source : Cliff et Ord (1973)
Généralement, les logiciels d’analyse spatiale utilisent le "cas de la reine" qui
représente une définition plus large de la contigüité. Le choix du type de contigüité
a une influence majeure sur la statistique calculée puisque le cas de la tour ne donne
que quatre cellules voisines tandis que celui de la reine donne huit cellules voisines à
chaque quadrant.
10. La matrice de contiguïté à l’ordre k n’est pas égale à la matrice de contiguïté à l’ordre 1 élevée à la
puissance k. Blommestein et Koper (1992) et Anselin et Smirnov (1996) ont développé des algorithmes
pour pouvoir passer d’une matrice de contiguïté d’ordre 1 à une matrice d’ordre quelconque.
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3.3.2.2. Les matrices des k-plus proches voisins
La forme la plus générale d’une matrice de k-plus proches voisins repose sur la
distance entre les centroïdes géographiques des unités. La présentation et l’utilisation
de ce type de matrice sont assez récentes (Pace et LeSage, 2004 ; Baumont et al., Ertur
et le Gallo, 2004). En faisant appel à ce type de matrice, nous considérons que chaque
unité est connectée au même nombre de voisins, peu importe sa localisation. Sa forme
générale est définie de la manière suivante :
Wij=

0 si i = j,∀k
1 si dij ≤ dij(k);
0 si dij > dij(k).
Wij(k) est un élément de la matrice de connectivité spatiale et dij(k) est la plus
petite distance d’ordre k entre les unités i et j, telle que l’unité i possède exactement
k unités voisines 11.
3.3.2.3. Les matrices de distance
Cette matrice est construite à partir de la distance qui sépare deux unités
géographiques i et j telles que les pays, les régions, les départements ou les entreprises.
Cette distance peut être mesurée en utilisant les centroïdes des régions ou des
départements, les capitales pour le cas des pays, ou bien dans le cas d’utilisation des
observations réduite à un point. L’unité de mesure servant à définir la distance peut
être par exemple la distance à vol d’oiseau, la distance parcourue par route ou le temps
de transport (heures de vol par exemple ou heures de voiture ou de train...). Un élément
de la matrice de poids peut s’écrire comme suit :
Wij = (dij)−α(βij)b.
Où dij est la distance entre l’unité i et l’unité j, βij la proportion de la frontière
partagée par les régions i et j et a et b sont des paramètres exogènes déterminés a
priori.
Diverses formes sont disponibles :
– La fonction exponentielle négative Wij = eadij
– Ou une fonction de l’inverse de la distance Wij =
dij = −β si dij < d˜0 sinon
11. Voir annexe 2 pour plus de détail sur la construction des matrices des k-plus proches voisins.
Dans cet annexe, nous avons représenté graphiquement les voisins d’ordre 1 à 4 du département
Haute-Garonne.
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Ou α et β sont des paramètres déterminés a priori, d˜ est la valeur seuil au delà de
laquelle nous supposons que les régions i et j ne sont pas connectées.
3.3.2.4. Standardisation des matrices de poids
La standardisation en ligne d’une matrice de poids est une opération qui consiste à
rendre la somme des poids des voisins égale à 1 pour chaque unité. L’objectif principal
de la standardisation est de faire une correction nécessaire afin que chaque unité ait le
même poids quelque soit le nombre de voisins 12.
Chaque élément de la matrice Wij de la matrice est divisé par la somme totale de la
ligne :
W sij =
Wij∑
jWij
Ces matrices standardisées ne sont plus nécessairement symétriques. Les poids sont
alors compris entre 0 et 1 et cette opération permet de comparer les paramètres spatiaux
dans différents modèles économétriques.
Par ailleurs, la standardisation des matrices de poids change l’interprétation : par
exemple, dans le cas d’une matrice de distance, la connexion entre deux régions après
standardisation ne dépend plus de la distance absolue mais de la distance relative
entre ces régions. L’utilisation des matrices de poids conduit à la possibilité de relier
une observation de la variable en un point de l’espace avec les observations de cette
variable pour d’autres lieux du système. C’est ce que nous appelons les opérateurs
spatiaux ou bien les variables spatialement décalées : "Spatial Lag" ( Le Gallo, 2002).
Nous définissons la variable spatialement décalée (Spatial Lag) pour N régions par
WX = W × X. Il s’agit d’un vecteur X avec une valeur x pour chaque région i et
d’une matrice de poids W. Lorsque W est une matrice standardisée, l′ième élément de
la variable spatialement décalée contient la moyenne pondérée des observations des
régions voisines à la région i. Les décalages spatiaux d’ordre supérieur sont définis par
W 2x , W 3x , etc. Cette notion permet la comparaison entre la valeur de Y associée à
une localisation i et ses voisines. Ainsi, si Yi et (WY )i sont similaires, nous parlons
d’autocorrélation spatiale positive entre Yi et ses voisines alors que si Yi et (WY )i sont
différents, il y a autocorrélation spatiale négative entre Yi et ses voisins 13.
Après avoir étudié les différentes matrices de poids et leurs caractéristiques, nous
allons présenter dans ce qui suit les matrices que nous adopterons dans notre analyse
globale et locale de l’autocorrélation spatiale entre départements.
12. À défaut, les unités ayant le plus de voisins auront plus de poids dans le calcul de l’autocorrélation
spatiale. Ceci reste valable aussi bien à l’échelle globale que locale
13. Dans le diagramme de Moran présenté dans la section 4 de ce chapitre 3, la variable Spatial Lag
est représentée par l’ordonnée du graphique.
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3.3.3. Comparaison et critère de choix des matrices
Les matrices de poids sont d’une importance fondamentale pour introduire
l’autocorrélation spatiale dans les modèles économétriques. En effet, pour modéliser
les interactions spatiales, il est nécessaire d’imposer une structure sur l’étendue de ces
interactions. Pour ce faire, nous construisons la matrice de contigüité, la matrice de
distance de moins de 100km, la matrice de distance de moins de 200km 14 et la matrice
des k-plus proches voisins :
Figure 3.5 – Matrices de poids utilisées
14. L’objectif est de pouvoir comparer nos résultats avec ceux trouvés en utilisant des découpages
géographiques par zone de 200 kilomètres et de 100 kilomètres.
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La structure spatiale de nos données est déterminante dans le choix de la matrice
de poids appropriée. Une analyse de la structure spatiale de nos données montre que
le nombre moyen des voisins à moins de 200 kilomètres (respectivement à moins de
100 kilomètres) est de l’ordre de 23,255 départements (respectivement 11,627). Étant
donné la forme géographique et la petite taille des départements français, l’utilisation
des matrices des voisins à moins de 200 km n’est sans doute pas la technique la plus
appropriée pour notre échantillon. D’ailleurs, la carte n˚ 4 de la figure (3.5) illustre
bien le nombre élevé attribué à chaque département notamment aux départements
de la région Île-de-France. A l’inverse, en utilisant une matrice de distance de moins
de 100km, nous sommes confrontés à un problème d’effet de bord. En effet, 82
départements se sont retrouvés sans voisins (voir carte 3 de la figure 3.5). Pour toutes
ces raisons, nous choisissons d’utiliser dans nos estimations deux types de matrices de
poids : la matrice de contiguïté d’ordre 1 et la matrice des k-plus proches voisins 15.
Ces matrices sont les plus utilisées (Fingleton et al., 1997 ; Fingleton, 1999, 2000 ; Le
Gallo, 2002).
Le choix de la première est justifié par le fait qu’elle tient compte des "voisins réels"
à chaque département. Nous savons par exemple que les Haute-Pyrénées, le Gers,le
Tarn et Garonne, le Tarn et l’Ariège ont des frontières communes avec le département
Hautes-Garonne. L’utilisation d’une matrice de contiguïté d’ordre 1 16 dans notre cas,
permet d’étudier l’effet de ces départements voisins (ayant une frontière commune) sur
l’innovation du département Hautes-Garonne par exemple. Par contre, en utilisant la
matrice de distance de moins de 200km, d’autres départements seront pris en compte
dans la mesure de contiguïté (comme Le Lot et l’Aveyron) même s’ils ne constituent
pas réellement des voisins au département considéré.
La deuxième matrice de poids (des k-plus proches voisins) a été adoptée par
plusieurs auteurs (Baumant et al, 2003 ; Guillain et Le Gallo, 2007 ; Autant-Bernard et
Le Sage, 2011). Comme nous l’avons évoqué plus haut, les matrices des k-plus proches
voisins attribuent le même nombre de voisins à chaque département. Ce nombre noté
k, représente le nombre moyen de voisins par département :
Tableau 3.2 – Répartition du nombre de voisins par département
Nombre de voisins 2 3 4 5 6 7 8 10
Nombre de départements 6 12 14 19 30 11 1 1
15. Pour simplifier, l’analyse exploratoire et les estimations du chapitre 4 ont été réalisées avec la
matrice de contiguïté d’ordre 1. Nous avons aussi refait les mêmes estimations et construit les mêmes
cartes avec la matrice des 5-plus proches voisins. Les résultats trouvés sont très proches.
16. C’est le cas de la reine qui est utilisé avec le logiciel R afin de construire notre matrice de
contiguïté.
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Le département avec le plus de voisins est la Seine-et-Marne (77) avec 10 voisins. Les
départements avec le moins de voisins sont les Alpes-Maritimes (06), le Finistère (29),
la Moselle (57), le Pas-de-Calais (62), les Pyrénées-Orientales (66) et la Haute-Savoie
(74) avec 2 voisins.
Pour déterminer la valeur de k, nous construisons le tableau suivant :
Tableau 3.3 – Nombre total et moyen de voisins par département
Nombre de départements Nombre total de liens Nombre moyen de voisins
ou de voisins entre départements
94 474 5.042
Le nombre k de voisins les plus proches est donc fixé à 5. Nous choisissons la matrice
de contiguïté et la matrice des 5-plus proches voisins pour modéliser les interactions
spatiales entre départements français 17.
Nous présentons dans la section suivante les méthodes d’analyse exploratoire des
données spatiales qui permettent de déterminer la présence et l’ampleur de l’effet de
l’autocorrélation spatiale formalisée avec la notion de matrices de poids.
3.4. Analyse exploratoire de données spatiales et
identification des clusters innovants en France
Deux approches sont de plus en plus considérées pour analyser la dépendance
spatiale entre observations. La première possibilité est offerte par l’analyse exploratoire
de données spatiales (objet de cette section). Quant à la deuxième possibilité, elle est
réalisée grâce aux outils de l’économétrie spatiale (objet du chapitre 4).
Nous mobilisons donc dans cette section les outils de l’analyse exploratoire de
données spatiales (AEDS)(Getis et Ord, 1992 ; Anselin, 1995 ; Anselin et Bera,
1998 ; Le Gallo, 2002) afin de fournir des éléments de réponse à la question de la
répartition spatiale des brevets et de la R&D, ainsi qu’à la mesure de la dynamique
d’agglomération. L’évaluation des interactions spatiales entre régions avec les outils
AEDS permet de décrire et de visualiser les distributions spatiales, d’identifier les
localisations atypiques et les points extrêmes, de détecter les schémas d’association
spatiale et enfin de suggérer des régions spatiales ou d’autres formes d’hétérogénéité
spatiale (Anselin, 1998a,b et 1999 ; Bailey et Gatrell, 1995 ; Ertur et Koch, 2007).
L’analyse avec les outils AEDS permet l’exploration de deux dimensions : la mesure
de l’autocorrélation spatiale globale d’une part et, d’autre part, une caractérisation de
17. Le Gallo (2002) montre que les résultats obtenus restent similaires quelque soit les matrices de
poids utilisées (matrice de contiguïté ou matrice des k-plus proches voisins.
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la structure locale de cette autocorrélation (Guillain et le Gallo, 2007). Nous résumons
les outils AEDS en deux groupes comme le montre le schéma suivant :
 
AEDS 
         Analyse Exploratoire des Données Spatiales 
 
Statistique I de Moran  
globale 
LISA 
Indicateurs locaux d’association spatiale 
(Anselin, 1995b) 
Indice de Moran calculé pour chaque 
observation 
Diagramme de Moran 
Carte ou courbe  
Construite de 4 quadrants : 
 H-H ; H-L ; L-L et L-H 
Aucune indication sur la significativité 
des observations 
Cartes de significativité de Moran 
La significativité des observations est prise en compte 
Figure 3.6 – Les outils de l’analyse exploratoire de données spatiales (AEDS)
Comme le montre la figure (3.6), ces outils sont répartis en un outil global :
statistique de Moran globale, et des outils d’analyse locale : diagramme de Moran,
statistique locale de Moran I ou statistiques de LISA et cartes de significativité de
Moran.
En effet, la statistique de Moran est une statistique globale qui ne permet pas
d’apprécier la structure régionale de l’autocorrélation spatiale. Une version locale de
cet indicateur permet d’affiner cette analyse globale afin de caractériser le phénomène
d’autocorrélation spatiale au niveau des entités géographiques étudiées. Nous utiliserons
donc l’indicateur d’association spatiale (LISA) 18 pour cette fin.
L’utilisation combinée du diagramme de Moran et de la statistique de LISA permet
d’obtenir ce que nous appelons les cartes de significativité de Moran. Ces cartes
permettent en même temps d’identifier les quatre types d’autocorrélation spatiale
locale et de connaître si cette autocorrélation observée est significative. En utilisant
18. Local Indicators of Spatial Association.
151
Chapitre : 3. Diffusion spatiale des connaissances en France : Une analyse
exploratoire de données spatiales
cette approche, nous aurons plus d’évidences empiriques sur le caractère spatial de la
connaissance par rapport à la simple observation de l’autocorrélation.
3.4.1. Analyse globale de l’autocorrélation
Pour évaluer l’importance de l’agglomération, nous observons l’existence de
l’autocorrélation spatiale globale entre les observations au niveau des départements
considérés. Il est néanmoins nécessaire de choisir l’indice utilisé (parmi les plus connus :
la semi-variance, l’indice de Moran, le coefficient de Geary). Notre choix s’est porté sur
l’indice de Moran (I de Moran).
3.4.1.1. Statistique I de Moran globale
Il existe trois indices de mesure du degré de similarité des réalisations voisines
des variables spatialisées : un pour les variables qualitatives (le test des couleurs ou
le " joint count statistic") et deux pour les variables quantitatives (Indice de Moran
1948, 1950 a et b et indice de Geary, 1954). Comme nous disposons de variables
quantitatives, nous nous limiterons à l’étude des deux derniers indices.
Encadré 3.1 : Indice d’autocorrélation spatiale des variables qualitatives
Le test des couleurs consiste à superposer une grille de carroyage à l’espace d’étude. Nous
créons un caractère qualitatif binomial indiquant la présence (codée 1) ou l’absence (codée
0) d’un point du semis dans chaque cellule du carroyage. Sur une carte, nous pourrons
marquer en noir (n) chaque cellule où le caractère est présent, et laisser en blanc (b) les
cellules où le caractère est absent, ce qui produit une sorte de damier.
Selon le type de contiguïté choisi, nous pouvons joindre les cellules adjacentes selon
leurs couleurs : "nn" pour dire que le caractère est présent dans deux unités voisines, "bb"
lorsque les deux unités voisines sont vides et "nb" si le caractère est présent dans l’une des
unités territoriales et pas dans l’unité voisine. Nous parlons donc d’autocorrélation spatiale
positive lorsque nous dénombrons un nombre de contacts "nn" ou "bb" plus grand que les
contacts "nb".
L’autocorrélation spatiale est négative lorsque nous obtenons un nombre maximum de
contacts "nb" et relativement peu de "bb" et de "nn".
Ainsi, nous pourrons calculer les tests NB et NN comme suit :
– Le test NB consiste à comparer le nombre de paires nb observées aux paramètres
d’une distribution de probabilités P (nb) dans l’hypothèse nulle où le caractère est
reparti aléatoirement selon une loi binomiale :
NB =
NB − µNB√
V (NB)
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– Si |NB| ≥ 1.96, ceci signifie qu’il existe une autocorrélation spatiale significative, que
les événements ont tendance, soit à se localiser à côté les uns des autres, ce qui se
traduit par un nombre de paires "nb" observé sensiblement plus faible que l’espérance
théorique d’un processus ponctuel stationnaire, soit à s’éloigner les uns des autres,
ce qui se traduit par un nombre de paires nb observé sensiblement plus élevé que
l’espérance théorique d’un processus ponctuel stationnaire.
– Le test NN consiste à comparer le nombre de paires "nn" observée aux paramètres
d’une distribution de probabilités P (nn) dans l’hypothèse nulle où le caractère est
réparti aléatoirement selon une loi binomiale.
NN =
NN − µNN√
V (NN)
– Le test NN est soumis aux mêmes conditions d’application que le test NB.
– L’indice de Moran (respectivement l’indice de Geary) est la généralisation du test
NN (respectivement NB)aux caractères quantitatifs.
Au
Au début, la littérature en économétrie spatiale était dominée par le test du ratio de
vraisemblance et le test de Wald (Brandsma et Kelletaper, 1979 ; Anselin, 1980 ; Cliff
et Ord, 1981).
A l’heure actuelle, les statistiques de l’autocorrélation spatiale les plus utilisées sont
la statistique de Moran (I ) et la statistique de Geary (C ) qui a une fonction voisine.
La statistique I de Moran s’écrit sous cette forme :
I =
∑
i
∑
jWij(xi − x¯)(xj − x¯)/S0∑
i(xi − x¯)2/N
(3.1)
Où xi est l’observation dans la région i, x¯ est la moyenne des observations des régions,
N est le nombre de régions,Wij est l’élément de la matrice de poids et S0 est un facteur
d’échelle égal à la somme de tous les éléments de W.
Le numérateur s’interprète comme la covariance entre unités contiguës, chaque
contiguïté étant pondérée par Wij/S0. Elle est normalisée par le dénominateur qui
est la variance totale observée.
L’indice de Moran s’interprète comme un coefficient de corrélation classique.
Généralement, il varie entre -1 (autocorrélation spatiale négative indiquant la
concentration des valeurs dissimilaires, Anselin, 1995 ) et 1 (autocorrélation spatiale
positive indiquant une concentration des valeurs similaires).
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La statistique de Geary (1954) s’écrit de la façon suivante :
C =
(N − 1)∑i∑jWij(xi − x¯)2
2S0
∑
i(xi − x¯)2
(3.2)
Le terme du numérateur est, au facteur 1/2 près, la variance pondérée des différences
(xi−xj) entre observations contiguës. Cette variance est faible pour une autocorrélation
positive et très élevée en présence d’une autocorrélation négative. En l’absence
d’autocorrélation spatiale, le numérateur est approximativement égal à l’estimateur
de la variance de l’échantillon (c’est-à-dire le dénominateur), le coefficient de Geary est
alors proche de 1.
Ces deux indices permettent de valider l’existence d’autocorrélation spatiale pour
une variable donnée, et ce pour l’ensemble des points. L’utilisation de la statistique de
Moran ou celle de Geary donne des résultats voisins. D’un point de vue statistique, le
I de Moran semble conserver un avantage sur le C de Geary (Cliff et Ord, 1981) pour
les raisons suivantes :
– Le I de Moran est moins fragile que le second car il mesure les écarts à la moyenne
et est donc peu sensible aux valeurs aberrantes.
– La similarité de son écriture et celle de ses résultats avec le coefficient de
corrélation le rendent plus facile d’accès.
– Finalement, l’indice de Moran est très répandu dans les logiciels géostatistiques,
statistiques, voire dans les systèmes d’information géographiques (SIG)(Oliveau,
2005). Ceci constitue un argument d’ordre pragmatique expliquant l’utilisation
importante de cet indice dans la mesure de l’autocorrélation spatiale.
Pour toutes ces raisons, notre choix s’est porté sur l’indice de Moran 19.
Par ailleurs, il est nécessaire de définir la matrice de voisinage pour calculer le I
de Moran. Compte tenu de la configuration spatiale des départements caractérisée par
une hétérogénéité au niveau des tailles des départements, nous retenons la matrice
de contigüité pour calculer le I de Moran. Dans le tableau suivant, les résultats
sont obtenus en utilisant une matrice de contiguïté d’ordre 1 20. Nous mesurons donc
l’agglomération en utilisant le I de Moran global calculé pour chaque variable :
19. Comme pour les statistiques NN et NB, le test de Moran est calculé en utilisant l’espérance de
I de Moran, E(I) et sa variance, V (I). La statistique de I de Moran noté Z s’écrit comme suit :
Z = I − E(I)√
V (I)
. La statistique de ce test est asymptotiquement normale sous l’hypothèse nulle
d’absence d’autocorrélation spatiale. Si Z est significativement positive (respectivement négative),
nous concluons à l’existence d’autocorrélation spatiale positive (respectivement négative). Ce test est
généralement utilisé après régression afin de détecter l’autocorrélation spatiale au niveau des résidus.
20. les valeurs de I de Moran calculées pour une matrice des 5-plus proches voisins conduisent aux
mêmes conclusions quant au signe et à la significativité de l’autocorrélation spatiale globale.
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Tableau 3.4 – Indice de Moran
2002 2008 Rang
Brevet 0.196 0.287 1
(0.000) (0.000)
R&Dint 0.195 0.242 2
(0.000) (0.000)
R&Dextpub 0.060 0.127 4
(0.053) (0.000)
R&Dextpiv 0.145 0.234 3
(0.000) (0.000)
Les valeurs du I de Moran représentées ci-dessous sont obtenues avec le logiciel
statistique R 21. Ces résultats montrent une faible agglomération des activités
innovantes. La variable la plus spatialement autocorrélée correspond aux brevets. Cette
variable occupe la première position et ce, pour les années 2002 et 2008 avec une
valeur de 0.196 en 2002 (respectivement 0.287 en 2008). En deuxième position nous
trouvons la R&D interne, ensuite la R&D externe publique puis en dernier lieu la R&D
externe privée. Toutes ces variables sont considérées comme agglomérées au sens de
la statistique I de Moran global à un seuil de 1% sauf l’indice de Moran de la R&D
externe publique qui est significatif seulement à un seuil de 10%. Nous remarquons
cependant en comparant avec l’indice de Gini, que ces variables fortement concentrées
ne sont pas nécessairement fortement autocorrélées spatialement.
Toutefois, la statistique de Moran considérée constitue une mesure globale de
l’autocorrélation spatiale. Elle ne nous permet donc pas d’analyser la structure locale
de cette autocorrélation. Pour cela, nous exploitons les outils de l’autocorrélation
spatiale locale pour déterminer quels départements contribuent majoritairement à
l’autocorrélation spatiale globale. Autrement dit, nous cherchons où se situent les
regroupements de valeurs fortes (respectivement faibles). Les outils utilisés sont le
diagramme de Moran et les statistiques de LISA. Utiliser conjointement les analyses du
diagramme de Moran et la significativité des LISA nous permet de savoir, d’une part,
dans quel quadrant se situe l’unité spatiale i (département pour notre cas) et, d’autre
part, si la situation de l’unité spatiale i est significativement influencée par celles de
ses voisines et réciproquement (Chantelot et al, 2010).
21. Même résultats sont obtenus avec le logiciel GeoDa en utilisant une procédure de permutation
d’Anselin (1995), avec 999 permutations (p-value=0.001), dans laquelle une distribution de référence
est générée empiriquement pour le I de Moran. Nous obtenons alors des niveaux de significativité qui
permettent de conclure le test.
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Nous présentons dans la sous section suivante les diagrammes de Moran des
dépenses en R&D et des brevets afin de détecter les regroupements spatiaux (clusters)
et d’analyser l’instabilité départementale représentée sous la forme de localisations
atypiques.
3.4.2. Analyse locale de l’autocorrélation
Après avoir détecté l’existence d’une autocorrélation spatiale globale au niveau des
brevets et des dépenses en R&D pour les années 2002 et 2008, nous nous focalisons
dans ce qui suit sur l’autocorrélation spatiale locale entre départements. Une analyse
par les outils de l’autocorrélation spatiale locale permet d’affiner cette analyse globale
tout en permettant d’apprécier la structure départementale ainsi que de caractériser la
nature du phénomène d’autocorrélation spatial au niveau de ces départements étudiés.
L’autocorrélation spatiale locale diffère de celle globale sur les points suivants :
Tableau 3.5 – Différences entre méthodes globales et méthodes locales de
l’autocorrélation spatiale
Analyse globale Analyse locale
Résume l’information pour la région entière Désagrégation locale des méthodes globales
Calcule un indice unique Calcule des indices multiples
Résultat numérique qui ne se représente pas Résultat qui peut être représenté
sur une carte sur une carte
Méthode a-spatiale ou implicitement Méthode explicitement spatiale
spatiale
Met l’accent sur les similarités Met l’accent sur les différences
entre les territoires entre les territoires
Recherche des régularités ou des "lois" Recherche des singularités ou des
centres d’intérêt locaux (hot spots)
Exemple : méthode du voisin le plus proche Exemple : indices locaux
de dépendance spatiale (LISA)
Source : Fotheringham et al.(2002)
Après avoir présenté la différence entre une analyse globale et une analyse locale
de l’autocorrélation spatiale, nous nous intéresserons dans cette section aux outils
utilisés pour établir ces analyses. L’objectif sera donc double : nous souhaiterons
dans un premier temps, savoir s’il existe des regroupements locaux de valeurs fortes
ou faibles (diagramme de Moran), et de déterminer, dans un deuxième temps, quels
sont les départements qui contribuent le plus à l’autocorrélation spatiale globale tout
en déterminant les départements qui s’éloignent du schéma global d’autocorrélation
spatiale (statistiques de LISA).
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3.4.2.1. Diagramme de Moran
L’instabilité spatiale locale est analysée à l’aide du diagramme de Moran (Anselin,
1996). Ce diagramme permet de visualiser les formes de l’autocorrélation spatiale locale
en visualisant l’association linéaire entre X etWX sous la forme d’un graphique.
Il est construit sur la base des valeurs centrées réduites : l’abscisse représente la
valeur centrée réduite du département considéréXi∗ = Xi−E(X), et l’ordonnée indique
la valeur moyenne des voisins de ce département. Cette moyenne pondérée (par les
poids spatiaux) des observations associées aux localisations voisines est aussi appelée
"variable décalée".
Elle représente ainsi l’information relative au voisinage de chaque localisation.
Ainsi, l’ordonnée du point X∗i peut s’écrire comme
∑
WijX
∗
i :
Figure 3.7 – Le diagramme de Moran
Le diagramme de Moran permet de répartir les observations sur quatre quadrants :
– H-H : Le quadrant "high-high" des valeurs autocorrélées positivement et
supérieures à la moyenne : un département à valeur élevée (ou haute) entourée
de départements à valeurs élevées.
– L-L : Le quadrant "low-low" des valeurs autocorrélées positivement et inférieures à
la moyenne : un département à valeur faible (ou basse) entourée de départements
à valeurs faibles.
– H-L : Le quadrant "high-low" des valeurs autocorrélées négativement où les
observations représentées sont supérieures à la moyenne, tandis que la moyenne
de leurs voisins est inférieure à la moyenne : un département à valeur élevée (ou
haute) entourée de départements à valeurs faibles.
– L-H : Le quadrant "low-high" des valeurs autocorrélées négativement où les
observations représentées sont inférieures à la moyenne, tandis que la moyenne
de leurs voisins est supérieure à la moyenne : un département à valeur faible (ou
basse) entourée de départements à valeurs élevées.
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Pour notre cas, l’axe horizontal du diagramme de Moran représente le nombre de
brevets (ou bien les dépenses en R&D) par département et l’axe des ordonnées mesure
la moyenne du nombre de brevets des voisins (ou bien dépenses en R&D) 22. L’intérêt
d’exprimer les variables en forme standardisée (c’est-à-dire avec une moyenne nulle et
un écart-type égal à 1) est d’estimer à la fois l’association spatiale globale (puisque
la pente de la droite à l’intérieur du diagramme de Moran est équivalente au I de
Moran) et l’association spatiale locale, à l’aide du diagramme de Moran dans lequel se
situe le département. Nous pouvons ainsi mettre en évidence des localisations atypiques
ou des poches de non stationnarité locale : un département innovant (de type H-L
dans la carte) au milieu de départements non innovants appelé "îlot de richesse" ou à
l’inverse un département non innovant (de type L-H) au milieu de départements riches
"moutons noirs". Une des limites de cet outil est qu’il ne fournit pas d’information sur
la significativité des regroupements spatiaux. Celle-ci peut par contre être obtenue à
l’aide des indicateurs locaux d’associations spatiales (LISA).
L’utilisation des indicateurs LISA, développés par Luc Anselin au milieu des années
1990, semble prometteuse (Anselin, 1995). En effet, les LISA permettent le passage
d’un indicateur global de la structure spatiale à une mesure locale des ressemblances.
Ils constituent des indicateurs satisfaisant deux critères. Premièrement, ils donnent une
indication sur le regroupement spatial significatif de valeurs similaires autour de chaque
observation. Deuxièmement, la somme des LISA associés à toutes les observations est
proportionnelle à un indicateur global d’association spatiale.
3.4.2.2. Statistiques locales et cartes de significativité de Moran
La statistique globale de Moran n’est autre que la moyenne des statistiques locales
de Moran (Longley et Tobon, 2004). En effet, Anselin (1995) décompose l’indice de
Moran en isolant la part de chaque individu dans la mesure globale. L’intérêt de cette
démarche est de proposer un lien direct de proportionnalité entre les indices locaux et
l’indice global (Anselin, 1995 et 1996 ; Oliveau, 2005 ; Ayadi et Amara, 2009).
Les indices d’autocorrélation spatiale locale représentent des statistiques de "scan
spatial" dans la mesure où ils produisent un vecteur de résultats qui se prête à
la représentation cartographique. Anselin (1995) fournit une version locale de la
statistique de Moran (I ) et de celle de Geary (C ). En pratique, c’est l’indice de Moran
localisé qui est utilisé.
22. A noter que "élevé" (respectivement "faible") signifie au-dessus (respectivement en-dessous) de
la moyenne française
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Encadré 3.2 : Statistiques locales de Moran
Pour chaque région i l’indice de Moran I s’écrit de la façon suivante :
I = (xi − x¯)
m0
∑
jWij(xj − x¯)
Avec m0 =
∑
i(xi − x¯)2
N
Où : xi est l’observation représentant la région i,x¯ est la moyenne des observations. La
somme des statistiques locales peut s’écrire de la façon suivante :
I = 1
m0
∑
iWij(xi − x¯) =
1
m0
∑
i
∑
jWij(xi − x¯)(xj − x¯)
Compte tenu de cette définition, la statistique globale de Moran est proportionnelle à
la somme des statistiques locales de Moran :
I = ∑i Ii = S0
Pour une matrice de poids standardisée en ligne S0 = N , la statistique globale de Moran
devient :
I = ( 1N )
∑
i Ii
Une valeur positive pour Ii indique le regroupement spatial de valeurs similaires (faibles
ou élevées) alors qu’une valeur négative indique le regroupement spatial de valeurs
dissemblables entre une région et ses voisins.
La
La statistique de Moran est basée sur des covariances spatiales plutôt que sur des
accumulations spatiales. Elle mesure donc une forme d’association spatiale locale
différente de celle donnée par Getis et Ord (1992, 1995)(Encadré 3.3).
Encadré 3.3 : Statistique locale de Getis et Ord (1992)
Il s’agit d’une statistique utilisée par Getis et Ord (1992) pour étudier la significativité
des regroupements spatiaux autour de localisations individuelles. Pour ces différentes
statistiques, l’inférence est basée sur une approximation normale. Ainsi, cette statistique
est compliquée puisque les statistiques locales entre deux régions sont corrélées lorsque
le voisinage de ces deux régions contient des éléments communs (Anselin, 1995 ; Ord
et Getis, 1995). Nous distinguons l’indice Gi qui exclut l’observation i du calcul, de
l’indice G∗i qui l’inclut. L’indice de G∗i est le plus récemment utilisé. Soit Wδ, la matrice
de proximité et Z le caractère d’intérêt, les coefficients d’influence spatialeWij sont binaires :
NN=
NN − µNN√
V (NN)
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∀ i et j ∈ N
∀ poids Wij = 1 si dij ≤ δ
Dans le cas de Gi, i et j doivent être différents, Wij = 0
G∗i , i et j sont quelconques, donc W ∗ij = 0
La formule du coefficient local est donc la suivante :
Gi(δ) =
∑m
j=1Wij(δzj)∑n
j=1 zj
Sous hypothèse nulle, l’espérance de l’indice Gi où Wi désigne le nombre de voisins qui
entrent dans le calcul de l’indice et diffère légèrement de l’espérance de l’indice G∗i .
V (Gi(δ)) =
Wi(n− 1−Wi)
(n− 1)2(n− 2) ×
St2
S2t1
Avec St1 =
∑
j zj et St2 =
∑
j z
2
j
n− 1 − S
2
t1
Comme les indices G sont sensibles à un effet de taille, nous les remplaçons par leur
valeur standardisée :
ξ(Gi) =
Gi − E(Gi)√
Gi(Gi)
Cette statistique est d’espérance nulle et de variance unitaire. Nous rejetons H0
lorsque la valeur absolue de l’indice standardisé ξ dépasse le quantile correspondant de
la loi normale centrée réduite | ξ(Gi) ≥ 1.96 |. Une valeur positive de ξ(Gi) indique la
localisation des agrégats de valeurs élevées du caractère d’intérêt, et une valeur négative de
ξ(Gi) indique la localisation des agrégats de valeurs faibles du caractère.
Ces outils constituent donc un ensemble de techniques visant à décrire et représenter
les distributions spatiales, à identifier des localisations atypiques, à examiner des
schémas de localisation des associations spatiales, des clusters, ainsi qu’à suggérer des
formes d’hétérogénéité spatiale sur une zone d’étude (Haining, 1990 ; Bailey et Gatrell,
1995 ; Anselin, 1998a,b ; Amara, 2010 ).
L’indice de Moran et celui de Getis sont intéressants pour identifier les singularités
locales. Comme l’indice de Moran, l’indice G de Getis et Ord croît en proportion
de la dépendance spatiale, mais il croît aussi selon la taille de l’échantillon et
l’unité de mesure. C’est pourquoi il est remplacé par sa valeur centrée-réduite, et
s’interprète en fonction des quantiles de la loi normale de Laplace-Gauss. Contrairement
à l’indice de Moran, l’indice de Getis ne peut être calculé que pour des valeurs
positives, typiquement des densités ou des fréquences. En effet, l’indice de Moran est
associé à un corrélogramme. Il sert à la fois à des tests d’hypothèse, à la recherche
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d’agrégats et à celle de singularités 23. En outre, Boots et Tiefelsdorf (2000) montrent
à travers des simulations effectuées sur des configurations spatiales régulières que
la distribution pour les statistiques de Moran I ne peut être approximée par une
distribution normale. L’inférence statistique doit alors être basée sur l’approche des
permutations (Anselin, 1995). Dans ce cas, les probabilités critiques obtenues pour
les statistiques locales de Moran sont, en fait, des pseudo-niveaux de significativité.
Anselin (1995) donne deux interprétations pour les indicateurs LISA. Premièrement,
ils peuvent être utilisés comme indicateurs de regroupements spatiaux locaux, de la
même façon que les statistiques de Gi(d). Deuxièmement, ils permettent de diagonaliser
l’instabilité locale (les localisations atypiques ou les poches de non-stationnarité),
les observations extrêmes et les régimes spatiaux. Cette seconde interprétation est
similaire à l’utilisation du diagramme de Moran. En effet, les observations extrêmes
pour les LISA seront associées aux régions qui contribuent le plus à l’autocorrélation
spatiale globale (Virol, 2006 ; Amara, 2010). En combinant l’information donnée par
le diagramme de Moran et la significativité des LISA, nous obtiendrons des cartes
de significativité de Moran. Ces cartes présentent les régions aux associés avec un
LISA significatif et indiquent par un code de couleur les quadrants du diagramme de
Moran auxquels ces régions appartiennent (Anselin et Bao, 1997). Ceci nous permet
de déterminer le degré de ressemblance de chaque département avec les départements
voisins.
3.4.3. Une application des outils de mesure de
l’autocorrélation spatiale locale sur données
d’innovation
Comme nous l’avons évoqué dans la sous section précédente, une des limites du
diagramme de Moran est qu’il ne fournit pas d’information sur la significativité des
regroupements spatiaux. Celle-ci est obtenue à l’aide d’indicateurs locaux d’association
spatiale. Pour cela, nous utilisons dans ce qui suit ces deux outils simultanément afin
d’étudier la nature de l’autocorrélation spatiale de l’innovation entre départements
français.
3.4.3.1. Détection de l’autocorrélation spatiale locale au niveau des
brevets
Pour visualiser les différents types d’association spatiale entre départements, nous
construisons les diagrammes de Moran associés aux brevets pour les années 2002 et
2008 :
23. L’indice de Geary lui ressemble, mais il identifie plus les régions homogènes que des agrégats.
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Figure 3.8 – Diagramme de Moran des brevets en 2002
Figure 3.9 – Diagramme de Moran des brevets en 2008
Ces deux diagrammes construits à partir de la matrice de contiguïté d’ordre 1 pour
les brevets en 2002 et 2008 24, illustrent bien les quatre types d’associations spatiales
(H-H ; L-L ; H-L et L-H).
Nous pouvons souligner des discontinuités spatiales et des associations spatiales
aussi bien positives que négatives des 94 départements français. Il apparaît que la
plupart des départements français sont caractérisés par une association spatiale positive
(H-H et L-L). Ainsi, en 2002, 68,08% des associations (75,53% en 2008) appartiennent
aux quadrants H-H et L-L. Les diagrammes de Moran permettent également de détecter
les régions atypiques (quadrant L-H et H-L). En 2002, 31,92% des départements
(24,47% en 2008) dévient du schéma global d’association spatial (11.7% dans le
quadrant H-L et 15.95% dans le quadrant L-H).
24. Le diagramme de Moran peut être cartographié en construisant une carte appelée "la carte de
Moran" qui permet de présenter toutes les associations spatiales significatives et non significatives.
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Néanmoins, ces associations ne peuvent pas être interprétées puisque nous n’avons
aucune information sur leurs significativités. Un test de permutation, basé sur un tirage
aléatoire de type Monte Carlo, est proposé par Anselin (1995). Les p-values inférieures
ou égales au seuil de 5% ont ainsi été retenues pour réaliser les cartes suivantes :
1. Carte de significativité de Moran 2. Carte de seuil de significativité
Figure 3.10 – Cartes de significativité de Moran des brevets en 2002
L’analyse de l’autocorrélation spatiale au niveau local par le biais du diagramme
de Moran ne peut être interprétée correctement qu’avec les cartes de significativité
de Moran. Cette significativité (à 1% et à 5%) atteste qu’une valeur associée à un
département i est significativement influencée par la valeur des départements voisins,
définis par la matrice de poids spatiale. Les cartes de significativité de Moran ci-dessus
mettent en évidence des clusters d’innovation pour l’année 2002 (carte n˚ 1 de la figure
10) ainsi que leurs valeurs significatives associées (carte n˚ 2 de la figure 10).
En effet, nous observons sur la figure 10 un cluster positif (H-H), à valeur supérieure
à la moyenne et hautement significative et composé des départements Val-de-Marne
(94), Hauts-de-Seine (92), Loiret (45), Seine-Saint-Denis (93), Essonne (91) et Paris
(75), et 7 clusters positifs (L-L), à valeur inférieure à la moyenne et significative au
seuil de 5% (carte n˚ 2 de la figure 10). A travers la figure 10, nous remarquons aussi
que seulement les quadrants les H-H et les L-L sont significatifs. Ainsi, il n’y a donc
pas d’agglomération atypique significative.
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La liste des clusters, les statistique de LISA ainsi que les p-value correspondantes sont
représentées dans le tabléau suivant :
Tableau 3.6 – Statistiques de LISA des brevets en 2002
Nom du département code Statistiques LISA Clusters p-value
Val-De-Marne 94 1.261 H-H 0.006
Meuse 55 0.329 L-L 0.01
Hauts-De-Seine 92 3.914 H-H 0.014
Pyrénées-Orientales 66 0.307 L-L 0.018
Loiret 45 0,07217 H-H 0.02
Seine-Saint-Denis 93 0.277 H-H 0.022
Gers 32 0.299 L-L 0.024
Tarn-Et-Garonne 82 0.258 L-L 0.04
Drome 26 0.168 L-L 0.042
Essonne 91 1.434 H-H 0.046
Dordogne 24 0.261 L-L 0.048
Puy-De-Dome 63 0.110 L-L 0.048
Paris 75 4.896 H-H 0.05
En comparaison avec la carte des clusters des brevets de 2008, nous constatons que la
structure spatiale départementale a gagné, depuis, des départements qui présentaient
des dynamiques positives en Île-de-France et au sud de la France, il apparaît aussi un
département où l’autocorrélation spatiale est atypique (H-L), la Haute-Garonne :
1.Carte de significativité de Moran 2.Carte de seuil de significativité
Figure 3.11 – Cartes de significativité de Moran des brevets en 2008
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Tableau 3.7 – Statistiques de LISA des brevets en 2008
Nom du département code Statistiques LISA Clusters p-value
Val-De-Marne 94 1.536 H-H 0.005
Hauts-De-Seine 92 4.328 H-H 0.01
Seine-Saint-Denis 93 3.726 H-H 0.01
Drome 26 0.201 L-L 0.01
Gers 32 0.342 L-L 0.01
Pyrenées-Orientales 66 0.424 L-L 0,01
Yvelines 78 4.497 H-H 0.02
Val-D’oise 95 1.115 H-H 0.02
Paris 75 4.562 H-H 0.025
Essonne 91 2.841 H-H 0.025
Dordogne 24 0.316 L-L 0.025
Puy-De-Dome 63 0.033 L-L 0.03
Lot 46 0.301 L-L 0.035
Loiret 45 0.059 H-H 0.04
Haute-Garonne 31 -0.955 H-L 0.05
Tarn-Et-Garonne 82 0.218 L-L 0.05
Le tableau (3.7) montre que les départements Val-D’oise (95) et Yvelines (78)
présentent une autocorrélation positive avec leurs voisins alors que ce n’était pas le
cas en 2002. Ces clusters d’innovation sont représentés par une valeur H-H (en rouge)
puisqu’ils présentent un niveau élevé de brevets tout en étant directement entourés
par des départements voisins présentant également un niveau élevé de brevets. Dans
ce quadrant, nous remarquons que la région Île-de-France est un "hotspot" majeur
d’activités d’innovation en France. Elle rassemble à elle seule 36% des brevets français
en 2002 et 38% en 2008 ce qui laisse penser que la région Île-de-France constitue
le coeur de l’innovation en France. A l’échelle européenne, elle constitue la première
région innovante. Le département Loiret se situe aussi dans le quadrant H-H indiquant
une autocorrélation spatiale positive au dessus de la moyenne et entouré par des
départements à niveau élevé de brevets notamment le département Essone (91) de
la région Île-de-France.
Par ailleurs, dans le quadrant L-L nous trouvons le département de la Meuse (55), le
département du Puy-de-Dôme (63), Drôme (26), la Dordogne (24),le Tarn-et-Garonne
(82), le Gers (32) et les Pyrénées-Orientales (66).
En 2008, le département Lot (46) se rajoute au quadrant L-L (en bleu) pour former
un cluster présentant une autocorrélation positive de valeurs inférieures à la moyenne.
Le nombre de brevets moyen entre 2002 et 2008 varie entre 14 pour le département
Puy-de-Dôme et 165 brevets pour le département Essone (91).
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Nous précisons à ce niveau que les quadrants de type L-L ne représentent pas
nécessairement les départements ayant le nombre de brevets le plus bas. En réalité, c’est
le département de la Lozère qui présente le nombre le plus bas de brevets. Néanmoins, ce
département ne s’affiche pas sur la carte de significativité de LISA. Ceci est expliqué par
le fait que ce département ne présente aucune corrélation spatiale significative avec ses
départements voisins. Ainsi, même si le nombre de brevet est faible dans un département
donné, ce dernier ne peut pas être significativement autocorrélé spatialement avec un
département voisin. C’est ici que nous comprenons la différence entre concentration et
agglomération (autocorrélation spatiale).
Le département Haute-Garonne présente une position atypique (H-L), il affiche
des valeurs fortes de brevets alors qu’il est entouré par des voisins qui présentent des
valeurs relativement faibles. La DATAR lui attribue même la première place en matière
de potentiel scientifique et technique dans son rapport de février 2004. Cette région
fournit donc un exemple type de ce que Krugman (1996) appelle le phénomène "d’ombre
d’agglomération" ce qui traduit la domination que peut exercer un centre économique
important sur le reste de son territoire plus précisément les voisins.
Nous vérifions dans ce qui suit si les dépenses en R&D présentent une structure
d’autocorrélation différente de celle des brevets.
3.4.3.2. Autocorrélation spatiale au niveau des dépenses en R&D
Nous présentons dans la figure 12 les cartes de significativité de Moran des dépenses
en R&D interne pour les années 2002 et 2008. Les cartes de significativité de Moran
pour les dépenses en R&D externe publique et privée sont présentées dans la carte
(3.12) :
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1. Année 2002 2. Année 2008
Figure 3.12 – Cartes de significativité de Moran des dépenses en R&D interne
en 2002 et 2008
Les cartes de significativité de Moran révèlent un haut niveau d’hétérogénité dans
les schémas de localisation des dépenses en R&D interne. 25.
En 2002, le quadrant H-H est représenté par les départements de la région
Île-de-France (sauf le département Seine-et-Marne) et le département Loiret. Ces
départements révèlent des dépenses locales fortes en R&D interne tout en étant entourés
par des départements à fort niveau de dépenses en R&D interne.
Le quadrant L-L regroupe 5 départements : la Meuse (55), la Drome (26), le Dordogne
(24), le Gers (32) et les Pyrénées-Orientales (66).
L’étude de l’autocorrélation spatiale des dépenses en R&D interne révèle une
structure d’autocorrélation spatiale proche de celles des brevets. En effet, ces mêmes
départements représentent aussi une autocorrélation spatiale positive et au-dessus de
la moyenne pour le cas des brevets. Ceci peut être expliqué par la relation étroite qui
existe entre les dépenses en R&D interne et les brevets. En effet, les dépenses en R&D
interne sont considérées comme un facteur primordial dans le processus d’innovation.
25. Les statistiques de LISA sont présentées dans l’annexe 3.
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Cette relation de causalité est aussi manifestée à travers la relation qui existe entre
le lieu de l’investissement en R&D et le lieu de production de l’innovation. Ceci est
moins vrai pour le quadrant L-L de l’année 2008. En effet, la relation de causalité
est moins vrai pour le cas des départements témoignant d’une dynamique très faible
d’investissement en R&D et de production d’innovation. Nous ne pouvons pas conclure
à ce niveau qu’une autocorrélation spatiale liée à une dynamique très faible en R&D est
une source d’autocorrélation spatiale liée à une dynamique faible de brevets. En effet,
la relation R&D-innovation n’est pas toujours réciproque dans le cas d’une analyse
d’autocorrélation spatiale.
En plus des quadrants H-H et L-L, les quadrants H-L (en rose) et L-H (en bleu
clair) sont aussi représentés pour le cas de la carte de significativité de Moran des
dépenses en R&D interne. Le département du Puy-de-Dome (63) est représenté par le
quadrant H-L. C’est un département à dépenses élevées en R&D interne mais qui est
entouré par des voisins à dépenses en R&D faibles. Par contre, le département d’Oise
est situé dans le quadrant L-H. Même si les dépenses en R&D interne du département
Oise (213.602 millions d’euros) sont importantes par rapport à la moyenne (235.180
millions d’euros), ce dernier est considéré comme un département à valeur faible par
rapport à ses voisins les plus proches et autocorrélés négativement avec ses voisins de
la région Île-de-France (ayant des dépenses les plus élevées en R&D interne en France).
Ces configurations peuvent s’interpréter comme des spillovers négatifs associés à une
concurrence entre départements français. En 2008, nous remarquons une légère baisse
du phénomène de dépendance spatiale entre départements. D’ailleurs, les quadrants
L-H et H-L disparaissent et le nombre de départements H-H a diminué.
3.4.3.3. Autocorrélation spatiale au niveau des dépenses en R&D externe
L’autocorrélation spatiale locale positive et significative entre départements devient
moins remarquable avec les dépenses en R&D externe. Contrairement à la R&D interne,
la R&D externe contient une proportion plus élevé de connaissance codifiées que de
celles tacites. Ainsi, leur effet spatial est moins prononcé entre départements puisque
les connaissances qui découlent de la R&D externe ne nécessitent pas une proximité
spatiale pour se diffuser, elles peuvent se transmettre via les réseaux d’innovation
utilisant les TIC par exemple. Nous pensons que cela provient du fait que la R&D
externe contient une faible proportion de connaissance tacites et se base beaucoup
plus sur des connaissances codifiées moins génératrices d’externalités.
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Nous avons distingué les cartes de significativité de Moran de la R&D externe publique
de celle privée afin de mieux illustrer l’hétérogénéité spatiale entre départements :
1. Année 2002 2. Année 2008
Figure 3.13 – Cartes de significativité de Moran des dépenses en R&D externe
publique en 2002 et 2008
3. Année 2002 4. Année 2008
Figure 3.14 – Cartes de significativité de Moran des dépenses en R&D externe
privée en 2002 et 2008
Nous remarquons que les dynamiques spatiales des dépenses en R&D externes
publiques en 2002 sont non significatives pour le cas de la région Île-de-France (sauf
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pour le département du Val-de-Marne). Nous identifions aussi des départements à
comportement spatial atypique représentant le quadrant L-H : Loiret (45) et Vienne
(86). Ces départements se distinguent par des valeurs faibles de dépenses en R&D
publique en comparaison avec leurs voisins 26.
En 2008, le nombre de départements dans le quadrant L-H baisse et d’autres
départements apparaissent significatifs et à autocorrélation spatiale positive (Yvelines
(78), Saône-et-Loire (71) et Hauts-de-Seine (92)). Ceci peut être expliqué par
l’augmentation des dépenses en R&D publiques en comparaison avec l’année 2002. Les
externalités de connaissance qui découlent des départements influent positivement sur
les voisins. Par ailleurs, les cartes de significativité de Moran des dépenses en R&D
externe privée montrent une faible autocorrélation spatiale entre les départements. En
effet, le nombre de départements significatifs en 2002 est très peu élevé et il n’existe
que 3 départements dans le quadrant L-L, 1 département dans le quadrant L-H et
2 dans le quadrant H-H. En 2008, nous n’observons que 2 départements dans le
quadrant L-L, 3 dans le quadrant H-H et 1 dans le quadrant L-H. L’autocorrélation
spatiale est donc très faible entre les départements pour le cas des dépenses en
R&D externes. Globalement, les cartes de significativités de Moran des brevets et
des dépenses en R&D présentent un nombre relativement faible de départements
autocorrélés spatialement avec leurs voisins (moins de 1/4 des 94 départements
métropolitains). Ceci montre que l’effet spatial, même s’il existe, est faible. Le
transfert des connaissances entre départements ne se limite pas seulement à l’espace et
aux externalités localisées de connaissance. D’autres facteurs non spatiaux sont alors
plus importants dans la transmission des connaissances et par la même occasion dans
la production de l’innovation.
3.5. Conclusion
L’objectif de ce chapitre était de caractériser les dynamiques spatiales observées
pour l’innovation en 2002 et 2008. Dans un premier temps, nous avons mesuré la
concentration des activités innovantes en utilisant l’indice de Gini. Les résultats
montrent que les brevets et les dépenses en R&D interne et externe sont concentrés
(Indice de Gini entre 0.6 et 0.84), mais cette approche ne nous dit pas dans quels
départements s’effectue cette concentration. En outre, la position des unités spatiales
ainsi que la distance qui les sépare ne sont pas prises en compte dans le calcul de l’indice
de concentration de Gini, ni dans les autres indices de concentration (Herfindhal, Elison
Glaeser, etc). C’est pourquoi, nous nous focalisons dans un deuxième temps sur l’étude
26. Voir l’annexe 3 pour plus de détails sur les significativités des statistiques de LISA.
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de l’agglomération des activités innovantes afin de mettre en lumière les dynamiques
distinctes selon les départements.
Nous avons mobilisé les outils de l’AEDS (analyse exploratoire des données
spatiales) afin de tester la significativité statistique des concentrations et d’identifier
leurs schémas de localisation. Ces outils sont regroupés dans deux groupes. Le premier
groupe permet de mesurer l’agglomération globale à travers l’utilisation de la statistique
de Moran globale et le deuxième s’intéresse à l’analyse locale de l’autocorrélation
entre départements. Les outils mobilisés pour ce dernier groupe sont le diagramme
de Moran, les statistiques de LISA puis les cartes de significativité de LISA, qui est
une combinaison des deux derniers indicateurs locaux. L’analyse par le diagramme de
Moran nous permet de repérer les différents régimes spatiaux et de déterminer les
localisations qui correspondent ou non au schéma global d’autocorrélation spatiale
(Guillain et al., 2004 ; Amara, 2010). Les statistiques de LISA nous ont permis
de mesurer les autocorrélations spatiales locales pour chaque département ainsi
que leurs niveaux de significativité. L’utilisation conjointe des statistiques de LISA
et du diagramme de Moran nous ont permis d’identifier les clusters innovants à
autocorrélation spatiale significative. Le calcul de ces indicateurs (au niveau global
et local) a nécessité le choix d’une matrice de pondération. Ce choix s’est révélé crucial
puisqu’il a conditionné très fortement les résultats obtenus et par là même l’analyse
qui en a découlé.
Nos résultats montrent que les dynamiques positives et significatives observées pour
le cas des brevets et des dépenses en R&D sont surtout dans la région Île-de-France.
En effet, l’ensemble de l’analyse laisse apparaître la persistance de disparités
relativement importantes au sein des départements français qui se matérialisent par
des concentrations différentes pour les années 2002 et 2008. Il existe une logique
sous-jacente à la dynamique d’agglomération qui n’est pas complètement aléatoire, ceci
mettrait en évidence des externalités de connaissance qui sont, en partie, le résultat des
agglomérations. Ces externalités positives de connaissance sont plus importantes pour
le cas de la région Île-de-France. En effet, l’ensemble de l’analyse montre que cette
région est au centre de dynamiques positives, en terme de production d’innovation
puisqu’elle occupe la première place au niveau du nombre de brevets (Voir figure 2.7
du chapitre 2 pour une répartition des brevets par département entre 2002 et 2008).
Néanmoins, le niveau départemental trop agrégé pourrait être une explication de la
forte autocorrélation spatiale positive qui est manifeste au niveau des départements de
la région Île-de-France 27.
27. Une extension de ce travail, uniquement centré sur la région Île-de-France, sera prochainement
menée pour qualifier la structure spatiale de la région au regard de la production d’innovation.
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Les effets de débordement et les externalités spatiales à l’origine de l’autocorrélation
spatiale sont donc susceptibles d’influencer les processus d’innovation départementaux
et devraient par conséquent être sérieusement prises en compte. Par ailleurs, les
résultats jusqu’à présent ne nous permettent pas de nous prononcer sur l’ampleur de
l’effet spatial sur la production d’innovation. Ils nous ont seulement permis de détecter
la présence de plusieurs clusters d’innovation autocorrélés spatialement qui demandent
confirmation. La poursuite de notre travail consistera à mesurer l’effet spatial sur la
production de l’innovation à travers une modélisation économétrique spatiale.
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Chapitre 4
De l’intérêt d’une analyse
économétrique spatiale appliquée à
des données de panel
4.1. Introduction
Ce chapitre a pour objectif de mesurer de manière plus directe le rôle de la proximité
géographique dans le processus d’innovation au niveau des 94 départements français
métropolitains (Corse exclue). Autrement dit, nous proposons dans ce dernier chapitre
une étude complémentaire à celle réalisée dans le chapitre 3, à travers l’utilisation des
modèles économétriques spatiaux.
L’introduction de l’espace dans les modèles économétriques vise à étudier la présence
de deux effets spatiaux importants : l’autocorrélation spatiale qui se réfère à l’absence
d’indépendance entre observations géolocalisées, et l’hétérogénéité spatiale 1 qui est
liée à la différenciation des variables et des comportements dans l’espace du fait que
les phénomènes économiques ne sont pas les mêmes dans le centre d’une ville et dans
sa périphérie, dans une région urbaine et dans une région rurale, etc. (Anselin, 1988 ;
Le Gallo, 2002a ; Jayet, 2001).
Jusqu’à une période relativement récente, les études empiriques tentant de capturer
les éléments géographiques et spatiaux sont assez rares. Cela est dû essentiellement à
la non disponibilité des données à des échelles spatiales plus fines, d’une part, et à la
difficulté de mesurer explicitement ces externalités spatiales, d’autre part. Par ailleurs,
ignorer les interactions spatiales dues à la proximité géographique, si elles existent,
provoque des erreurs dans les estimations et mène notamment à des paramètres
1. Voir chapitre 3 pour plus de détails sur le concept d’hétérogénéité spatiale.
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d’intérêt biaisés. Il est donc important de prendre en compte les interactions spatiales
dans les modèles économétriques modélisant les données d’innovation.
Pour tester la présence de la dépendance spatiale, trois modèles sont proposés.
Autrement dit, les effets spatiaux peuvent être incorporés dans un modèle de régression
linéaire de plusieurs manières (Blommestein, 1983 ; Anselin, 1988 : 35-39 ; Florax
et Folmer, 1992). Une première manière consiste à spécifier un modèle spatial
autoregressif (spatial autoregressive model, SAR), intégrant la variable endogène
décalée spatialement. Une deuxième manière consiste à intégrer un processus
autorégressif sur les erreurs (spatial error model, SEM). Il s’agit d’une structure
d’autocorrélation sur les erreurs dans la mesure où c’est le terme d’erreur qui englobe
la dépendance spatiale (Baltagi et Li, 2006). Enfin, une troisième manière consiste à
tenir compte explicitement de l’effet spatial : il s’agit d’incorporer dans le modèle, à la
fois, des variables explicatives et une variable à expliquer décalées spatialement (spatial
durbin model, SDM).
Nous pouvons aussi considérer une spécification mixte incorporant les deux formes
de dépendance spatiale (Florax et Folmer,1992 ; Kelejian et Prucha, (1998,1999)). Nous
trouvons par exemple des processus beaucoup plus généraux comportant plusieurs
décalages et/ou comportant à la fois une variable autorégressive et une autocorrélation
des erreurs (modèle SARAR et modèle SARMA) (Brandsma et Kelletaper, 1979 ;
Huang, 1984 ; Anselin, 1988 et Jayet, 1993).
Toutefois, peu d’études empiriques dans la littérature des modèles spatiaux ont
proposé des modèles incluant à la fois un processus autorégressif et un modèle à
autocorrélation des erreurs. Selon Le Gallo (2002a) : "on retient rarement un modèle
avec les deux types d’effets spatiaux, on cherche à modéliser la dépendance spatiale, soit
par l’autocorrélation des erreurs, soit par une variable spatiale autorégressive, et non
les deux" (P.15). Le choix se porte donc essentiellement sur le modèle autorégressif ou
le modèle avec autocorrélation des erreurs.
Dans cette perspective, nous proposons dans ce chapitre deux modèles autorégressifs
(SAR et SDM) et un modèle à autocorrélation spatiale au niveau des erreurs (SEM).
L’estimation de ces modèles spatiaux repose sur la notion de contiguïté. Cette contiguïté
est exprimée formellement dans une matrice afin de définir les externalités spatiales
des activités de recherche, causées par les différents types de proximité entre régions
(Anselin, 1988). Nous avons déjà décrit ces matrices au chapitre précédent.
Par ailleurs, il sera question par la suite de l’interprétation des paramètres des
modèles contenant des décalages spatiaux de la variable dépendante. En effet, plusieurs
auteurs ont montré que ces modèles spatiaux nécessitent une interprétation particulière
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des coefficients des variables explicatives (Anselin, 1988 ; Kelejian et al., 2006 ; Kim
et al., 2003 ; Le Gallo et al., 2003 ; Amara et al., 2010). De même qu’un décalage
temporel nécessite la distinction entre les effets immédiats et les effets cumulés dans
le temps, un décalage spatial nécessite de calculer l’effet cumulé de la variable en
prenant en compte des effets réciproques ou des "feedbacks loops" (voir section 4.5)
des départements voisins. Ainsi, une correction proposée par LeSage et Pace (2009),
consiste à décomposer les effets spatiaux en effets directs (effets sur la région elle-même
y compris les effets réciproques) et en effets indirects (effets sur les autres régions).
Le chapitre s’organise de la manière suivante. Dans la section 2, nous présenterons
les modèles spatiaux utilisés pour estimer nos données d’innovation. Dans la section 3,
nous discuterons la méthode d’estimation. La section 4 sera consacrée à la présentation
des résultats d’estimation des modèles spatiaux. La section 5 présentera les résultats de
la décomposition de l’effet spatial en effets directs et effets indirects. Enfin, la section
6 conclut le chapitre.
4.2. Modèles économétriques spatiaux sur données
de panel
Nous consacrons cette section à la présentation des modèles les plus célèbres
d’économétrie spatiale 2. Ces modèles de régression spatiale représentent des cas
particuliers de modèles d’équations simultanées destinées à décrire les répartitions d’un
indicateur y en un lieu, en fonction des variables explicatives et de ses variations dans
les autres lieux du domaine (d’Aubigny, 2006).
La prise en compte de l’autocorrélation spatiale dans les modèles économétriques
peut s’effectuer de plusieurs manières : par des variables spatiales décalées (endogènes
ou exogènes) ou par une autocorrélation spatiale des erreurs (Le Gallo, 2002b). Comme
point de départ, nous retenons le modèle de régression linéaire classique suivant :
yit = x′itβ + µi +
∑
t
timet + it, i = 1, ..., N et t = 1, ..., T (4.1)
Nous retenons les conventions d’écriture suivantes :
N est le nombre de départements et T la durée de l’étude. yit est la valeur de la variable
dépendante du département i à l’instant t. xit est un vecteur k × 1 d’observations
relatives aux k variables explicatives et β est un vecteur de paramètres de dimension
k × 1. µi est l’effet individuel, spécifique au département i, timet représente l’effet
temporel à l’instant t. Les it sont supposées indépendantes des effets µi et des variables
2. Nous nous limitons au cas des répartitions gaussiennes des résidus.
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explicatives du modèle. Elles sont supposées satisfaire les deux hypothèses suivantes :
H1 : les erreurs it sont identiquement et indépendamment distribuées (iid), suivant
une loi normale, d’espérance nulle et de variance finie σ2 (it ∼ N(0, σ2 )).
H2 : la matrice X est non-stochastique, de rang complet k et lim
n→∞(1/N)X
′X = Q où
Q est une matrice finie et non-singulière.
Partant de ce modèle a-spatial, nous construisons trois spécifications afin de
prendre en compte l’autocorrélation spatiale entre les observations. Il est utile de
préciser que si l’autocorrélation spatiale n’est pas prise en compte, elle peut à la fois
générer une mauvaise estimation des coefficients et de leur significativité, mais aussi
des erreurs d’interprétation dans les diagnostics standards de régression (Anselin, 1988).
4.2.1. Modèle Spatial Autorégressif (SAR)
Une première façon d’incorporer l’autocorrélation spatiale dans un modèle est la
suivante :
yit = ρ
N∑
j=1
wijyjt + xitβ + µi +
∑
t
timet + it, (4.2)
où yit est la valeur de la variable dépendante (ln(bvtit)) du département i à l’instant
t. xit est le vecteur ligne 1 × k des variables indépendantes (ln(R&Dinterne),
ln(R&Dextpub), ln(R&Dextpiv), ln(EGindex))′it. wij est l’élément (i, j) de la matrice
de pondération spatiale W , définie telle que ∑Nj=1wij = 1 afin que W soit standardisée.
ρ est le coefficient d’autorégression spatiale indiquant l’intensité de l’interaction
existante entre l’observation yit et ses voisins. β est de taille k× 1. µi représente l’effet
individuel du département i, timet représente l’effet temporel à l’instant t et it est le
terme d’erreur.
Dans ce modèle, l’observation yit est en partie expliquée par la moyenne des
valeurs prises par la variable dépendante au voisinage du département i 3. Cette
quantité est représentée par le terme ∑nj=1wijyjt, qui correspond à la variable
dépendante décalée spatialement (Spatial Lag) (Encadré 4.1). L’introduction de
la variable dépendante spatialement décalée dans (4.1) permet donc d’apprécier
le degré de dépendance spatiale et les effets de débordements lorsque les autres
variables sont contrôlées. Ainsi, cette variable permet d’évaluer l’impact des autres
variables explicatives tout en contrôlant la dépendance spatiale entre les observations.
Dans la littérature, le coefficient de la variable Wy mesure l’effet de voisinage et
3. Nous parlons ici de moyenne car la matrice W est standardisée. Cette standardisation facilite
aussi la comparaison de l’ampleur de ρ lorsque (4.2) est estimée pour plusieurs matrices de poids.
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l’intensité de l’interaction entre les différents départements dans l’échantillon considéré.
Encadré 4.1 : Construction de la variable Spatial Lag ou Wy
Afin de mieux comprendre la construction de la variable Wy, nous considérons la matrice
de contiguïté d’ordre 1 (C) qui mesure la contiguïté des départements de la région
Midi-Pyrénées. Pour simplifier, nous nous plaçons ici dans un exemple de données en coupe.
La région Mid-Pyrénées regroupe huit départements : l’Ariège (09), l’Aveyron (12),
la Haute-Garonne(31), le Gers(32), le Lot(46), les Hautes-Pyrénées (65), le Tarn(81) et le
Tarn-et-Garonne (82). Si deux départements ont une frontière commune, l’élément de la
matrice prend la valeur 1 et 0 sinon (les caractéristiques des matrices de contiguïtés ont été
déjà présentées dans le chapitre 3).
C =

09 12 31 32 46 65 81 82
09 0 0 1 0 0 0 0 0
12 0 0 0 0 1 0 1 1
31 1 0 0 1 0 1 1 1
32 0 0 1 0 0 1 0 1
46 0 1 0 0 0 0 0 1
65 0 0 1 1 0 0 0 0
81 0 1 1 0 0 0 0 1
82 0 1 1 1 1 0 1 0

La matrice C est par la suite standardisée. Nous obtenons donc une matrice
standardisée notée W . Par la suite, W est multipliée par un vecteur y de dimension (7, 1).
Le produit W × y = Wy est un vecteur de dimension (7,1) représentant le vecteur “Spatial
Lag” correspondant à chaque observation i, i = 1, ..., 7.
Wy=

09 12 31 32 46 65 81 82
09 0 0 1 0 0 0 0 0
12 0 0 0 0 1/3 0 1/3 1/3
31 1/5 0 0 1/5 0 1/5 1/5 1/5
32 0 0 1/3 0 0 1/3 0 1/3
46 0 1/2 0 0 0 0 0 1/2
65 0 0 1/2 1/2 0 0 0 0
81 0 1/3 1/3 0 0 0 0 1/3
82 0 1/5 1/5 1/5 1/5 0 1/5 0

×

y1
y2
y3
y4
y5
y6
y7
y8

=
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
y3
(y5 + y7 + y8)/3
(y1 + y4 + y6 + y7 + y8)/5
(y3 + y6 + y8)/3
(y2 + y8)/2
(y3 + y4)/2
(y2 + y3 + y8)/3
(y2 + y3 + y4 + y5 + y7)/5

Le coefficient obtenu (Wy) permet de mesurer l’effet de l’innovation des départements
voisins d’un département i sur l’innovation du département i.
Finalement, l’ampleur de l’interaction entre le vecteur y et le vecteur Wy est
représentée par le coefficient d’autorégression spatiale ρ. Dans le cas où le modèle (SAR)
n’est pas significatif, il est possible que le processus d’interaction spatiale s’exprime au
travers des erreurs. Autrement dit, nous pouvons faire l’hypothèse que les interactions
spatiales se produisent entre des variables inobservées qui agissent sur le terme d’erreur.
4.2.2. Modèle avec autocorrélation des erreurs (SEM)
Nous considérons le modèle SEM suivant (Florax et Folmer, 1992 ; Baltagi et Li,
2006) :
yit = xitβ + µi +
∑
t
timet + φit (4.3)
Avec φit = λ
∑N
j=1wijφjt + it
λ est un coefficient d’autorégression spatiale des résidus et les erreurs it sont i.i.d,
centrées et de variance σ2.
L’autocorrélation spatiale des erreurs s’interprète souvent comme un problème dans
la spécification du modèle, telle que l’omission de variables pertinentes dans la mesure
où l’effet qui n’est pas capté dans les variables explicatives est imputé à un effet de
diffusion spatiale dans les erreurs. Omettre à tort une autocorrélation spatiale des
erreurs, peut produire des estimateurs non biaisés mais inefficients 4 (Le Gallo, 2002b).
Le modèle avec autocorrélation spatiale des erreurs a été utilisé pour améliorer les
estimations des modèles de prix hédoniques (Pace et Gilley, 1997 ; Dubin, 1998 ; Dubin
et al, 1999), ou de convergence conditionnelle (Fingleton, 1999). Il a également permis
de modéliser la diffusion d’un choc aléatoire portant sur le PIB d’une région vers les
4. C’est-à-dire un estimateur à variance non minimale.
178
4.3. Méthodes d’estimation et règles de choix des modèles spatiaux
autres régions aux États-Unis (Rey et Montouri, 1999) ou en Europe (Baumont et al,
2001).
Par ailleurs, d’autres variables peuvent être introduites dans le modèle afin de
tenir compte de l’existence des externalités de connaissance locales en considérant les
caractéristiques des départements proches. Ainsi, un département peut bénéficier des
externalités de connaissance lorsqu’il est situé à proximité des départements ayant une
activité de R&D intense qui se manifeste à travers un nombre élevé de demandes de
brevets, des dépenses importantes en R&D, de multiples collaborations et alliances
en R&D. Ces externalités sont estimées à travers des variables explicatives décalées
spatialement et une variable à expliquer décalée spatialement. Le modèle de Durbin
spatial (SDM) est donc mobilisé pour cette fin.
4.2.3. Modèle régressif croisé (SDM)
Le modèle SDM contient, outre la variable endogène spatialement décalée, les
variables explicatives spatialement décalées (LeSage et Pace, 2009).
yit = ρ
N∑
j=1
wijyjt + xitβ +
N∑
j=1
wijxjtθ + µi +
∑
t
timet + it (4.4)
Dans ce modèle, l’observation yit est expliquée par la moyenne des logarithmes des
brevets effectués dans les départements voisins à i (∑Nj=1wijyjt), par la moyenne des
variables explicatives des voisins à i (∑Nj=1wijxjtθ), par l’effet individuel spécifique du
département i (µi) et par l’effet temporel timet à l’instant t.
Le modèle SDM peut se présenter comme une version réduite du modèle SEM et
une extension du modèle SAR. En effet, sous l’hypothèse H0 : θ = 0, le modèle prend
la forme d’un modèle SAR. Dans le cas où θ = −ρβ, le modèle SDM prend la forme
d’un modèle SEM. Si les deux hypothèses (H0 : θ = 0 et H0 : θ = −ρβ) sont rejetées,
le modèle SDM doit être donc retenu (Elhorst, 2010a).
Le choix du modèle spatial le plus adéquat pour estimer nos données peut s’effectuer
grâce au test du multiplicateur de Lagrange (Anselin et al., 1996 ; Baltagi et al., 2005 ;
Amara, 2009 ; Millo et Piras, 2012) que nous présentons dans la section suivante.
4.3. Méthodes d’estimation et règles de choix des
modèles spatiaux
Après avoir présenté les trois modèles les plus utilisés dans la littérature en
économétrie spatiale, nous précisons dans cette section les méthodes d’estimation dans
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le cas des modèles spatiaux sur données de panel (§ 4.3.1), ainsi que les tests permettant
de déterminer quel est le modèle spatial (SAR, SEM ou SDM) le plus adapté (§ 4.3.2).
4.3.1. Méthodes d’estimation des modèles spatiaux sur
données de panel
L’application de la méthode des moindres carrées ordinaires (MCO) ou généralisées
(MCG) 5 dans l’estimation des modèles avec dépendance spatiale conduit à des
estimateurs biaisés et non convergents (Dubin, 1988 et Florax et Folmer, 1992 ; Amara
et al., 2010) pour les raisons suivantes :
– Pour le modèle spatial autorégressif, ces estimateurs ne sont pas convergents car
quelque soit la distribution de l’erreur , celle-ci est toujours corrélée avec Wy.
Le décalage spatial d’une observation (Wy)it n’est pas seulement corrélé avec le
terme d’erreur en i, mais aussi avec tous les termes d’erreurs de toutes les autres
localisations.
– Pour le modèle avec autocorrélation spatiale des erreurs, l’estimateur de β est
inéfficient alors qu’il est sans biais. Ceci est expliqué par le fait que les erreurs ne
sont pas sphériques 6.
Ainsi, pour aboutir à des estimateurs convergents, asymptotiquement normaux et
efficients dans les modèles spatiaux, il faut utiliser d’autres méthodes d’estimations.
Une procédure d’estimation appropriée est la méthode de maximum de vraisemblance
(ML) 7.
5. Dubin, 1988 et Florax et Folmer, 1992 montrent que l’application des moindres carrés généralisés
(MCG) dans l’estimation des modèles avec dépendance spatiale conduit à des estimateurs biaisés et
non convergents.
Considérons la régression classique suivante : y = Xβ + , on suppose généralement que E() = 0 et
que la matrice des variances-covariances des erreurs E(T ) = σ2In où In est la matrice d’identité. La
différence de l’estimateur MCG avec l’estimateur MCO est que la matrice de covariance des erreurs est
maintenant différente d’un multiple de l’identité : E(T ) = σ2ω. La matrice de covariance des erreurs
devient une matrice positive connue mais l’estimateur par moindres carré généralisé s’écrit toujours
de la même façon que l’estimateur MCO. Ainsi, les estimteurs MCO et MCG ne sont pas convergents
(El Ouardighi, 2002).
6. C’est-à-dire V () 6= σ2 : les erreurs ne sont pas homoscédatiques et Cov(i, j) 6= 0 : présence
de corrélation entre les erreurs
7. Trois méthodes d’estimation des modèles spatiaux ont été développées dans la littérature :
la méthode de maximum de vraisemblance, la méthode bayésienne et la méthode des variables
instrumentales ou des moments généralisés. les deux premières méthodes ont été présentées en détail
par LeSage et Pace (2009) dans leurs chapitres 3 et 5 du livre "Introduction to spatial econometrics",
et Kelejian et Prucha (1998,1999) pour la 3ème méthode. Cette dernière méthode n’exige pas la
normalité du terme d’erreur, cependant elle ignore la condition que les paramètres spatiaux soient
dans l’intervalle (1/rmin, 1) où rmin est la valeur propre négative la plus grande en valeur absolue de
la matrice de poids.
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4.3.1.1. Estimation par le maximum de vraisemblance
La première étude de l’estimation des modèles spatiaux par le maximum de
vraisemblance a été proposée par Ord (1975) 8. Les conditions pour la convergence,
l’efficience et la normalité asymptotique des estimateurs du MV peuvent être dérivées
du travail de Heijmans et Magnus (1986a, 1986b) pour le modèle spatial autoregressif
et de celui de Magnus (1978) pour le modèle à erreurs autoregressives.
Fonction de vraisemblance pour le cas d’un modèle SAR
La fonction de vraisemblance à maximiser de l’équation (4.2), qui tient compte de
l’hétérogénéité de la variable endogène spatialement décalée ∑j wijyjt, et de l’effet fixe
spatial est présentée comme suit :
LogL = −NT2 log(2Πσ
2) + T log|IN − ρW | − 12σ2
N∑
i=1
T∑
t=1
(yit − ρ
N∑
j=1
wijyjt − xiβ − µi)2,(4.5)
avec In la matrice d’identité d’ordre N .
Afin de maximiser cette fonction, il est nécessaire de calculer le déterminant de la
matrice (IN − ρW ) à chaque itération. Ceci complique les calculs numériques lors
de l’estimation. Ord (1975) et Pace et Barry (1997) ont proposé donc de calculer
ce déterminant en se basant sur les valeurs propres de la matrice W, déterminées
séparément avant les calculs numériques. Le déterminant de la matrice (IN − ρW ) est
donné par :
det(IN − ρW ) =
N∏
i=1
(1− ρωi), (4.6)
où ωi désigne la ième valeur propre de la matrice W . Deux cas se présentent à cette
étape : le cas de l’effet spatial fixe et le cas de l’effet spatial aléatoire.
Pour l’estimation de l’effet fixe spatial µi en fonction des autres paramètres ρ et β,
il suffit que la dérivée de LogL par rapport à µi soit égale à 0 (Elhorst, 2010b).
µi =
1
T
T∑
t=1
(yit − ρ
N∑
j=1
wijyjt − xitβ) (4.7)
Pour l’estimation des autres paramètres du modèle (ρ, β et σ), la solution de µi est
intégrée dans la fonction de vraisemblance (équation 4.5), ce qui donne la fonction de
vraisemblance centrée réduite suivante :
8. Nous présentons dans l’annexe 5 le problème principal du jacobien lié à la maximisation de la
fonction log-vraisemblance
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LogL = −NT2 log(2Πσ
2) + T log|IN − ρW | − 12σ2
N∑
i=1
T∑
t=1
(y∗it − ρ[
N∑
j=1
wijyjt]∗ − x∗itβ)2,(4.8)
où y∗it = yit − 1T
∑N
i=1 yit et où x∗it = xit − 1T
∑N
i=1 xit
Pour le cas de l’effet spatial aléatoire, la fonction de vraisemblance devient :
LogL = −NT2 log(2Πσ
2) + T log|IN − ρW | − 12σ2
N∑
i=1
T∑
t=1
(y′it − ρ[
N∑
j=1
wijyjt]
′ − x′itβ)2,(4.9)
où y′it = yit − (1−
√
σ2/(Tσ2µ + σ2)) 1T
∑N
i=1 yit
et x′it = xit − (1−
√
σ2/(Tσ2µ + σ2)) 1T
∑N
i=1 xit.
Fonction de vraisemblance pour le cas d’un modèle SEM
La fonction de vraisemblance dans le cas d’un modèle SEM à effet fixe spatial est
comme suit :
LogL = −NT2 log(2Πσ
2) + T log|IN − λW | − 12σ2
N∑
i=1
T∑
t=1
[y′it
− λ(
N∑
j=1
wijyjt)
′ − (x′i − λ(
N∑
j=1
wijxjt)
′)β]2 (4.10)
Dans le cas où l’effet spatial est considéré comme aléatoire, la fonction de
vraisemblance prend la forme suivante :
LogL = −NT2 log(2Πσ
2)− 12 log|V |+ (T − 1)
N∑
i=1
log|B|
− 12σ2 e
′( 1
T
ιT ι
′
T ⊗ V −1)e−
1
2σ2 e
′(IT − 1
T
ιT ι
′
T )⊗ (B
′
B)e, (4.11)
où V = Tσ2µ/σ2IN+(BB
′)−1, B = IN − λW , e = Y −Xβ et ιT est une colonne de
1 et de taille T. Pour simplifier le calcul numérique du déterminant de la matrice V,
Elhorst (2003) propose la relation suivante :
log|V | =
N∑
i=1
log[Tσ2µ/σ2 +
1
(1− λωi)2 ]. (4.12)
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4.3.2. Règles de choix des modèles spatiaux
Nous présentons dans cette sous section les différents tests en économétrie spatiale
permettant de discriminer entre une spécification autorégressive (SAR ou SDM) et une
spécification à autocorrélation des erreurs (SEM).
Dans le cas de données en coupe transversale, la statistique la plus utilisée pour
tester l’autocorrélation spatiale est la statistique de Moran (1948, 1950a,b). Comme
nous l’avons précisé dans le chapitre précédent, la statistique de Moran est largement
utilisée pour une analyse globale (statistique I de Moran globale) et aussi, pour une
analyse locale d’autocorrélation ( statistique I de Moran locale) 9.
Concernant la statistique de Moran globale, nous avons montré dans le chapitre
précédent 10, qu’elle n’est pas liée à un modèle statistique spécifié. En effet, nous
l’avons employée pour établir une analyse exploratoire de nos données d’innovation
avant régression. Par ailleurs, cette même statistique peut être utilisée pour tester
l’autocorrélation spatiale dans les résidus d’une régression à travers le test de Moran
après régression. Néanmoins, ce test n’est utilisé que pour le cas de données en coupe,
estimées par MCO.
Pour surmonter cette insuffisance, les tests du multiplicateur de Lagrange (LM)
ont été développés (Anselin et al, 1996 ; Anselin et al, 2008 ; Millo et Piras, 2012) afin
de tester l’omission d’une autocorrélation spatiale des erreurs ou bien l’omission d’une
variable endogène décalée spatialement dans le cadre de données en panel spatial.
4.3.2.1. Les tests du multiplicateur de Lagrange
Depuis les travaux fondateurs de Breusch et Pagan (1980), deux tests de
multiplicateurs de Lagrange (LM) ont été développés pour tester l’autocorrélation
spatiale pour le cas de données de panel (Baltagi et al., 2005). Récemment, Millo
et Piras (2012) ont repris le travail effectué par Baltagi et al. (2005) pour construire
ces deux tests. Le choix du modèle spatial SAR ou SEM s’effectue désormais grâce aux
tests du multiplicateur de Lagrange suivants : LMρ pour le modèle SAR et LMλ pour
le modèle SEM (Anselin, 1988), que nous allons présenter maintenant 11.
9. Le I de Moran local ou Local Indicators of Spatial Association (LISA) permet de mesurer
l’autocorrélation spatiale pour chaque unité spatiale, du fait qu’elle est décomposable à des échelles
spatiales assez désagrégées. Voir chapitre 3 pour plus de détail sur les outils de mesure de
l’autocorrélation spatiale locale.
10. Voir section 4 du chapitre 3.
11. Voir l’article de Millo et Piras (2012) pour plus de détails sur les tests du multiplicateur de
Lagrange pour le cas de données de panel spatial
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Le test du multiplicateur de Lagrange LMρ :
LMρ =
[e′(IT ⊗W )Y/σˆ2]2
J
. (4.13)
Le test du multiplicateur de Lagrange LMλ :
LMλ =
[e′(IT ⊗W )e/σˆ2]2
T × Tw , (4.14)
où ⊗ est le produit kronecker et e (e = Y −Xβ) est le vecteur des résidus du modèle
estimé sur données empilées dans les effets spécifiques µi et timet.
J est donnée par :
J = 1
σˆ2
[((IT ⊗W )Xβˆ′)(INT −X(X ′X)−1X ′)(IT ⊗W )Xβˆ + TTwσˆ2, (4.15)
avec Tw = tr(WW +W ′W ).
Contrairement aux tests du multiplicateur de Lagrange basés sur les résidus des
estimations par la méthode MCO, ces derniers tests sont établis sur les résidus d’une
estimation par le maximum de vraisemblance.
Sous l’hypothèse H0 : ρ = 0 (λ = 0), les statistiques LMρ et LMλ suivent
asymptotiquement une loi N(0, 1). Les tests LMρ et LMλ sont les tests robustes les
plus utiles dans le choix du modèle spatial approprié (Millo et Piras, 2012). En effet,
ces deux tests permettent de vérifier la corrélation spatiale dans les erreurs d’un modèle
qui incorpore éventuellement un effet aléatoire.
Après avoir présenté les tests du multiplicateur de Lagrange pour le cas de données
de panel spatial, il est nécessaire de choisir entre un modèle à effets aléatoires et un
modèle à effets fixes. Pour cela, nous présentons dans ce qui suit le test d’Hausman
dans le cas spatial, permettant d’établir un choix entre ces deux types de modèles.
4.3.2.2. Test d’Hausman dans le cas spatial
Avant de passer aux estimations de nos modèles spatiaux, il est nécessaire de tester
l’absence ou la présence de corrélation entre les perturbations et la variable explicative
du modèle. Généralement, c’est le test d’Hausman (Hausman, 1978) qui compare les
effets fixes aux effets aléatoires et teste si oui ou non l’hypothèse de l’effet aléatoire est
prise en compte par les données. Tout récemment, Mutl et Pfaffermayr (2011) montrent
comment étendre cette procédure dans un cadre spatial (Millo et Piras, 2012). Le test
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d’Hausman dans le cadre spatial s’écrit sous cette forme :
H = NT (θˆFGLS − θˆW )T (
∑ˆ
W
− ∑ˆ
FGLS
)−1(θˆFGLS − θˆW ), (4.16)
où θˆFGLS et θˆW sont, respectivement, l’estimateur des moindres carrés généralisés
spatiaux et l’estimateur within. ∑ˆW et ∑ˆFGLS sont les estimations correspondantes aux
coefficients des matrices des variances-covariances. H est asymptotiquement distribuée
selon une loi de χ2 à k degrés de liberté, avec k, le nombre de régresseurs dans le modèle.
Le test d’Hausman appliqué sur nos données en panel spatial 12 rejette l’hypothèse
d’absence de corrélation entre les perturbations et les variables explicatives. La valeur
du test correspond à 183.35 avec une p−value < 2.2e−16. Compte tenu de ces résultats,
nous privilégions l’adoption du modèle spatial à effets fixes.
4.4. Résultats des estimations des modèles SAR,
SEM et SDM
L’influence significative et positive de la R&D locale sur l’innovation a été largement
mise en évidence dans la littérature (Crépon et Duguet, 1997 ; Licht et Zoz, 1998).
Cette relation a été vérifiée par plusieurs modèles et méthodes d’estimation. Par contre,
certaines études remettent en cause l’effet de la R&D du voisinage. Nous pensons que
la prise en compte de la dimension spatiale pourrait permettre de retrouver le vrai
impact de la R&D du voisinage. Lorsque les données sont géoréférencées, l’utilisation
des méthodes spatiales permet d’améliorer les résultats d’estimation.
Pour cela, nous exprimons ces relations spatiales à travers une matrice de poids de
corrélations spatiales avant d’établir nos régressions. La matrice de poids utilisée pour
nos estimation est la matrice de contiguïté d’ordre 1 13.
Pour mémoire, ces estimations portent sur un échantillon de 94 départements
français métropolitains (Corse exclue) couvrant la période 2002-2008. L’estimation se
fait par maximum de vraisemblance (MV) 14. Les résultats sont présentés pour les trois
modèles spatiaux (SAR, SEM et SDM) sous trois spécifications : spécification avec effets
fixes individuels ou spatiaux, spécification avec effets fixes temporels et spécification
avec effets fixes individuels et temporels (mixte).
12. La commande sphtest du package splm du logiciel R est utilisée pour calculer le test d’Hausman
dans le cadre spatial. L’estimateur convergent utilisé pour ce cas est l’estimateur Within. Voir l’article
de Millo et Piras (2012), pour plus de détails sur ce test.
13. Voir section 3 du chapitre 3 pour une justification du choix d’une matrice de contiguïté d’ordre
1.
14. Comme nous l’avons montré dans la section précédente, les estimateurs MCO ne sont plus
convergents en présence d’autocorrélation spatiale.
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4.4.1. Tableaux des résultats
Afin d’estimer nos données en panel à effets fixes avec dépendance spatiale au niveau
de la variable dépendante (SAR), au niveau du terme d’erreur (SEM) et au niveau des
variables explicatives (SDM), nous retenons les spécifications suivantes : modèle spatial
à effets fixes individuels, modèle spatial à effets fixes temporels et modèle spatial à effets
fixes mixtes.
Les résultats de l’estimation par maximum de vraisemblance sont donnés dans le
tableau (4.1), (4.2) et (4.3). Ces estimations incluent moins de variables explicatives
que les modèles à effets aléatoires car il est impossible d’estimer les paramètres des
variables invariantes dans le temps dans un modèle à effets fixes :
4.4.1.1. Résultat d’estimation du modèle SAR
Tableau 4.1 – Estimation du modèle SAR avec effets fixes
Modèle Avec effets fixes Avec effets fixes Avec effets fixes
individuels temporels mixtes
ln(R&Dintit−1) 0.100**** 0.646**** 0.114****
(0.022) (0.027) (0.029)
ln(R&Dextpubit−1) 0.038** 0.02* 0.018*
(0.010) (0.014) (0.010)
ln(R&Dextpivit−1) 0.012 0.021 0.019
(0.012) (0.021) (0.013)
EGindexit 0.106**** -0.057* 0.113****
(0.023) (0.035) (0.024)
EGindex0100it 0.003 0.0003 0.002
(0.003) (0.067) (0.002)
ρ 0.109* 0.297**** 0.024*
LR 2.141 89.761 0.089
LogL -34.454 -449.643 -28.004
AIC 270.91 925.29 269.31
LR : Test du rapport de vraisemblance
LogL : Logarithme de la vraisemblance
AIC : Critère d’information d’Akaike pour la sélection des modèles.
Les niveaux de significativité statistique sont indiqués par : ∗p < 0.10, ∗∗p < 0.05,
∗∗∗p < 0.01,∗∗∗∗p < 0.001.
La dépendance spatiale agit probablement aussi par l’intermédiaire de facteurs
inobservables. Il est donc probable que cette dépendance spatiale "transite par
l’intermédiaire" des perturbations. Pour cela, nous présentons dans le tableau suivant
les résultats d’estimations du modèle SEM avec les trois spécifications précédentes :
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4.4.1.2. Résultat d’estimation du modèle SEM
Tableau 4.2 – Estimation du modèle SEM avec effets fixes
Modèle Avec effets fixes Avec effets fixes Avec effets fixes
individuels temporels mixtes
ln(R&Dintit−1) 0.114**** 0.692**** 0.120****
(0.022) (0.028) (0.029)
ln(R&Dextpubit−1) 0.022** 0.041**** 0.018
(0.010) (0.014) (0.010)
ln(R&Dextpivit−1) 0.035*** 0.006 0.021
(0.019) (0.022) (0.013)
EGindexit 0.105**** -0.097**** 0.013****
(0.023) (0.026) (0.024)
EGindex0100it 0.002 0.0005 0.002
(0.003) (0.005) (0.002)
λ 0.172** 0.387**** 0.098*
LR 4.519 12.275 1.39
LogL -33.265 -488.38 -28.004
AIC 268.53 1002.8 268.01
LR :Test du rapport de vraisemblance
LogL : Le logarithme de la vraisemblance
AIC : Critère d’information d’Akaike pour la sélection des modèles.
Les niveaux de significativité statistique sont indiqués par : ∗p < 0.10, ∗∗p < 0.05,
∗∗∗p < 0.01,∗∗∗∗p < 0.001.
La dépendance spatiale agit aussi par l’intermédiaire des variables explicatives.
Nous utilisons donc le modèle SDM pour estimer nos données.
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4.4.1.3. Résultat d’estimation du modèle SDM
Tableau 4.3 – Estimation du modèle SDM avec effets fixes
Modèle Avec effets fixes Avec effets fixes Avec effets fixes
individuels temporels mixtes
ln(R&Dintit−1) 0.1**** 0.645**** 0.120****
(0.022) (0.027) (0.029)
ln(R&Dextpubit−1) 0.027** 0.037** 0.022**
(0.010) (0.0142) (0.011)
ln(R&Dextpivit−1) 0.036*** 0.102 0.022*
(0.012) (0.210) (0.013)
EGindexit 0.104**** -0.468 0.108****
(0.023) (0.354) (0.024)
W × ln(R&Dintit−1) -0.017 0.121 -0.016
(0.020) (0.078) (0.021)
W × ln(R&Dextpubit−1) 0.0002 0.009 0.0002
(0.0002) (0.032) (0.0002)
W × ln(R&Dextpivit−1) 0.0311* 0.0304* 0.030*
(0.0176) (0.0177) (0.017)
W × EGindexit 0.013* 0.012* 0.012*
(0.007) (0.007) (0.007)
ρ 0.140** 0.320**** 0.044*
LR 3.099 15.647 0.299
LogL -27.765 -443.436 -15.79
AIC 267.53 922.87 253.58
LR :Test du rapport de vraisemblance
LogL : Le logarithme de la vraisemblance
AIC : Critère d’information d’Akaike pour la sélection des modèles.
Les niveaux de significativité statistique sont indiqués par : ∗p < 0.10, ∗∗p < 0.05,
∗∗∗p < 0.01,∗∗∗∗p < 0.001.
Les questions qui se posent à ce niveau sont les suivantes : lequel des 3 modèles
spatiaux est le plus adéquat (§ 4.4.2) ? Une fois le modèle spatial est choisi, laquelle
des 3 spécifications (effets fixes individuels, effets fixes temporels et effets fixes mixtes)
doit être retenue pour analyser nos résultats (§ 4.4.3) ?
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4.4.2. Critères du choix du modèle spatial sur données de
panel
Il est primordial de choisir l’un des trois modèles spatiaux (SAR, SEM ou SDM)
afin pouvoir interpréter convenablement nos résultats. En effet, nous avons présenté les
estimations en utilisant les trois modèles spatiaux SAR, SEM et SDM, mais nous ne
savons pas quel modèle domine. Jusqu’à une date très récente, nous ne disposions pas de
tests en panel. Comme nous l’avons précisé dans la section précédente, les deux tests
du multiplicateur de Lagrange sont appliqués seulement pour des données en coupe
(Anselin et Rey, 1991 ; Florax et Folmer, 1992). Tout récemment, Millo et Piras (2012)
ont repris le travail de Baltagi et al. (2005) pour construire deux tests du multiplicateur
de Lagrange : LMρ pour le modèle SAR et LMλ pour le modèle SEM.
Nous effectuons donc ce test pour pouvoir choisir entre un modèle à variables
décalées spatialement (SAR) ou (SDM) 15 et un modèle à erreurs spatialement
autocorrélés (SEM).
Tableau 4.4 – Test du Multiplicateur de Lagrange
Test p-value
LMρ 18.397 0.000
LMλ 7.129 0.000
Nous remarquons que la valeur du test LMρ est largement supérieure à celle du
test LMλ. Nous retenons donc le modèle à variable spatiale décalée. Par ailleurs, la
variable "Spatial Lag" peut être introduite au niveau de la variable à expliquer et en
même temps au niveau des variables explicatives d’un modèle : le modèle SDM. Cette
dernière spécification avait reçu beaucoup moins d’attention que les autres, mais son
utilisation devient de plus en plus populaire dans les travaux en économétrie spatiale
(Baltagi et al., 2005 ; Beer et Riedl, 2012). En effet, le modèle SDM permet d’estimer
les spillovers provenant de sources différentes (les brevets ou les dépenses en R&D dans
notre cas). Pour toutes ces raisons, nous retenons le modèle SDM pour analyser nos
résultats 16.
15. Le modèle SDM est aussi un modèle à variable décalée spatialement. Nous pouvons nous limiter
au calcul des tests du multiplicateur de Lagrange pour le cas du modèle SAR et du modèle SEM. Si
LMρ(SAR) > LMλ alors LMρ(SDM) > LMλ. Ce test nous permet de choisir entre un modèle SAR et
SEM ou entre un modèle SDM et SEM.
16. Ce test nous permet de choisir entre un modèle SEM vs SAR ou bien SEM vs SDM et non pas
entre SAR vs SDM. Le modèle SDM contient des variables explicatives décalées spatialement et une
variable à expliquer décalée aussi spatialement ; nous retenons donc ce modèle pour interpréter nos
résultats. En effet, le modèle SDM nous donne plus d’informations sur les spillovers géographiques
issus à la fois des brevets et des dépenses en R&D
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4.4.3. Analyse des résultats et critères du choix du modèle
avec effets fixes adéquat
Après avoir choisi le modèle SDM, notre préoccupation ici est d’examiner la
variation des résultats de ses trois spécifications (effets fixes individuels, effets fixes
temporels et effets fixes mixtes). Nous remarquons que les résultats varient selon la
spécification appliquée. Si nous considérons le modèle avec effets fixes temporels, nous
remarquons que l’effet de la R&D interne est élevé (0.645). Néanmoins, cet effet devient
relativement faible si la spécification est avec effets fixes individuels ou avec effets fixes
mixtes (respectivement 0.100 et 0.120). De même, l’indice d’Ellison Glaeser indique
que la diversification industrielle est bénéfique seulement pour les cas des modèles avec
effets fixes individuels et avec effets mixtes. Cette variation au niveau des coefficients
montre que la prise en compte de l’hétérogénéité individuelle entre les observations (94
départements dans notre cas) via µi, a un effet sur l’ampleur des coefficients estimés.
De plus, les estimations du modèle autorégressif avec effets fixes temporels, individuels
ou mixtes montrent que le coefficient ρ est significatif : l’innovation (logarithme
des brevets) des départements voisins à un département i influence l’innovation
départementale locale.
Par ailleurs, le coefficient ρ est plus important pour le cas du modèle avec effets fixes
temporels (0.320 contre 0.140 pour un modèle avec effets fixes individuels et 0.044 pour
un modèle avec effets mixtes). Ceci est expliqué par le fait que pour une spécification
avec effets fixes temporels, les individus, qui représentent les départements dans notre
cas et qui sont eux mêmes des variables spatiales, ne sont pas pris en compte dans
l’estimation. Ainsi, ceci explique l’ampleur du coefficient spatial ρ pour le cas d’un
modèle avec effets fixes temporels. Ça explique aussi l’ampleur du coefficient de la
R&D interne.
Même si ce dernier modèle ne semble pas pertinent pour estimer nos données
d’innovation, il est important de se baser sur un test statistique afin de choisir l’une de
ces trois spécifications 17.
Pour cette fin, nous utilisons le critère d’information d’Akaike (AIC) le plus
bas 18 (Pace et LeSage, 2004) et nous choisissons ainsi la troisième spécification 19.
17. Nous pouvons utiliser notamment le test du rapport de vraisemblance LR pour comparer les
trois modèles. Le test LR confirme notre choix puisque c’est le modèle avec effets fixes mixtes qui a la
valeur LR la plus faible.
18. Ou bien le Log de vraisemblance le plus élevé.
19. Les résultats trouvés dans le tableau (4.2), avec un modèle SEM, sont similaires à ceux trouvés
avec un modèle SAR. Les effets de la R&D interne sont toujours supérieurs à ceux de la R&D externe
qu’il s’agisse d’un modèle à effets fixes individuels, à effets fixes temporels ou à effets fixes mixtes.
Ainsi, quelle que soit la spécification et quels que soient les effets, l’estimation montre que le coefficient
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Généralement, le modèle avec effets fixes mixtes (two ways fixed model) 20 est le plus
adopté dans la mesure où il influence positivement les coefficients estimés (Baltagi,
2005). En conclusion, nous choisissons la troisième spécification (modèle à effets fixes
mixtes) pour analyser nos résultats.
Les résultats d’estimation de la FPI avec le modèle SDM à double effets fixes sont
très proches de ceux trouvés avec des estimations en panel sans prise en compte de
l’autocorrélation spatiale (décrits dans le chapitre 2 de notre travail). Les résultats
indiquent un impact significatif des dépenses en R&D sur le logarithme du nombre
de brevets affectés aux départements. Les élasticités estimées se situent entre 0.022
(pour ln(R&Dextpubit−1))et 0.120 (pour ln(R&Dintit−1)). Ces régressions donnent un
coefficient légèrement inférieur pour les dépenses en R&D interne (0.120 au lieu de
0.13 (voir tableau 2.6) et des coefficients presque identiques pour les dépenses en R&D
externe publique et privée.
Les résultats du modèle SDM confirment la proposition 1 21 formulée dans le
chapitre 2 puisque le coefficient des dépenses en R&D interne est plus plus élevé
que les deux coefficients des dépenses en R&D externe 22. De plus, l’effet de la R&D
externe privée des départements voisins (W × ln(R&Dextpiv)it−1) est positif sur les
activités innovantes du département considéré. Le coefficient de la diversité régionale
d’Ellison-Glaeser (EGindexit) est légèrement plus élevé dans les estimations spatiales
en panel. De même, le Ellison-Glaeser des régions voisines (W × EGindex)it semble
avoir un impact significatif et positif sur les activités départementales des brevets dans
le cadre d’un modèle SDM.
Par ailleurs, les coefficients estimés de ce modèle méritent une attention particulière
(Anselin et Le Gallo, 2006 ; Kelejian et al., 2006 ; LeSage et Autant-Bernard, 2011).
En effet, l’interprétation des coefficients dans un modèle spatial autorégressif est
problématique dans la mesure où les effets marginaux ne correspondent pas aux
coefficients estimés. Ainsi, une correction a été proposée par LeSage et Pace (2009). Elle
consiste à décomposer l’effet des variables explicatives en effet direct et en effet indirect
afin de rendre l’interprétation des coefficients de ce modèle spatial plus éloquente.
autorégressif spatial est toujours significatif : une dépendance spatiale agit par l’intermédiaire de
facteurs inobservables entre départements. Elle "transite" par l’intermédiaire des perturbations entre
voisins géographiques.
20. Un autre argument en défaveur du modèle à effets fixes temporels est que 2002-2008 est une
période sans choc conjoncturel sur la R&D ; la récession a eu lieu en 2009 en France.
21. Proposition 1 : La nature des connaissances a un impact significatif sur l’ampleur des externalités
de connaissances. Par conséquent, la R&D interne a un effet plus élevé sur l’innovation que la
R&D externe puisque cette dernière ne mesure que les connaissances codifiées sans tenir compte
des connaissances tacites.
22. Nous avons aussi vérifié dans des estimations non présentées ici que cela n’est pas du à la
distinction R&D externe privée/ R&D externe publique.
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Nous allons préciser dans ce qui suit l’importance de cette interprétation dans le
cas du modèle SDM dans la mesure où nous pourrions interpréter à la fois le décalage
spatial au niveau de la variable dépendante et au niveau des variables explicatives.
L’interprétation des paramètres deviendra donc plus riche (LeSage et Pace, 2009) si
nous décomposons ces effets en effets directs et indirects 23.
4.5. Décomposition de l’effet spatial en effets
directs et effets indirects
L’étude des trajectoires des externalités de connaissances est un thème qui a été
traité depuis longtemps. Les modèles utilisés pour cette fin proposent de quantifier
l’ampleur des spillovers de nature spatiale. Généralement, il s’agit de mesurer les
spillovers résultant de l’innovation technologique des régions voisines d’une région
quelconque, et qui ont un effet positif sur la production de l’innovation au sein de
cette région (LeSage et Pace, 2009). En effet, les externalités de connaissances sont
considérées de nature locale et relevant seulement des régions voisines ce qui s’explique
par le fait que la connaissance tacite liée à l’expérience des inventeurs et des chercheurs
"ne voyage pas bien" (LeSage et Pace , 2009). Ce stock de connaissances augmente
dans la région où les inventeurs locaux découvrent de nouvelles idées et les diffusent à
travers les contacts face à face.
En utilisant le modèle SDM pour estimer nos données d’innovation, nous pouvons
mesurer les externalités de connaissance produites par les brevets et aussi celles
produites par les dépenses en R&D à travers les coefficients suivants :
– ρˆ∑Nj=1wijyjt permet de mesurer les externalités de connaissance générées par la
variable à expliquer (Anselin et al., 1997, Acs et al., 2002).
– ∑Nj=1wijxjtθ permet de mesurer les externalités de connaissance générées par les
variables explicatives (LeSage et Pace, 2009).
Ces variables sont introduites dans le modèle afin de rendre compte de l’existence des
externalités de connaissance. En effet, les unités géographiques bénéficient davantage
des externalités lorsqu’elles sont situées dans un environnement riche et fertile qui
se manifeste à travers un nombre élevé de demandes de brevets et des dépenses
importantes en R&D (externalités générées par les variables explicatives du modèle).
L’estimation de ces paramètres est une source d’informations sur la relation entre
observations. En effet, la capacité des modèles de régression spatiaux à saisir ces
interactions représente un apport important (Behrens et Thisse, 2007).
23. Contrairement au modèle SDM, le modèle SEM ne présente pas de décalage spatial au niveau de
la variable dépendante et donc nous ne pouvons pas parler d’effets indirects découlant des changements
dans les variables explicatives.
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Cependant, ce riche ensemble d’informations augmente également la difficulté de
l’interprétation des estimations qui en résultent. Compte tenu de cette difficulté dans
l’interprétation des coefficients, il serait intéressant de décomposer l’effet spatial en
effet direct et en effet indirect pour montrer l’effet des externalités de connaissance
(représentées généralement par les effets indirects) dans le processus de l’innovation
des départements voisins. Autrement dit, le changement d’une seule observation
(département) associée à une variable explicative donnée aura une incidence sur
la région elle-même (effet direct) et est susceptible d’affecter toutes les autres
départements indirectement, puis d’affecter le département initial en retour (effet
indirects transitant par les départements voisins).
Cette section est destinée à présenter l’importance de la décomposition du modèle
SDM estimé sur données de panel avec effets fixes mixtes, en effets directs et effets
indirects (§ 4.5.1), avant de présenter les résultats des estimations (§ 4.5.2).
4.5.1. Du modèle SDM aux effets directs et indirects
Dans un modèle linéaire simple de la forme y = ∑kr=1 xrβr +  où les observations
sont supposées être indépendantes, βr n’est autre que la dérivée partielle de yi par
rapport à xir (effet direct) :
∂yi
∂xir
= βr pour tout i et
∂yi
∂xjr
= 0 pour j 6= i.
Autrement dit, une modification de la variable explicative sur l’observation i
n’entraîne de modifications que sur elle-même et non sur les autres observations.
Dans le cas d’un modèle SDM, les variables explicatives de la région i exercent, non
seulement un effet direct sur la variable dépendante de la même région, yi, mais aussi
un effet indirect sur celles des régions voisines, yj pour (j 6= i).
Ce second type d’effet indirect est généré du fait que les observations sont considérées
comme dépendantes spatialement.
Pour détecter l’effet indirect, LeSage et Pace (2009) présentent le modèle dans le
cas d’une étude en coupe transversale, sous la forme matricielle suivante :
y(In − ρW ) = Xβ +WXθ + lnα +  (4.17)
y =
k∑
r=1
Sr(W )xr + V (W )lnα + V (W ) (4.18)
Sr(W ) = V (W )(Inβr +Wθr) (4.19)
V (W ) = (In − ρW )−1 = In + ρW + ρ2W 2 + ρ3W 3 + ... (4.20)
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Encadré 4.2 : Définition de Sr(W ) (équation 4.19)
Pour comprendre la signification de Sr(W ), reprenons cette équation :
y =
k∑
r=1
Sr(W )xr + V (W )lnα+ V (W ) (4.21)
Ceci peut être présenté comme suit :

y1
.
.
yn
 =
k∑
r=1

Sr(W )11 ... Sr(W )1n
.
.
Sr(W )n1 ... Sr(W )nn
×

x1r
.
.
xnr
+ V (W )Inα+ V (W ) (4.22)
Nous utilisons Sr(W )ij pour dénoter le ième et le jème élément de la matrice Sr(W ) et
V (W )i pour noter la ième ligne de V (W ).
yi =
k∑
r=1
[Sr(W )i1x1r + Sr(W )i2x2r + ...+ Sr(W )inxnr] + V (W )ilnα+ V (W )i.
(4.23)
Contrairement au modèle linéaire simple qui suppose l’indépendance entre les
observations, l’équation (4.19) montre bien que :
∂yi
∂xjr
= Sr(W )ij 6= 0 (4.24)
Sr(W ) représente l’effet de changement d’une observation d’une variable explicative
sur la variable dépendante. L’effet des autres départements est pris en compte dans
le modèle SDM à travers l’introduction des variables WY et WX. Ce résultat est
très important dans l’interprétation des coefficients de la fonction de production
d’innovation. En effet, les variations départementales des niveaux d’innovation
dépendent des niveaux d’innovation des départements voisins capturés par le vecteur
de décalage spatial WY , ainsi que par les dépenses en R&D des régions voisines
représentées par WX.
L’impact d’un changement au niveau de la variable explicative xir sur la variable
dépendante yi est le suivant :
∂yi
∂xir
= Sr(W )ii (4.25)
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Cet impact (effet direct) tient compte du fait que le changement produit sur xir a
aussi un impact sur le voisinage de i (les yj tels que j est voisin de i), ce qui contribue
de nouveau à impacter yi (LeSage et Pace, 2009). L’effet direct est présenté par les
éléments de la diagonale principale de la matrice Sr(W ) alors que les éléments hors
diagonale présentent l’effet indirect. Cet effet indirect provient du fait que les brevets
du département i influencent les brevets des départements voisins, qui influencent
en retour les brevets du département i via le coefficient ρ. Ce dernier représente
l’effet des spillovers (LeSage et Pace, 2009). Ces impacts directs et indirects sont
généralement utilisés pour étudier plusieurs phénomènes. Par exemple, Kelejian et
al. (2006) examinent l’impact de la contagion financière d’un pays sur d’autres pays,
Anselin et Le Gallo (2006) examinent la diffusion de la pollution de l’air, et Baumont
et al.(2003) et Guillain et Le Gallo, (2007) examinent les incidences de l’évolution des
fonds structurels européens dans des régions stratégiques sur la croissance économique
globale.
En se basant sur les équations (4.23) et (4.24), LeSage et Pace (2009) suggèrent
une mesure synthétique de ces impacts. Étant donné que les effets directs (représentés
par les éléments de la diagonale principale de la matrice Sr(W )) et les effets indirects
(représentés par les éléments hors diagonale) varient d’une région à une autre, LeSage et
Pace (2009) considèrent la moyenne de chacun de ces effets comme étant respectivement
les effets directs et les effets indirects de chaque région. La somme (sur les lignes ou sur
les colonnes) des effets directs ou des effets indirects n’est autre que l’effet total :
– Une moyenne de la diagonale de la matrice Sr(W ) fournit une mesure synthétique
de l’impact direct moyen.
– La différence entre l’impact total moyen et l’impact direct moyen constitue
l’impact indirect moyen.
– L’impact total moyen est la somme des impacts totaux sur les lignes (ou colonnes)
de la matrice Sr(W ), puis divisé sur le nombre des régions.
Formellement, les définitions de ces mesures sont les suivantes (LeSage and Pace, 2009 ;
p. 38 (équation 17)) :
– Impact direct moyen : l’impact du changement de la ième observation de xir sur yi
peut être mesuré en utilisant Sr(W )ii, et est égale à n−1tr(Sr(W )). L’impact
direct associé à toutes les observations i est similaire aux coefficients d’une
régression qui représentent une réponse de la variable dépendante à toutes les
autres variables indépendantes.
– Impact total moyen sur une observation : la somme de la ième ligne représente
l’impact total sur une observation individuelle yi résultante du changement de la
rth variable explicative sur toutes les autres observations (régions).
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– Impact total moyen d’une observation sur les autres observations : c’est l’impact
de changement d’une observation i sur toutes les autres observations.
Les formules finales de ces effets sont représentées comme suit :
¯M(r)direct = n−1tr(Sr(W ))
¯M(r)total = n−1l′nSr(W )ln
¯M(r)indirect = M(r)total −M(r)direct
avec tr désigne la trace de la matrice.
4.5.2. Effets feedbacks ou effets de rétroaction simultanée
Dans cette section, nous montrons comment l’effet direct peut être décomposé en
deux effets : un effet sur la variable dépendante et un effet réciproque (feedback loops)
exercé par la région voisine j sur la région i elle-même (LeSage et Pace, 2009).
L’effet feedback est une caractéristique du modèle de régression spatial résultant
de la relation de dépendance spatiale entre observations. Pour comprendre d’où vient
cette différence, nous utilisons l’expression suivante bien connue pour exprimer l’inverse
comme une série infinie de Debreu et Herstein (1953) :
(ln − ρW )−1 = ln + ρW + ρ2W 2 + ρ3W 3 + ...,
Ceci conduit à une reformulation du modèle spatial autorégressif y en utilisant
l’expression autorégressive ci-dessus :
y = (In − ρW )−1Xβ + (I − ρW )−1 peut s’écrire donc de cette manière :
y = (In + ρW + ρ2W 2 + ρ3W 3 + ...)Xβ + (ln + ρW + ρ2W 2 + ρ3W 3 + ...) et donc,
y = Xβ + ρWXβ + ρ2W 2Xβ + ρ3W 3Xβ + ...+ + ρW+ ρ2W 2+ +ρ3W 3+ ...,(4.26)
avec : W 1 = W est la matrice de contigüité d’ordre 1 et définie telle que la diagonale
soit nulle (une observation ne peut être le voisin de soi-même). W 2 est la matrice de
contigüité d’ordre 2 et représente formellement les observations qui sont voisines des
premiers voisins. Dans ce cas, la diagonaleW 2 est différente de 0 puisqu’un département
i peut être le voisin de ses voisins. De même, la diagonale deW 3 est non nulle elle aussi
car il est possible que le département i soit voisin du voisin de ses voisins, etc. L’ampleur
de ce "feedback" dépend de :
– la position des départements dans l’espace,
– du degré de connectivité entre les départements qui dépend de la matrice de poids
W dans le modèle,
– du paramètre ρ qui mesure la force de la dépendance spatiale,
– des paramètres β et θ.
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L’étude de l’impact de changement d’un seul département ou de l’impact des
changements sur un seul département serait représenté par un changement d’une
colonne ou d’une ligne de la matrice Sr(W ). En effet, un département i est considéré
comme le voisin de ses voisins de sorte que l’impact sur ces départements voisins
exercera une influence sur le département i lui-même : l’effet "feedback" où l’observation
i affecte l’observation j et l’observation j affecte l’observation i en retour. Il est évident
que les effets résultant d’un changement dans la variable explicative vont influencer
davantage les voisins les plus proches que les voisins les plus éloignés, et ceci en fonction
de l’ordre du voisinage.
L’effet direct est composé donc de deux effets : effet sur la variable dépendante de cette
même région, et d’un effet "feedback effect" associé aux spillovers géographiques.
4.5.3. Résultats de la décomposition en effets directs et
indirects
Nous retenons le modèle SDM à effets fixes mixtes (Colonne 3 du tableau 4.3) et
nous examinons dans ce qui suit la décomposition de l’effet spatial des coefficients de
nos variables en effets directs et en effets indirects.
4.5.3.1. Effets directs et indirects des variables explicatives
Tableau 4.5 – Estimation des effets directs, indirects et totaux du modèle SDM
(Effets mixtes du tableau 4.3)
Modèle effets directs effets indirects effets totaux SDM (3)/(4)
(1) (2) (3) (4) (5)
ln(R&Dintit−1) 0.137 0.034 0.171 0.120 1.425
ln(R&Dextpubit−1) 0.0274 0.0076 0.035 0.022 1.590
ln(R&Dextpivit−1) 0.045 0.013 0.057 0.022 2.590
EGindexit 0.109 0.026 0.135 0.108 1.25
(4) représente les coefficients du modèle SDM à effets fixes mixtes estimés dans le tableau
(4.3).
(5) représente le rapport entre les effets totaux (3) et les coefficients du modèle SDM à
effets fixes mixtes (4).
La première ligne du tableau (4.5) montre que l’effet direct de la R&D interne est de
l’ordre de 0.137. Cet effet englobe l’effet des dépenses en R&D interne du département
i sur les brevets du département lui-même et les effets de "feedbacks" générés à travers
l’augmentation du nombre de brevets des départements voisins (W 1+W 2+...). Ceci
explique le fait que l’ampleur de ce coefficient (0.137) est supérieure au coefficient de
la R&D interne (0.120) dans le modèle spatial SDM à effets fixes mixtes (colonne 3 du
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tableau (4.3) et colonne (4) du tableau (4.5)). En effet, ce n’est pas seulement l’effet de
la R&D interne du département i sur la variable yi qui est mesuré, mais aussi l’effet de
l’augmentation de l’innovation des départements voisins sur la variable yi, résultante
de l’investissement du département i en R&D interne. L’effet "feedback" est de l’ordre
de 0.017 (0.137-0.120) dans ce cas.
Concernant l’effet indirect des dépenses en R&D interne (0.034), nous remarquons
qu’il est relativement faible (en comparaison avec l’effet direct). Néanmoins, l’effet des
spillovers est non négligeable. Cet effet est représenté par la somme des effets indirects
(0.034) et des "feedbacks" (0.017), ce qui représente un total de spillovers de 0.051
d’effets en plus.
Les effets totaux (3) représentent pour chaque variable la somme des effets directs
et des effets indirects.
Les variables ln(R&Dextpubit−1), ln(R&Dextpivit−1) et EGindexit présentent
respectivement les coefficients directs de valeur 0.0274, 0.045 et 0.109. La différence
entre l’effet direct et le coefficient estimé du modèle SDM est plus importante pour le
cas de la variable ln(R&Dextpivit−1) (0.022).
Comme nous l’avons défini dans le chapitre 2 de notre travail, les dépenses en
R&D externes privées intègrent des connaissances codifiées qui circulent mieux dans
l’espace que les connaissances tacites. Les dépenses en R&D externe privée d’un
département i vont améliorer la capacité productive de ce département ainsi que celles
des départements voisins. Nous pouvons donc dire qu’il existe un effet de spillovers
positif pour ces variables explicatives et surtout pour la variable ln(R&Dextpivit−1).
Afin de mieux comprendre la source des effets indirects et des effets "feedbacks",
nous proposons dans ce qui suit de répartir en fonction de l’ordre de contiguïté les
effets (directs et indirects) de chacune de nos variables explicatives :ln(R&Dintit−1),
ln(R&Dextpubit−1), ln(R&Dextpivit−1) et EGindexit , respectivement dans les
tableaux (4.6), (4.7), (4.8) et (4.9).
4.5.3.2. Répartition des effets directs et indirects par matrice de
contiguïté d’ordre 0 à 4
Le tableau (4.5) nous montre la répartition de l’effet total de nos variables
explicatives en effets directs et indirects. Par ailleurs, en utilisant l’équation (4.26), nous
pouvons faire une décomposition de ces effets en fonction de la matrice de contiguïté
d’ordre 0 à 4 24. Cette décomposition permet de mettre en avant un phénomène de
diffusion des effets. Dans un premier temps, la modification d’une variable explicative
24. Au delà de l’ordre 4, les effets de spillovers deviennent très négligeables.
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va entraîner des variations de la variable à expliquer au niveau local. Dans un second
temps, cela va entraîner une modification sur le plus proche voisinage. Ensuite, ce
phénomène va continuer à se propager en entraînant des modifications aussi bien au
niveau local que sur le voisinage qui devient de plus en plus éloigné.
Pour cela, nous étudions dans les tableaux suivants, la décomposition des effets
directs et indirects pour chacune des variables ln(R&Dintit−1), ln(R&Dextpubit−1),
ln(R&Dextpivit−1) et EGindexit, en fonction de l’ordre (de 0 à 4) de la matrice de
contiguïté.
Le tableau (4.6) représente une décomposition de la première ligne du tableau (4.5) :
Tableau 4.6 – ln(R&Dintit−1) : Répartition de l’effet direct, indirect et total par
matrice de contiguïté d’ordre 0 à 4
Ordre de W effets directs effets indirects effets totaux
W0 0.120 0.000 0.1357
W1 0.000 0.027 0.027
W2 1.830 10−04 0.005 0.0057
W3 1.936 10−05 0.001 0.0011
W4 3.802 10−06 0.0002 0.0002
ligne 1 du tab (4.5) ∑= 0.137 ∑= 0.034 ∑= 0.171
Le tableau (4.7) représente une décomposition de la deuxième ligne du tableau
(4.5) :
Tableau 4.7 – ln(R&Dextpubit−1) : Répartition de l’effet direct, indirect et total
par matrice de contiguïté d’ordre 0 à 4
Ordre de W effets directs effets indirects effets totaux
W0 0.022 0.000 0.0271
W1 0.000 5.57910−03 5.57910−03
W2 3.665 10−05 1.10810−03 1.14510−03
W3 3.878 10−06 2.31210−04 2.35110−04
W4 7.614 10−07 4.75110−05 4.82810−05
ligne 2 du tab (4.5) ∑= 0.0274 ∑= 0.0076 ∑= 0.035
Le tableau (4.8) représente une décomposition de la troisième ligne du tableau
(4.5) :
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Tableau 4.8 – ln(R&Dextpivit−1) : Répartition de l’effet direct, indirect et total
par matrice de contiguïté d’ordre 0 à 4
Ordre de W effets directs effets indirects effets totaux
W0 0.022 0.000 0.045
W1 0.000 9.31510−03 9.31610−03
W2 6.12010−05 1.85110−03 1.91210−03
W3 6.47410−06 3.86110−04 3.92610−04
W4 1.271 10−06 7.93410−05 8.06110−05
ligne 3 du tab (4.5) ∑= 0.045 ∑= 0.013 ∑= 0.057
Le tableau (4.9) représente une décomposition de la quatrième ligne du tableau
(4.5) :
Tableau 4.9 – EGindexit : Répartition de l’effet direct, indirect et total par matrice
de contiguïté d’ordre 0 à 4
Ordre de W effets directs effets indirects effets totaux
W0 0.1089 0.000 0.1089
W1 0.000 0.0214 0.0214
W2 1.35410−04 0.004 0.004
W3 1.37610−05 0.0008 0.0008
W4 2.594 10−06 0.0001 0.0001
ligne 4 du tab (4.5) ∑= 0.109 ∑= 0.026 ∑= 0.135
Nous avons présenté dans les tableaux (4.6, 4.7, 4.8 et 4.9) la répartition des effets
directs et indirects de nos variables explicatives par matrice de contiguïté d’ordre 0 à
4. Nous avons choisi de décomposer ces effets jusqu’à la matrice de contiguïté d’ordre
4 puisque au delà de cet ordre du voisinage, les effets deviennent nuls. La somme de
tous les effets directs (ou indirects) de chaque variable n’est autre que son effet direct
(ou indirect) calculé dans le tableau (4.5). Par exemple la somme des effets directs de
la variable ln(R&Dintit−1) est égale à 0.137 (tableau 4.5), représenté dans le tableau
(4.6) par 0.120+0.000+1.830 10−04+1.936 10−05+3.802 10−06+...=0.137 25.
25. Même principe pour les effets indirects :la somme des effets indirects de la R&D interne du
tableau (4.6) est mesurée par 0.000+0.027+0.005+0.001+0.0002+...=0.034 (effet indirect de la R&D
interne du tableau (4.5).
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Pour comprendre l’effet de l’espace sur l’innovation d’un département considéré,
nous représentons dans le schéma suivant les effets directs, les effets "feedbacks" et les
effets indirects du tableau (4.6) 26 :
Figure 4.1 – Répartition des effets directs et indirects de la R&D interne entre
départements de la région Midi-Pyrénées
A partir du tableau (4.6) et de la figure (4.1), nous essayons d’expliquer les
interactions spatiales qui interviennent entre différents départements et comment les
dépenses en R&D interne 27 des départements voisins peuvent influencer l’innovation
d’un département considéré.
Nous prenons le cas du département Haute-Garonne et nous étudions ses
interactions avec ses départements voisins.
Trois étapes sont considérées pour ce processus de diffusion des connaissances :
– 1ère étape : La première ligne du tableau (4.6) montre que si la R&D interne
du département Haute-Garonne progressait de 1%, l’innovation de ce même
département augmenterait de 0.120% (flèche en noir sur la figure 4.1). Comme
26. Pour ne pas surcharger la figure, nous n’avons représenté dans ce schéma qu’un seul département
voisin (le Tarn (81)). Il est bien entendu que tous les autres départements voisins sont impliqués dans
ce phénomène.
27. Pour simplifier, nous nous focalisons dans cette exemple sur l’étude des interactions entre
départements, résultantes des externalités de la R&D interne. Le même principe est appliqué pour les
dépenses en R&D externe privée et publique.
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l’effet de la R&D interne est sur le département lui-même, la matrice de contiguïté
est donc d’ordre 0. Ainsi, l’effet indirect mesurant les spillovers (LeSage et Pace,
2009) est nul 28.
– 2ème étape : L’innovation des départements voisins au département
Haute-Garonne a un effet positif sur l’augmentation de l’innovation du
département Haute-Garonne. Ainsi, si les brevets des départements voisins
progressaient de 1%, l’innovation (mesurée par le log(brevets)) du département
Haute-Garonne augmenterait de 0.034% en moyenne (flèche en bleu).
– 3ème étape : L’investissement en R&D interne du département Haute-Garonne
influence aussi l’innovation des départements voisins, notamment les voisins
les plus proches (W1). Une fois que les départements voisins connaissent une
augmentation du niveau d’innovation (grâce aux externalités de connaissance
produites par le département Haute-Garonne), la production d’innovation du
département Haute-Garonne augmente (augmentation de 0.017%)(flèche en
rouge).
Ainsi, le département Haute-Garonne reçoit des externalités de connaissance du
département Tarn (81) et des autres départements voisins qui, à l’origine, sont
le résultat de l’investissement du département Haute-Garonne en R&D interne.
Ces effets représentent les effets "feedbacks" ou de rétroaction.
A travers la figure (4.1), nous avons montré comment se répartissent les effets directs
et indirects selon l’ordre du voisinage. Nous pouvons aussi remarquer que dans les
tableaux (4.6, 4.7, 4.8 et 4.9) les effets directs sont une fonction décroissante du nombre
de voisins tandis que les effets indirects décroissent plus lentement que les effets directs,
au fur et à mesure que nous augmentons le nombre de voisins. Les tableaux indiquent
que l’impact direct tend vers 0 au fur et à mesure que nous allons plus loin dans l’espace
et que l’effet de dégradation dans l’espace est extrêmement rapide.
En plus, les impacts indirects sur les voisins du second ordre (W1) passent au
1/5 pour les variables ln(R&Dintit−1), ln(R&Dextpubit−1) par rapport à ceux du
voisin d’ordre 1, au 1/9 pour ln(R&Dextpivit−1) et au 1/18 pour l’indice d’Ellison
Glaeser. Cette baisse montre que l’ampleur des spillovers de connaissance diminue
drastiquement avec la distance. Ceci ressemble aux résultats trouvés par Anselin et
al.(1997) ; Autant-Bernard (2001a) ; Bottazzi et Peri (2003) et récemment à ceux de
LeSage et Autant-Bernard (2011). Intuitivement, il est plus facile de bénéficier de la
R&D des départements contigus que de la R&D d’autres départements plus éloignés
puisque la connaissance dans ce cas est plus facilement assimilée.
28. Pour W 0, SrW = Inβr avec β est le coefficient de régression des dépenses en R&D interne du
modèle SDM.
202
4.6. Conclusion
4.6. Conclusion
L’objectif de ce chapitre était d’examiner la façon dont la dépendance spatiale peut
influencer la relation entre dépenses en R&D et innovation. Nous avons mené cette
analyse sur les 94 départements français métropolitains (Corse exclue) sur des données
en panel pour la période 2002-2008. Le recours aux outils de l’économétrie spatiale sur
des données en panel nous a permis de tenir compte d’une manière explicite des effets
spatiaux.
Les résultats trouvés dans ce chapitre nous ont permis de montrer que les techniques
de modélisation antérieures de la fonction de production de connaissances sont mal
spécifiées surtout quand il s’agit de la mesure de l’effet spatial. En effet, les études
précédentes s’appuient généralement sur des données en coupe et ne prennent pas en
compte l’effet de l’hétérogénéité entre observations. En plus, l’effet spillovers a été
généralement mesuré par le coefficient ρˆWy (Anselin et al., 1997 ; Acs et al., 2002).
A travers la décomposition des coefficients des variables en effets directs et indirects,
nous avons montré que les spillovers peuvent provenir aussi d’un effet "feedback"
réciproque exercé par le département j sur le département i lui-même (LeSage et Pace,
2009).
La décomposition en effets directs et indirects a été établie avec le modèle de Durbin
spatial à double effets, SDM en utilisant une matrice de contiguïté d’ordre 1. Le choix
de ce modèle a été effectué sur la base des tests robustes du multiplicateur de Lagrange,
dédiés aux données en panel spatial (Millo et Piras, 2012). Les résultats d’estimation
de ce modèle montrent que les élasticités des dépenses en R&D (interne et externe)
présentent des signes attendus quelque soit la spécification retenue (effets fixes, effets
individuels ou effets mixtes).
Nos résultats ont montré aussi que quelque soit le modèle estimé (SAR, SEM et
SDM), l’effet spatial existe et est d’une ampleur non négligeable.
La R&D interne, qui est le déterminant essentiel de l’innovation mesurée par
le logarithme des brevets, a un effet important sur la production d’innovation du
département lui-même (0.120). Néanmoins, cet effet ne tient pas compte de l’effet
de feedback (de l’ordre de 0.017 pour la R&D interne) obtenu grâce à l’innovation des
départements voisins au département i, résultant de l’investissement de ce département
i en R&D interne . Ainsi la somme de ces deux effets (0.120+0.017) constitue l’effet
direct de la R&D interne sur la production d’innovation d’un département i.
A cet effet direct, se rajoute un autre effet : l’effet indirect, ou ce que LeSage
et Pace (2009) appellent effet de spillovers géographiques. Au total, les externalités de
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connaissance capturées dans les effets feedbacks (+0.017) et indirects (+0.034) ajoutent
0.051% à l’effet initial de 0.12% sur les brevets. Ce qui donne un effet total de 0.171
au lieu de 0.120 (donc multiplié par 1.425). Ceci constitue donc l’effet total de la R&D
interne sur la production d’innovation d’un département i. Le principal résultat de cette
décomposition en effet direct et indirect montre que l’innovation dans un département
i n’est pas seulement influencée par la R&D de ce même département mais aussi par
l’innovation des départements voisins.
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Nous souhaitions dans cette thèse approfondir les recherches théoriques et
empiriques sur la diffusion des connaissances en France métropolitaine. Notre ambition
ne consistait pas à savoir si les connaissances diffusées sont des externalités de
connaissance ou simplement des flux de connaissance, mais plutôt à étudier l’étendue
géographique de ce processus de diffusion des connaissances en utilisant plusieurs
approches empiriques. Ces approches par l’économétrie des données de panel, l’analyse
exploratoire spatiale et l’économétrie spatiale se sont révélées très fructueuses. Nos
résultats empiriques ont permis de mettre en avant les effets des connaissances localisées
et distantes sur les activités innovantes en France, tout en soulignant l’importance des
canaux de transmission de ces connaissances.
Cette thèse s’est déclinée en quatre chapitres. Le premier a présenté un survey
théorique sur la question des frontières géographiques de la diffusion des connaissances ;
les trois chapitres suivants, empiriques, ont répondu à notre problématique et ont
développé nos hypothèses de recherche.
* * *
Dans le premier chapitre, nous sommes revenus sur le concept de "connaissance". Ce
chapitre a permis de rappeler que la connaissance possède en partie les caractéristiques
d’un bien public. Il en résulte des bénéfices collectifs qui enrichissent les connaissances
des entreprises externes, d’où la notion d’externalités de connaissance. Le rôle de ces
externalités dans les activités innovantes a pris une place importante dans la littérature
économique (Cowan et al., 2000 ; Autant-Bernard et al, 2008).
Prenant appui sur cette littérature, nous avons mobilisé les approches de l’économie
géographique, de l’économie de la connaissance et de la géographie de l’innovation afin
de faire ressortir le caractère localisé de la connaissance. Ces approches ont largement
souligné l’importance de la proximité géographique pour bénéficier des externalités de
connaissance localisées (Localized Knowledge Spillovers, LKS) ou, plus généralement,
des flux de connaissance. L’hypothèse qui sous-tend cette conclusion est qu’une partie
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de la connaissance est tacite et que le face à face est une condition nécessaire pour son
échange.
Toutefois, la nature tacite comme justification des LKS a été remise en cause dans la
mesure où la transmission des connaissances tacites ne peut être que volontaire même
en présence de contacts face à face (Breschi et Lissoni, 2003 ; Gallié, 2002).
Nous avons montré qu’au delà de sa nature tacite/codifiée, la connaissance présente
un aspect collectif qui fait qu’elle peut être diffusée loin dans l’espace, d’où la notion
d’externalités de connaissance distantes (Distant Knowledge Spillovers, DKS). En effet,
les DKS jouent un rôle aussi important que les LKS dans la production d’innovation.
Comme ces externalités ne sont pas bornées dans un espace géographique donné, elles
peuvent se diffuser à une distance plus longue que les LKS.
Dans ce chapitre, nous avons également montré, à travers un panorama des
mécanismes et des différents canaux de diffusion des connaissances, que si l’espace
compte, c’est parce qu’il existe des réseaux d’innovation qui facilitent la collaboration
et le transfert des connaissances.
Nous avons clos ce chapitre en précisant l’importance des pôles de compétitivité
dans le transfert de connaissance. Les études empiriques sont loin d’être unanimes
sur les méthodes de mesure des spillovers géographiques ainsi que sur l’ampleur des
connaissances diffusées. Cela s’explique par le fait qu’elles étudient des canaux de
diffusion des connaissances très variés et des formes d’agglomération des activités
innovantes elles aussi très hétérogènes.
Le deuxième chapitre offre des prolongements empiriques au premier chapitre.
Nous avons mobilisé deux principales approches empiriques pour étudier la relation
entre espace et innovation par le biais des externalités de connaissance. La première
approche a consisté à étudier les flux de connaissance appréhendés par les citations
de brevets. Cette méthode a été par la suite critiquée (Almeida et Kogut, 1999). En
effet, comme il existe un lien entre les citations de brevets et les brevets, toutes les
critiques qui s’appliquent aux brevets s’appliquent aussi aux citations de brevets. La
deuxième approche s’est appuyée sur une fonction de production de connaissance telle
que proposée par Jaffe (1989). Cette dernière présente l’avantage, par rapport à la
première, d’envisager l’interaction entre unités voisines ou proches.
Ensuite, partant des travaux de Bottazzi et Peri (2003) consacrés à l’estimation
de la fonction de production de connaissance, nous avons proposé d’opérer une
différenciation de la R&D en distinguant R&D interne, R&D externe privée et R&D
externe publique. Nous avons estimé les effets de leurs spillovers géographiques sur le
processus d’innovation.
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Ces estimations ont été conduites en deux temps. Nous avons tout d’abord mené
notre étude en nous basant sur des données en coupe. L’analyse a consisté à mesurer
l’effet des spillovers des dépenses en R&D moyennes (mesurées entre 2002 et 2005)
sur l’innovation du département considéré, cumulées entre 2005 et 2008. Ces spillovers
ont été mesurés dans des classes de distances géographiques d’ampleur 200 kilomètres
puis dans des classes de distances plus fines (d’ampleur 100 kilomètres) afin de mieux
délimiter l’effet de ces spillovers. De plus, nous avons introduit dans le modèle plusieurs
variables mesurant la qualité et la quantité des réseaux d’innovation. Deux résultats
ont été tirés de ces estimations en coupe transversale : le premier montre que seule
la R&D externe privée mesurée dans l’intervalle ]0− 100km] a un effet significatif sur
le dépôt de brevets. Ce résultat suggère que le transfert de connaissances codifiées ne
nécessite pas une forte proximité géographique, contrairement aux connaissances tacites
(mesurées par la R&D interne) qui nécessitent beaucoup plus de contacts face à face.
Le deuxième résultat de ces estimations confirme l’importance des réseaux d’innovation
dans la diffusion des connaissances.
Toutefois, nous avons précisé que ces estimations ne prennent pas en compte
l’hétérogénéité entre observations. Afin d’apprécier la validité des estimateurs obtenus
avec l’étude en coupe transversale, nous avons réalisé une autre analyse portant sur des
données de panel. Cette dernière analyse est effectuée pour la période allant de 2002
à 2008. Les deux analyses font ressortir des résultats divergents en ce qui concerne
l’effet et l’étendue des spillovers géographiques. Il ressort notamment que les effets de
spillovers sur l’innovation sont à la fois négatifs et positifs selon le type de la R&D et
l’intervalle considéré. L’approche par cercles concentriques de Bottazzi et Peri (2003)
présente donc certaines limites qui se traduisent par une divergence de résultats entre
l’estimation en coupe transversale et celle sur données de panel. Une estimation plus
précise s’avère nécessaire pour mesurer l’ampleur des effets d’interdépendance spatiale
entre les départements français.
Le troisième chapitre a permis de comparer les dynamiques spatiales de
l’innovation de 2002 à celles de 2008. Nous avons mobilisé les techniques de mesure
de l’autocorrélation spatiale permettant d’analyser les structures d’agglomération des
activités innovantes en France. Il s’agit notamment des outils de l’analyse exploratoire
des données spatiales, dite "AEDS". Par rapport aux indices classiques de concentration
(notamment l’indice de Gini), l’AEDS a permis de tester la significativité de la
concentration géographique en tenant compte explicitement de l’autocorrélation et
de l’hétérogénéité spatiale de nos données. D’une part, l’AEDS a permis de mesurer
l’agglomération globale à travers la statistique de Moran globale. D’autre part, elle
s’est intéressée à l’analyse locale de l’autocorrélation à travers le diagramme de Moran,
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les statistiques de LISA et les cartes de significativité de LISA. Cette dernière n’est
qu’une combinaison des deux derniers indicateurs locaux. Le diagramme de Moran
fournit l’état de chaque département français aux dates 2002 et 2008, et montre si
chaque département correspond ou non au schéma global d’autocorrélation spatiale.
Les statistiques de LISA ont pour objectif de montrer, si elles sont significatives,
que l’innovation d’un département est liée à celle de ses voisins (association spatiale
significative) ou au contraire, si elles ne le sont pas, que cette innovation est due à
d’autres facteurs ne provenant pas des interactions existant entre les départements.
Compte tenu des données dont nous disposons, les résultats de l’analyse exploratoire
confirment l’existence d’une dynamique spatiale positive et significative pour le cas des
dépenses en R&D et des brevets. En effet, l’ensemble de l’analyse laisse apparaître la
persistance de disparités relativement importantes au sein des départements français.
Nous soulignons des discontinuités et des associations spatiales des brevets aussi
bien positives que négatives. En 2002, 68,08% des associations (75,53% en 2008)
appartiennent aux quadrants H-H (valeurs autocorrélées positivement et supérieures à
la moyenne) et L-L (valeurs autocorrélées positivement et inférieures à la moyenne). Les
départements atypiques sont représentés par les quadrants H-L (valeurs autocorrélées
négativement et supérieures à la moyenne) et L-H (valeurs autocorrélées négativement
et inférieures à la moyenne). En 2002, 31,92% (24,47% en 2008) des départements sont
représentés par des associations L-H et H-L.
Cette disparité met en évidence les externalités de connaissance. Les externalités
positives sont importantes dans la région Île-de- France. Comme elle occupe la première
place dans les activités innovantes, cette région présente une dynamique spatiale
positive indiquant une très forte dynamique d’agglomération du processus d’innovation.
Cette constatation nous amène à préconiser une politique qui viserait l’accroissement
des interactions et des complémentarités entre les périphéries. Dès lors, un retour sur la
politique régionale et sur son rôle majeur quant à la réduction des inégalités au niveau
des activités innovantes nous paraît pertinent.
Ces résultats, bien qu’étant exploratoires, ont été pris en compte dans nos
estimations afin de déterminer l’ampleur de cette dépendance spatiale et l’étendue
géographique des externalités de connaissance. Dans le prolongement de ce troisième
chapitre, nous avons choisi, dans le quatrième chapitre, d’établir une modélisation
basée sur des modèles spatiaux. Ce dernier chapitre a permis de mesurer de manière
explicite les effets spatiaux. Nous avons proposé trois modèles spatiaux : un modèle
autoregressif spatial à variable endogène décalée (SAR), un modèle autorégressif à
variable endogène et à variables explicatives décalées spatialement (SDM), et enfin un
modèle autoregressif sur les erreurs (SEM).
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Dans la première partie de ce chapitre, nous avons présenté les résultats des
estimations pour les trois modèles (SAR, SEM et SDM) sous trois spécifications
différentes : spécification avec effets fixes individuels, spécification avec effets fixes
temporels et spécification avec effets fixes individuels et temporels (mixte). Nous avons
établi le test du multiplicateur de Lagrange appliqué sur nos données de panel spatial
et ce qui nous a permis de choisir le modèle à variables décalées spatialement (SDM).
En utilisant le critère d’information d’Akaike (AIC) le plus bas, nous avons retenu la
spécification à effets mixtes du modèle (SDM).
Le coefficient d’autocorrélation spatiale ρ estimé est faible mais positif et
significatif, ce qui indique la présence d’externalités positives émanant des brevets
des départements voisins. Ces externalités influencent positivement l’innovation du
département considéré. Il y a donc bien des spillovers de connaissance entre les
départements français.
Par ailleurs, le modèle SDM a permis d’estimer les spillovers en provenance des
variables explicatives, notamment les dépenses en R&D. Pour cela, nous avons proposé,
dans la deuxième partie de ce même chapitre, de décomposer les effets des coefficients
de ces variables en effets directs et effets indirects. Cela nous a permis de mesurer
d’une manière plus explicite l’ampleur des spillovers liés aux variables explicatives. Les
effets de spillovers sont représentés par les effets indirects et les effets feedbacks 29.
L’ampleur de ces effets diminue rapidement avec la distance mais elle n’est pas
négligeable pour les départements les plus proches. Les effets directs tiennent compte
de l’effet de rétroaction. Ce dernier est le résultat de l’augmentation de l’innovation des
départements voisins à un département i grâce à l’investissement de ce dernier dans
les dépenses en R&D.
Nous avons démontré que la proximité géographique a des effets positifs sur la
productivité de la R &D, que le contenu de la R&D interne en connaissances tacites lui
donne un avantage sur la R&D externe, que la diversité industrielle des territoires
a des effets positifs sur l’innovation, et que les pôles de compétitivité améliorent
la productivité de l’innovation grâce à la richesse des canaux de transmission des
connaissances dont ils disposent. Nous avons aussi proposé une décomposition spatiale
de l’impact de la R&D en un effet direct et un effet indirect. Les effets feedback et
indirect y représentent une mesure plus précise des externalités de connaissance.
* * *
29. Nous précisons que notre travail a été établi à un niveau agrégé (le département). Par conséquent,
nous ne sommes pas en mesure d’évaluer les spillovers inter-entreprises.
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Ces résultats de thèse pourraient être approfondis et améliorés sur plusieurs points.
Tout d’abord, ils pourraient être enrichis par l’approfondissement de la question des
externalités de connaissance négatives trouvées dans l’étude sur données de panel du
chapitre 2. En général, la littérature considère que la proximité géographique a toujours
un impact positif sur l’innovation. Les résultats de la deuxième partie du chapitre 2
nuancent cette idée. Il serait donc judicieux d’étudier la source de ces effets négatifs et de
comprendre pourquoi la proximité géographique se transforme parfois en inconvénients
et génère des freins à l’innovation.
Un deuxième prolongement envisagé pourrait consister à introduire dans le
modèle spatial du chapitre 4 (le modèle SDM) des variables quantitatives mesurant
d’une manière plus directe l’effet des canaux de transmission des connaissances sur
l’innovation. En effet, la décomposition en effets directs et indirects ne s’applique que
pour le cas d’un modèle à effets fixes, ce qui empêche l’estimation des coefficients des
variables invariantes dans le temps. Ainsi, l’introduction de ces variables dans le modèle
pourrait nous permettre d’obtenir des résultats plus appropriés dans la mesure où nous
tiendrions compte à la fois de l’effet spatial et des variables réseaux.
Une dernière extension à ce premier travail de recherche serait d’établir notre
étude à un niveau plus désagrégé notamment au niveau cantonal. Ceci permettrait de
déterminer les dynamiques spatiales au niveau intra-départemental et donc d’étudier,
d’une manière plus explicite, la disparité spatiale de l’innovation au sein de chaque
département.
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Annexe 1
1. Carte des départements français métropolitains (Corse exclue)
(01) Ain, (02) Aisne, (03) Allier, (04) Alpes-de-Haute-Provence, (05) Hautes-Alpes
(06) Alpes-Maritimes, (07) Ardèche, (08) Ardennes, (09) Ariège, (10) Aube, (11)
Aude,(12) Aveyron, (13) Bouches-du-Rhône, (14) Calvados, (15) Cantal, (16) Charente,
(17) Charente-Maritime, (18) Cher, (19) Corrèze, (21) Côte-d’Or, (22) Côtes-d’Armor, (23)
Creuse,(24) Dordogne, (25) Doubs, (26) Drôme, (27) Eure, (28) Eure-et-Loir, (29) Finistère,
(30) Gard, (31) Haute-Garonne, (32) Gers, (33) Gironde, (34) Hérault, (35) Ile-et-Vilaine,
(36) Indre, (37) Indre-et-Loire, (38) Isère, (39) Jura, (40) Landes,(41) Loir-et-Cher, (42)
Loire, (43) Haute-Loire, (44) Loire-Atlantique, (45) Loiret,(46) Lot, (47) Lot-et-Garonne,
(48) Lozère, (49) Maine-et-Loire, (50) Manche, (51) Marne, (52) Haute-Marne, (53) Mayenne,
(54) Meurthe-et-Moselle, (55) Meuse, (56) Morbihan, (57) Moselle, (58) Nièvre, (59) Nord,
(60) Oise, (61) Orne, (62) Pas-de-Calais, (63) Puy-de-Dôme, (64) Pyrénées-Atlantiques, (65)
Hautes-Pyrénées, (66) Pyrénées-Orientales, (67) Bas-Rhin, (68) Haut-Rhin, (69) Rhône, (70)
Haute-Saône, (71) Saône-et-Loire, (72) Sarthe, (73) Savoie, (74) Haute-Savoie, (75) Paris, (76)
Seine-Maritime, (77) Seine-et-Marne, (78) Yvelines, (79) Deux-Sèvres, (80) Somme, (81) Tarn,
Annexes
(82) Tarn-et-Garonne, (83) Var, (84) Vaucluse, (85) Vendée, (86) Vienne, (87) Haute-Vienne,
(88) Vosges, (89) Yonne, (90) Territoire de Belfort, (91) Essonne, (92) Hauts-de-Seine, (93)
Seine-Saint-Denis, (94) Val-de-Marne, (95) Val-d’Oise.
Annexe 2
2. Matrices de 1 à 4 voisins du département Haute-Garonne
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Annexe 3
3.1 Cartes et tableaux de significativité de LISA pour le cas de la R&D
interne
3.1.0 Carte de significativité de LISA de la R&D interne en 2002 et 2008
3.1.1 Statistiques de LISA de la R&D interne en 2002
Nom du département code Statistiques LISA Clusters p-value
Gers 32 0.179 L-L 0.01
Loiret 45 0.093 H-H 0.01
Meuse 55 0.189 L-L 0.01
Pyrénées-Orientales 66 0.196 L-L 0.01
Val-De-Marne 94 2.1028 H-H 001
Drôme 26 0.086 L-L 0.02
Oise 60 -0.000 L-H 0.02
Hauts-De-Seine 92 5.646 H-H 0.02
Val-D’oise 95 0.136 H-H 0.02
Seine-Saint-Denis 93 0.662 H-H 0.03
Yvelines 78 6.293 H-H 0.04
Essonne 91 1.905 H-H 0.04
Dordogne 24 0.146 L-L 0.05
Puy-De-Dome 63 -0.230 H-L 0.05
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3.1.2 Statistiques de LISA de la R&D interne en 2008
Nom du département code Statistiques LISA Clusters p-value
Val-De-Marne 94 3.314 H-H 0.002
Yvelines 78 6.072 H-H 0.008
Hauts-De-Seine 92 6.369 H-H 0.008
Pyrénées-Orientales 66 0.343 L-L 0.012
Drôme 26 0.213 L-L 0.014
Loiret 45 0.260 H-H 0.014
Meuse 55 0.311 L-L 0.016
Val-D’Oise 95 0.378 H-H 0.016
Ardennes 08 0.308 L-L 0.022
Seine-Saint-Denis 93 1.303 H-H 0.034
Gers 32 0.275 L-L 0.044
3.2 Cartes et tableaux de significativité de LISA pour le cas de la R&D
externe publique
3.2.0 Carte de significativité de LISA de la R&D externe publique en 2002 et
2008
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3.2.1 Statistiques de LISA de la R&D externe publique en 2002
Nom du département code Statistiques LISA Clusters p-value
Gers 32 0.118 L-L 0.002
Meuse 55 0.119 L-L 0.002
Val-De-Marne 94 0.0665 H-H 0.004
Pyrénées-Orientales 66 0.118 L-L 0.016
Loiret 45 -0.281 L-H 0.02
Lot 46 0.113 L-L 0.032
Dordogne 24 0.109 L-L 0.034
Vienne 86 -0.285 L-H 0.034
Drôme 26 0.033 L-L 0.042
Tarn-Et-Garonne 82 0.106 L-L 0.048
Sarthe 72 -0.182 L-H 0.038
3.2.2 Statistiques de LISA de la R&D externe publique en 2008
Nom du département code Statistiques LISA Clusters p-value
Meuse 55 0.189 L-L 0.001
Val-De-Marne 94 -0.150 L-H 0.001
Gers 32 0.182 L-L 0.003
Hauts-De-Seine 92 6.891 H-H 0.004
Loiret 45 -0.287 L-H 0.012
Yvelines 78 4.203 H-H 0.028
Ardennes 8 0.181 L-L 0.032
Pyrénées-Orientales 66 0.190 L-L 0.036
Saône-Et-Loire 71 -0.143 H-L 0.042
Dordogne 24 0.164 L-L 0.046
3.3 Cartes et tableaux de significativité de LISA pour le cas de la R&D
externe privée
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3.3.0 Carte de significativité de LISA de la R&D externe privée en 2002 et 2008
3.3.1 Statistiques de LISA de la R&D externe privée en 2002
Nom du département code Statistiques LISA Clusters p-value
Val-De-Marne 94 0.145 H-H 0.002
Loiret 45 -0.377 L-H 0.004
Drôme 26 0.062 L-L 0,01
Pyrénées-Orientales 66 0.102 L-L 0.01
Hauts-De-Seine 92 6.069 H-H 0.01
Yvelines 78 6.515 H-H 0.02
Meuse 55 0.098 L-L 0.026
3.3.2 Statistiques de LISA de la R&D externe privée en 2008
Nom du département code Statistiques LISA Clusters p-value
Hauts-de-Seine 92 6.411 H-H 0.01
Val-De-Marne 94 3.162 H-H 0.01
Loiret 45 0.259 H-H 0.02
Yvelines 78 6.632 H-H 0.02
Val-D’oise 95 -0.001 L-H 0.02
Meuse 55 0.258 L-L 0.03
Mayenne 53 0.185 L-L 0.05
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4. Spécification spatiale en panel à effets aléatoire
Modèle RE-SEM RE-SAR RE-SDM
lnR&Dintit− 1 0.183**** 0.185**** 0.089**** 0.099**** 0.092**** 0.098****
(0.025) (0.025) (0.018) (0.019) (0.018) (0.018)
lnR&Dextpubit− 1 0.025** 0.022* 0.023** 0.022** 0.024** 0.023**
(0.012) (0.012) (0.010) (0.011) (0.010) (0.010)
lnR&Dextprivit− 1 0.037*** 0.037*** 0.018 0.022** 0.015 0.020*
(0.013) (0.013) (0.011) (0.011) (0.011) (0.011)
EGindexit 0.119**** 0.121*** 0.131**** 0.134**** 0.134**** 0.135****
(0.025) (0.025) (0.024) (0.024) (0.024) (0.024)
EG0200it 0.015 0.012 0.025 0.025
(0.031) (0.031) (0.022) (0.023)
intercopubliscorei 0.162**** 0.140**** 0.139****
(0.047) (0.040) (0.040)
poleMi 0.697**** 0.590**** 0.590****
(0.088) (0.078) (0.077)
largecityi 0.671* 0.308 1.078*** 0.750*** 1.077*** 0.764***
(0.395) (0.308) (0.337) (0.272) (0.334) (0.270)
W × ln(RDinti,t−1) -0.021 -0.016
(0.021) (0.022)
W × ln(RDextpubi,t−1) 0.012 0.016
(0.014) (0.015)
W × ln(RDextprivi,t−1) 0.025 0.025
(0.020) (0.020)
W × EGindexit 0.015* 0.015*
(0.008) (0.008)
W × intercopubliscorei -0.004*
(0.002)
W × poleMi -0.013*
(0.007)
W × largecityi 0.006 -0.002
(0.020) (0.019)
ρ 0.630*** 0.549*** 0.633*** 0.547***
(0.080) (0.088) (0.08) (0.088)
λ 0.229** 0.234**
(0.093) (0.093)
AIC 623.832 584.720 598.294 564.537 599.941 564.856
*p<0.1, **p<0.05, ***p<0.01, ****p<0.001
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Annexe 5
Le problème du jacobien de l’estimation par le maximum de
vraisemblance
Pour le modèle SEM (equation 4), le point de départ est l’hypothèse de normalité des
termes d’erreur :
µ ∼ N id(0, σ2I). Puisque dans (5e6),
µ = (I − λW2)(y − ρW1y −Xβ), le jacobien de la transformation est :
J = det(∂µ∂y ) = |I − ρW1||I − λW2|.
La fonction de log-vraisemblance de y s’écrit donc :
lnL(y|ρ, λ, β) = −N2 ln(2pi)− N2 ln(σ2) + ln|I − ρW1|+ ln|I − λW2| − 12σ2u′u
De cette expression, on déduit l’espace des paramètres de ρ et λ.
Soient ωmax la valeur propre positive maximale et ωmin la valeur propre négative la plus
grande en valeur absolue de W.
Alors on démontre que |I − ρW1| et |I − λW2| sont positifs si l’inégalité 1ωmin < ψ < 1ωmin
(avec ψ=ρ ou λ) est respectée.
Pour une matrice standardisée en ligne, ωmax = 1 et ωmin > −1.
Le problème principal de l’estimation par le maximum de vraisemblance est la présence
du jacobien puisque la maximisation de la fonction de log-vraisemblance nécessite son
évaluation pour chaque nouvelle valeur de ρ ou de λ. Il s’agit d’une opération lourde, même
pour de petits échantillons, dans la mesure où il faut calculer le déterminant d’une matrice
carré de dimension N.
Ord (1975) propose une solution qui consiste à exploiter la décomposition du jacobien en
termes des N valeurs propres de la matrice de poids W.
|I − ρW | = ∏Ni=1(I − ρωi)⇒ ln|I − ρW | = ∑Ni=1 ln(1− ρωi)
Ainsi, au lieu de calculer le déterminant de I − ρW à chaque étape, il n’est besoin
de calculer qu’une fois pour toutes les valeurs propres de W si l’on utilise cette formulation
simplifiée. La fonction de vraisemblance globale se réduit alors à la somme des vraisemblances
individuelles. Certains auteurs fournissent des codes pour quelques logiciels économétriques
basés sur cette propriété (Anselin et Hudak, 1992 ; Griffith, 1993 ; Li, 1996).
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Le système d’équations résultant des conditions du premier ordre n’admet pas dans ce
cas de solution analytique.
En revanche, les systèmes correspondant aux modèles (3 et 4) admettent des
solutions issues des conditions du premier ordre permettant de construire une fonction de
log-vraisemblance concentrée. On pourra se référer à Anselin (1988a) et Le Gallo (2000) pour
plus de détails sur les formes prises par les estimateurs dans ces deux cas particuliers.
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Proximité géographique, diffusion des connaissances et innovation : une étude
sur les départements français métropolitains
Cette thèse vise à approfondir les recherches théoriques et empiriques sur la diffusion
spatiale des connaissances en France métropolitaine. La thèse offre tout d’abord une revue de
la littérature économique sur la relation connaissance-externalités-innovation. Elle propose
ensuite une analyse empirique utilisant deux approches. La première est l’approche par les
cercles concentriques. Nous l’utilisons de deux façons : sur des données en coupe transversale
puis sur des données de panel. Les résultats trouvés sont divergents ce qui nous pousse
à utiliser une deuxième approche plus précise basée sur les techniques de l’économétrie
spatiale. Après avoir décrit de manière détaillée les dynamiques spatiales de l’innovation
entre 2002 et 2008, nous estimons des modèles spatiaux (SAR, SEM et SDM) sur nos
données de panel. Ensuite, cette deuxième approche propose une décomposition spatiale de
l’impact de la R&D en effet direct et effet indirect. Cela permet une mesure plus fine des
externalités de connaissance. Les résultats principaux de cette thèse sont que la proximité
géographique a des effets positifs sur la productivité de la R&D ; que le contenu de la
R&D interne en connaissances tacites lui donne un avantage sur la R&D externe ; que la
diversité industrielle des territoires a des effets positifs sur l’innovation ; et que les pôles de
compétitivité améliorent la productivité de l’innovation grâce à la richesse des canaux de
transmission des connaissances dont ils disposent.
Mots-clés : Diffusion des connaissances, externalités de connaissance, proximité
géographique, innovation, économétrie spatiale, clusters, pôle de compétitivité.
Geographical proximity, knowledge diffusion and innovation : a study on French
metropolitan regions
The aim of this thesis is to further theoretical and empirical research on the spatial
diffusion of knowledge in France. First, this thesis provides a review of the economic literature
on the relation knowledge-innovation-externalities. It then offers an empirical analysis using
two main approaches. The first one is the concentric circles method. The use of this approach
is conducted in two stages : with cross-sectional data and with panel data. The results are
divergent which pushed us to use a second more precise approach based on the techniques of
spatial econometrics. After comparing the spatial dynamics of innovation between 2002 and
2008, we made estimates using spatial models (SAR, SEM and SDM). Then, we propose in
this second approach a spatial decomposition of the R&D impact into a direct and indirect
effect. It provides a more precise measure of knowledge spillovers. The main results of this
thesis are that geographical proximity has a positive effect on the productivity of R&D ; that
internal R&D has higher productivity than external R&D because of its tacit knowledge
content ; that industrial diversity of territories has positive effects on innovation ; and that
clusters enhance the productivity of innovation through the richness of their knowledge
transmission channels.
Keywords : Knowledge diffusion, knowledge spillovers, geographical proximity, innovation,
spatial econometrics, clusters.
