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Abstract
For a purely inseparable quartic field extension L/k, we determine the Witt kernel W(L/k)
of quadratic k-forms that split hyperbolically over L. In particular, we show that W(L/k) is
generated (as a W(k)-module) by quadratic Pfister forms of dimension four.
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1. Introduction
Throughout, we let k be a field of characteristic 2. W(k) denotes the Witt ring of
symmetric bilinear forms over k, and Wq(k) denotes the Witt group of k-quadratic
spaces. For a field extension L/k, the inclusion ι : k ↪→ L induces a
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homomorphism ι∗ : Wq(k)→ Wq(L) between the Witt groups (of isometry classes)
of quadratic forms. The kernel of ι∗, denoted by W(L/k) and called the Witt kernel
of L/k, consists of the classes represented by anisotropic non-singular quadratic
k-forms that become hyperbolic over L. In this note we compute W(L/k) when
L is a purely inseparable quartic extension. In particular, we show that this ker-
nel can be generated by Pfister forms of dimension four. Previously known results
determine the Witt kernels of quadratic extension and biquadratic extensions in any
characteristic (see [1,2,5,6,8,10]). For fields of characteristic different from 2, Lam
et al. [9–Theorem 3.13] determined the Witt kernels of the quartic 2-extensions (i.e.
quartic extensions that contain an intermediate quadratic subextensions) and showed
it can be generated by Pfister forms.
Terminology and notation
Throughout, the field k will always be of characteristic 2. We follow the notation
of [4]. In particular, a quadratic k-form (or simply a form) q is a map from a finite
dimensional k-vector space V to k satisfying: (i) For every a ∈ k and x ∈ V , q(ax) =
a2q(x), and (ii) Bq(x, y) := q(x + y)− q(x)− q(y) is a bilinear map. (When no
ambiguity may arise, the bilinear form Bq will be denoted by B.) The quadratic space
(V , q) is called anisotropic if (q(x) = 0 implies x = 0); and is called non-singular if
the subspace V ⊥ := {x ∈ V | Bq(x, y) = 0 for all y ∈ V } = {0}. The isometry and
the orthogonal sum of forms are denoted by ∼= and ⊥, respectively. The (non-singu-
lar) two dimensional quadratic space (V , q) with a basis {x, y} such that q(x) = a,
q(y) = b and Bq(x, y) = 1 will be denoted by [a, b].
The form [0, 0], denoted by H, is referred to as the hyperbolic plane. The ortho-
gonal sum m · H := H ⊥ · · · ⊥ H (m-summands) is called a hyperbolic form. It is
well-known (see [3–Satz 2]) that any non-singular k-form q decomposes into
q ∼= m · H ⊥ [a1, b1] ⊥ · · · ⊥ [ar , br ],
with ai, bi ∈ k such that the form q ′ = [a1, b1] ⊥ · · · ⊥ [ar , br ] is anisotropic. The
form q ′, m, and the class of a1b1 + · · · + arbr modulo (the additive group) ℘(k) :=
{a2 + a | a ∈ k} are uniquely determined by the isometry class of q and are, respec-
tively, called the anisotropic part, the Witt index, and the Arf invariant of q. Two
forms are Witt equivalent if their anisotropic parts are isometric. The set of Witt
equivalence classes of non-singular quadratic k-forms with the operation ⊥ defines a
group Wq(k), the Witt group of k. Wq(k) is a W(k)-module with the scalar multipli-
cation induced by 〈a1, . . . , ar 〉 ⊗ q := a1q ⊥ · · · ⊥ arq for ai ∈ k and q ∈ Wq(k).
Any k-form q can be viewed as an L-form for any extension L/k. This extension of
q will be denoted by qL. The bilinear form
∑r
i=1 aixiyi is denoted by 〈a1, . . . , ar 〉.
Finally, we recall that (see [4]) [1, a], a ∈ k, is a two-dimensional Pfister form, and,
inductively, a Pfister form of dimension 2n is defined as P ⊥ aP , where P is a Pfister
form of dimension 2n−1.
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2. Known results
In characteristic 2, the Witt kernels of algebraic extensions are known in the fol-
lowing situations. For quadratic extensions, we have (see [4,5])
Theorem 1. Let L = k(β) be a quadratic extension.
(1) If β2 + β = a ∈ k, then
W(L/k) = {b1[1, a] ⊥ · · · ⊥ br [1, a] | bi ∈ k∗} = W(k)⊗ [1, a].
(2) If β2 = a ∈ k, then
W(L/k) = {q ⊥ aq | q ∈ Wq(k)} = 〈1, a〉 ⊗Wq(k).
For part (1) see [4–Theorem 4.2, p. 121]. For a characterization of part (2) up to
Witt equivalence see [5–Lemma 4.3, p. 182], and for the stronger characterization
up to isometry see [1–Corollary 2.6, p. 27].
For biquadratic extensions we have (see for example [2])
Theorem 2. Let L = k(β1, β2) be a biquadratic extension.
(1) If β2i + βi = ai ∈ k (i = 1, 2), then
W(L/k) = W(k)⊗ [1, a1] ⊥ W(k)⊗ [1, a2].
(2) If β21 = a1 ∈ k and β22 + β2 = a2 ∈ k, then
W(L/k) = 〈1, a1〉 ⊗Wq(k) ⊥ W(k)⊗ [1, a2].
(3) If β2i = ai ∈ k (i = 1, 2), then
W(L/k) = 〈1, a1〉 ⊗Wq(k) ⊥ 〈1, a2〉 ⊗Wq(k).
Part (1) is contained in [4–Corollary 4.16, p. 128]. Part (3) appears in [10–Theorem
2, p. 316].
To the knowledge of the author, the previous theorem is the extent of the known
results in literature regarding the Witt kernels of quartic extensions in characteristic
2. In the characteristic different from 2 case, the Witt kernels of field extensions of
degree 4 that contain a quadratic subextensions were determined in [9–Theorem 13].
3. Witt kernels of inseparable quartic extensions
An inseparable quartic extension L/k is either a biquadratic extension or a purely
inseparable extension. Theorem 2 above describes W(L/k) in the biquadratic case;
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hence we will concentrate on the purely inseparable case. For the rest of this note we
fix the notation as follows:
M = k(β) where β2 = d ∈ k − k2,
L = M(α) where α4 = β2 = d .
The main theorem of this note describes the Witt kernel of L/k as follows.
Theorem 3. Let L = k( 4√d) be a quartic extension and M = k(√d). Then the Witt
kernel W(L/k) is generated as W(k)-module by forms of dimension four of the type
(1) 〈1, d〉 ⊗ [1, a], with a ∈ k − {0}, or
(2) 〈1, h〉 ⊗ [1, dh2g2], where h, g ∈ k − {0} and g ∈ M2.
The facts in Remark 4 and Proposition 5 below are well-known and will be used
freely in this note.
Remark 4
(1) For any form ϕ and c ∈ k − {0}, ϕ ∼= c2ϕ.
(2) If ϕ is a Pfister form that represents a ∈ k − {0}, then ϕ ∼= aϕ.
(3) Any two quadratic forms of dimension two are isometric if and only if they
have the same Arf invariant and represent a common element. In particular, the
following isometries hold:
[1, a] ∼= [1, a2], [a, b] ∼= a[1, ab], and a[1, b] ∼= [a, a−1b].
Proposition 5. Let K/k be a purely inseparable extension.
(1) If a ∈ k and a + ℘(K) = ℘(K), then a + ℘(k) = ℘(k). In particular, if a k-
form has a trivial Arf invariant over K , then it has a trivial Arf invariant over
k.
(2) For any a ∈ K , there exists b ∈ k such that a = b mod ℘(K). In particular, the
Arf invariant of any K-form is defined over k.
Lemma 6



























Proof. (1) In Wq(k), we have
e[1, b] ⊥ a[1, c] = e[1, b] ⊥ a[1, b] ⊥ a[1, b] ⊥ a[1, c]
= e[1, b] ⊥ a[1, b] ⊥ a[1, b + c]
= 〈e, a〉 ⊗ [1, b] ⊥ a[1, b + c].
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The next theorem shows that the forms in our main Theorem 3 are the only four-
dimensional forms in W(L/k).
Theorem 7. A four-dimensional anisotropic k-form ψ is hyperbolic over L if and
only if ψ is isometric to a scalar multiple of a form of the type
(1) 〈1, d〉 ⊗ [1, a] with a ∈ k − {0}, or
(2) 〈1, h〉 ⊗ [1, dh2g2] where h, g ∈ k − {0} and g ∈ M2.
Proof. Since d ∈ M2 ⊂ L2, the forms of type (1) are in W(M/k) ⊆ W(L/k). If ψ
is of type (2), setting g = c2, c ∈ M , we have [1, dh2g2] ∼= [1, βhc2] ∼= βh[1, βhc2]
by Remark 4. Hence
ψM ∼= [1, βhc2] ⊥ h[1, βhc2] ∼= [1, βhc2] ⊥ β[1, βhc2] ∈ W(L/M).
Hence ψ ∈ W(L/k).
Conversely, let ψ be a four-dimensional anisotropic k-form that becomes hyper-
bolic over L. Then ψL has trivial Arf invariant, and by Proposition 5, ψ has a trivial
Arf invariant over k. In particular ψ is isometric to a multiple of a Pfister form, and
we can write ψ ∼= ϕ ⊥ aϕ for some a ∈ k − {0}. Scaling ψ by any element of k that
is represented by ϕ, we may assume that ϕ and ψ are both Pfister forms. Let V be
the underlying two-dimensional k-vector space of ϕ. Since (ϕ ⊥ aϕ)L is hyperbolic,
a = ϕ(v) for some v ∈ V ⊗ L. Writing v = v1 + αv2 with vi ∈ V ⊗M , we have
a = ϕ(v1)+ βϕ(v2) and Bϕ(v1, v2) = 0. (1)
If v2 = 0, then ψ ∈ W(M/k), hence ψ ∼= 〈1, d〉 ⊗ [1, b], b ∈ k, by part (2) of The-
orem 1. If v1 = 0, then aβ = ϕ(w), where w = βv2 ∈ V ⊗M . Writing w = w1 +
βw2, w1, w2 ∈ V , it follows that
ϕ(w1) = dϕ(w2) and Bϕ(w1, w2) = a /= 0.
270 H. Ahmad / Linear Algebra and its Applications 395 (2005) 265–273
In particular, w1, w2 are independent. Let c = ϕ(w2). Then relative to the basis




] ∼= c[1, dc2
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]
by Remark 4(3). Since ϕ is a Pfister form,





























∼= [1, dh2] ⊥ h[1, dh2],
where h = c/a. So, in this case, ψ is of type (2), and we are done.
Finally suppose that v1 /= 0 /= v2. Since Bϕ(v1, v2) = 0 and since (V , ϕ) is non-
singular of dimension two, it follows that v2 = bv1 for some b ∈ M − {0}. Using
Eq. (1), we have a(1 + βb2) = (1 + βb2)(ϕ(v1)+ βϕ(bv1)) = (1 + βb2)2ϕ(v1) =
ϕ((1 + βb2)v1). Let u1, u2 ∈ V ⊗ k such that u1 + βu2 = (1 + βb2)v1 ∈ V ⊗M .
Then ϕ(u1)+ dϕ(u2)+ βBϕ(u1, u2) = ϕ((1 + βb2)v1) = a(1 + βb2). Since b2 ∈
k, we have
a = ϕ(u1)+ dϕ(u2) and Bϕ(u1, u2) = ab2 /= 0.
In particular u1, u2 are independent. With e = ϕ(u2), ϕ can be written relative to the
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by Remark 4(3). Since ϕ is






























where the last isometry follows by part (2) of Lemma 6. Setting h = e/a and g =
1/b2 we see that ψ is of type (2). This completes our proof. 
Lemma 8. Let (V ,ψ) be a non-singular anisotropic quadratic k-space. If ψ is
hyperbolic over L, there exist vectors u, v, z, w ∈ V such that
• The vector x := u+ βv + αz+ αβw ∈ V ⊗ L is isotropic,
• u ∈ Span{v, z,w}, and
• The vectors v, z,w are pairwise orthogonal.
Proof. Set ψ ∼= [a1, b1] ⊥ · · · ⊥ [ar , br ], and choose a basis {xi, yi} of the sub-
space [ai, bi] of V such that ψ(xi) = ai , ψ(yi) = bi , and Bψ(xi, yi) = 1. We will
show (possibly after re-indexing) that there exists an isotropic vector ζ = ax1 +∑r
i=1 ciyi ∈ V ⊗ L of ψL with ax1 + c1y1 /= 0. Assuming this was done, and by
interchanging x1 and y1 and scaling if necessary, we may assume without loss of gen-
erality that a = 1. So, ζ = x1 +∑ri=1 ciyi . Write the coefficients ci = ci1 + βci2 +
αci3 + αβci4, where ci1, . . . , ci4 ∈ k. Set u = x1 +∑ri=1 ci1yi , v = ∑ri=1 ci2yi ,
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z = ∑ri=1 ci3yi and w = ∑ri=1 ci4yj . It can be easily seen that x := u+ βv + αz+
αβw has the desired properties.
To prove the existence of the vector ζ , let γ := [b1] ⊥ · · · ⊥ [br ] be the subform
of ψ with underlying subspace generated by {y1, . . . , yr}. If γL is isotropic, we take
ζ = c1y1 + · · · + cryr to be any non-trivial isotropic vector of γL. By re-indexing
the basis {xi, yi}ri=1 of V , we may assume c1 /= 0, and we are done. Now assume that
γL has no non-trivial zeros. Since the space (V ⊗ L,ψL) is hyperbolic, the form ψ
has a trivial Arf invariant by Proposition 5, and therefore dim(ψ) = 2r  4 as ψ is
anisotropic. Since ψL ∼= r × H, we get
(ψ ⊥ [b2] ⊥ · · · ⊥ [br ])L ∼= (r × H ⊥ [b2] ⊥ · · · ⊥ [br ])L.
Using the isometry [ai, bi] ⊥ [bi] ∼= H ⊥ [bi], we get(
(r − 1)× H ⊥ [a1, b1] ⊥ [b2] ⊥ · · · ⊥ [br ]
)
L∼= (r × H ⊥ [b2] ⊥ · · · ⊥ [br ])L.
By the Witt cancellation for non-singular quadratic forms [7–Proposition 1.2, p.
282], we get that the Witt index of ([a1, b1] ⊥ [b2] ⊥ · · · ⊥ [br ])L is at least 1.
Hence there exists ζ ∈ V ⊗k L which is an isotropic vector for the form ([a1, b1] ⊥
[b2] ⊥ · · · ⊥ [br ])L. Write ζ = ax1 +∑ri=1 ciyi , where a, cj ∈ L. Note that a /= 0
because γL is anisotropic. This concludes the proof of the lemma. 
We are now ready to prove our main theorem.
Proof of Theorem 3. Let I denote the W(k)-submodule of Wq(k) generated by all
four-dimensional forms of the shape
〈1, d〉 ⊗ [1, a] or 〈1, h〉 ⊗ [1, dh2g2]
with a, h, g ∈ k − {0} and g ∈ M2.
Let (V ,ψ) be a non-singular anisotropic k-space such that ψL is hyperbolic.
By Proposition 5, ψ has a trivial Arf invariant, and therefore dim(ψ)  4 as ψ is
anisotropic. Since the anisotropic part of ψM is defined over k, we let (ψM)an ∼=
ϕM where ϕ is an anisotropic k-form, the form ψ ⊥ −ϕ ∈ W(M/k) = 〈1, d〉 ⊗
Wq(k) ⊂ I (by (2) of Theorem 1). In particular, ψ ∈ I if and only if ϕ ∈ I . So,
to prove our theorem we may assume, without loss of generality, that ψM is aniso-
tropic.
Let u, v, z, w ∈ V be as predicted by Lemma 8. Since ψM is anisotropic and
0 = ψ(u+ βv + αz+ αβw), it follows that z and w are not both 0 and
0= ψ(u)+ dψ(v), (2)
0= Bψ(u, v)+ ψ(z)+ dψ(w), (3)
0= Bψ(u, z) = Bψ(u,w). (4)
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Since ψM is anisotropic, 0 /= ψ(z+ βw) = ψ(z)+ dψ(w). Thus, Eq. (3) implies
that Bψ(u, v) /= 0. In particular u and v are independent and span a non-singular
quadratic subspace V0 which is orthogonal to both w, z. Set a = ψ(v) and b =











] ∼= a[1, da2
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] (by Remark 4(3)). Thus, by [4–Chap 1, Proposition 3.2, p.
10], (V ,ψ) has an orthogonal decomposition







with dim(ψ1) = dim(ψ)− 2. Also z,w ∈ V0⊥, are orthogonal to each other, and are
not both zero.
Case 1: Suppose that z and w are independent. Set c = ψ(w). By Eq. (3), ψ(z) =
cd + b. Since z and w are also orthogonal, it follows by [5–Lemma 3.1, p. 176] (or
[1–Lemma 2.2, p. 25]) that
ψ1 ∼= c[1, e] ⊥ (cd + b)[1, f ] ⊥ ψ2 (6)
for some e, f ∈ k, where dim(ψ2) = dim(ψ)− 6. Note that, in Wq(k), we have
c[1, e] = c〈1, d〉 ⊗ [1, e] ⊥ cd[1, e]. (7)
Also, since cd[1, e] ⊥ (cd + b)[1, f ] represents b, it follows by [5–Lemma 3.1,
p. 176] that there exist e1, c1, f1 ∈ k so that
cd[1, e] ⊥ (cd + b)[1, f ] ∼= b[1, e1] ⊥ c1[1, f1]. (8)
By (6)–(8) we get in Wq(k)
ψ1 = c〈1, d〉 ⊗ [1, e] ⊥ b[1, e1] ⊥ ψ3, (9)
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. Thus, it fol-
lows by (5) and (9) that in Wq(k)




















Note the first two forms in the last expression belong to I . Therefore, modulo I ,
ψ ≡ b[1, da2
b2
+ e1
] ⊥ ψ3. The form on the right side has dimension dim(ψ)− 2.
Hence, we may proceed in proving the theorem by induction on the dimension.
Case 2: Now assume that z and w are dependent. Since z and w are not both zero,
let us assume that w /= 0. (The case z /= 0 and w = 0 could be treated in a similar
manner.) Then z = cw for some c ∈ k, and by (3), we have ψ(w) = b
d+c2 . By [5–
Lemma 3.1, p. 176], there exist e ∈ k and a form ψ ′ (of dimension dim(ψ)− 4) such
that ψ1 ∼= bd+c2 [1, e] ⊥ ψ ′. Hence, from (5), we have






















⊥ ψ ′′ by (1) of Lemma 6
= a〈1, h〉 ⊗ [1, dh2g2] ⊥ ψ ′′,
where h = ab
d+c2 , g = d+c
2
b2
, and ψ ′′ is a form of dimension dim(ψ)− 2. Since
a〈1, h〉 ⊗ [1, dh2g2] ∈ I , we have ψ ∈ I if and only if ψ ′′ ∈ I . Also, since ψ ∈
W(L/k) and I ⊂ W(L/k), it follows that ψ ′′ ∈ W(L/k), and we can continue by
induction on the dimension. This completes the proof of the main theorem. 
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