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Abstract: Near-field nano-patterning greatly simplifies holographic 
lithography, but deformations in formed structures are potentially severe.  A 
fast and efficient comprehensive model was developed to predict geometry 
more rigorously.  Numerical results show simple intensity-threshold 
methods do not accurately predict shape or optical behavior.  By modeling 
sources with partial coherence, unpolarized light, and an angular spectrum, 
it is shown that standard UV lamps can be used to form 3D structures. 
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1. Introduction 
Photonic crystals (PC), or photonic bandgap materials, are structures with sub-wavelength 
periodic material properties that can produce sharp electromagnetic resonances [1].  These 
structures provide a means of controlling and engineering bulk optical properties of materials.  
Many novel and useful phenomena have been observed that promise significant impact on 
future photonic systems such as forbidden transmission and anomalous dispersive properties. 
Holographic lithography [2-4], or interference lithography, is a promising method of 
fabrication.  In a single process step, high-resolution photoresist materials like Epon® SU-8 
can be exposed with UV, electron beam, or x-ray radiation to form photonic crystals.  It has 
been shown that all fourteen Bravais lattices symmetries can be realized by interfering just 
four noncoplanar beams [4].  The method and associated materials are flexible and easily 
integrated with other devices.  Near-perfect periodicity can be achieved because no alignment 
steps are necessary.  Holographic lithography, however, can be very sensitive to mechanical 
vibration and require high beam coherence.   This leads to rather sophisticated laboratory 
setups to implement the method. 
Near-field nano-patterning (NFNP) is a form of holographic lithography that greatly 
simplifies the process [5].  A high-resolution phase mask is placed in close proximity or in 
direct contact with photoresist.  The phase mask diffracts incident light, forming the desired 
hologram within the photoresist.  This method is more immune to mechanical vibration 
because masks can be rigidly fixed in position with the resist.  Standard ultraviolet (UV) 
lamps can be used as sources because required coherence length is only several microns.  
Figure 1 illustrates this method. 
 
 
Fig. 1.  (850 kb)  Movie of near-field nano-patterning process. 
 
When forming structures at the nano-scale, distorting artifacts of fabrication are quite 
pronounced.  To predict geometry, it is important to consider the entire fabrication process 
because even small deformations of the lattice can have dramatic impact on optical behavior.  
In previous work, holographic lithography was comprehensively modeled for 3D photonic 
crystals [6,7].  Optical absorption during exposure was shown to lead to chirped lattices.  The 
effect was quantified by comparing image contrast to solubility properties of the photoresist.  
Reflections and standing waves were shown to cause lattice distortions by effectively adding 
extra beams to the hologram.  Acid diffusion during post exposure bake was shown to blur 
exposed images, but contribute to lattice connectivity.  It was shown that conventional 
intensity threshold schemes lead to considerably less accurate predictions of optical behavior 
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because these methods fail to adequately predict geometry.  Simulated results compared 
remarkably well to experimental. 
This paper builds on this initial work in several regards.  First, a more efficient 
comprehensive model was developed to simulate NFNP.  A numerical example is presented 
where results are compared to intensity thresholding.  Second, it is shown that illumination 
from standard UV lamps can be used to form 3D structures using NFNP.  Impact of partial 
coherence, unpolarized light, and unfiltered light are demonstrated through simulation.  Third, 
angular spectrum of source illumination is investigated and shown to blur the aerial image and 
increase in severity with depth.  This is shown to be a critical limiting parameter in NFNP. 
2. Comprehensive Modeling 
In the comprehensive modeling framework, separate models were constructed for exposure, 
post exposure baking (PEB), and developing that each successively operated on a common 
materials mesh.  The exposure model computed irradiance throughout the photoresist, or 
aerial image, and incorporated diffraction through the phase mask, unpolarized light, line 
spectrum of source, optical absorption, scattering, and standing wave effects.  The PEB model 
simulated blurring effects of acid diffusion to determine the latent image and accounted for 
shrinkage due to cross linking.  Dissolution rate throughout the photoresist was computed 
from the latent image using the enhanced notch model [8].  This data was fed into the final 
model to simulate the developing process. 
By combining these models, geometry of formed structures can be predicted more 
rigorously.  Optical performance can be studied more accurately with a higher degree of 
fidelity.  This tool is seen as an enabling step for designing devices that can exploit the 
physics and compensate for limiting factors inherent in the fabrication process. 
2.1 Exposure 
Optical absorption, diffraction, coherence, polarization, refraction, scattering, and standing 
waves are just some effects that must be considered when modeling exposure.  Due to the 
periodic nature of diffraction through a phase grating, rigorous coupled-wave analysis 
(RCWA) was used instead of finite-difference time-domain (FDTD) from previous work.  For 
grating periods on the order of a wavelength, RCWA runs orders of magnitude faster than 
FDTD.  In addition, RCWA can more efficiently cascade multiple layers (i.e. gratings, air 
gaps, glass plates, substrates, etc.) of arbitrary thickness because the method obtains an 
analytical solution in the longitudinal direction.   
The code was formulated using conventional RCWA applied to planar grating stacks, but 
the Fourier expansions were expressed in terms of reciprocal lattice vectors 1g
G  and 2gG  of the 
grating unit cell.  This approach improves convergence and formulates the analysis based on 
wave vectors consistent with grating symmetry.  In this framework, the wave vector 
components of the harmonics were 
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The remaining formulation was consistent with that described in Refs. [9,10].   
After simulation, energy absorbed during exposure was computed throughout the 
photoresist given the absorption coefficient ( )rα G , irradiance ( )I rG , and exposure time T . 
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 ( ) ( ) ( )r r I r Tξ α=G G G . (4) 
 
To model partially coherent sources, simulations at discrete wavelengths were performed 
and their corresponding irradiances were weighted according to the source spectrum, and 
summed.  This approach has the benefit of modeling sources where multiple or misshaped 
spectral lines may be present.  Unpolarized light was approximated by averaging aerial 
images resulting from all possible polarizations.  When bleaching must be incorporated, 
absorption evolves throughout exposure [11,12].  RCWA and Eq. (4) must be iterated in small 
time steps to accurately resolve the bleaching process.  This effect is negligible for SU-8 
exposed with i-line radiation [13]. 
2.2 Post Exposure Baking 
During the PEB, reaction kinetics and acid diffusion combine to blur the aerial image and 
form the latent image.  It is by this mechanism the effects of standing waves and other quickly 
varying artifacts are usually eliminated.  The process was modeled by convolving the aerial 
image with a 3D Gaussian point spread function that approximated the diffusion profile of 
mobile acids. 
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Parameter r  is radial distance from center of diffusion and effρ  is effective diffusion length.  
In this work, effρ  was set to 100 nm from discussion in Ref. [2]. 
To model shrinkage, mesh resolution parameters were modified according to a shrinkage 
tensor S  using Eq. (6).  For most cases, it may be best to assume xxs  and yys  are zero since 
films are usually thin and well adhered to a substrate. 
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An empirical equation called the enhanced-notch model was formulated to compute 
dissolution rate R  from concentration of photoactive compound [8].  This equation was 
modified to compute R directly from energy in the latent image.  The new formulation is 
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where E  is a normalized energy parameter in the range 0 1E≤ ≤ .  maxR  is the fastest 
dissolution rate that occurs where no energy is absorbed (i.e., 0E = ).  minR  is the slowest 
dissolution rate in saturated regions (i.e., 1E = ).  The parameter thE  defines the energy 
threshold where dissolution rate falls rapidly.  Slope of the dissolution rate curve below the 
notch region is controlled through parameter N .  Higher values of N  yield steeper slopes.  In 
a similar manner, notchN  controls slope in the central region, or notch region, where 
dissolution rate falls rapidly. 
The parameters were estimated experimentally to be mmax sec7.5R
µ= , m10min sec5 10R µ−= × , 
th 0.51E = , 0.8N = , and notch 100N = , but these were observed to vary somewhat for 
different types of SU-8. 
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2.3 Developing 
To simulate the developing process, a fast marching level set method [14] was implemented in 
place of the cellular automata approach used in previous work.  This method computes the 
time ( ), ,T x y z  when the resist-developer interface passes through each point in a grid.  
Assuming the dissolution rate ( ), ,R x y z  is only a function of position, the following Eikonal 
equation must be satisfied. 
 
 ( ) ( ), , , , 1T x y z R x y z∇ =  (9) 
 
Observing the resist-developer interface may only progress in one direction, an “upwind” 
scheme can be devised to solve Eq. (9).  Time values at grid points along the interface are 
updated based on time values at grid points on the “upwind”, or developer, side of the 
interface.  This was accomplished by expressing Eq. (9) in terms of forward and backward 
finite-differences. 
 
 ( ) ( ) ( )2 2 2 2, ,max , ,0 max , ,0 max , ,0 1x x y y z z i j kD D D D D D R− + − + − +− + − + − =  (10) 
 ( ) ( ), , 1, , 1, , , ,           x i j k i j k x i j k i j kD T T x D T T x− − + += − ∆ = − ∆  (11) 
 ( ) ( ), , , 1, , 1, , ,          y i j k i j k y i j k i j kD T T y D T T y− − + += − ∆ = − ∆  (12) 
 ( ) ( ), , , , 1 , , 1 , ,           z i j k i j k z i j k i j kD T T z D T T z− − + += − ∆ = − ∆  (13) 
 
The code was initialized by setting all time values upwind of the initial interface to zero, 
all time values downwind of the initial interface to infinity, and all time values at the initial 
interface according to Eq. (9).  Iteration started at the interface grid point with the smallest 
time value.  The value became fixed and was not modified for the remainder of simulation.  
Time values at all neighboring grid points were updated in a manner that enforced Eq. (10).  
Viewing this as a quadratic equation to be solved for new, ,i j kT  led to the following formulation to 
obtain a solution. 
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After all neighboring time values were updated, iteration continued at whatever grid point 
currently had the smallest associated time value.  This value was fixed and all neighboring 
grid points were updated.  This process continued until time values at all points in the grid 
were computed and fixed. 
For moderate to large problems, the most time consuming task was finding the grid point 
with the smallest associated time value.  To speed simulation, downwind grid points being 
updated were stored in a min-heap data structure.  This is a type of binary tree used to quickly 
sort and recall the minimum value element.  It can be stored in a linear array without the need 
of data pointers. 
After simulation, geometry at any time 0T  during developing was determined by 
constructing the isometric surface defined by ( ) 0, ,T x y z T= .  Higher order schemes can be 
formulated and additional physics can be incorporated using level set methods. 
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3. Numerical Results 
3.1 Comparison with Intensity Threshold Scheme 
A photonic crystal may be formed by exposing SU-8 (n=1.67) through a phase grating like 
that in Fig. 2(a).  This grating was designed for operation at 365 nm and can be formed in 
PMMA using electron beam lithography.  Grating period determined the beam angles.  
Grating pattern and thickness determined the relative power in each beam (diffraction 
efficiency).  To achieve good image contrast, these were adjusted until diffraction efficiency 
of the dominant modes was approximately balanced.  More rigorous optimization would 
consider image contrast, polarization, or quality of the formed structure itself.  The optimized 
film thickness was found to be 525 nm for near-normal incidence.   
 
   
 (a) (b) 
Fig. 2.  (a) Phase grating design.  (b) Spectral orders diffracted from grating. 
 
Diffraction through the mask is illustrated in Fig. 2(b) where arrow thickness indicates 
relative power in the mode.  This grating produces five dominant modes, but others exist and 
must be included for realistic simulation.  Reflected modes are not shown in the figure, but 
were accounted for in simulation. 
 
 
 (a) (b) (c) (d) 
Fig. 3.  Output of comprehensive model at various stages of simulation.  Units are in nanometers.  
(a) Aerial image where blue represents most intense field.  (b) Latent image where blue represents 
most absorbed energy.  (c) Dissolution rate where black represents highest solubility.  (d) Unit cell 
of photonic crystal. 
 
Figure 3 shows the output of each stage of the comprehensive model.  A standing wave is 
apparent in Fig. 3(a) suggesting reflections from the fused silica substrate (n=1.52).  Acid 
diffusion during the bake tends to counteract this effect by blurring the aerial image as shown 
in Fig. 3(b).    Vertical dimensions have been reduced by 7.5% due to shrinkage during cross 
linking [15].  Figure 3(c) shows dissolution rate throughout the photoresist computed from the 
latent image.  Clearly, SU-8 is a very high contrast photoresist leading to few partially soluble 
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regions.  Symmetry appears to be centered-tetragonal.  Transmission and reflection spectra 
from 10 layers of this photonic crystal are shown in Fig. 4(a).   
To compare comprehensive modeling to a simple intensity-threshold scheme, irradiance 
was computed using a scalar sum of the five dominant modes produced by the grating.  
Intensity-thresholding assumes all portions of photoresist exposed with an irradiance above 
some threshold will become insoluble and remain intact after developing.  A threshold was 
chosen that produced a photonic crystal with the same fill factor (42%) as comprehensive 
modeling.  Figure 4(b) shows a portion this photonic crystal along with transmission and 
reflection spectra from 10 layers. 
The lattice predicted by intensity-thresholding is not connected at the chosen threshold.  
Both source polarization and acid diffusion contribute significantly to lattice connectivity.  
Since these factors are ignored, intensity threshold schemes tend to predict higher fill factor 
photonic crystals because thresholds must be reduced until lattices are connected.  This 
usually pushes spectral behavior to longer wavelengths.  Optical properties can be greatly 
affected even by subtle error in lattice geometry.  For example, the photonic crystal predicted 
by comprehensive modeling shows a strong band gap in the vicinity of 1550 nm, while the 
other does not.  This indicates more rigorous modeling of fabrication is necessary to 
accurately predict shape of structures and optical behavior. 
 
 
 (a) (b) 
Fig. 4.  Transmission and reflection spectra through 10 layers of photonic crystal.  One layer is shown.   
(a) Comprehensive model.  (b) Intensity-threshold model. 
3.2 Exposure Using Standard UV Lamps 
A very attractive feature of NFNP is that 3D structures can be formed using illumination from 
standard ultra-violet lamps commonly used in photolithography.  These sources typically 
provide partially coherent light that is “unpolarized.”  Due to lamps being of finite size, 
illumination is not purely plane-wave and an angular spectrum must be considered.  This is 
considered in section 3.3. 
 
 
Fig. 5.  Approximation of “unpolarized” light source.  LPx represents linear 
polarization in the x direction.  LPy represents linear polarization in the y 
direction.  CP indicates circular polarization. 
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Through simulation it was shown that photonic crystals can be formed in the configuration 
described previously using unpolarized light.  This greatly simplifies hardware used for 
exposure.  Figure 5 shows how unpolarized light improved lattice connectivity by effectively 
summing exposures of different polarizations.  For this grating, a linear polarization (LP) 
alone does not produce a connected lattice, while unpolarized light does. 
 
 
 (a) (b) 
Fig. 6.  Near-field nano-patterning using partially coherent light. (a) Typical i-line 
profile.  (b) Bottom 10 µm of 100 µm film. 
 
Due to dramatically relaxed requirements on beam coherence, 3D structures may be 
formed using partially coherent light.  Figure 6(a) shows the typical i-line spectrum of a 
mercury vapor lamp.  It was assumed a narrowband i-line filter was used to remove additional 
lines from the spectrum.  Figure 6(b) compares aerial images and photonic crystals produced 
by perfectly coherent and partially coherent light sources.  To show useful interference exists 
far from the grating, the bottom 10 µm of a 100 µm film is depicted in this figure.  Partial 
coherence produces a smoothing effect, but still forms an excellent photonic crystal similar in 
appearance to the perfectly coherent case.  Partial coherence can also contribute to lattice 
connectivity. 
 
   
 (b) (c) 
Fig. 7.  Near-field nano-patterning using unfiltered light from typical mercury-vapor lamp.  
(a) Overlay of lamp spectrum [16] and SU-8 absorption coefficient [13,17]. (b) Normalized 
weighted lamp spectrum after propagating through different thicknesses of SU-8.  Weighted 
spectrum is defined as the product of absorption coefficient with irradiance.  (c) Output of 
each stage of comprehensive simulation using unfiltered light. 
(a) 
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Simulations were performed to explore the effect of using unfiltered light.  Figure 7(a) 
overlays the absorption spectrum of SU-8 against the output spectrum of a typical UV lamp.  
Despite the i-line being most intense, spectral lines at shorter wavelengths can dominate 
exposure when absorption is considered.  See Eq. (4).  To quantify this effect, “weighted” 
spectra were computed by multiplying source irradiance by the absorption coefficient.  These 
are shown in Fig. 7(b).  The uppermost plot clearly shows spectral lines at shorter 
wavelengths dominate exposure near the surface because they contribute most to absorbed 
energy there.  Irradiance at the shorter wavelengths, however, decays quickly with depth 
changing the balance of which lines are dominant.  At a depth of 22 µm, the spectral lines 
contribute about equally to absorbed energy.  At 50 µm and greater, the i-line dominates 
exposure. 
Figure 7(c) shows the output after each stage of comprehensive simulation for unfiltered 
light.  Bleaching was ignored.  The aerial image is a measure of irradiance where the i-line is 
dominant.  The latent image is a measure of absorbed energy where dominance varies with 
depth.  The latent image is shown to differ greatly from the aerial image, especially near the 
surface of the film where shorter wavelengths dominate exposure.  A sharp contrast in 
solubility can be observed near the surface of the film.  The rightmost image in Fig. 7(c) was 
constructed from isometric surfaces of dissolution rate.  The developing model did not show 
any structure because the top portion of the film was completely insoluble. 
The result of using unfiltered light is a region of very high absorbed energy near the 
surface of the photoresist film.  This can lead to the well known “T-topping” or barb-shaped 
structures that overhang vertical sidewalls.  In practice, it would be very difficult to control 
exposure to form a photonic crystal with unfiltered light.  When dose is chosen to form a 
photonic crystal through most of the volume, the surface of the film would become insoluble 
and not allow developer to pass through.  No photonic crystal would form if dose were 
lowered to form openings at the surface.  With this in mind, it should be possible to form 
interesting and useful structures by tailoring the relative irradiance of the spectral lines with 
filters or using photoresist with different absorption properties.  
3.3 Angular Spectrum 
A critical process parameter to NFNP is the angular spectrum of source illumination.  Perfect 
plane-wave illumination during exposure is ideal, but realistic optical systems suffer from 
diffraction, scattering, and the penumbra effect where finite size sources produce rays at 
different angles.  Off-axis rays produce tilted aerial images that combine to blur the overall 
aerial image.  Since tilt origin is at the grating, blurring effects increase in severity with 
distance away from the grating. 
 
 
 (a) (b) 
Fig. 8.  Impact of angular spectrum.  (a) Assumed angular spectrum.  (b) Aerial images and 
lattices in 10 µm film. 
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As an example, angular spectrum was incorporated in the configuration described in 
section 3.1 and results summarized in Fig. 8.  The curve in Fig. 8(a) describes the assumed 
angular dependence of irradiance for an angular bandwidth around 1°.  Aerial images and 
resulting photonic crystals under one grating period are shown in Fig. 8(b).  Angular 
divergence has clearly blurred and “washed out” interference fringes in the aerial image.  
Within a narrow range of dose, two outcomes were possible.  For slightly higher doses, the 
bottom portion was not soluble and a photonic crystal only formed near the surface.  For 
slightly lower doses, the bottom portion remained soluble and released the photonic crystal 
from the substrate.  When a 5 µm gap was inserted between the grating and photoresist, no 
crystal formed at all.  Under plane-wave illumination, the photonic crystal was virtually 
uniform with depth.  Perhaps this could serve as a mechanism for controlling lattice chirp or 
compensating for chirp caused by optical absorption during exposure. 
Bandwidth of angular divergence should be made small as possible.  This is usually a 
fraction of a degree.  A rule-of-thumb can be derived from the geometry of the problem.  
Given minimum feature size of the resulting crystal minL , refractive index of the photoresist 
n , and film thickness T , angular bandwidth should be limited to 
 
 min
BW
nL
T
θ <  (18) 
 
To illustrate this point, parametric curves were calculated from Eq. (18) and are shown in 
Fig. 9.  The curves show maximum angular bandwidth versus film thickness for five 
minimum feature sizes.  A quality exposure should limit angular bandwidth of the source to 
angles below the curve.  Thicker films and smaller feature size place stricter limits on angular 
bandwidth. 
 
 
Fig. 9.  Parametric curves for limiting angular spectrum.  Lmin is 
smallest feature size that must be resolved. 
4. Conclusion 
Near-field nano-patterning greatly simplifies holographic lithography enabling 3D structures 
to be formed with less sophisticated equipment.  When nano-sized structures are made, 
physics inherent to fabrication combine to distort shapes of structures from what may be 
considered ideal.  To accurately predict geometry and ultimately optical behavior, all 
distorting phenomena must be considered.   
A fast and efficient comprehensive model of NFNP was described that more rigorously 
predicts geometry of structures fabricated by this method.  Numerical results were presented 
showing intensity threshold schemes do not adequately predict lattice geometry because most 
distorting artifacts are ignored.  Through simulation, it was demonstrated that 3D structures 
may be formed using filtered light from standard UV lamps.  Angular divergence of source 
illumination was shown to be a critical limiting parameter.  Aerial images were blurred with 
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increasing severity away from the phase mask.  This led to photonic crystals forming only 
near the surface or released from the substrate altogether. 
The comprehensive model described in this paper is a significant improvement on 
previous work.  It is seen as an enabling step in the design of fully optimized three-
dimensional nano-structures formed by NFNP.  Using this tool, it may be possible to design 
structures that compensate for, or even exploit, physics inherent in the fabrication process.  A 
similar approach to other fabrication methods may prove equally valuable. 
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