Abstract. We consider an autonomous system in R n having a limit cycle x 0 of period T > 0 which is nondegenerate in a suitable sense. We then consider the perturbed system obtained by adding to the autonomous system a T -periodic, not necessarily differentiable, term whose amplitude tends to 0 as a small parameter ε > 0 tends to 0. Assuming the existence of a Tperiodic solution xε of the perturbed system and its convergence to x 0 as ε → 0, the paper establishes the existence of ∆ε → 0 as ε → 0 such that xε(t + ∆ε) − x 0 (t) ≤ εM for some M > 0 and any ε > 0 sufficiently small. This paper completes the work initiated by the authors in [3] and [10] . Indeed, in [3] the existence of a family of T -periodic solutions xε of the perturbed system considered here was proved. While in [10] for perturbed systems in R 2 the rate of convergence was investigated by means of the method considered in this paper.
1. Introduction. Assume that the perturbed autonomous systeṁ x = f (x) + εg(t, x, ε), x ∈ R n , t ∈ R,
possesses a family of T -periodic solutions {x ε } ε∈(0,1] such that
uniformly with respect to t ∈ R, where x 0 is a limit cycle of period T > 0 of the systemẋ = f (x).
The following system is an example of (1) having a family of 2π-periodic solutions {x ε } ε∈(0,1] satisfying (2) , where the 2π-periodic limit cycle x 0 is represented by the circumference centered at the origin with radius 1.
In fact, as it is easy to see, for ε > 0 it has the 2π-periodic solution x ε (t) = (1 + ε) sin(t − √ ε) (1 + ε) cos(t − √ ε)
which, for any t ∈ R, converges to x 0 (t) = sin t cos t when ε → 0. This example shows that the rate of convergence in (2) can be less than ε > 0, indeed
On the other hand the example also suggests that a suitable shift in time in x ε gives convergence at the rate ε. In fact, we have that x ε (t + √ ε) − x 0 (t) ε = 1 for any t ∈ [0, 2π] and any ε > 0.
In this paper we show that the situation described by the above example occurs in general. Namely we prove that, given a family of T -periodic solutions {x ε } ε∈(0,1] to (1) satisfying (2) , it is always possible to find a suitable family of shifts {∆ ε } ε>0 ⊂ R satisfying x ε (t + ∆ ε ) − x 0 (t) ε ≤ const for any t ∈ [0, T ] and any ε > 0 (5)
provided that the limit cycle x 0 is nondegenerate in the sense that the algebraic multiplicity of the characteristic multiplier +1 oḟ
is equal to 1. In particular, our result implies that if x 0 is a nondegenerate cycle of (3) then the distance between the sets x ε ([0, T ]) and x 0 ([0, T ]) is of order ε > 0. Our result does not require differentiability of g, indeed here we assume that
This paper completes the existence and convergence results of T -periodic solutions x ε of (1) proved in [3] under assumptions (7) . In fact, in [3] we have observed in Remark 3.4 that the rate of convergence of
1 was established in [10] for the case when n = 2, but instead of ∆ ε we had ∆ ε (t) in (5) . The possibility of considering ∆ ε independent on time in this paper is due to the considerable simplification of the approach used in [10] that we have performed here. The classical results on the existence and convergence at rate ε, of T -periodic solutions to equations of the form (1), where ε > 0 is small, are due to Malkin ([11] , Statement p. 41) and Loud ([9] , Theorem 1) where it is assumed that
Under less regularity assumptions the persistence of the limit cycle x 0 is studied only for piecewise differentiable systems (1), in fact in this case one can use the approach of Aȋzerman-Gantmaher [1] , Kolovskiȋ [6] , Lazer-McKenna [8] and Steȋnberg [13] .
To our best knowledge [3] and [10] are the first papers that provide existence and convergence results of T -periodic solutions of (1) bifurcating from a limit cycle x 0 under assumptions (7). The paper is organized as follows. Section 2 is devoted to our main result: Theorem 1 which states the validity of the inequality (5) . In Section 3 we apply (5) for studying some further properties of convergence in (2), namely we investigate
by means of the first approximation. In particular, using only the eigenfunctions z of the adjoint systemż = −(f ′ (x 0 (t))) * z and the function g we give conditions ensuring that lim ε→0 x ε (∆ ε ) − x 0 (0) /ε = 0 and we determine the signum of the angle between the vectors z(t) and x ε (t + ∆ ε ) − x 0 (t). In the smooth case (8) these results may be derived, as discussed in Remark 3.3, from the Loud's formula (48). Note that formula (48) is established under the condition that a suitably defined bifurcation function (45) has a simple zero, our result does not require such a condition.
2.
A formula for the distance between the periodic solutions of the perturbed system and the limit cycle of the unperturbed one. In this Section we establish our main result, namely the validity of (5). This result does not depend on the perturbation term g, indeed the only property we need is the following. Definition 2.1. We say that the limit cycle x 0 of (3) is nondegenerate if the algebraic multiplicity 1 of the characteristic multiplier +1 of (6) is equal to 1.
In order to introduce the family {∆ ε } that appears in (5) we define in what follows a suitable surface S ∈ C(R n−1 , R n ). For this, let A n−1 be an arbitrary n × n − 1 matrix such that the n × n matrix (ẋ 0 (0), A n−1 ) is nonsingular and Ω(·, t 0 , ξ) is the solution of (3) satisfying Ω(t 0 , t 0 , ξ) = ξ. The surface S is given by
The following result shows that the surface S intersects x 0 transversally.
Proof. We argue by contradiction, thus we assume that there exists
We havė
where Ω ′ ξ is the derivative of Ω with respect to the third variable. On the other hand, (see [7] , Theorem 2.1) Ω ′ ξ (·, 0, x 0 (0)) is a fundamental matrix to (6) and sinceẋ 0 is a solution to (6), we have that
. . .
From (11) and (12) we conclude thatẋ 0 (0) = A n−1 v 0 , which means that the matrix (ẋ 0 (0), A n−1 ) is singular contradicting the definition of A n−1 .
As a consequence of the previous lemma we have the following result.
Corollary 2.3. Assume the conditions of Lemma 2.2. Let x ε be a T -periodic solution to perturbed system (1) satisfying (2) uniformly with respect to t ∈ R, then there exists ε 0 > 0 and r 0 > 0 such that for any ε ∈ (0, ε 0 ] the equation
Moreover, the functions ε → ∆ ε , ε → v ε are continuous at ε = 0 with the property ∆ 0 = 0 and v 0 = 0.
Moreover, F is continuously differentiable with respect to the first variable and F )) is nonsingular by Lemma 2.2. The conclusion follows from a generalized version, see ([5] , Ch. X, § 2.1), of the classical implicit function theorem which requires F ∈ C 1 (R n × [0, 1], R n ), while we do not have here the differentiability of F with respect to the second variable. Figure 1 illustrates the meaning of Corollary 2.3. We are now in the position to prove inequality (5).
. Let x ε be a T -periodic solution to perturbed system (1) satisfying
uniformly with respect to t ∈ [0, T ], where x 0 is a nondegenerate T -periodic limit cycle of unperturbed system (3). Let ε 0 > 0 and {∆ ε } ε∈(0,ε0] ⊂ R be as in Corollary 2.3. Then there exists M > 0 such that
Proof. In the sequel ε ∈ (0, ε 0 ] and τ ∈ [0, T ]. Consider the change of variables ν ε (τ ) = Ω(0, τ, x ε (τ + ∆ ε )) in system (1). Observe that
Taking the derivative in (15) with respect to τ we obtaiṅ
On the other hand from (1) we havė
From (16) and (17) it followṡ
and since
we finally obtain
Since ν ε (τ ) → x 0 (0), for any τ ≥ 0, as ε → 0 we can write ν ε (τ ) in the following form
We now prove that the functions µ ε are bounded on [0, T ] uniformly with respect to ε ∈ (0, ε 0 ]. For this, we first subtract x 0 (0) from both sides of (18), with τ = T, obtaining
where, from (19),
then by Corollary 2.3 there exists v ε ∈ R n−1 , v ε ≤ r 0 , such that
and
Now by using (21) we can represent εµ ε (T ) as follows
Therefore (20) can be rewritten as follows
Let us show that there exists M 1 > 0 such that
Arguing by contradiction we assume that there exist sequences
where
Without loss of generality we may assume that the sequence {q k } k∈N converges, let q 0 = lim k→∞ q k with q 0 = 1. By passing to the limit as k → ∞ in (26) we have that A n−1 q 0 = Ω ′ ξ (T, 0, x 0 (0))A n−1 q 0 . Therefore A n−1 q 0 is the initial condition of a T -periodic solutions to (6) . On the other hand the cycle x 0 is nondegenerate, hence A n−1 q 0 is linearly dependent witḣ x 0 contradicting the choice of A n−1 . Thus (25) is true for some M 1 > 0. From (19) and the fact that ν ε (0) = x ε (∆ ε ) we have
From (18) we have that there exists M 2 > 0 such that
Therefore combining (23) with (25) and taking into account (28) we have from (27) that
for any ε ∈ (0, ε 0 ]. By means of the Gronwall-Bellman lemma (see e.g. [2] , Ch. II, § 11) inequality (29) implies
for any ε ∈ (0, ε 0 ].
and thus the proof is complete.
Remark 2.5. Assume that the T -periodic solution x ε of system (1) satisfies the property x ε (t) − x(t) → 0, where x is a T -periodic nondegenerate limit cycle of 
In conclusion, Theorem 2.4 can be proved by replacing in (14) ∆ ε by ∆ τ ε , namely one has the following conclusion (4) is uniformly bounded with respect to t ∈ [0, 2π] and ε > 0 sufficiently small.
3.
Applications. Let z be an eigenfunction of the adjoint system of (6)
which is not T -periodic. Here and in the following * denotes the transpose. We recall that an eigenfunction of a linear T -periodic system is a Floquet solution of this system, namely it is a solution z satisfying z(t + T ) = ρz(t) for some ρ ∈ R and any t ∈ R. Consider the scalar product
In this Section we provide several results about the convergence of x ε (t + ∆ ε ) to x 0 (t) in terms of (33). The main tool is the following scalar function
where ρ is the characteristic multiplier of (32) corresponding to the eigenfunction z. The relationship between (33) and M ⊥ z is shown by the following result.
. Let x ε be a T -periodic solution to (1) such that
where ∆ ε → 0 as ε → 0, M, ε 0 > 0 and x 0 is a nondegenerate limit cycle of (3). Let z be a not T -periodic eigenfunction of (32). Then
uniformly with respect to t ∈ [0, T ].
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Proof. In the sequel ε ∈ (0, ε 0 ], and t, τ ∈ [0, T ]. Let A be a nonsingular n × n matrix such that z(0) * A = (0, ..., 0, 1).
Let Y (t) be the fundamental matrix of the linearized system (6) with initial condition Y (0) = A. Since A is nonsingular then the columns of Y (t) are linearly independent. Let
Then we have
In what follows by o(ε), ε > 0, we will denote a function, which may depend also on other variables, having the property that o(ε) ε → 0 as ε → 0 uniformly with respect to these variables when they belong to any bounded set. By subtracting (3) where x(t) is replaced by x 0 (t) from (1) where x(t) is replaced by x ε (t + ∆ ε ) we obtaiṅ
here ε → o t (ε) is such that o t+T (·) = o t (·) for any t ∈ R. By substituting (39) into (40) we have
Since f ′ (x 0 (t))Y (t) =Ẏ (t) the last relation can be rewritten as
By means of Perron's lemma [12] (see also Demidovich ([2] , Sec. III, §12) formula (37) implies that z(t) * Y (t) = (0, ..., 0, 1) for any t ∈ R.
Therefore, applying z(t) * to both sides of (41) we have
where a ε,n (t) is the n-th component of the vector a ε (t), and so
From (38) we have that Z(0) * Y (0) = I. Therefore
where [Z(0)] n is the n-th column of Z(0). Thus [Z(0)] n = z(0) and so a ε,n (t) satisfies
Solving (43)-(44) with respect to a ε,n (t 0 ) we obtain
On the other hand taking the scalar product of (39) with z(t) and using (42) we obtain z(t), x ε (t + ∆ ε ) − x 0 (t) = εa ε,n (t) and thus
The proof is complete. [11] , formula 3.13) that for system (1) takes the form
where z 0 is a T -periodic solution of system (32). This bifurcation function was employed by Loud (see [9] formula 3.48) to study for system (1) the convergence of x ε to x 0 .
Remark 3.3. Under the regularity assumptions (8), Malkin in [11] and Loud in [9] proved that if M z0 (0) = 0 and (M z0 )
then (14) is valid with ∆ ε = 0. Furthermore, letting
Malkin ([11] , formulas 4.3-4.4) showed that y 0 is a T -periodic solution oḟ
and Loud ([9] , formula 1.3, Lemma 1 and formula for x at p. 510) up to a change of coordinate represented y 0 in the form y 0 (t) = Φ 0 (t) 
where Φ 0 is a suitable fundamental matrix of the linearized system (6), α ∈ R, β * ∈ R n−1 , and B is a n − 1 × n − 1 matrix defined by means of Φ 0 (0) and Φ 0 (T ). Assuming that z is not a T -periodic eigenfunction of (32) the question if (47)- (48) imply (36) (with ∆ ε = 0) was not addressed in the previous papers. This means that our Theorem 3.1 represents also a contribution to the case when f, g satisfy (8) without assuming (46).
In the sequel by using (36) 1 ε z(t) x ε (t + ∆ ε ) − x 0 (t) cos ∠ (z(t), x ε (t + ∆ ε ) − x 0 (t)) = M ⊥ z (t) (49) obtained by substituting z(t), x ε (t + ∆ ε ) − x 0 (t) = z(t) x ε (t + ∆ ε ) − x 0 (t) cos ∠ (z(t), x ε (t + ∆ ε ) − x 0 (t)) into formula (36).
The next result is a direct consequence of (49). 
