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ACTIONS OF Zk ASSOCIATED TO HIGHER RANK GRAPHS
ALEX KUMJIAN AND DAVID PASK
Abstract. An action of Zk is associated to a higher rank graph Λ satisfying a mild assumption.
This generalises the construction of a topological Markov shift arising from a nonnegative integer
matrix. We show that the stable Ruelle algebra of Λ is strongly Morita equivalent to C∗(Λ). Hence,
if Λ satisfies the aperiodicity condition, the stable Ruelle algebra is simple, stable and purely infinite.
1. Introduction
The shift map defines a homeomorphism on the space of two-sided infinite paths in a finite directed
graph, a compact zero dimensional space when endowed with the natural topology. Such dynamical
systems, called topological Markov shifts or shifts of finite type, form a key class of examples in sym-
bolic dynamics. Higher dimensional analogs which exhibit many of the same dynamical properties
include axiom A diffeomorphisms studied by Smale [Sm]. The local hyperbolic nature of the home-
omorphisms in many of the examples has led to the axiomatization of Smale spaces (see [Ru1]). In
[Ru2, Pt1] (see also [KPS] for a short survey and [Pt2] for extended notes) certain C∗-algebras were
associated to a Smale space making use of the asymptotic, stable and unstable equivalence relations
engendered by the homeomorphism. The Ruelle algebras, crossed products of the stable and unstable
algebras by the canonical automorphism may be regarded as higher-dimensional generalisations of
Cuntz-Krieger algebras (see [CK, Pt2, PtS]). If the graph is irreducible, the stable Ruelle algebra
associated to the Markov shift is strongly Morita equivalent to the Cuntz-Krieger algebra associated
to the incidence matrix of the graph (cf. [CK, Theorem 3.8] and [KPS, Proposition 3.7] for similar
results).
Following [KP] a k-graph is defined to be a higher rank analog of a directed graph. The definition
of a k graph is motivated by the geometrical examples of Robertson and Steger arising from group
actions on buildings (see [RSt1, RSt2]). Given a k-graph Λ, we define a universal C∗-algebra, C∗(Λ),
the Cuntz-Krieger algebra of Λ. Under a mild assumption we form the “two-sided path space” of Λ, a
natural zero dimensional space associated with a k-graph on which there is a Zk action by an analog
of the shift. We establish that the key dynamical properties identified by Ruelle (see [Ru1]), when
properly interpreted, hold for this action. Our program then follows the one set out by Putnam. If Λ
is irreducible and has finitely many vertices, then as in [Pt1, Pt2], we construct C∗-algebras from the
stable and unstable equivalence relations on which there are natural Zk actions. We then form the
resulting crossed products, the Ruelle algebras, Rs and Ru. Furthermore, we show that the Ruelle
algebra Rs is strongly Morita equivalent to C
∗(Λ). Then, if Λ satisfies the aperiodicity condition, the
Ruelle algebra Rs is a Kirchberg algebra, that is, Rs is simple, nuclear and purely infinite (a similar
result holds for Ru). See [PtS] for general results on the Ruelle algebras of Smale spaces.
The paper is organised as follows. In section 2 we establish our notation and collect facts for later use.
We define a k-graph (Λ, d) to be a small category Λ equipped with a degree map d satisfying a certain
factorisation property. When (Λ, d) satisfies the standing assumption, every vertex of Λ receives and
emits a finite but non-zero number of edges of any given degree, we form ΛΩ the one-sided infinite
path space of Λ. Pairs of shift-tail equivalent paths in ΛΩ give rise to elements in the path groupoid
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GΛ. The groupoid C∗-algebra C∗(GΛ) is naturally isomorphic to C∗(Λ) (see [KP, Corollary 3.5]).
There is a canonical gauge action α of Tk on C∗(Λ) whose fixed point algebra C∗(Λ)α is an AF
algebra which coincides with the C∗-algebra of a subgroupoid ΓΛ of GΛ under this identification. We
conclude the section by stating some facts about principal proper groupoids.
In section 3 we build a topological dynamical system from a k-graph which is generated by k com-
muting homeomorphisms. We show that it satisfies analogs of the two conditions (SS1) and (SS2)
for a Smale space defined in [Ru1, §7.1]. The two-sided path space Λ∆ of Λ has a zero dimensional
topology generated by cylinder sets which is also given by a metric ρ; it is compact if Λ0 is finite. For
n ∈ Zk the shift σn : Λ∆ → Λ∆ gives rise to an expansive Zk-action which is topologically mixing if
Λ is primitive. We show that condition (SS1) is satisfied, in particular there is a map (x, y) 7→ [x, y],
defined for x, y ∈ Λ∆ with ρ(x, y) < 1 taking values in Λ∆, which endows the space Λ∆ with a local
product structure. For x ∈ Λ∆ there are subsets Ex and Fx of Λ
∆ such that Ex×Fx is homeomorphic
to a neighbourhood of x (under this bracket map). Moreover, if e = (1, . . . , 1) ∈ Zk then the shift σe
contracts the distance between points in Ex and expands them on Fx. This is our analog of condition
(SS2) for a single homeomorphism. As in [Pt1] we define the stable and unstable relations which
may be characterised in terms of tail equivalences on Λ∆, since the topology of Λ∆ is generated by
cylinder sets. The stable and unstable relations give rise to the stable and unstable groupoids, Gs
and Gu. Since the unstable relation for Λ
∆ is exactly the stable relation for the opposite k-graph
Λop (the k-graph formed by reversing all the arrows of Λ), we focus our attention on the stable case.
Finally, we examine the internal structure of the stable groupoid Gs; it is the inductive limit of a
sequence of mutually isomorphic principal proper groupoids Gs,m, for m ∈ Zk.
In section 4 we associate certain C∗-algebras to an irreducible k-graph Λ with Λ0 finite. First we
state a suitable version of the Perron-Frobenius theorem, which gives rise to a shift-invariant measure
µ on Λ∆. The measure µ decomposes in a manner which respects the local product structure; this
in turn gives rise to Haar systems for Gs and Gu. The stable and unstable C
∗-algebras may then
be defined: S = C∗(Gs) and U = C
∗(Gu). The Z
k-action on Λ∆ induces actions βs on S and βu
on U which scale the canonical densely-defined traces. The Ruelle algebras are defined to be the
corresponding crossed products, Rs = S ×βs Z
k and Ru = U ×βu Z
k.
In the last section we prove our main results: Suppose that Λ is an irreducible k-graph which has
finitely many vertices. Then
(i) S is strongly Morita equivalent to C∗(Λ)α (see Theorem 5.3),
(ii) Rs is strongly Morita equivalent to C
∗(Λ) (see Theorem 5.6).
Similar assertions hold for U and Ru when Λ is replaced by Λ
op. We establish our main results using
the notion of equivalence of groupoids (in the sense of [MRW]). From established properties of C∗(Λ)
flow many important consequences: The stable algebra S is an AF algebra and if Λ is primitive then
S is simple. The Ruelle algebra Rs is nuclear and in the bootstrap class N for which the UCT holds.
Further, if Λ satisfies the aperiodicity condition then Rs is simple, stable and purely infinite. The
Kirchberg-Phillips theorem therefore applies, so the isomorphism class of Rs is completely determined
by its K-theory (see [Ki, Ph]).
Acknowledgments: The first author wishes to thank Valentin Deaconu for some useful discussions at
an early stage of this work. He also wishes to thank the second author and his colleagues at the School
of Mathematics and Physical Sciences of the University of Newcastle for their warm hospitality.
2. Preliminaries
In this section we first give a little background, then we establish our notation and conventions about
a k-graph Λ and its path groupoid GΛ which are taken from [KP]. We define the C∗-algebra of a
k-graph, C∗(Λ), which may be realised as C∗(GΛ). Finally, we state some results concerning principal
proper groupoids and their Haar systems which are taken from [Rn2, MW1, KMRW].
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We shall use N to denote the set of natural numbers {0, 1, 2, . . .}; Z, R, T denote the sets of integers,
real numbers and complex numbers with unit modulus, respectively. For k > 0 we endow Nk and Zk
with the coordinatewise ordering.
A category is said to be small if its morphisms form a set; the objects are often identified with a subset
of morphisms (x 7→ 1x). A groupoid is a small category Γ in which every morphism is invertible. For
γ ∈ G we have r(γ) = γγ−1 and s(γ) = γ−1γ, then r, s : Γ→ Γ0 where Γ0 is the unit space (or space
of objects) of Γ. If the groupoid Γ is furnished with a topology for which the groupoid operations are
continuous then Γ is called a topological groupoid. We shall assume that our groupoids are equipped
with a locally compact, Hausdorff, second countable topology. If the groupoid Γ has a left Haar
system µ = {µx : x ∈ Γ0}, an equivariant system of measures on the fibres r−1(x), then we may
form the full and reduced C∗-algebras, C∗(Γ) and C∗r (Γ). Since we shall only be dealing with left
Haar systems we shall henceforth omit the qualifier left. If Γ is amenable then its full and reduced
C∗-algebras coincide. The groupoid Γ is called r-discrete if r is a local homeomorphism; in this case
the counting measures form a Haar system. For more definitions and properties of groupoids and
their C∗-algebras, consult [Rn1, M]. For the most part we have followed the conventions of [Rn1],
with the exception that s replaces d for the source map. A good reference for amenable groupoids
may be found in [AR]. We shall frequently invoke the notion of equivalence of groupoids ([MRW,
Definition 2.1]) which (in the presence of Haar systems) gives rise to the strong Morita equivalence
of their C∗-algebras ([MRW, Theorem 2.8]). A good reference for C∗-algebras and their crossed
products is [Pd].
Let k be a positive integer. Recall the notion of k-graph (see [KP]).
Definition 2.1. A k-graph is a pair (Λ, d), where Λ is a countable small category and d : Λ→ Nk is
a morphism, called the degree map, such that the factorisation property holds: for every n1, n2 ∈ Nk
and λ ∈ Λ with d(λ) = n1 + n2, there exist unique elements ν1, ν2 ∈ Λ with
λ = ν1ν2, n1 = d(ν1), n2 = d(ν2).
For n ∈ Nk write Λn = {λ ∈ Λ : d(λ) = n}. It will be convenient to identify Λ0 with the objects of Λ.
Let r, s : Λ→ Λ0 denote the range and source maps.
Let E = (E0, E1) be a (countable) directed graph. Then the set of finite paths E∗ together with the
length map defines a 1-graph (the roles of r and s must be switched).
If Λ is a k-graph then the opposite category Λop can also be made into a k-graph by setting d(λop) =
d(λ).
The k-graph which gives us the prototype for a (one-sided) infinite path is
Ω = Ωk = {(m,n) : m,n ∈ N
k : m ≤ n}.
The structure maps are given by
(1) r(m,n) = m, s(m,n) = n, (ℓ, n) = (ℓ,m)(m,n), d(m,n) = n−m
where the object space is identified with Nk (see [KP, Example 1.7ii]). For other examples of k-graphs
consult [KP].
Definition 2.2. A k-graph Λ is said to be irreducible (or strongly connected) if for every u, v ∈ Λ0,
there is λ ∈ Λ with d(λ) 6= 0 such that u = r(λ) and v = s(λ). We say that Λ is primitive if there is
a nonzero p ∈ Nk so that for every u, v ∈ Λ0 there is λ ∈ Λp with r(λ) = u and s(λ) = v.
Suppose that Λ is primitive; then there is an N such that for all p ≥ N and every u, v ∈ Λ0 there
is λ ∈ Λp with r(λ) = u and s(λ) = v. Moreover, under the following standing assumption 2.3, Λ0
must be finite.
To ensure that the analog of the two-sided infinite path space (to be discussed in the next section) is
nonempty and locally compact we shall need the following standing hypothesis.
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Standing Assumption 2.3. For each p ∈ Nk the restrictions of r and s to Λp are surjective and
finite to one.
The standing hypothesis used here is equivalent to the requirement that both Λ and Λop satisfy the
condition of [KP, §1]. Recall from [KP] the definition of the universal C∗-algebra of a k-graph.
Definition 2.4. Let Λ be a k-graph. Then C∗(Λ) is defined to be the universal C∗-algebra generated
by a family {sλ : λ ∈ Λ} of partial isometries satisfying:
(i) {sv : v ∈ Λ0} is a family of mutually orthogonal projections,
(ii) sλµ = sλsµ for all λ, µ ∈ Λ such that s(λ) = r(µ),
(iii) s∗λsλ = ss(λ) for all λ ∈ Λ,
(iv) for all v ∈ Λ0 and n ∈ Nk we have sv =
∑
λ∈Λn(v)
sλs
∗
λ.
Let Λ be a k-graph and set
(2) ΛΩ = {x : Ω→ Λ : x is a k-graph homomorphism };
note that a k-graph morphism must preserve degree, so that for x ∈ ΛΩ, we have d(x(m,n)) = n−m.
In [KP] the set ΛΩ was denoted Λ∞. By 2.3, ΛΩ 6= ∅. For each λ ∈ Λ we put
(3) Z(λ) = {x ∈ ΛΩ : x(0, d(λ)) = λ}
then again by 2.3, Z(λ) 6= ∅. The collection of all such cylinder sets forms a basis for a topology on
ΛΩ under which each such subset is compact. For p ∈ Nk define a map σp : ΛΩ → ΛΩ by
(4) (σpx)(m,n) = x(m+ p, n+ p)
note that σp is a local homeomorphism. Now we form the path groupoid (for more details see [KP])
GΛ = {(x, n, y) : x, y ∈ Λ
Ω, n ∈ Zk, σℓx = σmy, n = ℓ−m for some ℓ,m ∈ Nk},
with structure maps
r(x, n, y) = x, s(x, n, y) = y, and (x,m, y)(y, n, z) = (x,m+ n, z),
where we have identified ΛΩ with the unit space by x 7→ (x, 0, x).
By [KP, Corollary 3.5(i)] C∗(GΛ) = C∗(Λ). There is a canonical gauge action α : Tk → Aut (C∗(Λ))
which is realised on the dense subalgebra Cc(GΛ) by
αt(f)(x, n, y) = t
nf(x, n, y)
where tn =
∏
i t
ni
i . The fixed point algebra for this action C
∗(Λ)α is the closure of the subalgebra of
Cc(GΛ) consisting of functions which vanish at points of the form (x, n, y) with n 6= 0. Hence C∗(Λ)α
is isomorphic to C∗(ΓΛ) where ΓΛ is the open subgroupoid of GΛ given by
ΓΛ = {(x, 0, y) : x, y ∈ Λ
Ω, σmx = σmy for some m ∈ Nk}.
Recall that
C∗(Λ)α = FΛ = lim
m→∞
Fm
where
Fm ∼=
⊕
v∈Λ0
K
(
ℓ2({λ ∈ Λm : s(λ) = v})
)
;
hence, C∗(ΓΛ) = C
∗(Λ)α is an AF algebra (see [KP, Lemmas 3.2, 3.3]).
Let Λi be a ki graph for i = 1, 2, then Λ1 × Λ2 is a (k1 + k2)-graph in a natural way (see [KP,
Proposition 1.8]). By [KP, Corollary 3.5iv] we have
C∗(Λ1 × Λ2) ∼= C
∗(Λ1)⊗ C
∗(Λ2).
If k1 = k2 = k then we may form a k-graph
Λ1 ⋄ Λ2 = {(λ1, λ2) ∈ Λ1 × Λ2 : d(λ1) = d(λ2)}
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with d(λ1, λ2) = d(λ1) and the other structure maps inherited from Λ1 × Λ2. Note that Λ1 ⋄ Λ2 =
f∗(Λ1 × Λ2) where f : Nk → Nk × Nk is given by f(m) = (m,m) (cf. [KP, Example 1.10iii]).
Let G be a compact abelian group and for i = 1, 2 let αi : G → Aut (Ai) be a strongly continuous
action of G on the C∗-algebra Ai. Let A1 ⊗G A2 denote the fixed-point algebra (A1 ⊗ A2)
η where
η : G→ Aut (A1 ⊗ A2) is given by ηg(a⊗ b) = α1g(a)⊗ α
2
g−1
(b). This is the natural notion of tensor
product in the category of C∗-algebras with a given G-action see [OPT, §2]. Now with Λi as above
and taking αi to be the gauge action on C∗(Λi) for i = 1, 2 we have
(5) C∗(Λ1 ⋄ Λ2) ∼= C
∗(Λ1)⊗Tk C
∗(Λ2).
This follows by an argument similar to the proof of [Ku2, Proposition 2.7].
In the remainder of this section we state some standard facts concerning principal proper groupoids
in a convenient form. Recall that a groupoid G is said to be principal, if it is isomorphic to an
equivalence relation, that is, if r × s : G→ G0 ×G0 is an embedding. If, in addition, the image is a
closed subset of G0 ×G0, it is said to be proper (see [MW1]).
Lemma 2.5. Let π : X → Y be a continuous open surjection between two locally compact Hausdorff
spaces. Then
X ⋆π X = {(x, y) ∈ X ×X : π(x) = π(y)}
is a principal proper groupoid, with structure maps r(x, y) = x, s(x, y) = y and (x, y)(y, z) = (x, z).
Moreover, X is an (X ⋆π X,Y )-equivalence.
Proof. Evidently X⋆πX is a principal groupoid; since X⋆πX is a closed subset of X×X it is proper.
By [MRW, Example 2.5] X is a (X ⋆π X,Y )-equivalence. 
The following definition is taken from [Rn2, §1] (see also [M, Definition 5.42]).
Definition 2.6. With π be as above, a π-system consists of a family
µ = {µy : y ∈ Y }
of positive Radon measures on X such that the support of µy is contained in π−1(y) for each y ∈ Y
and the function
µ(f)(y) =
∫
f(x)dµy(x)
lies in Cc(Y ) for each f ∈ Cc(X). If the support of each µy is all of π−1(y) for all y ∈ Y , then the
π-system is said to be full.
Note that a Haar system on a groupoid is an equivariant r-system. A full π-system gives rise to a
Haar system for X ⋆π X .
Proposition 2.7. Let π be as above and µ = {µy : y ∈ Y } be a full π-system. Then for x ∈ X
µ˜x = δx × µ
π(x)
defines a Haar system µ˜ = {µ˜x : x ∈ X} for X ⋆π X. Moreover, C∗(X ⋆π X) is strongly Morita
equivalent to C0(Y ). There is a densely defined C0(Y )-valued trace on C
∗(X ⋆π X) given by
(6) τµ(f)(y) =
∫
X
f(x, x)dµy(x)
for f ∈ Cc(X ⋆π X).
Proof. The first assertion follows from [KMRW, Proposition 5.2] (see also [M, Theorem 5.51]). The
Morita equivalence now follows from [MRW, Theorem 2.8] and Lemma 2.5 (see also [MW1, Propo-
sition 2.2]). A routine computation shows that τµ(fg) = τµ(gf) for f, g ∈ Cc(X ⋆π X). 
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3. Zk actions
In this section we adapt the methods of [Pt1] for the Z-action associated to shift of finite type
to analyze an analogous Zk action on a topological space associated to a k-graph. Many of the
constructions of [Ru1, Pt1] can be generalised to this setting. Following [Pt1, Pt2], we provide a
description of the stable, unstable and asymptotic relations for our Zk action and the topology of the
associated groupoids.
There is a natural Zk action on the analog of the two-sided path space of a k-graph satisfying the
standing hypothesis 2.3. First, we form a k-graph which gives us the prototype of a two-sided infinite
path: Set
∆ = ∆k = {(m,n) : m,n ∈ Z
k,m ≤ n};
with structure maps given as in (1), it is straightforward to check that (∆, d) is a k-graph.
Next we use ∆ to form the two-sided infinite path space (cf. (2)). Set
Λ∆ = {x : ∆→ Λ : x is a k-graph morphism};
then by 2.3, Λ∆ 6= ∅. We endow Λ∆ with a topology as follows (cf. (3)): for each n ∈ Zk and λ ∈ Λ
set
Z(λ, n) = {x ∈ Λ∆ : x(n, n+ d(λ)) = λ}.
Again by 2.3, Z(λ, n) 6= ∅. The collection of all such cylinder sets forms a basis for a topology on
Λ∆ for which each such subset is compact. It follows that Λ∆ is a zero dimensional space and if Λ0
is finite, then Λ∆ is itself compact (since Λ∆ = ∪v∈Λ0Z(v, 0)). Now for each n ∈ Z
k we define a map
σn : Λ∆ → Λ∆ by
σn(x)(ℓ,m) = x(ℓ+ n,m+ n).
Note that σn is a homeomorphism for every n ∈ Zk, σn+m = σnσm for n,m ∈ Zk and σ0 is the
identity map.
We define a metric on Λ∆ as follows. We set e = (1, . . . , 1) ∈ Zk and for j ∈ N, let θj ∈ ∆ denote
the element (−je, je); note that θ0 = 0. Given x, y ∈ Λ
∆, set
h(x, y) =
{
0 x(0) 6= y(0)
1 + sup{j : x(θj) = y(θj)} otherwise.
Fix 0 < r < 1; we may define a metric ρ on Λ∆ by the formula ρ(x, y) = rh(x,y) for x, y ∈ Λ∆ (note
that ρ(x, x) = r∞ = 0). The topology induced by this metric is the same as the one above.
Proposition 3.1. The Zk-action n 7→ σn on Λ∆ is expansive in the sense that there is an ε > 0
such that for all x, y ∈ Λ∆ if ρ(σn(x), σn(y)) < ε for all n then x = y. Moreover, if Λ is primitive
then σ is topologically mixing in the sense that for any two nonempty open sets U and V in Λ∆ there
is a Q ∈ Zk so that U ∩ σq(V ) 6= ∅ for all q ≥ Q.
Proof. To show that the action is expansive, observe that ε = r will suffice (if x(n − e, n + e) =
y(n − e, n + e) for all n ∈ Zk, then x = y). If Λ is primitive there is an M ∈ Nk such that for all
m ≥ M and every u, v ∈ Λ0 there is λ ∈ Λm with r(λ) = u and s(λ) = v. To show that for any two
nonempty open sets U and V in Λ∆ there is a Q ∈ Zk so that U ∩σq(V ) 6= ∅ for all q ≥ Q, it suffices
to demonstrate this for cylinder sets. So let U = Z(λ, ℓ) and V = Z(ν, n). Set Q =M + d(ν)+n− ℓ;
then given q ≥ Q, there is λ′ ∈ Λ with d(λ′) = M + q −Q such that r(λ′) = s(ν) and s(λ′) = r(λ).
Observe that
Z(νλ′λ, n− q) ⊂ Z(λ, ℓ) ∩ σq(Z(ν, n)).
Therefore, U ∩ σq(V ) 6= ∅ for all q ≥ Q, as required. 
Remark 3.2. Consider the 1-graph obtained by restricting consideration to powers of Λe; note that
this 1-graph may be regarded as the k-graph f∗(Λ) where f : N → Nk is given by f(j) = je (see
[KP, Definition 1.9]). By arguing as in [KP, Proposition 2.9] it follows that the restriction map
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Λ∆ → f∗(Λ)∆ is a homeomorphism. Under this identification the generator of the action of Z on
f∗(Λ)∆ is identified with σe. Many attributes of this restricted dynamical system are reflected in the
action of Zk, as we shall see below.
The space Λ∆ decomposes locally into contracting and expanding directions for the shift. For x ∈ Λ∆
set
Ex = {y ∈ Λ
∆ : x(m,n) = y(m,n), for all 0 ≤ m ≤ n}
Fx = {y ∈ Λ
∆ : x(m,n) = y(m,n), for all m ≤ n ≤ 0}.
Observe that for j ∈ N we have (see [Ru1, §7.1], also [Pt1])
ρ(σje(y), σje(z)) ≤ rjρ(y, z) for y, z ∈ Ex
ρ(σ−je(y), σ−je(z)) ≤ rjρ(y, z) for y, z ∈ Fx.
For p ≥ 0 a simple calculation shows that σpEx ⊆ Eσpx and σ−pFx ⊆ Fσ−px.
Proposition 3.3. (cf. [Ru1, Pt1]) There exists a unique map
[·, ·] : {(x, y) ∈ Λ∆ × Λ∆ : ρ(x, y) < 1} → Λ∆
satisfying
(7)
[x, y](m,n) = x(m,n) if m ≤ n ≤ 0
[x, y](m,n) = y(m,n) if 0 ≤ m ≤ n.
Moreover, [·, ·] is continuous, Fx ∩Ey = {[x, y]} if ρ(x, y) < 1 and the following hold
(8) [x, x] = x, [[x, y], z] = [x, z], [x, [y, z]] = [x, z], [σnx, σny] = σn[x, y],
wherever both sides of each equation are defined. Furthermore, for x ∈ Λ∆ the restriction of [·, ·] to
Ex × Fx induces a homeomorphism Ex × Fx ∼= Z(x(0), 0).
Proof. By the factorisation property, a consistent family of elements
{x(−p, p) ∈ Λ2p : p ≥ 0} with x(−q, q) = λx(−p, p)µ
for some λ, µ when q ≥ p, will determine a unique element x ∈ Λ∆ (cf. [KP, Remarks 2.2]). For p ≥ 0
and x, y with ρ(x, y) < 1 (so that x(0) = y(0)) set
[x, y](−p, p) = x(−p, 0)y(0, p).
It is straightforward to check that this results in the unique map satisfying (7); moreover it is
continuous. If z ∈ Fx ∩ Ey, then z(m,n) = x(m,n) for m ≤ n ≤ 0 and z(m,n) = y(m,n) for
0 ≤ m ≤ n; hence, z = [x, y] by (7).
The properties (8) are straightforward to verify. For the last assertion, it is clear that the restriction
of [·, ·] to Ex × Fx is one-to-one. To see that the image is Z(x(0), 0), let z ∈ Z(x(0), 0); then
[z, x] ∈ Ex, [x, z] ∈ Fx and z = [[z, x], [x, z]]. The restriction is clearly continuous as is its inverse
z 7→ ([z, x], [x, z]). 
Note that if ρ(x, y) < 1, then y ∈ Ex if and only if [x, y] = x and similarly y ∈ Fx if and only if
[y, x] = x.
As in [Pt1] we define the stable and unstable equivalence relations on Λ∆ as follows. Given x, y ∈ Λ∆
define
x ∼s y if lim
j→∞
ρ(σje(x), σje(y)) = 0
x ∼u y if lim
j→−∞
ρ(σje(x), σje(y)) = 0.
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Note that x ∼s y if and only if there is m ∈ Zk such that for all n ∈ Zk with m ≤ n we have
x(m,n) = y(m,n). Similarly x ∼u y if and only if there is n ∈ Zk such that for all m ∈ Zk with
m ≤ n we have x(m,n) = y(m,n).
These equivalence relations give rise to two locally compact groupoids: the stable groupoid,
Gs = Gs(Λ) = {(x, y) ∈ Λ
∆ × Λ∆ : x ∼s y}
and the unstable groupoid,
Gu = Gu(Λ) = {(x, y) ∈ Λ
∆ × Λ∆ : x ∼u y};
the unit space of each is identified with Λ∆ and the structure maps are the natural ones. The topology
on Gs is given as follows: For m ∈ Zk set
Gs,m = {(x, y) ∈ Λ
∆ × Λ∆ : x(m,n) = y(m,n) for all n ≥ m}.
Note that Gs,m is a subgroupoid of Gs. We endow Gs,m with the relative topology and Gs = ∪mGs,m
with the inductive limit topology. The topology on Gu is defined similarly. None of these groupoids
are r-discrete in general.
There is an natural inclusion map Ω →֒ ∆ which gives rise to a surjective map π : Λ∆ → ΛΩ given
by restriction: π(x)(m,n) = x(m,n) for x ∈ Λ∆ and (m,n) ∈ Ω. It is straightforward to verify that
π is continuous and open. Observe that for x ∈ Λ∆ and p ∈ Nk we have
(9) π ◦ σp(x) = σp ◦ π(x).
We now collect some facts about the topology of Gs for future use:
Proposition 3.4. Let Λ be a k-graph, and Gs the groupoid defined above. Then for all m ∈ Zk,
Gs,m is a closed subset of Λ
∆ × Λ∆; indeed
Gs,m = Λ
∆ ⋆π◦σm Λ
∆ = {(x, y) ∈ Λ∆ × Λ∆ : π(σmx) = π(σmy)}
and hence Gs,m is a principal proper groupoid. For all m,n ∈ Zk we have that Gs,m+n = (σ−m ×
σ−m)Gs,n; in particular, the Gs,m are all isomorphic to Λ
∆ ⋆π Λ
∆. Moreover, for m ≤ n, Gs,m is an
open subset of Gs,n.
Proof. For the first part, observe that π(σmx) = π(σmy) if and only if x(m,n) = y(m,n) for all
n ≥ m; so Gs,m = Λ∆ ⋆π◦σm Λ∆ which is a principal proper groupoid by Lemma 2.5. For the second
assertion, note that x(n+m, ℓ) = y(n+m, ℓ) for all ℓ ≥ n+m if and only if σmx(n, ℓ′) = σmy(n, ℓ′)
for all ℓ′ ≥ n and that (σ−m×σ−m) is a homeomorphism of Λ∆×Λ∆. To show that Gs,m is an open
subset of Gs,n form ≤ n, it suffices to consider the case when m = 0. Suppose that (x, y) ∈ Gs,0, then
we have x, y ∈ Z(λ, 0) where λ = x(0, n) = y(0, n). Put U = Z(λ, 0)×Z(λ, 0), then (x, y) ∈ Gs,0∩U .
If (x′, y′) ∈ Gs,n ∩ U then x′(0, n) = λ = y′(0, n) and since (x′, y′) ∈ Gs,n, we have x′(n, ℓ) = y′(n, ℓ)
for ℓ ≥ n . Hence x′(0, ℓ) = y′(0, ℓ) for all ℓ ≥ 0 and so (x′, y′) ∈ Gs,0 ∩ U , which shows that Gs,0 is
open in Gs,n as required. 
Remark 3.5. There is a homeomorphism Λ∆ → (Λop)∆ given by x 7→ xop where
xop(m,n) = x(−n,−m)op.
Note that for n ∈ Zk and x ∈ Λ∆ we have (σop)n(xop) = σ−n(x)op, where σop is the shift action of
Z
k on (Λop)∆. For every x, y ∈ Λ∆ we have x ∼s y if and only if xop ∼u yop and x ∼u y if and only
if xop ∼s yop. Hence Gu(Λ) = Gs(Λop) and Gu(Λop) = Gs(Λ).
Remark 3.6. As in [Pt1] (cf. [Ru2]) we define the asymptotic relation on Λ∆ as follows: For x, y ∈ Λ
we put x ∼a y if x ∼s y and x ∼u y. Observe that x ∼a y if and only if there is m ∈ Nk so that for
all n ≥ m we have
(10) x(m,n) = y(m,n) and x(−n,−m) = y(−n,−m).
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Let Ga denote the groupoid derived from this equivalence relation. We endow it with a topology
that makes it an r-discrete groupoid. Given (x, y) ∈ Ga, there is an m ∈ Nk so that (10) holds; set
λ = x(−m,m) and ν = y(−m,m). There is a unique map ϕν,λ : Z(λ,−m) → Z(ν,−m) such that
ϕν,λ(x) = y and
ϕν,λ(z)(m,n) = z(m,n) and ϕν,λ(z)(−n,−m) = z(−n,−m)
for all z ∈ Z(λ,−m) and n ≥ m. Note that the map ϕν,λ is a homeomorphism and z ∼a ϕν,λ(z) for
all z ∈ Z(λ,−m). We let Uν,λ ⊂ Ga be the graph of ϕν,λ
Uν,λ = {(ϕν,λ(z), z) : z ∈ Z(λ,−m)}.
The collection {Uν,λ}ν,λ forms a basis for the topology of Ga in which the Uν,λ are compact open
sets. Evidently the restriction of the range map to each Uν,λ is a homeomorphism onto Z(ν,−m);
hence Ga is r-discrete.
4. Ruelle algebras
As in [Pt1] the stable and unstable C∗-algebras are given by S := C∗(Gs) and U := C
∗(Gu). The
Ruelle algebras, Rs and Ru, are defined as the crossed products of S and U by the natural Z
k actions
(see [PtS]). We shall need to show that Gs and Gu have Haar systems; for this it will be necessary
to invoke a suitable version of the Perron-Frobenius Theorem, for an irreducible k-graph Λ with Λ0
finite (cf. [Pt2]). As in [Pt1] we show that there is a densely-defined trace on S and U which is scaled
by the Zk action. Finally, we discuss the corresponding facts in the asymptotic case.
Let Λ be a k-graph. For u, v ∈ Λ0, p ∈ Nk set
Λp(u, v) = {λ ∈ Λp : u = r(λ) and v = s(λ)};
then for each p ∈ Nk we obtain a nonnegative integer valued matrix |Λp| indexed by Λ0 given by
|Λp|(u, v) = |Λp(u, v)| for u, v ∈ Λ0. For p, q ∈ Nk, we have |Λp+q| = |Λp||Λq|. Let R+ denote the
collection of positive real numbers.
Lemma 4.1. (cf. [Pt2]) Suppose that Λ is irreducible and Λ0 is finite. Then there exist t ∈ Rk+,
a : Λ0 → R+ and b : Λ0 → R+ with
∑
v∈Λ0 a(v)b(v) = 1 such that for all p ∈ N
k we have∑
u∈Λ0
a(u)|Λp|(u, v) = tpa(v) for all v ∈ Λ0(11)
∑
v∈Λ0
|Λp|(u, v)b(v) = tpb(u) for all u ∈ Λ0.(12)
Proof. Since Λ is irreducible, there is an integer matrix A with all positive entries which may be
written as a sum of matrices of the form |Λp| for various p ∈ Nk. By the Perron-Frobenius theorem
(see [Se, Theorem 1.5] for example) there are functions a, b : Λ0 → R+ satisfying
∑
v∈Λ0 a(v)b(v) = 1
and a number T ∈ R+ such that∑
v∈Λ0
a(u)A(u, v) = Ta(v) for all v ∈ Λ0
∑
u∈Λ0
A(u, v)b(v) = Tb(u) for all u ∈ Λ0.
For i = 1, . . . , k let ei denote the canonical generators of N
k, then since A commutes with |Λei | for
each i there exist nonnegative ti such that the same formulas hold with A replaced by |Λei | and T
replaced by ti; formulas (12) and (11) now follow with t = (t1, . . . , tk).
It remains to show that ti > 0 for each i. Let u ∈ Λ
0, then by the standing assumption |Λe|(u, v) > 0
for some v ∈ Λ0; applying (12) we have∑
v∈Λ0
|Λe|(u, v)b(v) = t1 · · · tkb(u).
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Since the left hand side is evidently positive, t1 · · · tk > 0; hence ti > 0 for all i as required. 
We construct the analog of the Parry measure µ on Λ∆ as follows (cf. [Pt2]).
Proposition 4.2. Suppose that Λ is irreducible and Λ0 is finite. Then there is a shift invariant
probability measure µ on Λ∆ such that
µ(Z(λ, n)) = t−d(λ)a(r(λ))b(s(λ)),
for all λ ∈ Λ and n ∈ Zk.
Proof. We must show that µ is well-defined on cylinder sets. Given λ ∈ Λ and n ∈ Zk, observe that
for m ≥ 0 we may write Z(λ, n) as a disjoint union by expanding on the right:
Z(λ, n) =
∐
ν∈Λm
r(ν)=s(λ)
Z(λν, n).
Then we compute µ of the right-hand side (using (12))∑
ν∈Λm
r(ν)=s(λ)
µ(Z(λν, n)) =
∑
ν∈Λm
r(ν)=s(λ)
t−d(λν)a(r(λ))b(s(ν))
= t−d(λ)a(r(λ))
∑
v∈Λ0
t−m
∑
ν∈Λm(s(λ),v)
b(s(ν))
= t−d(λ)a(r(λ))
∑
v∈Λ0
t−m|Λm|(s(λ), v)b(v)
= t−d(λ)a(r(λ))b(s(λ)) = µ(Z(λ, n)).
If we write Z(λ, n) as a disjoint union by expanding on the left:
Z(λ, n) =
∐
ν∈Λm
s(ν)=r(λ)
Z(νλ, n−m),
then a similar calculation (using (11)) shows that µ of each side is the same and completes the
demonstration that µ is well-defined. Thus µ extends to a probability measure which is invariant
under the action of Zk. 
Our next task is to decompose µ locally into measures which give rise to Haar systems for Gs and
Gu .
Fix x ∈ Λ∆; then for λ ∈ Λ with s(λ) = x(0) we define
Z−(λ, x) = Ex ∩ Z(λ,−d(λ)).
Likewise for λ ∈ Λ with r(λ) = x(0) we define
Z+(λ, x) = Fx ∩ Z(λ, 0).
Proposition 4.3. (cf. [Pt2]) Suppose that Λ is irreducible and Λ0 is finite. Then for each x ∈ Λ∆
there is a measure µxs on Ex and a measure µ
x
u on Fx such that
µxs (Z
−(λ, x)) = t−d(λ)a(r(λ)) and µxu(Z
+(λ, x)) = t−d(λ)b(s(λ))
for all λ ∈ Λ. The restriction of µ to Z(x(0), 0) is µxs × µ
x
u after identifying Ex × Fx with Z(x(0), 0)
as in Proposition 3.3. Moreover for p ∈ Nk we have
(13) µxs = t
pµσ
px
s ◦ σ
p and µxu = t
pµσ
−px
u ◦ σ
−p
on Ex and Fx respectively.
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Proof. The first assertion is clear. For the next part it suffices to consider cylinder sets of the form
Z(λ, n) where λ = λ−λ+ ∈ Λ with r(λ+) = x(0) and n = −d(λ−). After identifying Z+(λ+, x) ×
Z−(λ−, x) with Z(λ,−d(λ−)) (as in Proposition 3.3) we have
µxs × µ
x
u(Z(λ,−d(λ
−))) = µxs (Z
−(λ−, x))µxu(Z
+(λ+, x))
= t−d(λ
−)a(r(λ−))t−d(λ
+)b(s(λ+))
= t−d(λ)a(r(λ))b(s(λ))
= µ(Z(λ,−d(λ−)));
hence the restriction of µ to Z(x(0), 0) is µxs×µ
x
u as required. From the definitions it is straightforward
to verify that for p ∈ Nk
σpZ−(λ, x) = Z−(λx(0, p), σpx) and σ−pZ+(λ, x) = Z+(x(−p, 0)λ, σ−px).
Hence
µσ
px
s (σ
pZ−(λ, x)) = t−pµxs (Z
−(λ, x))
µσ
−px
u (σ
−pZ+(λ, x)) = t−pµxu(Z
+(λ, x));
equations (13) then follow on Ex and Fx respectively. 
Note that for x ∈ Λ∆ we have that Ex = {y : π(y) = π(x)}; evidently if π(y) = π(x) then Ey = Ex
and µys = µ
x
s . For z = π(x) let µ
z
s,0 denote the extension of µ
x
s to Λ
∆ (µzu,0 is defined similarly).
Observe that µs,0 = {µzs,0 : z ∈ Λ
Ω} is a full π-system: The continuity of the system follows from the
fact that
µs,0
(
χZ(λ,n)
)
(z) = t−d(λ)a(r(λ))
is locally constant. By Propositions 2.7 and 3.4 we obtain a Haar system
µ˜s,0 = {µ˜
x
s,0 : x ∈ Λ
∆}
for Gs,0. Recall from Proposition 3.4 that for p ≥ 0 we have Gs,p = Λ
∆ ⋆π◦σp Λ
∆.
Proposition 4.4. Let Λ be an irreducible k-graph with Λ0 finite. For p ≥ 0 and x, y ∈ Λ∆ if
π ◦ σpx = π ◦ σpy then
(14) σ−pEσpx = σ
−pEσpy and µ
σpx
s ◦ σ
p = µσ
py
s ◦ σ
p.
For z = π ◦σp(x) let µzs,p denote the extension of the measure t
pµσ
px
s ◦σ
p from σ−pEσpx to Λ
∆. Then
µs,p = {µzs,p : z ∈ Λ
Ω} is a full π ◦σp-system and we obtain a Haar system µ˜s,p = {µ˜xs,p : x ∈ Λ
∆} for
Gs,p. If 0 ≤ p ≤ q, the restriction of µ˜xs,q to Gs,p agrees with µ˜
x
s,p for all x ∈ Λ
∆. We obtain thereby
a Haar system for Gs, µ˜s = {µ˜xs : x ∈ Λ
∆}. A Haar system for Gu is obtained in a similar way.
Proof. Note that for p ≥ 0 and x, y ∈ Λ∆, y ∈ σ−pEσpx if and only if π ◦ σpx = π ◦ σpy; hence,
formulas (14) hold. By arguments similar to those given immediately prior to the statement of this
proposition, µs,p is a full π ◦ σp-system and µ˜s,p is a Haar system for Gs,p. The compatibility of the
Haar systems now follows from a short calculation involving (13). The Haar systems µs,p for p ≥ 0
may therefore be patched together to give a Haar system for Gs: µ˜s = {µ˜xs : x ∈ Λ
∆}. 
Now we may define the stable and unstable algebras associated to an irreducible k-graph Λ with
finitely many vertices
S = S(Λ) = C∗(Gs(Λ)) and U = U(Λ) = C
∗(Gu(Λ)).
For n ∈ Zk the map σn×σn yields an automorphism of the stable and unstable equivalence relations
but it rescales the Haar systems by (13); indeed
(15) µ˜xs ◦ (σ
−n × σ−n) = tnµ˜σ
nx
s and µ˜
x
u ◦ (σ
−n × σ−n) = t−nµ˜σ
nx
u
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This induces actions βs, βu of Z
k on both S and U given for n ∈ Zk by
βns (f)(x, y) = t
nf(σ−n(x), σ−n(y)) where f ∈ Cc(Gs),
βnu (f)(x, y) = t
−nf(σ−n(x), σ−n(y)) where f ∈ Cc(Gu),
and extending by continuity to the completions.
The measure µ on Λ∆ gives rise to a densely-defined trace on S as follows:
Proposition 4.5. Let Λ be an irreducible k-graph with Λ0 finite, µ the Parry measure, and Gs the
stable groupoid. For f ∈ Cc(Gs) set
τs(f) =
∫
Λ∆
f(x, x)dµ(x).
Then τs is a densely-defined trace on C
∗(Gs). A densely-defined trace τu on C
∗(Gu) is defined
similarly. Moreover, for n ∈ Zk we have
(16) τs ◦ β
n
s = t
nτs and τs ◦ β
n
u = t
−nτu.
Proof. The formulas (16) follow from (15). We show that τs is a densely-defined trace; the case of τu
is similar. It suffices to show that τs satisfies the trace property (τs is clearly densely-defined, linear
and positive). For f, g ∈ Cc(Gs) there is p ≥ 0 such that the supports of f and g are contained in
Gs,p (by Proposition 3.4, {Gs,p : p ≥ 0} forms an open cover of Gs). Since µ decomposes locally as
a product measure as in Proposition 4.3 with tpµσ
px
s ◦ σ
p in place of µxs , there is a measure νs,p on
ΛΩ such that ∫
Λ∆
h(x)dµ(x) =
∫
ΛΩ
µs,p(h)dνs,p
for all h ∈ C(Λ∆). It follows that
τs(fg) =
∫
Λ∆
(fg)(x, x)dµ(x) =
∫
ΛΩ
∫
(fg)(y, y)dµzs,p(y)dνs,p(z)
=
∫
ΛΩ
τµs,p(fg)dνs,p =
∫
ΛΩ
τµs,p(gf)dνs,p = τs(gf),
where the penultimate equality follows from Proposition 2.7. 
Let Λ be an irreducible k-graph with finitely many vertices. The Ruelle algebras associated to Λ are
defined to be the corresponding crossed products (cf. [PtS, Pt2])
Rs = Rs(Λ) = S(Λ)×βs Z
k and Ru = Ru(Λ) = U(Λ)×βu Z
k.
We express the Ruelle algebras as C∗-algebras of the semidirect product groupoids Gs × Z
k and
Gu × Zk. The unit space is identified with Λ∆ via the map x 7→ ((x, x), 0). The structure maps are
given by
r((x, y), n) = x, s((x, y), n) = σny, ((x, y), n)((σny, σnz),m) = ((x, z), n+m).
The structure maps of Gu × Zk are defined similarly.
Lemma 4.6. If Λ is an irreducible k-graph with Λ0 finite, then both Gs×Zk and Gu×Zk have Haar
systems. Moreover, we have Rs ∼= C∗(Gs × Zk) and Ru ∼= C∗(Gu × Zk).
Proof. Let ϑ be the measure on Zk given by ϑ({n}) = t−n; then a direct computation using (15)
shows that {µ˜xs × ϑ : x ∈ Λ
∆} is a Haar system for Gs × Zk. 
Remark 4.7. Let Λ be an irreducible k-graph with Λ0 finite, then by Remark 3.5 we have Gu(Λ) =
Gs(Λ
op) and Gs(Λ) = Gu(Λ
op). Note that Λop is also irreducible and (Λop)0 = Λ0 is finite. We have
U(Λ) = S(Λop) and S(Λ) = U(Λop), similarly Ru(Λ) = Rs(Λ
op) and Rs(Λ) = Ru(Λ
op). Henceforth
we shall focus our attention on the stable case.
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Remark 4.8. The asymptotic C∗-algebra may also be defined:
A = A(Λ) = C∗(Ga(Λ)).
Note that sinceGa is r-discrete, it has a Haar system consisting of counting measures. The asymptotic
Ruelle algebra is defined as the crossed product
Ra = Ra(Λ) = A(Λ)×βa Z
k = C∗(Ga(Λ)× Z
k).
Suppose that Λ is irreducible and Λ0 is finite. With notation as in Remark 3.6,
µ(Z(λ,−m)) = t−2ma(r(λ))b(s(λ)) = t−2ma(r(ν))b(s(ν)) = µ(Z(ν,−m));
hence µ is invariant under Ga. Thus we may define a unital trace on A by
τa(f) =
∫
f(x, x)dµ(x)
for f ∈ Cc(Ga). The Zk action σ on Λ∆ induces an action σ × σ on Ga and hence we get an action
βa : Z
k → AutA. Since τa is invariant under βa, we also obtain a trace on Ra.
5. Morita Equivalence
In this section we prove our main results. If Λ is irreducible and Λ0 is finite we show that the stable
algebra S is strongly Morita equivalent to C∗(Λ)α and that Rs is strongly Morita equivalent to C
∗(Λ).
Hence, if Λ satisfies the aperiodicity condition, then Rs is a stable Kirchberg algebra.
We begin by stating a groupoid equivalence result that will be useful in both cases. This result is
no doubt well known to the experts but, as we are unable to find an explicit reference, we provide a
proof.
Let Γ be a locally compact Hausdorff groupoid. Given a right principal Γ-space Y , one may construct
the imprimitivity groupoid Y ⋆ΓY
op where Y op is the corresponding left principal Γ-space. By [MW2,
Theorem 3.5] (see also [M, Theorem 5.31]) Y implements an equivalence between the imprimitivity
groupoid and Γ in the sense of [MRW, Definition 2.1].
Let X be a locally compact Hausdorff space and let ψ : X → Γ0 be a continuous open surjection.
Set
(17) Z = X ⋆ Γ = {(x, γ) : x ∈ X, γ ∈ Γ, ψ(x) = r(γ)};
we define a right action of Γ on Z as follows: s : Z → Γ0 is given by s(x, γ) = s(γ) and the map
Z ⋆ Γ→ Z by ((x, γ1), γ2) = (x, γ1γ2). There is a corresponding left action of Γ on Zop = Γ ⋆ X .
Lemma 5.1. With the above structure maps Z is a right principal Γ-space. Moreover the imprimi-
tivity groupoid Z ⋆Γ Z
op is isomorphic to
Γψ := {(x, γ, y) : x, y ∈ X, γ ∈ Γ, ψ(x) = r(γ), ψ(y) = s(γ)},
equipped with the relative topology. Therefore Z implements an equivalence between the groupoids Γ
and Γψ.
Proof. To show that Z is a right principal Γ-space we must show that the action is free and proper.
The action is clearly free (because the action of a groupoid on itself is free). It suffices to show that
the map Z ⋆ Γ→ Z × Z given by
((x, γ1), γ2) 7→ ((x, γ1γ2), (x, γ1))
is a homeomorphism onto a closed set (see [MW2, Lemma 2.2]). This follows from a similar fact for
the right action of a groupoid on itself. By [MW2, Theorem 3.5] Z is a groupoid equivalence between
the imprimitivity groupoid Z ⋆Γ Z
op and Γ. The isomorphism from Z ⋆Γ Z
op to Γψ is given by the
map
((x, γ1), (γ2, y)) 7→ (x, γ1γ2, y).
The result now follows from this identification. 
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The construction of Γψ above appears in [Ku1, Proposition 5.7] (though in a more specialized setting).
Recall the the restriction map π : Λ∆ → ΛΩ is a continuous open surjection.
Lemma 5.2. Let Λ be a k-graph and Gs be the stable groupoid associated to Λ. Then the map
(x, y) 7→ (x, (π(x), 0, π(y)), y) gives an isomorphism Gs ∼= (ΓΛ)
π
.
Proof. Recall that (x, y) ∈ Gs,m precisely when π(σmx) = π(σmy). Form ≥ 0 the given map restricts
to a homeomorphism from Gs,m to (ΓΛ,m)
π where ΓΛ,m is the subgroupoid of ΓΛ formed by those
(x, 0, y) where σm(x) = σm(y). Since the topology on ΓΛ is equivalent to the inductive limit topology
from these subgroupoids, the given map is a homeomorphism. It is routine to check that the map is
a groupoid morphism. 
The groupoid equivalence (in the sense of [MRW]) between Gs and ΓΛ now follows.
Theorem 5.3. The space Z = Λ∆ ⋆ ΓΛ is a (Gs,ΓΛ)-equivalence. In particular Gs is amenable in
the sense of [AR]. Moreover if Λ is irreducible and Λ0 is finite then the stable algebra S is strongly
Morita equivalent to C∗(Λ)α, and therefore is an AF-algebra.
Proof. The first part follows from Lemmas 5.1, 5.2. That Gs is amenable now follows from [AR,
Theorem 2.2.17]. If Λ is irreducible and Λ0 is finite then by Proposition 4.4, Gs has a Haar system
(ΓΛ has a Haar system consisting of counting measures) so that by [MRW, Theorem 2.8] S is strongly
Morita equivalent to C∗(ΓΛ) = C
∗(Λ)α. The final assertion then follows from [KP, Lemma 3.2]. 
We could have deduced that S = C∗(Gs) is AF more directly: It follows from the fact that
C∗(Gs) = lim
m
C∗(Gs,m)
and that C∗(Gs,m) is strongly Morita equivalent to the abelian AF algebra C(Λ
Ω) for each m (see
Propositions 2.7 and 3.4). If Λ is primitive then we can say more.
Corollary 5.4. Let Λ be a primitive k-graph, then C∗(Λ)α is a simple AF algebra and hence so is
S.
Proof. Suppose that Λ is primitive; then by 2.3, Λ0 is finite. Moreover, there is an n > 0 (i.e. all
coordinates are positive) such that for every u, v ∈ Λ0 there is λ ∈ Λn with u = s(λ) and v = r(λ). It
follows that all the entries of the matrix |Λn| are positive. Since the sequence {jn : j ∈ N} is cofinal
in Nk, we have that C∗(Λ)α = limj Fjn. The multiplicity matrix of the inclusions may be identified
with |Λn| and the result now follows from [B, Corollary 3.5]. 
Analogous assertions hold for U when Λ is replaced by Λop (see Remark 4.7).
Lemma 5.5. Let Λ be a k-graph, Gs be the associated stable groupoid and Gs×Zk be the semidirect
product groupoid (see Lemma 4.6). Then the map
ϕ : ((x, y), n) 7→ (x, (π(x), n, π(σny)), σny)
gives an isomorphism Gs × Zk ∼= (GΛ)
π
.
Proof. That (π(x), n, π(σny)) ∈ GΛ follows from (9); so ϕ is well-defined and evidently injective.
Given (x, (π(x), n, π(z)), z) ∈ (GΛ)π we have
(x, (π(x), n, π(z)), z) = ϕ((x, σ−nz), n);
hence ϕ is surjective. Recall that Gs × Z
k is given the product topology and observe that the
restriction of ϕ to Gs × {0} agrees with the homeomorphism defined in Lemma 5.2. Similarly the
restriction to Gs × {n} is a homeomorphism onto the set
{(x, (π(x), n, π(y)), y) : x, y ∈ Λ∆, σℓπ(x) = σmπ(y), n = ℓ−m}.
The reader is invited to check that the map is a groupoid morphism. 
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Recall that a k-graph is said to satisfy the aperiodicity condition if for every vertex v there is x ∈ ΛΩ
with x(0) = v which is not eventually periodic (see [KP, Definition 4.1]). Let N denote the bootstrap
class of C∗-algebras to which the UCT applies (see [RSc]).
Theorem 5.6. The space Z = Λ∆ ⋆ GΛ is a (Gs × Z
k,GΛ)-equivalence. Therefore if Λ is irreducible
and Λ0 is finite, then the stable Ruelle algebra Rs is strongly Morita equivalent to C
∗(Λ) and hence
is nuclear and lies in the bootstrap class N . If in addition Λ satisfies the aperiodicity condition, then
Rs is simple, stable and purely infinite. Hence the isomorphism class of Rs is completely determined
by K∗(Rs) = K∗(C
∗(Λ)).
Proof. The first part follows from Lemmas 5.1, 5.5. If Λ is irreducible and Λ0 is finite, then by
Lemma 4.6, Gs × Zk has a Haar system (GΛ has a Haar system consisting of counting measures) so
that by [MRW, Theorem 2.8] Rs is strongly Morita equivalent to C
∗(GΛ) = C∗(Λ). By [KP, Theorem
5.5] Rs is nuclear and lies in the bootstrap class N (since strong Morita equivalence preserves these
properties). If Λ is irreducible then it is clearly cofinal and if in addition Λ satisfies the aperiodicity
condition, it follows from [KP, Proposition 4.8] that C∗(Λ) is simple. For every vertex v ∈ Λ there is
a morphism λ ∈ Λ with d(λ) 6= 0 such that r(λ) = s(λ) = v and so C∗(Λ) is purely infinite by [KP,
Proposition 4.9]. By Zhang’s dichotomy a simple purely infinite C∗-algebra is either unital or stable
(see [Z, Theorem 1.2]); since Rs is not unital it must be stable. The Kirchberg-Phillips Theorem
applies and the isomorphism class of Rs is completely determined by K∗(Rs) (see [Ki, Theorem C],
[Ph, Corollary 4.2.2]). 
An analogous assertion holds for Ru when Λ is replaced by Λ
op. The aperiodicity condition is
necessary in the statement of the above theorem. There is an irreducible 2-graph Λ with one vertex
which is not aperiodic — every path has period (1,−1). Furthermore, C∗(Λ) ∼= O2⊗C(T) is neither
simple nor purely infinite (see [KP, Example 6.1]).
The restriction of Theorem 5.6 to the case k = 1 is certainly well known, but we have been unable
to find a reference.
Corollary 5.7. Let A ∈ Mn(N) be irreducible and Rs be the stable Ruelle algebra of the associated
Markov shift. Then Rs is strongly Morita equivalent to OA.
Remark 5.8. Suppose that Λ is an irreducible k-graph with Λ0 finite. Then the 2k-graph Λ× Λop is
irreducible and (Λ × Λop)0 = Λ0 × (Λop)0 is finite. We have (Λ × Λop)∆ = Λ∆ × (Λop)∆ and
Gs(Λ × Λ
op) = Gs(Λ)×Gs(Λ
op) ∼= Gs(Λ)×Gu(Λ);
hence
S(Λ× Λop) ∼= S(Λ)⊗ U(Λ).
Moreover A(Λ) is strongly Morita equivalent to S(Λ)⊗ U(Λ) as in [Pt1, Theorem 3.1]. The “same”
argument applies: Define a map φ : Λ∆ → Λ∆ × (Λop)∆ by x 7→ (x, xop), then N = φ(Λ∆) is an
abstract transversal of the groupoid Gs(Λ×Λop) in the sense of [MRW, Example 2.7]. Furthermore,
Ga(Λ) is isomorphic to the reduction Gs(Λ×Λop)NN (for x ∼a y if and only if x ∼s y and x
op ∼s yop,
that is, (x, xop) ∼s (y, yop)). It follows that A(Λ) is an AF algebra and if Λ is primitive then A(Λ)
is simple. However, Ra(Λ) is not purely infinite since it has a trace (see Remark 4.8).
References
[AR] C. Anantharaman-Delaroche and J. Renault, Amenable groupoids. Monographies de L’Enseignement
Mathe´matique 36, L’Enseignement Mathe´matique, Geneva, 2000.
[B] O. Bratteli, Inductive limits of finite dimensional C∗-algebras, Trans. Amer. Math. Soc. 171 (1972) 195-234.
[CK] J. Cuntz and W. Krieger, A class of C∗-algebras and topological Markov chains, Invent. Math. 56 (1980)
251-268.
[KPS] J. Kaminker, I. Putnam and J. Spielberg, Operator algebras and hyperbolic dynamics, in Operator Algebras
and Quantum Field Theory (Accademia Nazionale dei Lincei, Roma, 1996) S. Doplicher et al., Eds., 525-532,
International Press 1997.
16 ALEX KUMJIAN AND DAVID PASK
[D] V. Deaconu, C∗-algebras associated to higher dimensional Markov shifts, in preparation.
[Ki] E. Kirchberg, The classification of purely infinite C∗-algebras using Kasparov’s theory, Fields Institute
Communications, to appear.
[Ku1] A. Kumjian, On C∗-diagonals, Can. J. Math. 38 (1986) 969–1008.
[Ku2] A. Kumjian, Notes on C∗-algebras of graphs, in Operator algebras and operator theory (Shanghai, 1997)
Liming Ge et al., Eds., 189–200, Contemp. Math., 228 Amer. Math. Soc., Providence, RI, 1998.
[KMRW] A. Kumjian, P. Muhly, J. Renault and D. Williams, The Brauer Group of a Locally Compact Groupoid,
Amer. J. Math. 120 (1998) 901-954.
[KP] A. Kumjian and D. Pask, Higher Rank Graph C∗-algebras, New York Journal of Mathematics, 6 (2000) 1-20.
[M] P. Muhly, Coordinates in Operator Algebra. CMBS Lecture Notes Series. (In progress).
[MRW] P. Muhly, J. Renault, and D. Williams, Equivalence and isomorphism for groupoid C∗-algebras, J. Operator
Theory 17 (1987) 3-22.
[MW1] P. Muhly and D. Williams, Continuous trace groupoid C∗-algebras, Math. Scand. 66 (1990) 231-241.
[MW2] P. Muhly and D. Williams, Groupoid cohomology and the Dixmier-Douady class, Proc. London Math. Soc
71 (1995) 109-134.
[OPT] D. Olesen, G. Pedersen, M. Takesaki, Ergodic actions of compact abelian groups, J. Operator Theory 3
(1980) 237–269.
[Pd] G. K. Pedersen, C∗-algebras and their automorphism groups, Academic Press, London, 1979.
[Ph] N. C. Phillips, A classification theorem for nuclear purely infinite simple C∗-algebras, Doc. Math. 5 (2000)
49–114.
[Pt1] I. Putnam, C∗-algebras from Smale spaces, Canad. J. Math. 48 (1996) 175-195.
[Pt2] I. Putnam, Hyperbolic systems and generalized Cuntz-Krieger algebras, Lecture notes from the summer
school in operator algebras (Odense, 1996).
[PtS] I. Putnam and J. Spielberg, On the structure of C∗algebras associated to hyperbolic dynamical systems, J.
Funct. Anal. 163 (1999) 279-299.
[Rn1] J. Renault, A Groupoid approach to C∗-algebras, Lecture Notes in Mathematics 793, Springer-Verlag, Berlin,
1980.
[Rn2] J. Renault, Repre´sentation des produits croise´s d’alge`bres de groupo¨ıdes, J. Operator Theory 18 (1987)
67-97.
[RSc] J. Rosenberg and C. Schochet, The Ku¨nneth theorem and the universal coefficient theorem for Kasparov’s
generalized K-functor, Duke Math. J. 55 (1987), 431-474.
[RSt1] G. Robertson and T. Steger, C∗-algebras arising from group actions on the boundary of a triangle building,
Proc. London Math. Soc. 72 (1996) 613-637.
[RSt2] G. Robertson and T. Steger, Affine buildings, tiling systems and higher rank Cuntz-Krieger algebras, J.
Reine Angew. Math., 513 (1999) 115-144.
[Ru1] D. Ruelle, Thermodynamic Formalism, Encyclopedia of Math. and its appl. Vol. 5, Addison-Wesley, Reading,
1978.
[Ru2] D. Ruelle, Noncommutative algebras for hyperbolic diffeomorphisms, Invent. Math. 93 (1988) 1-13.
[Se] E. Seneta, Non-negative Matrices and Markov Chains, Springer Series in Statistics (2nd edition), Springer,
New York, 1981.
[Sm] S. Smale, Differentiable dynamical systems, Bull. Amer. Math Soc. 73 (1967) 747-817.
[Z] S. Zhang, Certain C∗-algebras with real rank zero and their corona and multiplier algebras, Part I, Pacific
J. Math. 155 (1992), 169-197.
Department of Mathematics, University of Nevada, Reno NV 89557, USA
E-mail address: alex@unr.edu
Mathematics, SMPS, The University of Newcastle, NSW 2308, Australia
E-mail address: davidp@maths.newcastle.edu.au
