Recommendation systems generally produce the results of their output to their users in the form of an ordinal list. In the interest of simplicity, these lists often obscure, abstract, or omit many relevant metrics pertaining to the measured "strength" of the recommendations or the relationships the recommended items share with each other. This information is often useful for coming to a better understanding of the nature of how the items are structured according to the recommendation data. This paper describes the ZMDS algorithm, a novel way of analyzing the fundamental network structure of recommendation results. Furthermore, it also describes a nonlinear repulsion plot method as a utility for mapping and interacting with the results generated by the ZMDS algorithm on music recommendation data.
Introduction
Item based recommendation systems such as the music recommendation services offered by MyStrands 1 are based on networks of associations between items. These associations are formed from aggregate observations or records of "sets" that occur between the items. In the context of the MyStrands music recommendation network, these sets are playlists. A network can be constructed from this data where each item is a node and the connection weights between the items are the number of times that the two items appear in any set. Recommendation for music in this context involves providing one or more songs as "input" into the system. The system resolves the songs against its list of known songs, and then retrieves a set of 1 MyStrands, Inc. http://www.mystrands.com recommended songs that have strong associations for the provided songs.
The set of recommendations is ranked according to the strength of associations between the recommended item and the songs used as input. This information is then returned as an ordinal list (See Figure 1) . However, the actual recommendation scores calculated for the songs are not given, which limits the informational value of the list. It is impossible to determine if the system believes the recommendations to be relatively "strong" or "weak". There also is a lack of weighting information between the recommendation results. In other words, are the recommendation results good recommendations for each other as well, or are they from a diverse array of musical tastes that have little in common? Offering more information such as this has the potential to enable the user to better navigate and utilize the information provided to them by the recommendation system, which in turn can help them find more high quality recommendations and provide the recommendation service provider with better item association data.
For the purposes of this project, a dataset of ~1.6 million songs from the MyStrands recommendation database was used. The data was constructed from hundreds of thousands of playlists, which in turn formed millions of links between the individual songs. Recommendation results were retrieved through a modified network neighborhood extraction routine. This process resolves the input songs in the network, and then retrieves each of the direct neighbors of these songs.
Music Network Visualizations
Since the recommendation data is a network, it is possible to visualize the prominent structure of the global network or the recommendation results in two or three dimensions using conventional network visualization techniques. Many recent projects have attempted to visualize music relationships in a low dimensional space according to association or content based similarity metrics [1] [2] [3] [4] . Visualizations such as these are extremely valuable for understanding the various relationships in music.
One common method of visualizing network structure is to apply eigendecomposition methods on a corresponding matrix of item to item associations or links.
Eigendecomposition methods such as multidimensional scaling or principle component analysis can extract eigenvectors that serve as two dimensional approximations of the underlying network structure [5] . One caveat of dimensionality reduction algorithms is that they place nodes together according to their structural similarity (how different their corresponding edge weights are), and not necessarily based on the strength of the explicit association weight between them. Furthermore, the representations do not explicitly represent directed relationships between nodes either. However, in the context of the music recommendation system and data under consideration, both of these are acceptable limitations.
Maps of the entire music network structure are possible using this method, but impractical for most current computational environments. Smaller networks of songs extracted from a recommendation result are much easier to calculate and visualize. They can offer information on recommendation strength and intra-recommendation relationships that are missing from a simple ordinal list result. However, there are at least two drawbacks for this method.
First, dimensional scaling methods encode the weights between nodes as distances in Euclidean space. In many cases several nodes will get resolved to the same location, and overlap or completely occlude each other. This can obscure or hide a lot of the information in the final result, and is detrimental to an understanding of the elements and structure of the network. Furthermore, the overall structure of the results themselves can be problematic. In many cases the popular song nodes in the network are not the most important songs for the recommendation results. However, these nodes are placed prominently in the center of the network display as a result of the corresponding dimensionality reduction algorithm, which will place high degree nodes in the center. While these popular song nodes are important for understanding the global structure of the music network, they are not always important for understanding the structure of relationships that arises between songs in a smaller neighborhood generated by a recommendation result. In order to determine if a node is meaningful in a given recommendation context, it is necessary to determine if the node constitutes something equivalent to noise, or entropy, in the recommendation results.
One way of characterizing this edge degree noise is through a consideration of how many of a given node's total edges are present in the neighborhood.
Hubs, Popularity, and Entropy
There are problems with the weights from the raw song association data. The highest weighted song is not always the best recommendation for a given set of input songs. This problem stems from the network nature of the music data, and the role of "popularity" in musical taste.
Popular songs are included on a wide variety of playlists, including songs that are seemingly completely unrelated. When these playlists are used to construct a network of associations, the popular songs become "hubs" for the network of music in the recommendation system, and contribute to a characteristic power law effect in the network edge degree distribution. Essentially, this means that any recommendation process that uses raw association weights to determine recommended items will consistently select popular songs, even when the popular song is not appropriate for the input songs. In addition, individuals can often form very negative reactions to "overly" popular songs. It is generally advantageous to handle these "hub-pop" songs (popular songs with many connections) differently than the rest of the music in the system.
In general statistical terms, these hub-pop songs constitute entropy in the recommendation results. However, this entropy can be characterized and measured. The method used in this paper is to compare the global aggregate edge weight of a given song with the aggregate edge weight it has in the set of recommendations.
The resulting ratio is a measurement of how much a given song "participates" in a given recommendation set. Songs that only occur on playlists with the songs in the recommendation results would participate "fully" and have low entropy, while other songs that shared a large number of playlists with songs outside the recommendation set would participate "minimally" and have high entropy.
Approaches similar to this have been applied as an additional weighting method for the recommendation set calculation. However, it is also possible to use this weighting method in an eigendecomposition based visualization process.
ZMDS and Structural Network Entropy
ZMDS is a novel modification of the standard Euclidean distance based multidimensional scaling method. It involves the following steps:
1. Construction of a modified association matrix from the recommendation result. 2. Row-wise z-score normalization of node edge weights (The "Z" in ZMDS is taken from this step.) 3. Row-wise Euclidean distance calculation for dissimilarity matrix. 4. Classic multidimensional scaling method on dissimilarity matrix for required number of dimensions.
According to this method, in step 1 a matrix of associations from a recommendation result is constructed. This matrix is similar to a Laplacian matrix, where each non-diagonal entry is the association weight between two of the songs in the recommendation result, and each diagonal entry is the global edge weight for the song. ZMDS is essentially combining pieces of information from both the local and global network structure, analogous to how TFIDF uses term frequencies from individual documents and the original global corpus.
Each song's connection weights in the matrix are weighted further by a function of the song's total participation in the network in step 2. Essentially, this involves choosing row or column matrix orientations to normalize over (for simplicity's sake, row-wise calculations will be consistently used in this paper). A simple min-max or frequency normalization (subtract the minimum, divide by the maximum) will effectively weight each association by the inverse global edge degree, with diagonals equal to one. In order to view the resulting structure in Euclidean space, it is necessary to convert the asymmetric weighted matrix into a symmetric version. This can be done by calculating row-wise Euclidean distances and constructing a symmetric dissimilarity matrix. Applying a multidimensional reduction algorithm on the dissimilarity matrix will provide a low dimensional representation fit for visualization. This method produced Figure 3 .
Unfortunately, this simple participation ratio method compresses the range of the dataset by resolving every association weight to a number between one and zero. This compresses and distorts the low dimensional representation of network by increasing the possibility of high floating point error in relation to the association weight variance. It also limits the maximal distance between any two nodes in any given dataset. Instead, a z-score normalization method is preferred which uses variance (unit standard deviation) as the basis for edge weighting:
(1) With w ij being the node weight between nodes i and j, k ij , being the co-occurrence weight, and σ being the standard deviation for row k. This method produces the representation in Figure 4 , which shows similar features to Figure 3 .
The identity value (diagonal values) of a node in the matrix will limit the magnitude of its edge weights in the recommendation set.
It also increases the dissimilarity between the node and other nodes in the set since the identity score is guaranteed to be greater or equal to the maximum association score of its neighbors. Z-score normalization keeps this identity score from dominating the dimensional distribution of the dimensional reduction. If the "hub-pop" identity scores are dominating the dimensional distribution, then there will be less space available for characterizing the structure of the more pertinent nodes, which are often more meaningful for the recommendation set. The normalized rows of edge weights for nodes will have the same mean and variance, so differences between them will be driven by the similarity of their normalized edge weights. The two sources of dissimilarity (identity weights and structural dissimilarity) drive the formation of significant features in the resulting low dimensional representation.
Three such features commonly manifest themselves in these representations: a) A "Fan" shape representing nodes that have weak structural connections and high identity weights as a result of the z-score entropy weighting. In this example these are the hub-pop songs that have little to do with the rest of the recommendations. Also included are other nodes that are only structurally similar to the hub-pop songs (part a in Figure 5 ). b) A "Low Entropy Hub" with nodes that have relatively stronger edge weights and r e l a t i v e l y l o w e r identity scores. These songs are the "true" hubs for a given recommendation set, and are relevant to most of the songs in the set (part b in Figure 5 ). c) One or more "Tail" structures that have weaker edge weights and lower identity scores while being structurally dissimilar from nodes in the Fan section (part c in Figure 5 ).
The third "tails" feature is important because it represents statistically significant network structure in the neighborhood recommendation set. In most scale free network representations such as the music data taken from MyStrands, a given node will have a much higher probability of being connected to a hub than to other lower degree nodes [6] . However, the nodes in the tail sections have stronger connections among themselves than they do with the hubs. As a result of this tightly knit behavior they are also likely to be returned together as a result of a recommendation set, so they have a high degree of participation in most instances as well. These structures of nodes are significant features of the recommendation result set.
By encoding the size of the node by its global edge degree, it is clear to see how the large hub-pop songs are marginalized on the left side of the distribution. The right side of the distribution describes the two tail structures for the recommendation set. In the context of the recommendation set retrieved, these tails correspond to songs by the artist Bruce Springsteen and Tori Amos (See Figure 5) . These artists have long histories and loyal fan bases. As a result, they have a catalog of songs that are associated very strongly with themselves. However, the associations do not form a cluster in the traditional sense. Instead, the tail structures can be thought of as a "gradient" cluster. Moving towards the ends of the tails will move into regions of songs that are less widely popular for a c a b given artist. However, while most of these songs are only associated with other Springsteen and Amos songs, there are songs that act as bridges or gateways into the rest of the music network. Logically, these songs are the most widely popular songs for both artists. Near the center of the distribution where these tails start is the "low entropy hub" which ties together the tails into the larger high entropy fan region on the left. It is important to note that one or more of these features may be missing from a ZMDS distribution. If there is no significant recommendation set structure, there will be no tails. Likewise, low entropy hubs may be missing as well.
The three features of the ZMDS plot work together to both shape and relate significant network structures. However, node occlusion in these representations is still common, and encoding global edge degree as a node size parameter in the visualization can make this occlusion worse. Rather than focusing on overcoming these limitations in a static representation, a more dynamic and interactive implementation was considered.
Interactive Visualization
A "node repulsion" technique was used to handle the node occlusion that occurs in such representations. This technique is very similar to a class of techniques collectively known as "liquid browsing" [7] . However, for the purposes of this paper, it will be called a "nonlinear repulsion plot" owing to the fact that it reacts dynamically to the nonlinearity of user interaction, while also following a nonlinear system of repulsion dynamics.
The motivation for the interactive implementation is to allow a user to recognize and investigate occlusion as it occurs in the low dimensional representation, as well as to retrieve non-dimensional information about the node, such as artist or track title. The visual interface was created in Macromedia Flash as a lightweight web application, suitable for visualizing and investigating music recommendation sets of around two hundred elements. The actual ZMDS process is performed using the PDL matrix data language 2 , and passed to the Flash applet as an XML data set (See Figure 6) .
Orange colored nodes that occur in the visualization are songs from the original recommendation input set (a playlist of one or more songs as used in the demo site). Green colored nodes in the interface are songs from the recommendation set. The amount of green in the node is an indication of the song "age" (according to its release date). Older recommendation songs will be darker brown to black. However, the orange colored nodes will not change color.
Node size is once again an indication of global edge degree, but the alpha channel of each node has been altered to make the nodes semi-opaque. This simple method allows for an easy identification of locations where multiple nodes are occluding each other. Furthermore, the nodes are "repulsed" from the mouse according to a set of criteria. This nonlinear repulsion causes the occluding nodes to "scatter" intelligently from the mouse, allowing for the nodes in an occluded area to be identified and examined. This is evident in Figure 7 where the original representation in state a is altered in the presence of the mouse cursor for state b. When the mouse is moved from the occluded area, the nodes return to their original location. This method has some advantages over standard zooming or fisheye methods in the way it handles the distortion (positional node changes) of the underlying representation:
1. Only occluded nodes are moved. Nodes are moved at a limited velocity, and the user can select or "hover" the node they are interested in at any time to prevent it from moving. 3. The lack of a "zoom" control removes a modality from the interface, simplifying its use.
The node repulsion behavior depends on the number of nodes being moved (non-occluded nodes are not moved), and the distance between the node and the current mouse position. The distance falls into six different ranges that are determined according to the dimensions and shape of the map and the desired repulsion dynamics (See Figure 8) .
The node movement logic is as follows: a) If the node is selected or hovered (the mouse cursor is on top of the node but the mouse has not been clicked) it will remain stationary (zone a in Figure 2 ). b) If the node is in "close range" it will move away from mouse according to a predetermined rate. Nodes in this range are very close to the mouse cursor and will move if occluded (zone b in Figure 2 ). c) If the node is in the "halo range" it will remain stationary. Nodes in this range will remain within easy reach of the mouse cursor which is nearby (zone c in Figure  2 ). d) If the node is at "short range" it will move away from mouse at the velocity given in equation 2 (zone d in Figure 2 ). e) If the node is at "medium range" it will remain stationary (zone e in Figure 2 ). f) If the node is at "long range" it will move back to its original position and remain stationary (zone f in Figure 2 ).
The main reason for the "halo" (zone c) is to allow for a small selection of occluded nodes to be under a constrained area of focus, while the area just outside this focus is cleared to make room for these nodes to be completely visible. The overall effect of this behavior is easy to perceive in the context of the web interface itself, which is available online 3 .
Conclusions
The ZMDS network dimensionality reduction technique coupled with the repulsion plot interface allows users to quickly analyze the meaningful relationships in the recommendation results. Furthermore, it overcomes the problems of occlusion without the need for modal zooming or fisheye interfaces. Finally, the computational analysis is tractable for most simple web servers, and the web application interface is capable of running in a web browser on an average desktop or laptop.
Future Work
More work is required towards evaluating the overall benefit of this interface and approach. Since ZMDS is based on conventional dimensional scaling techniques, it has a layout behavior that isn't always consistent. In the most common cases with high entropy variance neighborhood data, the representation will clearly separate the high "fan" and low "tail" entropy regions on the horizontal axis (since this axis is commonly associated with the first eigenvector). However, if there is a minimal amount of entropy variance overall, the high and low regions may be separated vertically (along the second eigenvector). If the entropy variance is low enough, it may not show up at all (since the MDS routine will only return the top two eigenvectors). In other situations, it may "flip" one or both of the axis orientations (this "mirroring" effect can be seen in Figures 4 where the tails appear on the right instead of the left).
It will be necessary to effectively communicate to the user which (if any) of the dimensions are separating high and low entropy regions, and what the total entropy of the neighborhood system is. Maintaining a consistent left to right orientation of fans and tails (where they occur) would also be optimal, and would 3 Recommendation Mapping Applet: http://labs.mystrands.com/cgi-bin/recmap.cgi involve a minor modification to the layout algorithm. Furthermore, while the given interface is geared to be simple, accessible, and easy to use, the approach is very different than conventional simple list based interfaces for recommendations, and presents a new interaction style for the average user. Finally, the algorithm used for the recommendation applet is slightly different than the one described here. It uses an abbreviated list of associations per song in the interest of rapid neighborhood calculations, and compresses the dimensions of the representation further using logarithmic scaling of distances. The latter modification causes the arrangements of nodes to appear more wavy or curved than the straight edged distributions of the standard ZMDS calculation. This is performed as a "space filling" method in order to use more of the available space in the applet window.
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