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The aim of this review is to discuss some issues in the design and statistical analysis of sport performance
research, rather than to supply an authoritative ` cookbook’  of methods. In general, we try to communicate some
possible solutions to the conundrum of how to maintain both internal and external validity, as well as optimize
statistical power, in applied sport performance research. We start by arguing that some sport performance
research has been overly concerned with physiological predictors of performance, at the expense of not providing
a valid and reliable description of the exact nature of the task in question. We show how the in¯ uence of certain
factors on competitive performances can be described using linear or logistic regression. We discuss the choice
of analysis for factorial repeated-measures designs, which is complicated by the assumption of `sphericity’  in a
univariate general linear model, and the relatively low statistical power of the multivariate approach when used
with small samples. We consider a little-used and simpler technique known as ` analysis of summary statistics’ . In
multi-group pre- and post-test designs, a useful technique can be to pair-match individuals on their performance
scores in a counterbalanced fashion before the intervention or control has been introduced. Finally, we outline
how con® dence intervals can help in making statements about the probability of the population diþ erence in
performance exceeding the value designated as being worthwhile or not.
Keywords: external validity, predictors of performance, statistical power, violation of assumptions.
Introduction
One way of de® ning research is whether it answers
`basic’  or `applied’  questions. Basic research is designed
to corroborate or discount theories of the underlying
mechanisms of a particular phenomenon. Basic
researchers may ask binary-type questions, such as
`Does variable x explain variable y, when all other
variables are controlled?’ Such questions are usually
part of the process involved in modelling physiological
or psychological mechanisms. For example, there is
considerable debate on whether endurance perform-
ance is governed by oxygen use by muscle or by other
central and peripheral mechanisms (Noakes, 1997).
Theory-driven research questions like these can be
addressed by classical hypothetico-deductive methods,
the null hypothesis testing procedure and a sound
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experimental design, as Chow (1996) has discussed at
length. In principle, these procedures should allow the
researcher to be reasonably certain that, if all variables
other than x have been controlled in an experiment,
and the observed changes in y cannot be attributed to
chance in¯ uences, then x must be the cause of y.
Applied researchers, on the other hand, may wish
to investigate factors aþ ecting variables in a `real-world’
setting. A more relevant question to the researcher
working in an applied ® eld may be: `Does variable x,
whatever the mechanism of its action, make a worth-
while diþ erence to variable y in the real world?’  Such a
question is relevant to research on whether proposed
ergogenic aids improve sport performance (the term
`sport performance’ is delimited in the present review
to competitive sport performance, especially competi-
tions involving national standard athletes). For example,
caþ eine is thought to improve endurance performance
by at least three mechanisms (Graham et al., 1994). An
applied researcher might be more interested in whether
an observed eþ ect of caþ eine is worthwhile to diþ erent
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types of athletes in the real world rather than whether
the underlying mechanisms are fully elucidated. We
stress that there is no diþ erence in quality or intellectual
rigour between basic and applied investigations, merely
a diþ erence in the type of research question.
A relationship exists between the basic± applied
research continuum and the internal± external validity
continuum (Thomas and Nelson, 1996). For example,
a study on sport performance needs to be externally
valid ±  that is, it needs to involve sport competitions or
simulate as closely as possible what happens in real
events with athletes sampled from the population of
interest. This optimization of external validity can
impact negatively on internal validity in that the
researcher may have less control over extraneous
variables in a real-world setting. Conversely, to establish
underlying causes of phenomena with basic research,
the research setting needs to be constrained to maximize
internal validity. These constraints inevitably reduce
external validity (Thomas and Nelson, 1996). For
example, researchers interested in the mechanisms of
caþ eine as an ergogenic aid might need to control the
intensity of exercise (e.g. at 70% of maximal oxygen
uptake), since exercise intensity itself may in¯ uence the
explanatory variables of interest (e.g. mobilization of
plasma free fatty acids). Such control reduces the
external validity of the study, since most popular sports
involve the competitors producing as much work as
possible within a ® nite distance or time, rather than
exercising at a constant prescribed submaximal pace.
We maintain that the above characteristics of sport
performance research, especially the possible paradox-
ical relationship between internal and external validity,
have important implications. Primarily, researchers
should decide a priori where their research question lies
on the basic± applied research continuum. Is the main
aim of a study to establish whether an eþ ect is large
enough to be worthwhile to speci® c sport competitions,
or is it to determine the underlying mechanisms of an
eþ ect that is already known to be present (or is suspected
to be present)? Although such advice appears obvious,
our ® rst discussion point is whether sport performance
researchers have been happy to concentrate on applied
research questions and, if not, what have been the
implications?
Detection of worthwhile eþ ect or mechanism
for the eþ ect?
We have observed a general reluctance among
researchers to answer in full the necessary applied
research questions in studies on sport performance.
Some sports scientists appear to believe in the need to
describe the underlying mechanisms for an eþ ect on
performance as well as to detect whether an externally
valid and worthwhile eþ ect is present. Such a belief
may have led researchers with research questions that
were originally applied in nature to concentrate on
dependent variables such as physiological responses to
prescribed intensities of exercise (e.g. maximal oxygen
consumption, lactate minimum, onset of blood lactate
accumulation, heart rate, etc.). Maximal oxygen con-
sumption (VÇ O2max), for example, can shed light on
various physiological processes that are at play during
exercise and is an indicator of general cardiovascular
® tness (Franklin, 1999). Nevertheless, we are unaware
of any sport event in which the outcome measure of
performance is the point of exhaustion after exercise
intensity has been increased every few minutes from
an initially low work rate, as is the case in a VÇ O2max
test. Moreover, some researchers have suggested that
VÇ O2max is a poor predictor of performance among
homogeneous samples of elite athletes (Noakes, 1998)
and is relatively insensitive to detect obvious vari-
ations over time in the performances of elite athletes
(Koutedakis, 1995; Jones, 1998).
Extrapolation of percentage changes in a study variable to
sport performance
Inappropriate selection of dependent variables means
that the true magnitude of eþ ect of treatments or inter-
ventions on sport competitions may not be fully
elucidated. For example, we were unable to locate any
research that used an externally valid cycling test such as
a time-trial (Atkinson et al., 1999) or an intermittent
protocol for bicycle road racing (Schabort et al., 1998a)
in the examination of the ergogenic eþ ects of exogenous
erythropoietin. This is despite the widely held view
among cyclists that erythropoietin improves `perform-
ance’  by 5± 10%. Ekblom and Berglund (1991) and
Birkeland et al. (2000) found that erythropoietin
increased haematocrit, haemoglobin and VÇ O2max by
6± 11%. Nevertheless, the question remains: how do
these changes in physiological variables translate to real
cycling performance and competitive cyclists of inter-
national standard?
In answering the above question, a researcher might
be tempted to extrapolate a certain percentage change
in a physiological variable or power output to an equal
percentage change in the real outcome measure of
athletic performance (e.g. performance time). In an
excellent discussion of their results, Birkeland et al.
(2000) stressed that the percentage improvement in
sport performance owing to erythropoietin doping
could be smaller than those obtained for the physio-
logical variables. Nevertheless, other researchers have
not been so cautious. Gledhill and Warburton (2000,
p. 424) stated that, i`f the haemoglobin of an endurance
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athlete falls from 155 g ´ l-1 to 140 g ´l-1, it may be
accompanied by a 5% decrease in VÇ O2max and a parallel
impairment of endurance performance’ (emphasis
added). First, the quantitative link between increases in
physiological variables and external work should be
taken into account; that is, does a 5% increase in VÇ O2max
extrapolate to a 5% increase in maximal power output?
Secondly, as Hopkins et al. (1999) discussed, a 5%
change in power output may equate to a much smaller
percentage change in performance time, depending on
the sport and the exact nature of the relationship that
exists between speed and power. In cycling, the relation-
ship between power and speed is non-linear (Martin
et al., 1998). At high power outputs, smaller changes in
cycling speed result from any given change in power
output. For example, if one extrapolates a change in
power from 400 to 420 W (5% change) to a change
in cycling speed, and ultimately a change in real per-
formance in an externally valid 50 km time-trial, the
improvement in time can be predicted to be less than
2%. We stress that we are not contesting the ergogenic
eþ ects of manipulating haematological variables here,
merely the accuracy of statements regarding the quanti-
tative impact on speci® c sport competitions.
Range of measurements and prediction of performance
If a researcher does choose a physiological predictor
of performance as the dependent variable in a study,
particular attention should be paid to the variability of
scores for the population on which the test was origin-
ally validated. This issue has been important to the
debate about the predictive value of maximum oxygen
uptake, for example (Bassett and Howley, 1999). It is
conventional to `calibrate’  actual performance with
some predictor variable using correlation and regression
techniques. The relationship is modelled and the
adequacy of the model is examined by observing the
magnitude of the correlation coeý cient (r), coeý cient
of determination (r2) and standard error of the estimate.
We stress that high values of r and r2, and a low standard
error of the estimate ±  which all suggest good predictive
value of the model ±  can easily be obtained by choos-
ing a sample that is heterogeneous in performance
(Atkinson and Nevill, 1998). Some validation studies
have, for example, pooled males and females, as well as
old and young, into one population. It may be that the
researchers in such studies erroneously concluded that
some variables predict sport performance well with elite
athletes, when, in reality, the predictive test holds just
enough sensitivity to discriminate already obvious
performance diþ erences between elite athletes and club
athletes, or veterans and young athletes. When such
tests are applied to more homogeneous samples of elite
athletes, as illustrated in Fig. 1, they could be found to be
poor discriminators of diþ erences in performance.
Some variables (e.g. the heart rate responses to
exercise) have been promoted as indicators of perform-
ance variables, such as power output and energy
expenditure, based on observation of good relationships
between the variables over a wide range of enforced
exercise intensities in an incremental test (e.g. 100±
600 W in the case of cycling). Researchers may be dis-
appointed to ® nd that such variables can, in fact, be
poor predictors of within-competition work rate when
applied to the narrow range of exercise intensities found
during sport competitions (Atkinson and Brunskill,
2000). Some validation studies have also assessed
whether two methods of taking a physiological meas-
urement (e.g. VÇ O2) correlate over a wide range of exer-
cise intensities, such as those found in an incremental
test to exhaustion. A high correlation is, again, almost
guaranteed in such circumstances, but this observation
does not answer the most pertinent question: do the
methods agree on a given value of VÇ O2 measured at a
particular time during exercise?
In summary, it is important that researchers think
carefully about the most important aim of their study,
ideally before they select dependent variables and before
they extrapolate their results to real sport performance.
There is no reason to believe that a study is l`imited’  if
the aim is to establish whether performance is aþ ected
by a certain variable and no dependent variable is used
other than sport performance itself (or a simulation).
Moreover, with more externally valid outcome meas-
ures, researchers can devote their attention to ascertain-
ing which component of a performance outcome has
been improved in a study. For example, power outputs
or times can be examined within a simulated race to
ascertain whether it is a fast start, a fast ® nish or a
general increase in speed over the race as a whole that
has been mediated by an ergogenic aid (Atkinson and
Brunskill, 2000; Atkinson et al., 2001). Similarly, in
® eld games involving intermittent activity, a researcher
who uses a simulation of all the activities involved (e.g.
Drust et al., 1998) could determine whether improve-
ments in low-intensity (walking, cruising) or high-
intensity (running, sprinting) components explain a
particular improvement in general work rate.
We have argued that more research should involve
sport-speci® c dependent variables. This research may
be performed by experimenting on athletes in real com-
petition, by describing the in¯ uence of various measur-
able factors on an athlete’ s or a team’ s performance or
by simulating sport performance in a valid and reliable
way, so that it can be examined under various experi-
mental treatments and conditions in a more controlled
environment. Each of these methods has its advantages
and disadvantages, which will be discussed next.
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Fig. 1. The importance of considering the population of interest when predicting sport performance (simulated data). When
concentrating on a more homogeneous subset (e.g. elite athletes), the relationship between predictor and outcome variables may
not be so good. The predictor variable may only be useful for con® rming already obvious diþ erences between top performers
and recreational athletes.
Can we experiment on athletes in real
competition?
In theory, it is possible to use competitive performance
as the dependent variable in a true experimental design
to determine the in¯ uence of certain interventions, such
as training methods or diets. This would involve
repeated observations of competitive performances
sandwiched between diþ erent blindly administered
treatment interventions, or the random allocation of
athletes to treatment groups before an event. Despite
the pleas from scientists such as Youngstedt and
O’Connor (1999) for more of this research on, for
example, transmeridian travel and athletic performance,
the practical and ethical problems are severe, especially
if high-performance athletes are the intended study
population. The problems with such research are
discussed in more depth by Hopkins et al. (1999).
Quasi-experimental designs are possible (e.g. Partick
and Hrycaiko, 1998) in which all elite athletes in the
study are exposed to treatment and control periods
sandwiched between multiple observations of perform-
ance over time. The use of quasi-experimental designs is
a good example of how an increase in external validity
(i.e. the use of elite athletes) leads to a decrease in
internal validity (i.e. the absence of a control group
because of ethical problems with restricting a particular
treatment to elite athletes).
Minimal worthwhile eþ ect for sport performance
One issue in the analysis of sport performance is the
hypothetical change in performance that would be
meaningful to the athlete, since this would govern the
conclusions made in any study of sport performance.
That is, it would help answer the prospective question of
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whether the worthwhile eþ ect can be detected with a
workable sample size or, conversely, the retrospective
question of whether any observed eþ ect on performance
from a study is worthwhile to real competition.
Hopkins et al. (1999) studied the within-athlete vari-
ability of performances in elite 100 m running races.
In a simulation, they calculated that the minimum
change in 100 m performance that would be meaningful
(operationally de® ned as one that resulted in a change
in race position that would increase a country’ s medal
tally at an Olympic Games) could be as low as 0.3%.
Hopkins et al. (1999) discussed the full implications of
this worthwhile eþ ect for research. Suý ce it to say
that this change is small, which makes it even more
important to ensure that a type II error is not made in
sport performance research (see section on `Experi-
mental studies on performance enhancement’).
When describing worthwhile diþ erences in perform-
ance, one point worth noting is that the within-athlete
variability calculated from repeated sport competitions
may include systematic errors (those of known cause)
because of between-event diþ erences in pre-competition
travel in¯ uences, environmental changes (e.g. tempera-
ture, wind speed, humidity), health status of the athlete
(e.g. presence of upper respiratory tract infections) or
menstrual cycle status. Taking an extreme example,
those female cyclists who competed in both the 1997
and 1998 British 16.1 km time-trial championships,
which were held in diþ erent wind conditions and on
diþ erent courses, showed mean recorded times of 1504 ±
101 s and 1532 ± 104 s, respectively (mean ± s; paired
t-test, P < 0.001). Such in¯ uences would be controlled
in a laboratory-based study and so would not contribute
to the overall test variability. Therefore, it may be that
a laboratory-based simulation of sport performance
shows less variability than actual sport performance.
This would help in minimizing the chance of type II
error in a laboratory-based study (see section on
`Descriptive research’). Nevertheless, as Hopkins et al.
(1999) discussed, researchers have to be extremely wary
of external validity factors (whether the observed eþ ect
in the more controlled environment would occur in
the real sport setting). For example, optimal pacing
strategies during cycling time-trials may be diþ erent
between the controlled conditions of the laboratory
and the variable external conditions (hills and wind)
in real cycling events (Swain, 1997; Atkinson and
Brunskill, 2000). Hopkins et al. (1999) suggested
measuring as many of these systematic factors as pos-
sible and including them as covariates in the analysis.
To summarize, intervention studies on athletes in
competition are diý cult to administer. Researchers
should be aware of the minimal important change in
performance that can be estimated from the likelihood
that an athlete moves up and down competitive places
or ranks (Hopkins et al., 1999). The issue of worthwhile
diþ erences in performance is obviously more com-
plicated for team sports, but could be resolved by more
applied research on the relative in¯ uences of individual
factors that contribute to overall team performance.
One way of investigating such factors is through descrip-
tive research.
Descriptive research
Descriptive research on sport performance involves the
recording of competitive outcomes of athletes or teams,
together with details of interest that are thought to
in¯ uence these outcomes. The choice of predictor vari-
ables may be made in a planned fashion before the
events take place or a researcher might retrospectively
group the performances or decide on predictor variables
in an ex post facto (after the event) fashion. An example
of the latter type of descriptive research is provided by
Atkinson et al. (1994). They catalogued the perform-
ances of cyclists who raced at varying times of day. The
cyclists were allocated ex post facto into groups on
the basis of age. Time of day of competition was also
examined as a repeated-measures factor. The cyclists
were found to perform better in evening than in
morning races. Most match analysis research also ® ts
into this category, in that performance outcomes are
recorded and then analysed ex post facto for the eþ ect of
some operationally de® ned variable (e.g. part of the
pitch from which a goal is scored, home advantage,
environmental factors). Because this type of research is
correlational, care is needed in both the research design
and the statistical analysis before making any con-
clusions about hypothetical causes of performance
outcome.
Research design
Researchers need to control for the number of observ-
ations within levels of factors in descriptive research.
For example, Sears and Harris (1999) reported that the
ratio of home to away wins was 3 to 1 in the football
Premier League for the ® rst third of the 1999± 2000
season, whereas it was 4 to 1 for the whole of the pre-
vious season. The apparent decrease in home advantage
for the ® rst third of the 1999± 2000 season could be due
to a bias of the better teams playing relatively more
games away from home than the inferior teams. Over a
whole season, this bias would not be apparent, since all
teams would have played equal numbers of home and
away games.
Similarly, the observation that most of the track
and ® eld athletics records have been set in the afternoon
or evening should be treated with caution, since the
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® nals of events are conventionally scheduled at these
times, and athletes would be likely to `save’  their best
performances for the ® nal (Atkinson and Reilly,
1996). As well as care in controlling the frequency of
observations, researchers must try to control for any
intervening variables in a study. For example, environ-
mental factors (e.g. ¯ uctuations in air density) could
have in¯ uenced the results of Atkinson et al. (1994),
who found that cycling performances are better in the
evening. Such control cannot be done as part of the
research design, since the study is i`n the ® eld’ , but it
can be attempted as part of the statistical analysis of the
data by modelling the relative in¯ uences of factors on
performance.
Statistical analysis
It is worth mentioning at this point that the most
appropriate analysis for some descriptive research on
performance outcomes might involve ` ® nite population’
statistics. It is possible that a researcher has obtained all,
or a good proportion of (>5%), the possible observ-
ations from the `population’  of interest. For example, it
is not logical to think of all the performance outcomes
from a particular soccer World Cup competition to be
from an in® nite `population’  of all World Cup games
that have ever been and will be played. In this example,
it could be considered that the researcher has obtained
all observations from the ® nite `population’  of games in
the competition. The analysis of such information is
beyond the scope of this review. Interested readers are
directed to Zar (1999) and Hamburg (1970) for the
® nite population correction formulae. If relevant to a
particular study, such corrections of statistical tests for
sampling from a ® nite population may be important,
since the precision of the estimation of population
parameters is improved by making the appropriate
corrections.
Regression is the most widely used data analysis
technique available to help researchers identify factors
that are associated with optimal sport performance. The
particular type of regression analysis used will depend
on the sport performance dependent variable being
investigated. If the dependent variable is continuous,
unbounded and measured on the interval or ratio scale
(e.g. distance thrown, run time), then ordinary linear or
multiple linear regression methods are appropriate. On
the other hand, if the dependent variable is categorical
(e.g. win vs loss, presence vs absence of an injury), then
logistic regression or discriminant function analysis
are more appropriate. For more information on the
methods described in this section, we refer the reader
to Dillon and Goldstein (1984), Kleinbaun (1994) and
Agresti (1990). Discriminant function analysis is
described by Biddle et al. (this issue).
Multiple linear regression. Multiple linear regression
allows the researcher to identify which independent (or
predictor) variables are associated with a dependent
variable. More precisely, multiple linear regression
enables the investigator to predict values of a dependent
variable from values of a collection of other predictor
variables, assuming the predictor variables are either
linearly, or in various linear combinations, associated
with the dependent variable. However, when predicting
sport performance, there may be certain instances
when the dependent variable can be predicted more
than adequately using a subset of the predictor vari-
ables ±  that is, a `reduced model’. This reduced model
is often referred to as the `parsimonious solution’ to the
regression analysis. There are several useful methods
for choosing good reduced models. These fall into two
categories: best subset selection methods and stepwise
regression methods.
Suppose we wish to identify the mood states or
factors that are best associated with successful cross-
country running performance. Cockerill et al. (1991)
used multiple linear regression to identify which of
Morgan’s (1985) Pro® le of Mood States (POMS) were
best able to predict the cross-country race times of
81 runners competing in the 1990 British Students’
Cross-country Championships. When all six POMS
factors were entered into Minitab’s `BREG’ multiple
regression routine as possible predictors of run time,
the best subset of mood factors was found to be:
Time = 62.6 - 0.266T + 0.246D - 0.317A (1)
where Time = race time in minutes, T = Tension, D =
Depression and A = Anger.
The `BREG’ command in Minitab performs a `best
subsets’  multiple-regression analysis, using the max-
imum coeý cient of determination (R2) as the criterion,
by ® rst examining all one-predictor regression models
and then selecting the two models giving the largest R2.
Next, the analysis examines all two-predictor models,
selects the two models with the largest R2, and then
displays criterion information on these two models.
This process continues until the model contains all
the available predictors. For each model, the Minitab
output provides information based on four criteria: the
coeý cient of determination, R2; the adjusted coeý cient
of determination, adj R2; Mallows’s criterion, Cp; and
the standard deviation of errors about the regression
line, s. (For further information about the BREG
procedure, see Hocking, 1976; Goodnight, 1979.) The
model chosen, and shown in equation (1), provided the
maximum adjusted R2 of 0.337 (F3,77 = 4.31, P < 0.01)
and the smallest Mallow’s Cp value of 2.8. Evaluating
all possible combinations of subset models is the most
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comprehensive and thorough way to proceed in variable
selection. Unfortunately, the computational demands
of evaluating every possible `subset’  model can be
prohibitive, especially when more than 15 predictor
variables are available. An alternative method of
identifying a reduced subset model is to use stepwise
regression.
Stepwise regression methods either remove or add
variables for the purpose of identifying a reduced model.
The three commonly used procedures are: standard
stepwise regression (adds and removes variables),
forward selection (adds variables) and backwards elim-
ination (removes variables). The best of these methods,
backward elimination, begins with a full or saturated
model and the least important variables can then be
eliminated sequentially (based on the size of the t-
statistic for dropping the variable from the model).
When stepwise regression using backward elimination
was applied to the cross-country running results of
Cockerill et al. (1991), the same solution as that chosen
from the Minitab output (equation 1) was obtained.
Note that when both standard and forward stepwise
regression methods were used to predict the athletes’
run times, only the factor `Tension’ was selected. The
preferred solution (see equation 1) suggests that a linear
combination of three mood states, working in com-
bination, provides the researcher with valuable insight
into the complex relationships between moods that
are likely to result in successful cross-country running
performance. Clearly, this example emphasizes the
importance of exploring the data using several of dif-
ferent regression methods to provide a `parsimonious
solution’  to the question of which mood states or
factors, or combination of mood states and factors, are
best associated with successful cross-country running
performance.
Logistic regression. If the dependent variable is dicho-
tomous (e.g. win vs loss, presence vs absence of an
injury), the assumptions necessary for hypothesis test-
ing in linear or multiple linear regression analysis are
likely to be violated. A more appropriate multivariate
technique for such categorical data is logistic regression,
which will estimate the probability that either one or the
other categorical event will occur, based on a range of
predictor or independent variables.
We introduce logistic regression with the aid of
Pollard and Reep’s (1997) study on the eþ ectiveness of
playing strategies in soccer. Another example of logistic
regression can be found in Lee and Garraway (2000),
who identi® ed the in¯ uence of environmental factors
on rugby union injuries. Using team possessions as
the units of observation, Pollard and Reep (1997)
recognized that adopting ` goals scored’ as their categor-
ical [0,1] dependent variable would result in too few
`goals scored’  compared with the many team posses-
sions that failed to result in a goal. Indeed, out of nearly
6000 team possessions recorded, only 47 goals were
scored. Clearly, if `goals scored’ were to be used as the
categorical dependent variable, over 99% of team
possessions would be classi® ed as failed possessions
and provide little or no information about likely eþ ect-
ive strategies leading to goals. Hence, an alternative
logistic regression analysis was carried out on the 489
team possessions that resulted in a shot, leading to
the 47 goals scored. Pollard and Reep argued that
various factors (e.g. location of the shot) were likely to
in¯ uence the probability of scoring. Hence, using
whether a goal was scored or not as the dependent
variable, binary logistic regression was used to identify
which factors were likely to in¯ uence the probability of
scoring a goal. The predictor or independent variables
were:
· the distance (`Dist’ ) in yards from the goal;
· the angle (`Angle’) in radians to the nearest goal-
post (Angle = 0 if the shot was directly in front of
goal);
· a measure of how may touches (`Touch’) the player
had before shooting (one touch, Touch = 0; more
than one touch, Touch = 1);
· a measure of how close (`Close’ ) the nearest defender
was when taking the shot (less than a yard, Close = 0;
more than one yard, Close = 1);
· whether the possession originated in either open
(`Open’) play or set play (open play, Open = 0; set
play, Open = 1).
Logistic regression is able to incorporate a mixture
of categorical [0,1] indicator variables as well as con-
tinuous explanatory variables when predicting the
probabilities associated with a binary dependent
variable. Logistic regression estimates the probability
(p) of an event occurring as follows:
p = exp(y)/[1 + exp(y)] (2)
where y is a linear combination of the predictor
variables, known as the l`ogit’  model, and where
exp(y) = ey.
The l`ogit’  model for the 410 kicked shot possessions
was found to be:
y = 1.245 - 0.219 Dist - 1.578 Angle +
0.947 Close - 1.069 Open
from which the probability (p) of scoring a kicked goal
can be calculated using equation (2). Note that the
`Touch’  [0,1] indicator variable was not signi® cant and,
therefore, was not included in the logit model. Pollard
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and Reep (1997) provided an example of a shot from
16 yards, directly in front of goal, with an opponent
within 1 yard (Close = 0) and from a team possession
originating as a set play (Open = 1). The value of y
was -3.328 and hence the probability of scoring was
estimated as p = 0.0346.
The ` logit’  model can also be used to help understand
and interpret the relationship between the predictor
or explanatory variables and the dependent variable
(scoring a goal). For example, using the beta weight
for `Dist’ , we can calculate that, for every yard
nearer goal, the odds [exp(0.219) = 1.24] of scoring
increases by 24% (obtained by taking 1 from the
odds ratio = 1.24 and describing the diþ erence as a
percentage).
Experimental studies on performance
enhancement
The ® nal way of studying the in¯ uences of certain factors
on sport performance is to examine analogues of per-
formance in a more controlled setting. In this section,
we delimit our discussion to the more common scenario
of a researcher investigating whether a certain factor
improves performance; that is, performance enhance-
ment research. In descriptive research, the number of
study cases may well be large, since performances can be
retrospectively catalogued over several seasons or years.
Large sample sizes for experiments in the laboratory are
obviously more diý cult to obtain, particularly if the
population of interest is top-class performers. Together
with the researcher choosing an appropriate dependent
variable relevant to performance (discussed earlier), and
in light of the probable presence of a limited sample size,
an experiment also needs to be designed for optimal
statistical power, especially in light of the small mean-
ingful eþ ect sizes that may characterize sport perform-
ance research.
Statistical power is the probability of rejecting the
null hypothesis when it is false and should be rejected
(Altman, 1991). If the small sample size and sub-
optimal design of a study lead to inadequate statistical
power for a particular null hypothesis, a type II error may
have occurred. In other words, it could be erroneously
concluded from a study that no eþ ect is present when, in
fact, there is an eþ ect on performance. The factors that
in¯ uence statistical power are given in Table 1. It has
been shown that the size of the worthwhile eþ ect could
be small in sports such as 100 m sprinting (Hopkins
et al., 1999). The smaller the worthwhile eþ ect, the
smaller the power for a given sample size and within-
individual variability. In the absence of other research
similar to that of Hopkins et al. (1999), researchers
trying to estimate statistical power or sample size before
an experiment might like to consider a general eþ ect
on sport performance if it mediates a change of 1% in a
variable measured on a ratio scale. We stress that,
ideally, a `sport-by-sport’  estimation of worthwhile
magnitude of eþ ect should be considered before any
study on sport performance, since worthwhile eþ ects
could be smaller than 1% for some sports (Hopkins
et al., 1999).
The statistical power component of eþ ect size
cannot be controlled by the researcher. However, some
of the factors cited in Table 1 can be optimized for
statistical power by careful consideration of the research
question, research design and analysis. Before these
are considered, we oþ er a word of warning concerning
statistical power. Many statistical software packages
(e.g. SPSS) provide post-hoc power calculations as part
of the hypothesis tests that are performed on a set of
data (e.g. repeated-measures analysis of variance). It is
extremely important that the researcher does not use
these power calculations from their own data without
considering whether the diþ erences that were observed
are close to the eþ ect size that is considered worthwhile.
It is always good practice to quote statistical power if
one has not rejected the null hypothesis. Nevertheless, it
is important not to overlook the fact that the observed
eþ ect may have been far from being meaningful to sport
performance. We stress that statistical power calcula-
tions are related to the minimum worthwhile eþ ect that is
decided a priori, and not necessarily the observed eþ ect
from a particular study.
One- or two-tailed hypotheses in performance enhancement
research?
Researchers seldom rationalize the choice of a one-
tailed or two-tailed analysis. One-tailed analyses are
selected when the hypothesis of interest is directional
(e.g. an increase in sport performance is hypothesized),
whereas two-tailed tests are chosen when the hypothesis
of interest involves a change, irrespective of direction.
We argue that a one-tailed test might be used when the
researcher is only interested in enhancement of the
performance outcome and when that performance
outcome is directly measurable. We stress that it is
erroneous and unethical to use a one-tailed test just so
that a change in performance is shown to be signi® cant,
when there is no justi® cation for a one-tailed test. Never-
theless, it might be equally erroneous to use a two-
tailed test when only an improvement in performance is
of interest, if the intervention has an eþ ect at all. Such a
decision is important, since one-tailed test statistics
oþ er a gain in statistical power over the corresponding
two-tailed test (Rice and Gaines, 1994).
In this discussion of one-tailed versus two-tailed tests,
we wish to stress that it is incorrect to think of the null
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Table 1. Factors aþ ecting statistical power in an experiment on sport performance
1. Sample size: The greater the sample size, the greater the power of the test, so the chance of making a type II error is decreased
2. Eþ ect size: Also known as the `worthwhile’  eþ ect or `substantive signi® cance’, this is the magnitude of diþ erences or changes
that is considered to be of practical signi® cance (e.g. worth spending time and money on to improve athletic performance).
This factor can be expressed in units of measurement (e.g. 10 s), a percentage change (e.g. 5%) or a `standardized eþ ect’
(Altman, 1991), where the eþ ect size is expressed relative to the sample standard deviation or standard deviation of diþ erences.
The larger the eþ ect size, the greater the power of the test, all other factors being equal. Researchers are encouraged to
operationally de® ne an eþ ect size from, for example, worthwhile diþ erences in sport (Hopkins et al., 1999) rather than use
general descriptors of eþ ect size (e.g. `moderate’)
3. Error variance: This is the variance between individuals when group diþ erences or correlations are considered, and the variance
within individuals (residual error) when changes over time are examined. Measurement error statistics from reliability studies
can be used to estimate the population within-individual variance. Ultimately, for power calculations, these are converted to
the terms that are entered into equations for the hypothesis tests (i.e. the standard deviation of diþ erences in the case of a
paired t-test; the mean-square error term for repeated-measures analysis of variance). The smaller the error variance, the
greater the statistical power. Error variance can be reduced substantially in human measurements by performing enough trials
to familiarize the participants with the equipment and protocols
4. Alpha level: This is the probability of making a type I error (rejecting the null hypothesis when it is in fact true). A common
alpha level that researchers use to denote `signi® cance’  is 5% (0.05). By lowering alpha, a researcher increases Beta (type II
error rate) and decreases the power of the test (lowers the chance of correctly accepting a null hypothesis)
hypothesis as representing zero change or diþ erence
in all research circumstances. For example, if it is
hypothesized that a particular treatment leads to an
increase in performance compared with a placebo,
but either no change or, paradoxically, a decrease in
performance is observed, then the null hypothesis is
not rejected (the null hypothesis would be written as
H0: treatment mean £ placebo mean; Zar, 1999). Con-
versely, a two-tailed test should be used when the
researcher believes it is just as important to examine
whether performance is hindered as it is improved (the
notation for the null hypothesis would be written,
in this case, as H0: treatment mean = placebo mean).
If one thinks logically about the applied nature of
performance enhancement research, the latter non-
directional scenario might not be as appropriate in some
circumstances. This is because, irrespective of whether
a treatment does not work or actually hinders per-
formance, the same logical conclusion should be
reached by the performance enhancement researcher
after accepting the null hypothesis of H0 £ 0; that is,
the conclusion would be that sport performers should
not use the treatment, as it will either be a waste of time
or hinder performance. In other words, detection of
a paradoxical outcome to an enhancement in per-
formance has no practical signi® cance for the sport
performer.
We stress the diþ erence between some types of per-
formance enhancement research and health or clinical
studies in this discussion of directional and non-
directional hypotheses. Bland (1995, p. 137) stated that
`the position (of choice of test) depends on the ® eld
in which the testing is actually done’ and the presence
or absence of `complicated relationships amongst
variables’ . We agree with this statement. In health
research, the use of one-tailed signi® cance tests has
been discouraged (Altman, 1991) on the basis that an
unexpected paradoxical ® nding could be important.
Although this view has been challenged (Peace, 1988),
we agree that, in health research, there are usually many
dependent variables (symptoms) of interest that make
up a construct of `health’  and these should all be
monitored in response to some intervention. If only
one of these dependent variables shows an unexpected
paradoxical response, this may be important enough for
the researcher to exert caution in any conclusion. For
example, a researcher investigating an intervention
designed to improve cardiovascular `health’  might have
good reason to suspect that cholesterol should decrease
and not increase, but little may be known about how the
intervention aþ ects blood pressure; therefore, two-tailed
tests are appropriate. When the performance outcome
is singular and directly measurable (e.g. time, distance),
a paradoxical response, no matter how unexpected,
should still result in the non-use of the particular inter-
vention; therefore, one-tailed tests might be appro-
priate. We stress that not all performance outcomes are
single dependent variables. Soccer `performance’, for
example, could be considered to be a construct com-
prising many factors. Although a particular intervention
may improve one component of soccer performance
(e.g. sprinting), there is no guarantee that another
component (e.g. endurance) will not be detrimentally
aþ ected; therefore, two-tailed testing is more appro-
priate. The one-tailed versus two-tailed debate is inter-
esting and has been covered before in other subject
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areas. Readers are directed to Rice and Gaines (1994)
and Peace (1988) for persuasive arguments supporting
the use of one-tailed tests. As a ® nal point, Peace (1988)
believed that the equivalent debate for using con® dence
intervals to interpret study results is whether to adopt
95% or 90% limits. The con® dence interval approach to
analysis is covered on pp. 824± 825.
The matched-pairs design
Research designs that involve correlated data (e.g.
repeated measures) are more powerful than those
involving separate unrelated groups. Sometimes it is
diý cult to use repeated measures or crossover designs,
since a treatment might have long residual eþ ects on
performance. A research design that is worth consider-
ing by sport and exercise scientists in such cases is the
pre-test matched-pairs approach. This design involves
not just matching a treatment group and a control group
for any intervening variables such as age or body mass.
The important point is that the treatment and control
groups are matched according to their initial pre-
treatment performance score in a counterbalanced
fashion. After familiarization and measurement of all
the participants’  performances in a pre-test, they are
ranked according to their performance score and allo-
cated, in a speci® c sequence, to the treatment or control
group. This sequence is not as simple as one might
think, as the researcher needs to equalize mean per-
formance between the groups. Therefore, one does
not allocate participant 1 to control, participant 2
to treatment, participant 3 to control, participant 4 to
treatment, and so on, as this would introduce a bias for
the mean pre-test score of the control group to be diþ er-
ent to that of the treatment groups. The sequence must
be participant 1 to control, participant 2 to treatment,
participant 3 to treatment, participant 4 to control,
and so on. Vincent (1999) referred to this sequence as
the `ABBA assignment procedure’ where `A’  and `B’
represent two study groups. With this procedure, the
initial diþ erence in mean performance of the two groups
would be small. We would be less likely to ® nd that the
pre-tests are signi® cantly diþ erent from each other with
this design compared with the random allocation of
participants. We stress that bias in the matched-pairs
design should not be any greater than that of random
allocation, since it is unlikely that the participants
ranked 1, 4, 5, 8, 9 respond any diþ erently to a treat-
ment than those ranked 2, 3, 6, 7, 10.
One can analyse matched-pairs designs in several
ways. The simplest analysis is to compare the post-
intervention performance scores between the experi-
mental groups. First, if there is an eþ ect of the treatment
on performance, this would show up as a signi® cant
diþ erence on the post-tests. Secondly, the test of diþ er-
ences between post-tests would be a paired analysis,
since the participants were pair-matched initially
making the data correlated. This increases the power of
the test in comparison to a two-sample t-test, for
example, since it factors out the between-individuals
diþ erences (i.e. reduces the error variance). A multi-
factorial model (group ´ test) can also be used to
analyse the data and, although more diý cult to cal-
culate and interpret, this may be the more powerful
approach. The interaction term of this analysis would
be of greatest interest in a treatment± control group
study. A similar analysis would be to test whether the
`delta changes’ (the diþ erence between pre- and post-
intervention tests) are diþ erent between the treatment
and control groups. The complication in these latter two
analyses, compared with a comparison of the post-test
scores, is that there is no guarantee that the delta
changes are correlated between the groups. We advise
that the correlation between the diþ erence data
of the groups is examined before adopting a paired
(within-individual) analysis or an unpaired (between-
individuals) analysis, since it is this characteristic which
governs the statistical power of the hypothesis test (Zar,
1999).
The pre-test matched-pairs approach is eý cient for
investigating the eþ ects of treatments that have long
washout times, such as creatine. In a paired analysis on
the same participants (i.e. a repeated-measures cross-
over design), the researcher would have to wait for the
residual eþ ects of the treatment to dissipate, which
could take months. It is also the most preferred design
for training studies for which it is not possible to adopt a
repeated-measures crossover approach because of time
constraints and the fact that external validity would
be aþ ected if a sample completed a training phase ® rst
followed by a control phase. One disadvantage of the
matched-pairs design is that only one variable may be
able to be analysed with a paired statistical test. Any
related physiological responses to the performance test,
for example, might not be matched in a pairwise fashion
between the groups. The researcher could check the
assumption of related samples by examining the associ-
ated correlation coeý cient before performing a paired
analysis on dependent variables other than the perform-
ance scores. Another disadvantage associated with
this design is that the matching process would be com-
promised by one participant dropping out of the study
between pre-test and post-test; another participant
would have to be omitted from the analysis to retain the
pairs, which might lead to sample bias. If the overriding
aim is to assess a performance test and the sample is
likely to remain intact, the matched-pairs analysis can
be a powerful design for training studies or interventions
with unworkably long washout times and small sample
sizes.
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The number of levels in a design
This issue is complicated and depends on whether
the experiment has `between-individuals’ factors or
not. Given a particular sample size and eþ ect size,
and that the participants are to be grouped according
to operationally de® ned between-individuals variables
(e.g. age), the statistical power will be reduced the more
groups are formed. For example, all other things being
equal, an analysis involving two groups of 15 partici-
pants would have more power than one involving three
groups of 10 (Zar, 1999). In light of the small worth-
while eþ ects and limited sample size (discussed below)
for studies on sport performance, we advise that the
researcher keeps such studies as simple as possible by
concentrating on the most important research ques-
tions. Again, there are no prizes for having the most
levels for a factor within a between-individuals analysis
(investigating the maximal number of diþ erent categor-
ies of a variable). Such a strategy may merely increase
the possibility of a type II error.
Matters are diþ erent when repeated measurements
are taken within each level of a particular factor of inter-
est. As discussed by Mullineaux et al. in this issue, the
presence of replicates is desirable, in that the average
of the data is closer to the `true value’  of the outcome.
Often, time is a factor of interest in an experiment (e.g.
pre-exercise, in-exercise and post-exercise measure-
ments). In these designs, multiple levels of a factor
could be analysed with either multivariate or univariate
repeated-measures analysis of variance (Schutz and
Gessaroli, 1987).
The most common approach to repeated-measures
analysis is the univariate method, since the small sample
sizes that characterize sport performance experiments
mean that the multivariate method would have low
statistical power. Moreover, with low sample sizes,
the calculations for multivariate analyses of variance
might not be possible (Maxwell and Delaney, 1990). As
a general rule, Maxwell and Delaney (1990) proposed
that the multivariate approach should probably not be
used if the sample size is less than (a + 10), a being the
number of levels for repeated measures. If the sample
size is larger than (a + 10), then the multivariate method
is preferred (Stevens, 1992). It may be diý cult to obtain
more than 13 top-class performers (the suggested sam-
ple size for a study involving three treatments given to
the same participants) in an experiment, so the multi-
variate method would not be the most appropriate
choice.
It is important that the assumption of sphericity is
examined as part of a univariate repeated-measures
analysis of variance (ANOVA). The exploration and
correction of the complicated issue of sphericity
in ANOVA is discussed eloquently by Maxwell and
Delaney (1990) and summarized by Field (2000) and
Atkinson (in press). In brief, the sphericity assumption
pertains to the population variances of the diþ erence
scores between all possible pairs of repeated measures
being equal. In other words, the population variance of
the test1± test2 diþ erence scores should be similar to the
population variances of the test2± test3 and test1± test3
diþ erences (Maxwell and Delaney, 1990; Field, 2000).
Suý ce it to say, we have found violation of the assump-
tion to be so common with measurements on humans,
that the power of the test is reduced after correction.
An alternative strategy that may be useful for examining
serial measurements is an `analysis of summary
statistics’ .
Analysis of summary statistics
Analysis of summary statistics (Mathews et al., 1990) is
an alternative to a repeated-measures ANOVA when
comparing changes in performance over several instants
between diþ erent treatment groups or conditions. Using
ANOVA to examine the hypothesis that the changes
over time are diþ erent between treatments, one would
examine the treatment-by-time interaction. A signi® -
cant interaction would mean that the changes over time
(e.g. the gradients) are diþ erent. An analysis of summary
statistics involves the description of meaningful aspects
of the data for each participant and then examining
diþ erences with a simpler hypothesis test. For example,
the time of peak performance, the value of the peak
itself and the mean performance over time can be sum-
marized for each participant into a single statistic and
then compared between two diþ erent treatments with
a paired t-test. The assumption of compound symmetry
is not relevant to the t-test, as it is used on only two levels
of a factor. Mathews et al. (1990) maintained that an
analysis of summary statistics has the advantage that it
directs the researcher to test speci® c hypotheses about
the data, rather than the `data dredging’ that sometimes
occurs with multifactorial ANOVA, followed by post-hoc
multiple comparisons. For a very detailed discussion on
the use of summary statistics in repeated-measures
designs, readers are directed to the review by Senn et al.
(2000).
Within-individual variability
This factor probably has the most in¯ uence on
statistical power and is conventionally examined as
part of a test± retest reliability study. We consider within-
individual error to be `measurement error’ ±  that is,
any error, biological or instrumental, of unknown or
unexplained origin. Atkinson and Nevill (1998) stressed
the importance of providing a measure of within-
individual error (absolute reliability) in a reliability
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study and not just relying on a test± retest correlation
coeý cient to indicate whether a measurement tool is
reliable enough to be used in sport performance
research. Test± retest correlation is highly sensitive to
between-individuals variability, and even a correlation
above 0.9 may not mean the performance test is reliable
enough to be used in studies with a workable sample size
(Atkinson and Nevill, 1998). Conversely, a test± retest
correlation of 0.5 may be indicative of adequate reliabil-
ity if the analytical goal (eþ ect size) for future research
is large (Hofstra et al., 1997). Another `rule of thumb’
that should be treated with caution is a coeý cient of
variation being designated as acceptable if it is less than
10%. As detailed in Table 2, we maintain that an aim
of a reliability study is not just to describe the measure-
ment error in an appropriate way, but to extrapolate
what the measurement error means for sport perform-
ance research.
There are several statistics that can be used to repre-
sent within-individual error, including the standard
error of measurement, the coeý cient of variation and
the limits of agreement (absolute and ratio). The last of
these statistics, when applied to measurement error,
is also known as the coeý cient of repeatability (Bland
and Altman, 1999). Assuming errors are normally
distributed, the standard error of measurement or
`within-individual standard deviation’  represents, for
the ` average’  score or person, the range above and below
the observed score for which there is a 68% probability
of the hypothetical true score falling (Harvill, 1991).
This calculation is only an approximation, since the true
score can never be known (Harvill, 1991). The coef-
® cient of variation is a similar statistic to the standard
error of measurement, but should only be used with
variables measured on a ratio scale and when there is
evidence that the error increases as the magnitude of the
measured variable increases (Nevill and Atkinson,
1997).
It would be expected that the test± retest diþ erences
purely due to measurement error would be no greater
than the limits of agreement for 95% of individuals in a
population (Bland and Altman, 1986). For example, a
limits of agreement of ±5 s for a cycling time-trial would
mean that one can be reasonably certain (P = 0.95) that
an individual scoring 200 s would score between 195
and 205 s with another observation, and that the diþ er-
ence would be purely due to measurement error. The
sport performance researcher can then judge whether
this test± retest error is acceptable (i.e. makes little
diþ erence regarding an athlete’ s ability). The limits of
agreement can also be applied to judgements on
whether changes in performance in individual athletes
are `real’  or merely due to measurement error (Eliasziw
et al., 1994), or whether replicate measurements should
be obtained to improve precision (ISO, 1994).
It is erroneous for a researcher (e.g. Lucia et al., 1999)
to accept the measurement tool as being reliable on the
basis of 95% of the test± retest diþ erences being within
the limits of agreement for the participants involved in
the reliability study itself, since these participants were
used to calculate the limits of agreement in the ® rst
place (Atkinson and Nevill, 2001). The con® dence
intervals of the measurement error statistic should be
quoted in a reliability study, and the adequate precision
of these con® dence intervals should be re¯ ected in
the design of the study (i.e. a sample size of at least 40
participants) before any data are collected (Critchley
et al., 1999).
We promote the inclusion of limits of agreement,
together with the other statistics, in reliability studies,
since it involves an informative way of looking at
measurement error with a Bland-Altman plot (Bland
and Altman, 1999). It also allows the examination of
the nature of the relationship between error and the
magnitude of the measured variable and it is based on
a clear analytical goal ±  the predicted diþ erence between
a test and a retest that would be due purely to measure-
ment error for most individuals (95%) in a population.
Atkinson and Nevill (1998) and Nevill and Atkinson
(2001) discuss the use of limits of agreement with
worked examples.
The designs and analyses for multiple measure-
ments in single-case research are related to the issue
of measurement error for assessment of individual
changes. This type of research is quasi-experimental at
best and so will not be covered here. Nevertheless,
single-case designs and analyses could be useful to
researchers oþ ering sport science support to athletes.
Interested readers are directed to the reviews of
Aeschleman (1991) and Barlow and Hersen (1984),
as well as an extremely useful website covering designs
and statistical tools (Jones, 2000).
As Atkinson and Nevill (1998) noted, it is not the
measurement error statistic that is so important in
studies involving samples of individuals, but how the
statistics are applied to analytical goals for future
research in which the measurement tool of interest is
used. In this respect, it is important that the reliability
researcher does not stop at describing the measure-
ment error, but extrapolates the measurement error to
questions regarding whether the measurement tool
would detect typical eþ ects with workable sample sizes.
Atkinson et al. (1999) showed a worked example of such
a `sensitivity analysis’  calculated from limits of agree-
ment. The nomogram that was used by Atkinson et al.
(1999) is reproduced in Fig. 2. We stress that such an
analysis can be performed with other measurement
error statistics, such as the coeý cient of variation
(Schabort et al., 1998b) or correlation (Hofstra et al.,
1997).
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Table 2. Checklist for reliability researchers with guidance notes
1. Randomly sample at least 20 ±  but preferably 50 ±  individuals from the population of interest. The consideration of measurement error
is a parameter estimation problem, not a hypothesis testing problem. Therefore, the sample size in a reliability study should be
large enough for a precise estimate of the chosen measurement error parameter (intraclass correlation, standard error of
measurement, coeý cient of variation, coeý cient of repeatability) for the population of interest
2. Calculate con® dence limits for the measurement error statistics. In light of the above nature of measurement error as a parameter
estimation problem, it is also important to cite con® dence limits for the measurement error statistics. Bland and Altman (1999)
provide details relevant to the coeý cient of repeatability. Hopkins (2000) shows how to calculate con® dence limits for
the coeý cient of variation and Morrow and Jackson (1993) provide details for the intraclass correlation. Interestingly, few
researchers have considered con® dence limits for the standard error of measurement, possibly because this statistic has
erroneously been referred to as a con® dence interval itself in the past. The standard error of measurement, like the coeý cient
of repeatability, is, in reality, a reference interval or `normal’  range for the diþ erence between the observation and a hypo-
thetical true score
3. Make the test protocol and recovery time between tests compatible with common research uses of the measurement tool. This means that
all components of measurement error (biological and mechanical) are considered initially, as would be the case when the
measurement tool is used in future research. Although exploration of diþ erent sources of error (experimenter, manufacturer,
etc.) with, for example, generalizability theory is important, it is more important to assess whether the measurement error for
the simplest research scenario (same experimenter, same equipment) is acceptable for future use. If the measurement tool is
not deemed reliable under the simplest of scenarios, the addition of variance from diþ erent measurement tools and observers
will only make a bad situation worse
4. Establish whether any systematic error exists between test and retests. This can be done with a paired t-test or analysis of variance,
although care should be taken to examine the error in relation to practical signi® cance as well as statistical signi® cance. This is
because the results of the above hypothesis tests are compromised by the presence of large random error (Atkinson and Nevill,
1998). Calculating the con® dence interval for the mean diþ erences between repeated tests may help in this respect. If system-
atic error is present, the reliability researcher should ® rst focus on the number of familiarization tests that are required for
learning in¯ uences to dissipate
5. Determine the relationship between measurement error and magnitude of measured value. Bland and Altman (1999) and Atkinson
and Nevill (1998) provide details of how this is done. If the measurement error does increase in proportion to the size of the
measured value, the data should be logarithmically transformed and a ratio statistic should be used to describe the measure-
ment error (e.g. ratio of coeý cient of reliability and coeý cient of variation). If the error is `homoscedastic’ , measurement
error can be described in the particular units of measurement by calculating the coeý cient of reliability or standard error
of measurement. Complicated relationships between magnitude of error and measured value can be analysed using
non-parametric methods according to Bland and Altman (1999) or by calculating measurement error statistics for separate
sub-samples within a population (Lord, 1984)
6. Examine whether random error changes between separate test and retests. After stages 4 and 5, and if there are still multiple retests
left in the reliability analysis, as the results of the present study indicate, the researcher should explore whether random error
(described by the coeý cient of reliability, standard error of measurement or coeý cient of variation) is reduced as more tests
are administered. If so, the researcher should communicate this so that future users know exactly how many familiarization
sessions are required for total error variance to be minimized for their research
7. Perform a ` sensitivity analysis’  using the described measurement error. This involves predicting whether the error is small enough for
the measurement tool to detect typical ` analytical goals’  (e.g. a 5% change due to an intervention of some sort) with a workable
sample size in a future experiment. Before this stage is performed, measurement error has merely been explored and described
and the question of whether the measurement tool is reliable has not been investigated. The use of arbitrary `rules of thumb’
such as accepting adequate reliability on the basis of an intraclass correlation being above 0.9 or a coeý cient of variation being
below 10% is discouraged, since no relation is made between error and real uses of the measurement tool with such generaliza-
tions. An example of a sensitivity analysis with the coeý cient of reliability is provided by Atkinson et al. (1999). Hopkins
(2000) and Charter (1997) also provide calculations relevant to the coeý cient of variation and a correlation coeý cient,
respectively
8. State how the measurement error would impact on individual measurements. An example should be provided to show the impact of
error on individual measurements. A person scoring the average value in a population could be used for the example, although
if heteroscedasticity is present, the error for a person scoring a large value should also be discussed. It is important to note that
the coeý cient of reliability and standard error of measurement are based on two diþ erent de® nitions of measurement error
and two diþ erent probability levels. The coeý cient of reliability represents the expected diþ erence between two repeated
measurements due to measurement error with probability of 0.95. This statistic is that adopted by the International Standards
Organization (ISO, 1994) and is useful when it is diý cult to take multiple measurements on participants to conceptualize a
`true score’ . The standard error of measurement represents the expected diþ erence between a measurement and a hypothetical
true score with a probability of 0.68. If it is possible to make hundreds of repeated measurements, then the average of these
would be an estimate of the true score. Some authors have suggested multiplying the standard error of measurement (SEM) by
1.96, giving a probability of 0.95 that the true score is within ±1.96SEM of the measurement
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One question relevant to the consideration of within-
individual error is, how many trials are needed in a
reliability study? The answer to this depends ® rst on
how many trials it takes for any systematic error to
become negligible. If there are learning eþ ects on a test,
the reliability researcher should communicate to other
researchers how many trials are necessary for familiar-
ization. Analysis of variance approaches to describing
random measurement error should not be performed
until this investigation for systematic error is carried
out.
It is possible that random error as well as systematic
error is reduced with more trials. If an ANOVA is used
to assess measurement error from, say, four trials in
a reliability study, the error could be overestimated
if it is smallest between the third and fourth trials. It
might be more informative for the reliability researcher
to conclude in such circumstances something like, `two
familiarization trials markedly reduce both systematic
and random error. Following this familiarization period,
the measurement error has been found to be x units.
Based on statistical power calculations, this error
variance is acceptable for workable sample sizes in
future studies examining typical analytical goals’ . It is
for this reason that we advise in Table 2 the exploration
of random error between separate pairs of test± retests
(trial 1 vs trial 2, trial 2 vs trial 3, etc.) in a multiple-
trial reliability study and the exploration of what
the measurement error means to future research. We
stress that this characteristic of reduced random
error with more retests may show up as a violation
of the sphericity assumption in repeated-measures
ANOVA.
Fig. 2. A nomogram that can be used to estimate the eþ ects
of measurement error (limits of agreement) on whether
`analytical goals’  are attainable or not in sport science
research. The statistical power is 0.9. The diþ erent lines repre-
sent diþ erent worthwhile changes caused by some inter-
vention of 1%, 5%, 10%, 20% and 30%. The measurement
error statistic is the ratio limits of agreement. We stress that
other measurement error statistics can be used in statistical
power calculations.
Sample size
This is probably the most well-known component of
statistical power. In short, the larger the sample size, the
greater the statistical power for a given meaningful eþ ect
and error variance. It is extremely useful for researchers
to do a sample size estimation before conducting
research, as it may indicate the most eý cient workload
for the researchers. Scientists do not want to waste
time and money testing too many athletes. Conversely,
it would be wasteful and, as the growing number of
statisticians on ethics committees illustrates, unethical
to test humans without any chance of detecting worth-
while eþ ects. This conundrum has led some researchers
to promote sequential `sample size on the ¯ y’  methods
(Hopkins, 1999), in which the researcher recruits
more and more participants until a worthwhile eþ ect is
detected. This, of course, has many implications for stat-
istical sampling of a population, in that, as time passes,
there may be biases due to recruiting individuals who
for some reason are less representative of the target
population. As Chow (1996) noted, the failure to ® nd a
hypothesized worthwhile eþ ect is just as much a reason
to scrutinize the research design as it is the statistical
power. For example, a type II error may have resulted
from too few familiarization sessions to minimize test
variability, rather than too few participants.
Con® dence intervals
Recently, there have been several publications on how
con® dence intervals can help interpret study results
(for detailed discussions, see Guyatt et al., 1995;
Curran-Everett et al., 1998). These authors stressed that
the null hypothesis test procedure tells one nothing
about whether an eþ ect is worthwhile, merely whether
an observed eþ ect is unusual. Although it is important
not to ignore research design and the logic behind an
hypothesis (Chow, 1996), it is apparent that con® dence
intervals do complement the null hypothesis test
procedure in that they help estimate the magnitude of
the population eþ ect. Con® dence intervals can be
calculated with the aid of most statistical packages. Of
greatest interest in an experiment on performance
enhancement is the con® dence interval of the diþ erences
between treatments, not the con® dence interval for each
treatment mean. To illustrate, brie¯ y, how con® dence
intervals can complement the null hypothesis test pro-
cedure, we consider several examples.
Null hypothesis not rejected but possible worthwhile eþ ect
A researcher ® nds that the mean (a point estimate)
improvement in 10 km running performance following
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an intervention is 5 s. This improvement was found not
to be statistically signi® cant (P > 0.10). The researcher
calculates the 95% con® dence interval (an interval
estimate) to be -2 to 12 s. This interval means that there
is a 95% probability that any sample diþ erence will
be between -2 and 12 units. A useful, but not entirely
statistically accurate way of thinking about con® dence
intervals, is as the possible range of values within which
the population diþ erence is thought to lie. Suppose the
researcher decides that a 6 s diþ erence in performance
justi® es putting the athletes through the intervention.
Instead of concluding that there is no eþ ect, the conclu-
sion should be that the real eþ ect could be slightly worse
(-2 s) or de® nitely worthwhile (12 s). Until more par-
ticipants are tested or the error variance is reduced
through a better experimental design (which will give
the researcher more con® dence in the estimation of
the population diþ erence), the researcher cannot really
conclude whether the observed eþ ect of 5 s is worth-
while or not.
Null hypothesis rejected but no worthwhile eþ ect
Suppose the same researcher found a mean diþ erence of
3 s and a con® dence interval of 1± 5 s. Here, an eþ ect is
present (null hypothesis rejected), since the lower
bound of the con® dence interval is above zero. However,
the upper bound of the con® dence interval is below
the diþ erence (6 s) designated as justifying putting
the athletes through the intervention. Therefore, the
researcher should not only state that an eþ ect was
found, but that the true population eþ ect is unlikely to
make a worthwhile diþ erence to the athlete, given all
that the athlete went through (the intervention might
have been particularly arduous and costly). The danger
here is that, without con® dence intervals, the researcher
may have regarded statistical signi® cance itself as
indicating an important eþ ect.
These concepts are discussed in more detail by
Curran-Everett et al. (1998) and Guyatt et al. (1995).
A related issue that may be of interest to readers is
clinical signi® cance versus statistical signi® cance
(Curran-Everett et al., 1998).
Overview
It is apparent that sport performance researchers should
take great care in matching the particular aims of a study
with the correct choice of dependent variable. Unlike
clinical researchers, who need to predict the eþ ects of
interventions on the construct of `health’  by examining
speci® c symptoms of disease (e.g. blood lipids for
risk of heart disease), performance researchers may
sometimes forget that they can measure ® nal outcomes
(performance) directly, rather than relying solely on
`symptoms’  (predictors) of good performance. This
advantage brings with it many important consider-
ations, including the external validity of the sample and
test, the delimitation of a worthwhile performance
enhancement, the choice of descriptive or intervention
research, and adequate research design and analysis. We
hope the topics covered in this paper are of interest and
useful to sport performance researchers.
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