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First-, ~nd-, and ~hird-order gradiometers used in detecting biomagnetic signals are analyzed 
as spatial filters. Therr transfer functions independent of the source to be measured are presented 
~d bo~h t~e magnitude and phase characteristics of the transfer functions are analyzed. The 
distortIon Introduced by the gradiometer can be estimated from these characteristics. In order to 
treat the ~ignal in th~t appr~ach, the spatial Fourier transform of a magnetic signal produced by a 
current dIpole at a gtven dIstance is discussed.. 
INTRODUCTION 
For a number of years SQUID magnetic sensors I have 
been used in biomagnetism research and have been instru-
mental in significant achievements in the field. Usua1ly the 
signal is coupled to the sensor by a flux transformer which 
has the detection coil in a gradiometer configuration for spa-
tial discrimination between signal and noise. 2 This technique 
is also used in other fields of research involved in the detec-
tion of relatively weak magnetic fields, the monopole search 
being one of them. 3,4 
A gradiometer can be basically described as an array of 
coils, the lowest one, called the "pick-up" coil or "face 
loop,"s being primarily sensitive to the near source of signal 
and the others acting as "compensating coils" to eliminate 
the far sources of noise. Such a simplification has to be aban-
doned when a quantitative result is needed, as in the case for 
the localization of brain sources; the influence of the "com-
pensating coils" on the signal should then be taken into ac-
count. 6 
UsualIy each laboratory working on biomagnetism has 
its own gradiometer, described as being of first, 7 second,8.9 or 
third order lO•lI with given distances between coils, number 
of turns, and area of each coil. The choice for the actual 
values of these parameters has been rather qualitatively dic-
tacted by the kind of local background noise and signal to be 
measured. Usually in a comparison of coils, the assessment is 
based on noise level achieved by these different systems and 
is presented as a value in ITI.jHz for the equivalent field 
spectral density or power spectrum of the noise in the pick-
up coil. 
With such an approach it is difficult to know the exact 
noise rejection of each system (the actual background noise 
is not known), thus making it difficult to compare them. 
Also, if the source is not just a current dipole (as is the case of 
the heart), the signal spatial dependence is not known. Such 
shortcomings have been partially overcome by the approach 
of Wikswos and Storey. 12 They used the reciprocity princi-
ple to make a comparison between different gradiometer de-
signs for noise rejection in the presence of magnetic dipoJe 
so~ces only. The sensitivity of various gradiometer configu-
rations to only current dipole sources has also been calculat-
ed.s 
We present a more general approach 13 to this problem 
by describing analytically the gradiometer in terms of its 
transfer function irrespective of the kinds of signal or noise. 
Our approach is such that gradiometers are high-pass dis-
crete spatial filters whose transfer function enables a com-
parison to be made between the different gradiometer con-
figurations. Such transfer functions will help to select the 
best design for a given signal and noise, as well as to deter-
mine the effect of the "compensating coils" on the signal. 
The fundamental idea in the use of gradjometers to dis-
criminate the signal from the noise is that in a given region of 
space, the spatial magnetic field dependence can be fitted by 
a polynomial (Taylor series). Far sources (noise in our ap-
plications) are fitted to only one to three terms of the polyno-
mial, since just the field and its first derivatives are predomi-
nant, while near sources (the signal in our case) will require 
a larger number of terms. A gradiometer makes the spatial 
discrimination by canceling the first terms of the polyno-
mial. 
Although it is not customary procedure, the monotonic 
magnetic field spatial dependence can be fitted just as wen by 
a Fourier expansion. In such an approach, spatial discrimi-
nation is reached by using the fact that a distant source will 
have low frequency components ofitsspatial frequency spec-
trum, while near sources will have low and high frequency 
components. The spatial discrimination is then achieved by 
using a spatial high-pass filter. 
The use of spatial filters is wen known in other fields, 
such as optics 14 or tomography, IS and can be instructive and 
useful to apply to magnetic field studies in biophysics. This is 
the goal of this paper. The gradiometer is presented as a 
nonrecursive spatial filter with its own transfer function; 
then this approach is compared to the conventional Taylor 
series approach. Finally, the spatial Fourier transform of the 
signal is considered, to show how the various gradiometers 
(i.e., filters) will respond to it. 
THE GRADIOMETER SENSOR: A TAYLOR SERIES 
APPROACH 
The general configuration of an Nth order gradiometer 
is shown in Fig. 1. It consists of an array of N + 1 coils 
connected in series, each with nj turns, and separated by the 
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FIG. 1. Gradiometer of Nth order. 
distance b, from the lowest coil. For simplicity, we consider 
the case where they an have the same areaA. The equations, 
that characterize such a gradiometer are derived by consid-
ering the total flux ¢(zo,t) applied to the array, with the 
lowest coil at Zo from the source. 
¢(Zo,t) =/(zo)g(t) 
=A (ton,B(Z,) ~(t), (1) 
where B(z, ) is the magnetic field component normal to the 
plane of the coil, z, is the distance from the ith coil to the 
origin, andg(t) is the time dependence of the flux, expressed 
separately since biomagnetic fields are quasistatic. 
Expanding B(z) in a Taylor series about the position Zo 
of the lowest coil and letting b, = z, - zo, Eq. (1) can be 
written as 
¢total(zo,t) =A{noB(zo) +nl[B(zo) +B(1)(zo)bl +B(2)(zo)(b~/2) + ... ] 
+ n2 (B(zo) + B(I)(zo)b2 + B (2)(zo)(b V2) + ... ] + "'}g(t). (2) 
This can be arranged in matrix form as 
no+nl +n2 +··· 
nlb l + n2b2 + '" 
bib; 
n1-+n2-+'" 2 2 
° 
The above diagonal matrix expresses the effects of the array 
of coils on the field and its derivatives B (I),B (2), ••• at zo' the 
pick-up coil position. A gradiometer of Nth order will result 
when the first N diagonal terms are canceled, that is impos-
ing the condition, 16 
N b~ 
Inl-' =0, a=O, ... ,N-l. 
1=0 a! 
(4) 
Such conditions are fulfilled by an existent gradiometers, 
even by the so-called asymmetric ones that use different 
areas for the sets of coils, and where n, is not limited to be an 
integer. 
THE GRADIOMIETER SENSOR: A NOMRECUFISIVE 
SPATIAL fiLTER APPROACH 
A gradiometer detects a continuous time signal, sam-
pling it at discrete points in space bi which correspond to the 
coils' positions. The net detected signal, at each instant of 
time, is a weighted sum of all those sampled values. Thus it 
seems appropriate to use a digital mathematics formalism 
for describing the gradiometer sensor. 
In such an approach, the output of a so-called moving 
average or nonrecursive filter is generally expressed as17 
"" Ym = L h,xm_ ,· 
i_ - 00 




This procedure defines a new set of numbers Ym from the set 
of numbers Xm which correspond to the sampled values at 
constant intervals. The weighting factors hi depend on the 
filter. 
The discrete Fourier transform (DFT) of the signal 
(see for example Ref. 17) at some instant of time can then be 
expressed as 
(6) 
ms:= - 00 
where k is the wave number and As is the distance between 
two successive sampling points. 
For our case of the gradiometer, assume that the dis-
tances bi can be expressed as multiples of As, 
(7) 
where Pi has integer values and As are the maximum com-
mon divisors of all the bi • The signal detected by the gradi-
ometer at position Zm over all its space will be 
N 
I(zm) = In/¢(zm +b/), 
/=0 
or considering the digital nature of the detection scheme, 
N 
1m = In'¢m+1> 
;=0 
(8) 
where N + 1 is the number of coils, and ¢(z", + bi ) 
= ¢m + i is the magnetic flux at the ith coil at some instant of 
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time and at a given discrete position in space, labeled by the 
index m. 
The transfer function of the filter (gradiometer) in k 
space defined as 
H(k) = F(k)/<I>(k), 
whereF(k) and <t>(k) are, respectively, the DFf of 1m and 
tPm, can be obtained by taking the Fourier transform of the 
sequence of filter coefficients 
N 
H(k) = I nje -jb,Je. (9) 
j=O 
Spatial discrimination is accomplished by making the mov-
ing average filter (gradiometer) into a high-pass filter. The 
correctness of such an approach is shown by the fact that the 
design conditions for the successive higher-order gradiom-
eters obtained by canceling the successive elements of the 
square matrix in Eq. (3) are obtained, as well, by imposing 
increasing flatness in the stop-band region of the high-pass 
filter transfer function. For instance, the design condition 
for a first-order high-pass filter is obtained by making Eq. 





which is the same condition as for a first-order gradiometer 
in the Taylor series approach. For a more efficient high-pass 
filter the design conditions are obtained by making 






which is a second-order gradiometer in the Taylor series ap-
proach. Generalizing, the gradiometer condition given by 
Eq. (4) in the Taylor series approach corresponds to impos-
ing 
(12) 
in the spatial Fourier technique. 
The equivalence of both approaches is illustrated by 
considering the Fourier transform for a spatially constant 
field and a linearly varying field in space. 
For a spatially uniform field, normalized so as to have 
unit value over all space, 
tPm = 1, - 00 <m< 00, (13) 
its Fourier transform becomes'S 
<I>(k) = (21TIAs loCk), (14) 
o ( k) being a delta function. 
Each discrete measurement of the filter at a given posi-
tion mAs will be 






Thus the condition H(O) = 0 eliminates the detection of a 
spatially constant field. 
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For a linearly varying field in space, 
tPm = amA., - 00 <m < 00, 
its Fourier transform will be 
m= - QO 
It can be written as 
<I>(k) = ja ~ f e -jm)./<, 




i.e., the Fourier transform is the derivative of the delta func-
tion. Hence the output of the filter will be 
. BH(k) I 1M = - Ja -- + amAsH(O). 
Bk k=O 
(20) 
Thus to discriminate against a spatially linear field we 
should impose the condition of the transfer function and its 
first derivative at k = 0 to be equal to zero. A similar proce-
dure would be used for higher orders. • 
Figure 2 shows the magnitude of the transfer functions 
for conventional first-, second-, and third-order geometries. 
All the gradiometers have the same As andKo is 1TIAs. The 
behavior in the DFT approach is the inverse of the Fourier 
series: the space domain is discrete and the frequency do-
main is periodic with a period of 21T I As. Since it is an even 
function, it is only necessary to represent the half-period de-
pendence, from 0 to 1T lAs. 
PHASE CHARACTERISTICS 
So far we have dealt with the amplitude response IH(k) I 
of the gradiometer. There is also a phase response O(k), al-



























































FIG. 2. Amplitude response offirst-, secondo, and third-order gradiometer 




















FIG. 3. Spatial phase response offirst-, secondo, and third-order gradiom-
eters in k space (Ko = TTIA.). 
shows the calculated phase characteristics for the first-, sec-
ond-, and third-order gradiometers whose amplitude trans-
fer functions are presented in Fig. 2. These graphs were ob-
tained from the definition of the phase between input and 
output signals: 
4> = tan-I [1m H(k)IRe H(k)]. (21) 
Since we are dealing with a spatial frequency response of the 
system, the phase information leads to a spatial lag between 
the output signal and the input signal. Indeed, as can be seen 
in Fig. 3, a gradiometer is a linear phase spatial filter. Such 
characteristics are important for the evaluation of distortion 
produced by our filter. The largest phase lag occurs at the 
frequency where the gain of the system changes the most 
with respect to frequency. The spatial lag that will occur, 
especially at low frequencies, can be used to estimate the 
error introduced by the gradiometer in determining the 
depth of a current dipole.6 
SPATIAL FOURIER TRANSFORM OF THE SIGNAL 
The noise output of gradiometers of different orders has 
been discussed above, using the gradiometers' transfer func-
tions and characterizing the noise by their dominant low-
order terms in a Taylor expansion. It is important now to 
discuss the Fourier transform of a given signal from a near 
source, in order to understand more clearly the meaning of 
Fig. 2. 
The handling of a continuous signal by a digital math-
ematical formalism is a twofold problem. First, a sampling 
frequency must be chosen, and second, the infinite sequence 
generated must be truncated in order to apply the DFT. 
Since the sampling frequency must be larger than twice 
the highest frequency component of the signal (Nyquist 
theorem),17.18 we have to estimate the highest frequency 
component. For the case of magnetic or current dipole, care 
has to be taken in making such estimates as both are spatially 
monotonic functions. Certainly, the highest frequency com-
ponent will be related to the distance from the dipole to the 
first point of measurement, i.e., first coil position. The DFT 
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is periodic with a period of2?T/A •. lfthe sampling frequency 
chosen is smaller than the Nyquist limit, there will be an 
overlap between the periodic replicas of the spectrum (alias-
ing effect). 19 
As to the truncation problem, consider an extreme case 
where the truncated sequence, representing the spatial de-
pendence of the signal, has only two terms. Assume that the 
field decreases by a factor Q from the first term to the second 
term, i.e., 
4>1 = 1,4>2 = (l/Q). 
The OFT of such a sequence will be 
~(k) = 1 + (l/Q)e- ju. 
Its modulus is 
1~(k)1 = [1 + (1/Q2) + (l/Q)coskA ]112. 
For a spatially constant field Q = 1 (noise), 





while for a field which decays spatially very fast Q = 00 (the 
signal), 
I~(k) I = 1. (26) 
Those two cases and intermediate ones are shown in Fig. 4. 
Hence, if a constant sequence such as the one produced 
by the noise (Q = 1) is defined by only two terms, its DFT is 
not a delta function as in Eq. (14). Also, if the field decays 
very fast in space, as would be the case for a signal from a 
very near source that would be detected just by the pick-up 
coil (Q = 00), a two-term truncation leads to a constant 
pattern in the frequency domain. Thus, the truncation can 
produce as well as the aliasing effect, spurious high frequen-
cy components in the spectrum making it difficult to inter-
pret the plots of the filter transfer function (Fig. 2), and the 
signal and noise frequency spectrum (Fig. 4). 
Fortunately the problems of choosing a sampling fre-
quency and the number ofterms ofEq. (6) can be avoided 
because one can have the analytical expression for the spatial 
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FIG. 4. Amplitude response for a truncated signal with only two terms dif-
fering by a factor of Q. 







FIG. 5. Parameters used in the calculation of the field produced by a current 
dipole. 
calculate the continuous Fourier transform of the signal. 
The continuous Fourier transform and the half-period of the 
DFf are identical for a sampling frequency and number of 
terms chosen in a proper way. 17 
The analytical spatial dependence of a near source sig-
na!, for instance a current dipole, can be obtained by apply-
ing the Biot-Savart law in the situation illustrated in Fig. 5. 
Let us assume that the field is initially measured at the point 
z in a plane distant d from the current dipole. The current o . 
dipole p is located in the plane xy, oriented in the + y dlfec-
tion,20 at a distance x = 1::./2 from the z axis, I::. being the 
distance between field extremes in the Zo = d plane. 
Thus the field can be expressed as 
/lolpld 1 
Bz(z) = 411'.J2 (d 2/2+z2)3/2 (27) 
Consequently, one can have the Fourier transform by apply-
ing the definition for each spatial frequency k, 
(28) 








0.2 L-__ -L ______ ~ ______ ~ __ __ 
3 6 9 
d (c m) 
FIG. 6. Spatial frequency limit (Kmu, ) as a function of the distance between 
the current dipole and the gradiometer first coil (d). 
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which can be evaluated numerically. 
Now we may determine a maximum frequency of inter-
est in the Fourier transform of the signal, in order to give a 
visual meaning to Fig. 2. In this case, we may choose kmax , so 
that most of the energy, say 95%, lies inside the frequency 
range (O,kmax ). In the Fourier series, the sum of Ian 12 yields 
the average power. 18 In the Fourier transform, the integra-
tion of IX(k) 12 yields the total energy of the signal. 18 We can 
choose kmax using the following criteria: 
i"max\X(k) \2 dk = 0.95 i"" \X(k) \2 dk. (29) 
The values of the maximum frequency kmax determined 
by Eqs. (27)-(29) are depicted in Fig. 6 as a function of 
distance d from 3-10 cm. As can be seen one can use approxi-
mately 11'/ d as kmax . 
Finally, one can obtain the first design criteria using this 
new model. As was said before, the gradiometers' transfer 
function should be represented in k space up to 11'/ As, where 
A is the minimum distance between two adjacent coils. 
Thus if one equals kmax to 11'/ As, one can obtain the distance 
between coils that the gradiometer should have so as to give 
the signal's maximum detectable energy. The minimum dis-
tance between coils as a function of distance d is shown in 
Fig. 7. It should be stressed that this result is in accordance 
with the Taylor approach. If a gradiometer is to act as a 
magnetometer for near sources, the base line should be of at 
least the order of the distance between the source and the 
gradiometer.5•6 It must be remembered, nevertheless, that 
the final criteria used to choose the gradiometer's base line 
must also take into account the noise as well. The combina-
tion of amplitude response and phase response can be used to 
determine the amount of distortion introduced by the gra-
diometer; this distortion will, for example, affect the deter-











FIG. 7. Minimum distance between two adjacent coils of a gradiometer as a 
function of the distance between the dipole and the gradiometer first coil 
(d). 
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CONCLUSIONS 
This paper presents a novel approach to understanding 
and designing of gradiometer coils for the detection of weak 
biomagnetic signals in the presence of noise. The gradiom-
eter is considered as a spatial filter whose characteristics are 
determined by its transfer function independent of the model 
used for the source. The transfer function yields the ampli-
tude response and the phase response. The amplitude re-
sponse gives results in agreement with the Taylor series ap-
proach but which are more general; it is a system analysis 
approach. As an example in the selection of gradiometer 
characteristics based on the amplitude response of various 
gradiometers, the spatial Fourier transform of a dipolar sig-
nal is presented. Using the approach described in this paper, 
it will be possible to design gradiometers making trade oirs 
between signal and noise energies for a specific spatial situa-
tion of weak magnetic fields and their source localization. 
The dynamic error I introduced by the gradiometer can be 
estimated by inspection of the amplitude response (Fig. 2) 
and the phase response (Fig. 3). 
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