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Abstract
Previous studies of the type IIB superstring in an AdS5 × S5 background
are based on a description of the superspace geometry as the quotient space
PSU(2, 2|4)/SO(4, 1)× SO(5). This paper develops an alternative approach in
which the Grassmann coordinates provide a nonlinear realization of PSU(2, 2|4)
based on the quotient space PSU(2, 2|4)/SU(2, 2) × SU(4), and the bosonic
coordinates are described as a submanifold of SU(2, 2)×SU(4). This formulation
keeps all bosonic symmetries manifest, and it provides the complete dependence
on the Grassmann coordinates in terms of simple analytic expressions. It is used
to construct the superstring world-sheet action in a form in which the PSU(2, 2|4)
symmetry is manifest and kappa symmetry can be established. This formulation
might have some advantages compared to previous ones, but this remains to be
demonstrated.
1jhs@theory.caltech.edu
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1
1 Introduction
The conjectured duality [1] between type IIB superstring theory [2] in a maximally supersym-
metric AdS5 × S5 background, with N units of self-dual five-form flux, and four-dimensional
N = 4 super Yang–Mills theory [3], with a U(N) gauge group, has been studied extensively.
This is a precisely defined conjecture, because the AdS5 × S5 background is an exact solution
of type IIB superstring theory [4]. Most studies have focused on the large-N limit for fixed
’t Hooft parameter λ = g2YMN . (See [5] and references therein.) This limit corresponds to
the planar approximation to the field theory [6] and the classical (or leading genus) approx-
imation to the string theory. The planar approximation to the field theory is an integrable
four-dimensional theory, with an infinite-dimensional Yangian symmetry generated by the
superconformal group PSU(2, 2|4) and a dual conformal group. Its perturbative expansion
parameter is proportional to λ.
The isometry supergroup of the AdS5 × S5 solution of type IIB superstring theory is
also PSU(2, 2|4). Its bosonic subgroup is SU(4) × SU(2, 2), where SU(4) = Spin(6) and
SU(2, 2) = Spin(4, 2). This supergroup has 32 fermionic generators, which we will refer to
as supersymmetries. This is the maximum number possible and the same number as the
flat-space solution, which corresponds to the large-radius (or large-λ) limit of the AdS5×S5
solution. The string theory, for the background in question, is described by an interacting
two-dimensional world-sheet theory, whose perturbative expansion parameter is proportional
to 1/
√
λ. This theory is also integrable.
Even though the planar N = 4 super Yang–Mills theory and the leading-genus AdS5×S5
superstring action are both integrable, both of them are also very challenging to study.
Nonetheless, a lot of progress has been achieved, providing convincing evidence in support
of the duality, thanks to an enormous effort by many very clever people. The goal of the
present work is to derive a new formulation of the superstring world-sheet theory. It will
turn out to be equivalent to the previous formulation by Metsaev and Tseytlin [7] and others
[8] [9].2 However, it has some attractive features that might make it more useful.
In recent work the author has studied the bosonic truncation of the world-volume action
of a probe D3-brane embedded in this background and made certain conjectures concerning
an interpretation of this action that should hold when the fermionic degrees of freedom are
incorporated [11][12]. This provided the motivation for developing a convenient formalism for
adding the fermions in which all of the symmetries can be easily understood. While that is
the motivation, the present work does not require the reader to be familiar with those papers,
2For a recent review, see [10].
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nor does it depend on the correctness of their conjectures, which have aroused considerable
skepticism. This paper, which is about superspace geometry and the superstring action,
does not make any bold conjectures, and therefore it should be noncontroversial.
String world-sheet actions have much in common with WZW models for groups, super-
groups, cosets, etc. though there a few differences. One difference is that they are invariant
under reparametrization of the world-sheet coordinates. One way of implementing this is
to couple the sigma model to two-dimensional gravity. If one chooses a conformally flat
gauge, the action reduces to the usual two-dimensional Minkowski space form, but it is sup-
plemented by Virasoro constraints. Residual symmetries in this gauge allow further gauge
fixing, the main example being light-cone gauge. In addition to the local reparametrization
invariance, superstring actions also have local fermionic symmetries, called kappa symmetry.
They are rather subtle, and they play a crucial role. One of the goals of this paper is to give
a clear explanation of how kappa symmetry is realized.
In constructing chiral sigma models for homogeneous spaces that have an isometry group
G, but are not group manifolds, the standard approach is to formulate them as coset theories.
Thus, for example, a theory on a sphere Sn is formulated as an SO(n + 1)/SO(n) coset
theory. The formulas that describe symmetric spaces as M = G/H coset theories are well-
known [13][14]. They involve a construction that incorporates global G symmetry and local
H symmetry. This is the standard thing to do, and so it is not surprising that this is
the approach that was utilized in [7] to construct the superstring world-sheet action for
AdS5 × S5. In this case the coset in question is PSU(2, 2|4)/SO(4, 1)× SO(5). This paper
describes an alternative procedure in which the Grassmann coordinates provide a nonlinear
realization of PSU(2, 2|4) based on the quotient space PSU(2, 2|4)/SU(2, 2)× SU(4), and
the bosonic coordinates are described as a submanifold of SU(2, 2)× SU(4).
The description of S2 as a subspace of SU(2) is a very simple analog of the procedure
that will be used. (It is relevant to the discussion of AdS2 × S2, which is analogous to
AdS5×S5.) The group SU(2) consists of 2× 2 unitary unimodular matrices, and the group
manifold is S3. An S2 can be embedded in this group manifold in many different ways. The
one that is most relevant for our purposes is the subspace consisting of all symmetric SU(2)
matrices. This subspace can be expressed in terms of Pauli matrices in the form σ2~σ · xˆ,
where xˆ is a unit-length 3-vector. The action of a group element g on an element of this
sphere, represented by a symmetric matrix g0, is g0 → gTg0g. This is a point on the same S2,
since gTg0g is also a symmetric SU(2) matrix. The isometry group of S
2 is actually SO(3),
because the group elements g and −g describe the same map. Clearly, a specific subspace
of SU(2) has been selected, in a way that does not depend on any arbitrary choices, to
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describe S2. This paper applies a similar procedure to the description of S5 and AdS5 as
subspaces of SU(4) and SU(2, 2), respectively. In particular, the description of S5 in terms
of antisymmetric SU(4) matrices is discussed in detail in Appendix A.
This formulation of the superspace geometry that enters in the construction of the su-
perstring action makes it possible to keep all of the bosonic symmetries manifest throughout
the analysis,3 and many formulas, including the superstring action itself, have manifest
PSU(2, 2|4) symmetry. Also, the complete dependence on the Grassmann coordinates for
all relevant quantities is given by simple tractable analytic expressions. So far, we have just
rederived results that have been known for a long time, but the hope is that this reformulation
of the world-sheet theory will be helpful for obtaining new results.
2 The bosonic truncation
Before confronting superspace geometry, let us briefly review the bosonic structure of AdS5×
S5, which has the isometry SO(4, 2)× SO(6). The generators of SO(6), denoted Jab, where
a, b = 1, 2, . . . 6, can be viewed as generators of rotations of R6 about the origin. They also
generate the isometries of a unit-radius S5 centered about the origin (zˆ · zˆ =∑6
1
(za)2 = 1).
Similarly, Jmn generates isometries of a unit-radius AdS5 embedded in R
4,2 by the equation
yˆ · yˆ =
5∑
m,n=0
ηmny
myn = −(y0)2 + (y1)2 + (y2)2 + (y3)2 + (y4)2 − (y5)2 = −1. (1)
This equation describes the Poincare´ patch of AdS5, which is all that we are concerned
with in this work. The two algebras are distinguished by the choice of indices (a, b, c, d or
m,n, p, q).
We prefer to write the unit-radius AdS5 × S5 metric in a form in which all of the isometries
are manifest. There are various ways to achieve this. One option is
ds2 = dzˆ · dzˆ + dyˆ · dyˆ, (2)
where zˆ and yˆ are understood to satisfy the constraints described above. This is the descrip-
tion that will be utilized in most of this paper.
Lie-algebra-valued connection one-forms associated to the SO(6) symmetry of S5 are
easily constructed in terms of the unit six-vector za. (We do not display hats to avoid
clutter.) The one-form is
Ωab0 = 2(z
adzb − zbdza). (3)
3A previous attempt to make the SU(4) symmetry manifest is described in [15].
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The subscript 0 is used to refer to the bosonic truncation. The normalization is chosen to
ensure that this is a flat connection, i.e., its two-form curvature is
dΩab0 + Ω
ac
0 ∧ ηcdΩdb0 = 0. (4)
This is easily verified using za ηab dz
b = 0, which is a consequence of z2 = za ηab z
b = 1. In
the case of SO(6), the metric η is just a 6 × 6 unit matrix, which we denote I6. Similarly,
there is a Lie-algebra-valued flat connection
Ω˜mn0 = −2(ymdyn − yndym) (5)
associated to the SO(4, 2) symmetry of AdS5. In the SO(4, 2) case η = I4,2, which has
diagonal components (1, 1, 1, 1,−1,−1). Recall that for this choice y2 = −1, which is why
Ω˜mn0 requires an extra minus sign to ensure flatness.
The bosonic truncation of the superstring action can be expressed entirely in terms of
the induced world-volume metric,
Gαβ = ∂αzˆ · ∂β zˆ + ∂αyˆ · ∂β yˆ, (6)
where it is understood that y and z are functions of the world-sheet coordinates σα, α = 0, 1.
The action is
S = − R
2
2πα′
∫
d2σ
√−G, (7)
where G = detGαβ and α
′ is the usual string theory Regge slope parameter, which (for
~ = c = 1) has dimensions of length squared. A standard rewriting of such a metric involves
introducing an auxiliary world-sheet metric field hαβ . Then the action can be recast as
S = − R
2
4πα′
∫
d2σ
√−hhαβGαβ . (8)
This form has a Weyl symmetry given by an arbitrary local rescaling of hαβ . The simplest way
to understand the equivalence of the two forms of S is to note that the hαβ classical equation
of motion is solved by hαβ = λGαβ, i.e., they are conformally equivalent. The conformal
factor cancels out classically. For a critical string theory, without conformal anomaly, it
should also cancel quantum mechanically. The bosonic truncation described here is not
critical, but the complete theory with the Grassmann coordinates included should be. The
complete superstring world-sheet action includes a Wess–Zumino term that vanishes for the
bosonic truncation.
When the fermionic degrees of freedom are included, the dual CFT is N = 4 super
Yang–Mills theory with a U(N) gauge group. N is related to a five-form flux, which does
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not appear in the string world-sheet action. (It does appear in the D3-brane action.) The
gauge theory has a dimensionless ’t Hooft parameter λ = g2YMN . AdS/CFT duality gives
the identification
gs =
g2YM
4π
, (9)
where gs is the string coupling constant (determined by the vev of the dilaton field). The
radius R of the S5 and the AdS5 is introduced by replacing the unit-radius metric ds
2 by
R2ds2. Then, utilizing the AdS/CFT identification
R2 = α′
√
λ, (10)
one obtains
S = −
√
λ
2π
∫
d2σ
√−G. (11)
In the large N limit, taken at fixed λ, the CFT is described by the planar approximation, and
the string theory is described by the classical approximation, i.e., leading order in the world-
sheet genus expansion. Even so, the two-dimensional world-sheet theory must be treated as
a quantum theory, with a perturbation expansion in powers of 1/
√
λ ∼ ls/R, in order to
determine the string spectrum and tree amplitudes. Flat ten-dimensional spacetime is the
leading approximation in this expansion. The dual planar CFT, on the other hand, has a
perturbation expansion in powers of λ.
Let us introduce null world-sheet coordinates σ± = σ1 ± σ0. It is often convenient to
choose a conformally flat gauge. This means using the two diffeomorphism symmetries to
set
G++ = G−− = 0. (12)
Then the action simplifies to
S = −
√
λ
2π
∫
d2σG+−, (13)
which is supplemented by the Virasoro constraints G++ = G−− = 0.
4 In the geometry at
hand, we have
G+− = ∂+zˆ · ∂−zˆ + ∂+yˆ · ∂−yˆ. (14)
This can then be varied to give equations of motion. Taking account of the constraints
zˆ · zˆ = 1 and yˆ · yˆ = −1, we obtain
(ηab − zazb)∂+∂−zb = 0 and (ηmn + ymyn)∂+∂−yn = 0. (15)
4When the world-sheet theory is quantized, G++ and G−− become operators that need to be treated
with care. In any case, the bosonic truncation of the world-sheet theory is inconsistent beyond the classical
approximation due to a conformal anomaly.
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Conservation of the SO(6) and SO(4, 2) Noether currents implies that
∂α(z
a∂Azb − zb∂Aza) = 0 and ∂α(ym∂Ayn − yn∂Aym) = 0, (16)
which are equivalent to the equations of motion. Expressed more elegantly,
d ⋆ Ωab0 = 0 and d ⋆ Ω˜
mn
0 = 0. (17)
The bosonic connections Ω0 and Ω˜0 are simultaneously conserved and flat when the
equations of motion are taken into account. These conditions allow one to construct a one-
parameter family of flat connections, whose existence is the key to classical integrability of
the world-sheet theory [16]. In the remainder of this manuscript we will add Grassmann co-
ordinates and construct the complete superstring action with PSU(2, 2|4) symmetry. Since
this will be a “critical” string theory (without conformal anomaly), its integrability is ex-
pected to be valid for the quantum theory, i.e., taking full account of the dependence on λ,
but only at leading order in the genus expansion.
3 Supersymmetrization
Our goal is to add fermionic (Grassmann) coordinates θ to the metric of the preceding section
so as to make it invariant under PSU(2, 2|4). In addition to bosonic one-forms Ωab and Ω˜mn,
whose bosonic truncations are Ωab0 and Ω˜
mn
0 described in Sect. 2, we also require a fermionic
one-form Ψ, which is dual to the fermionic supersymmetry generators of the superalgebra.
Ψ and Ψ† should encode 32 fermionic one-forms, which transform under SU(4) × SU(2, 2)
as (4, 4¯) + (4¯, 4).
Let us recast the connections Ω and Ω˜ in spinor notation. The construction for SU(4)
requires 4× 4 analogs of Pauli matrices, or Dirac matrices, denoted Σa, which are described
in Appendix A. In the notation described there, we define
Ωαβ =
1
4
(Σab)
α
βΩ
ab. (18)
Also in the notation described in Appendix A, there is an identical-looking formula for
SU(2, 2),
Ω˜µν =
1
4
(Σmn)
µ
νΩ˜
mn. (19)
Infinitesimal parameters of SU(4) and SU(2, 2) transformations are described in spinor no-
tation by matrices ωαβ and ω˜
µ
ν in an analogous manner.
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The fermionic one-form, transforming as (4, 4¯), is written Ψαµ. Its hermitian conjugate,
which transforms as (4¯, 4) is written (Ψ†)µα. Spinor indices can be lowered or contracted
using the 4 × 4 invariant tensors ηαβ¯ and ηµν¯ . ηαβ¯ is just the unit matrix I4, and ηµν¯ is
the SU(2, 2) metric I2,2. Thus, for example, Ψ
αµ¯ = Ψανη
νµ¯. By always using matrices with
unbarred indices we avoid the need to ever display η matrices explicitly. The price one pays
for this is that expressions that are called adjoints, such as Ψ†, are not conventional adjoints,
since they contain additional η factors. However, this “adjoint” is still an involution, since
the square of an η is a unit matrix. In this notation, it makes sense to call the matrix Ω˜
antihermitian despite the indefinite signature of SU(2, 2).
3.1 Supermatrices
Since it is convenient to represent supergroups using supermatrices, let us review a few basic
facts and our conventions. There are various conventions in the literature, and we shall
introduce yet another one. We write an 8×8 supermatrix in terms of 4×4 blocks as follows
M =
(
a τb
τc d
)
, (20)
where a and d are Grassmann even and b and c are Grassmann odd. a is the SU(4) block
and b is the SU(2, 2) block. This formula contains the phase
τ = e−iπ/4, (21)
which satisfies τ 2 = −i. By introducing factors of τ in this way various formulas have a more
symmetrical appearance than is the case for other conventions.
The “superadjoint” is defined by
M † =
(
a† −τc†
−τb† d†
)
. (22)
This definition, which reduces to the usual one for the diagonal blocks, is chosen to ensure
the identity
(M1M2)
† =M †2M
†
1 . (23)
By definition, a unitary supermatrix satisfies MM † = I and an antihermitian supermatrix
satisfies M +M † = 0. The “supertrace” is defined by
strM = tr a− tr d. (24)
The main virtue of this definition is that the familiar identity tr(a1a2) = tr(a2a1) generalizes
to
str(M1M2) = str(M2M1). (25)
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Our main concern in this work is the supergroup PSU(2, 2|4). The corresponding super-
algebra is best described in terms of matrices belonging to the superalgebra su(2, 2|4). This
algebra consists of antihermitian supermatrices with vanishing supertrace. (It is implicit
here that one takes appropriate account of the indefinite signature of su(2, 2).) Given this
algebra, one defines the psu(2, 2|4) algebra to consist of su(2, 2|4) matrices modded out by
the equivalence relation M ∼M + λI, where I denotes the unit supermatrix.
The literature contains a definition of the “supertranspose”, which is utilized to define
a Z4 grading of the superalgebra [17]. This grading is supposed to be responsible for the
integrability of the string world-sheet theory as well as the simple structure of its Wess–
Zumino term. Be that as it may, we will be able to reproduce all of these key results without
explicit reference to the supertranspose or a Z4 grading. As long as we discuss supermatrices
with diagonal and off-diagonal blocks separately, we do not go astray by using the usual
definition of a transpose. The usual rule (M1M2)
T =MT2 M
T
1 holds if M1 and M2 only have
diagonal blocks. If both of them only have off-diagonal blocks, then (M1M2)
T = −MT2 MT1 .
3.2 Nonlinear realization of the superalgebra
Superspace is described by the bosonic spacetime coordinates ym and za, satisfying z2 = 1
and y2 = −1, introduced in Sect. 2, and Grassmann coordinates θαµ. The θ coordinates are
16 complex Grassmann numbers that transform under SU(4) × SU(2, 2) as (4, 4¯), like the
one-form Ψ discussed above. It will be extremely helpful to think of θ as a 4 × 4 matrix
rather than as a 16-component spinor. The two points of view are equivalent, of course, but
matrix notation will lead to much more elegant formulas. If all matrix multiplications were
done from one side, an awkward tensor product notation would be required. Using matrix
notation, we will obtain simple analytic expressions describing the full θ dependence of all
quantities that are required to formulate the superstring action.
One clue to understanding the PSU(2, 2|4) symmetry of the AdS5 × S5 geometry is
its relationship to the super-Poincare´ symmetry algebra of flat ten-dimensional superspace,
which corresponds to the large-radius limit. The large-radius limit preserves all 32 fermionic
symmetries, but it only accounts for 30 of the 55 bosonic symmetries of the Poincare´ algebra
in 10 dimensions. The 25 rotations and Lorentz transformations that relate the R4,1 piece of
the geometry that descends from AdS5 to the R
5 piece that descends from S5 are additional
“accidental” symmetries of the limit.
A little emphasized feature of the superspace description of the flat-space geometry is
that the entire super-Poincare´ algebra closes on the Grassmann coordinates θ. A possible
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reason for this lack of emphasis may be that the ten spacetime translations act trivially, i.e.,
they leave θ invariant. We will demonstrate here that the entire psu(2, 2|4) superalgebra
closes on the fermionic coordinates θαµ even though the radius is finite. In this case all of
the symmetries transform θ nontrivially, and none of the transformations of θ give rise to
expressions involving the y or z coordinates. This means that the Grassmann coordinates
provide a nonlinear realization of the superalgebra. Conceptually, this is similar to the way
the supersymmetry of a field theory in flat spacetime is realized nonlinearly on a spinor
field (the Goldstino) [20]. In fact, the algebra for the two problems is quite similar. The
nonlinear Lagrangian for the Goldstino field was generalized to anti de Sitter space in [21].
However, that work is not directly relevant, since the goal of the present work is to describe
world-sheet fields and not ten-dimensional target-space fields. The latter may deserve further
consideration in the future.
The infinitesimal bosonic symmetry transformations of θ are relatively trivial; they are
“manifest” in the sense that they are determined by the types of spinor indices that appear.
In matrix notation,
δθαµ = (ωθ − θω˜)αµ. (26)
The infinitesimal parameters ωαβ and ω˜
µ
ν take values in the su(4) and su(2, 2) Lie algebras,
respectively. Thus, they are anti-hermitian (in the sense discussed earlier) and traceless.
Let us now consider infinitesimal supersymmetry transformations of θ. In the case of flat
space this is just δθ = ε, where ε is an infinitesimal constant matrix of complex Grassmann
parameters. In the case of unit radius it is a bit more interesting:5
δθαµ = ε
α
µ + i(θε
†θ)αµ. (27)
The hermitian conjugate equation is then
δ(θ†)µα = (ε
†)µα + i(θ
†εθ†)µα. (28)
We have displayed the spinor indices, but the more compact formulas δθ = ε + iθε†θ and
δθ† = ε† + iθ†εθ† are completely unambiguous. In our notation, the quantities
u = iθθ† and u˜ = iθ†θ (29)
are both hermitian. The way we think about the adjoint of a product of two Grassmann
numbers involves moving one of them past the other, which contributes a minus sign.
In our conventions all coordinates (θ, y, z) are dimensionless, since they pertain to unit
radius (R = 1). If we were to give them the usual dimensions, by absorbing appropriate
5This formula has appeared previously in [18][19].
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powers of R, then the second term in δθ would contain a coefficient 1/R. This makes it clear
that it vanishes in the large-radius limit.
It is a beautiful exercise to compute the commutator of two of these supersymmetry
transformations,
[δ1, δ2]θ = δ1(ε2 + iθε
†
2θ)− (1↔ 2)
= i(ε1 + iθε
†
1θ)ε
†
2θ + iθε
†
2(ε1 + iθε
†
1θ)− (1↔ 2) (30)
= ω12θ − θω˜12,
where ω12 and ω˜12 are
(ω12)
α
β = i(ε1ε
†
2 − ε2ε†1)αβ − trace, (31)
(ω˜12)
µ
ν = i(ε
†
1ε2 − ε†2ε1)µν − trace. (32)
These are antihermitian, as required, since (ε1ε
†
2)
† = −ε2ε†1. Traces are subtracted in order
that they are Lie-algebra valued. This is possible due to the fact that the two trace terms
give canceling contributions to Eq. (30). This commutator is exactly what the superalgebra
requires it to be, demonstrating that psu(2, 2) is nonlinearly realized entirely in terms of the
Grassmann coordinates.
The transformation rule in Eq. (27) is not a unique choice. The nonuniqueness corre-
sponds to the possibility of redefining θ by introducing θ′ = θ + ic1θθ
†θ + . . .. Then, the
transformation rule would be modified accordingly. One could even incorporate y and z in
a redefinition, which would be truly perverse. The choice that we have made is clearly the
simplest and most natural one, so it will be used in the remainder of this work.
It is possible to construct elements of the supergroup, represented by unitary superma-
trices, which are constructed entirely out of the Grassmann coordinates. For this purpose,
let us consider the supermatrix6
Γ =
(
I τθ
τθ† I
)(
f−1 0
0 f˜−1
)
=
(
f−1 0
0 f˜−1
)(
I τθ
τθ† I
)
. (33)
In this formula f denotes a real analytic function of u = iθθ† and f˜ denotes the same function
with argument u˜ = iθ†θ. These functions are actually polynomials of degree 16 or less, since
higher powers necessarily vanish. The equality of the two ways of writing Γ is a consequence
of the identities
fθ = θf˜ and θ†f = f˜θ†. (34)
6This description was suggested by W. Siegel, who brought his related work to our attention [22] [23]
[24].
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The choice of the function f is determined by requiring that Γ is superunitary, i.e.,
Γ†Γ = I, using the definition of the superadjoint given in Eq. (22).
Γ† =
(
I −τθ
−τθ† I
)(
f−1 0
0 f˜−1
)
=
(
f−1 0
0 f˜−1
)(
I −τθ
−τθ† I
)
. (35)
Since (
I τθ
τθ† I
)(
I −τθ
−τθ† I
)
=
(
I + u 0
0 I + u˜
)
, (36)
it is clear that the correct choices for f and f˜ to satisfy Γ†Γ = I are the hermitian matrices
f =
√
I + u = I +
1
2
u+ . . . and f˜ =
√
I + u˜ = I +
1
2
u˜+ . . . . (37)
For this choice Γ can be regarded to be an element of the supergroup.
3.3 Grassmann-valued connections
Various one-forms that can be regarded as connections associated to the superalgebra will
arise in the course of this work. Here we utilize the nonlinear realization that we just found
to construct ones that only involve the Grassmann coordinates. The y and z coordinates
will need to be incorporated later, and then new connections will be defined.
Consider the super-Lie-algebra-valued one-form
A = Γ−1dΓ =
(
K τΨ
τΨ† K˜
)
. (38)
This supermatrix is super-antihermitian, as required. (As usual, the requisite η matrices to
take account of the indefinite signature of su(2, 2) are implicit.) Explicit calculation gives
K = −dff−1 + iθΨ† = f−1df − iΨθ†, (39)
and
K˜ = −df˜ f˜−1 + iθ†Ψ = f˜−1df˜ − iΨ†θ, (40)
where
Ψ = f−1dθf˜−1 and Ψ† = f˜−1dθ†f−1. (41)
We prefer to not subtract the trace parts of K and K˜, which would be required to make them
elements of su(4) and su(2, 2), respectively. Since we define psu(2, 2|4) as a quotient space of
su(2, 2|4), it is sufficient for our purposes that trK = trK˜, which implies that strA = 0. This
ensures that the traces could be removed, as in the case of ω12θ− θω˜12, which was discussed
earlier.
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The fact that A is “pure gauge” implies that it is a flat connection, i.e.,
dA+ A ∧ A = 0. (42)
In terms of 4× 4 blocks the zero-curvature equations are
dK +K ∧K − iΨ ∧Ψ† = 0, dK˜ + K˜ ∧ K˜ − iΨ† ∧Ψ = 0, (43)
dΨ+K ∧Ψ+Ψ ∧ K˜ = 0, dΨ† + K˜ ∧Ψ† +Ψ† ∧K = 0. (44)
These equations have the same structure as the Maurer–Cartan equations of the superalge-
bra.
Since we know how θ transforms under an infinitesimal supersymmetry transformation,
we can compute how A transforms. The result is
δεA = −d
(
M 0
0 M˜
)
−
[
A,
(
M 0
0 M˜
)]
, (45)
where
M = (δεf − ifεθ†)f−1 = −f−1(δεf − iθε†f) (46)
and
M˜ = (δεf˜ − if˜ε†θ)f˜−1 = −f˜−1(δεf˜ − iθ†εf˜). (47)
As in the case of K, these expressions are antihermitian. Also, trM = trM˜ , so that the
supertrace vanishes. It is worth noting that a global supersymmetry transformation is im-
plemented by means of specific (ε-dependent) local su(4) and su(2, 2) transformations. This
supports interpreting the nonlinear realization of PSU(2, 2|4) in terms of θ as a coset con-
struction7
PSU(2, 2|4)/SU(4)× SU(2, 2). (48)
In terms of components
δεK = −(dM + [K,M ]) and δεK˜ = −(dM˜ + [K˜, M˜ ]), (49)
δεΨ = MΨ−ΨM˜ and δεΨ† = M˜Ψ† −Ψ†M. (50)
The coset-space interpretation of Γ can be explored further by considering δεΓ. A straight-
forward calculation gives
δεΓ =
(
M 0
0 M˜
)
Γ + Γ
(
0 τε
τε† 0
)
. (51)
This shows that under a supersymmetry transformation Γ is multiplied on the left by a local
su(4)× su(2, 2) transformation and on the right by a global supersymmetry transformation,
just as one would expect in a coset construction.
7This was pointed out by E. Witten.
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3.4 Inclusion of bosonic coordinates
The formulas that have been described in this section so far describe the supermanifold
geometry for fixed values of the bosonic coordinates y and z, which we sometimes refer to
collectively as x. Our goal now is to describe the generalization that also allows the bosonic
coordinates to vary. For this purpose, the first step is to recast y and z as 4 × 4 matrices
denoted Y and Z. This is described in detail in Appendix A. The result that is established
there is that
Y µν = ym(Σ˜m)
µν and Zαβ = za(Σa)
αβ (52)
are antisymmetric matrices belonging to the groups SU(2, 2) and SU(4), respectively. Thus,
in our notation, Y T = −Y , ZT = −Z, Y −1 = ηY †η, Z−1 = z†, and det Y = detZ = 1.
These equations are consequences of the relations y2 = −1 and z2 = 1, as well as Clifford-
algebra-like formulas for the Σ matrices. Thus, S5 is described as a specific codimension 10
submanifold of the SU(4) group manifold, and AdS5 is described as a specific codimension
10 submanifold of the SU(2, 2) group manifold.
The supersymmetry transformations of the bosonic coordinates are
δεZ =MZ + ZM
T and δεY = M˜Y + Y M˜
T . (53)
To prove that these are the correct formulas one should verify that the commutator of two
such transformations gives the correct infinitesimal su(4) and su(2, 2) transformations. This
is achieved in the su(4) case provided that
[M2,M1] + δ1M2 − δ2M1 = ω12, (54)
where Mi =M(εi) and ω12 is given in Eq. (31). It is straightforward to verify that M(ε), as
given in Eq. (46), satisfies this equation. The δY equation is established in the same way.
Note that Eq. (53) implies that the variations of Y and Z are θ dependent. This supports
the previous claim that they should be considered to be even elements of the Grassmann
algebra.
It is useful to define covariant derivatives
Π = DZ = dZ +KZ + ZKT and Π˜ = DY = dY + K˜Y + Y K˜T , (55)
which transform under supersymmetry transformations in the same way as Z and Y . This
means that
δεΠ =MΠ + ΠM
T and δεΠ˜ = M˜Π˜ + Π˜M˜
T . (56)
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These equations imply that
δε(ΠΠ
†) = [M,ΠΠ†]. (57)
and
δε(Π˜ Π˜
†) = [M˜, Π˜ Π˜†]. (58)
Therefore tr(ΠΠ†) and tr(Π˜ Π˜†) are separately invariant under the entire supergroup! One
way to deduce the correct linear combination to describe the supersymmetrized metric is by
requiring that they give the correct flat-space (R → ∞) limit. Alternatively, requiring the
correct bosonic truncation also suffices. Later, we will discover that kappa symmetry of the
superstring action also relates them. Any of these implies that the correct supersymmetriza-
tion of the metric ds2 = dz · dz + dy · dy is
ds2 =
1
4
(
tr(ΠΠ†)− tr(Π˜ Π˜†)
)
. (59)
It is also useful to define the antihermitian connections
Ω = ZΠ† = −ΠZ−1 = ZdZ−1 −K − ZKTZ−1. (60)
and
Ω˜ = Y Π˜† = −Π˜Y −1 = Y dY −1 − K˜ − Y K˜TY −1. (61)
These connections satisfy
ZΩTZ−1 = Ω and Y Ω˜TY −1 = Ω˜. (62)
Under supersymmetry transformations
δεΩ = [M,Ω] and δεΩ˜ = [M˜, Ω˜]. (63)
Since Ω2 = −ΠΠ† and Ω˜2 = −Π˜ Π˜†,
ds2 = −1
4
(
tr(Ω2)− tr(Ω˜2)
)
. (64)
3.5 Majorana–Weyl matrices and Maurer–Cartan equations
In the flat spacetime limit, a fermionic matrix such as θ corresponds to a complex Weyl
spinor, which (in the notation of [25]) satisfies an equation of the form Γ11θ = θ. This
spinor describes a reducible representation of the N = 2B, D = 10 super-Poincare´ group,
and so it can be decomposed into a pair of Majorana–Weyl spinors θ = θ1 + iθ2. In a
Majorana representation of the Dirac algebra the MW spinors θ1 and θ2 each contain 16
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real components. In the case of PSU(2, 2|4) the group theory is different. The relevant
representation of SU(2, 2) × SU(4) is still reducible, (4, 4¯) + (4¯, 4), but it does not make
group-theoretic sense to extract the real and imaginary parts by adding and subtracting
these two pieces. Fortunately, there is a construction that is group theoretically sensible and
connects smoothly with the flat-space limit.
The transformations given previously imply that Ψ and
Ψ′ = ZΨ⋆Y −1 (65)
transform in the same way under all PSU(2, 2|4) transformations. To understand this def-
inition one should follow the indices. The complex conjugate is (Ψαµ)
⋆ = (Ψ⋆)α¯µ¯, but as
usual we convert to unbarred indices, (Ψ⋆)α
µ, using η matrices, i.e., Ψ⋆ → ηΨ⋆η. Then
(Ψ′)αµ = Z
αβ(Ψ⋆)β
ν(Y −1)νµ. Therefore it makes group-theoretic sense to define
Ψ1 =
1
2
(Ψ + Ψ′) and Ψ2 =
1
2i
(Ψ−Ψ′). (66)
Then Ψ = Ψ1 + iΨ2 and Ψ
′ = Ψ1 − iΨ2. We will refer to Ψ1 and Ψ2 as Majorana–Weyl
matrices. A MW matrix, such as Ψ1, satisfies the “reality” identities
Z−1Ψ1Y = Ψ
⋆
1 and ZΨ
⋆
1Y
−1 = Ψ1. (67)
What we have here is a generalization of complex conjugation given by
ρ→ µ(ρ) = ρ′ = Zρ⋆Y −1, (68)
where ραµ is an arbitrary fermionic matrix (not necessarily a one-form) that transforms under
SU(2, 2) × SU(4) transformations like Ψ or θ. Using the antisymmetry and unitarity of Y
and Z it is easy to verify that µ is an involution, like complex conjugation, i.e., µ ◦ µ = I,
where I is the identity operator. Therefore,
µ± =
1
2
(I ± µ) (69)
are a pair of orthogonal projection operators that separate ρ into two pieces, ρ = ρ1 + iρ2.
In the flat-space limit ρ1 and ρ2 correspond to conventional MW spinors.
Let us now define
A1 =
(
Ω 0
0 Ω˜
)
, A2 =
(
0 τΨ
τΨ† 0
)
, A3 =
(
0 τΨ′
τΨ′† 0
)
, (70)
and
X =
(
Z 0
0 Y
)
, (71)
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These matrices have the important properties
XAT1X
−1 = A1, XA
T
2X
−1 = A3, XA
T
3X
−1 = A2. (72)
Each of the Ai supermatrices transforms in the same way under a supersymmetry trans-
formation:
δεAi =
[(
M 0
0 M˜
)
, Ai
]
. (73)
We also define
Ji = Γ
−1AiΓ. (74)
Utilizing Eq. (51), one can show that the transformation of these supermatrices under arbi-
trary infinitesimal psu(2, 2|4) transformations is given by
δΛJi = [Λ, Ji], (75)
where the infinitesimal parameters are given by
Λ =
(
ω −τε
−τε† ω˜
)
. (76)
These transformation rules are those that are required for the psu(2, 2|4) Noether currents
of the superstring. Thus, one can reasonably expect that the Noether currents and the
equations of motion are given by linear combinations of the three supermatrix one-forms Ji
and their Hodge duals, which transform in the same manner.
It is straightforward to compute Maurer–Cartan (MC) equations for the Ji currents.
They are
dJ1 = −J1 ∧ J1 + J2 ∧ J2 + J3 ∧ J3 − J1 ∧ J2 − J2 ∧ J1, (77)
dJ2 = −2J2 ∧ J2, (78)
dJ3 = −(J1 + J2) ∧ J3 − J3 ∧ (J1 + J2). (79)
The first and third equations imply that the two supercurrents
J± = J1 + J2 ± iJ3 (80)
are flat, while the second equation implies that 2J2 is flat.
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3.6 Wess–Zumino terms
Let us consider the construction of differential forms that are closed and invariant under the
entire supergroup. Three-forms of this type are required to construct the Wess–Zumino terms
for strings. Type IIB superstring theory has an infinite SL(2,Z) multiplet of (p, q) strings,
but we are primarily interested in the fundamental (1, 0) superstring here. The D3-brane
world-volume action contains a Wess–Zumino term determined by a self-dual five-form.
The supertrace of an n-fold wedge product of a current J , Tn = str(J∧J . . .∧J), vanishes
for n even. The reason for this is that the cyclic identity of the supertrace, str(AB) =
str(BA), acquires an additional minus sign if A is a one-form and B is a differential form
of odd degree. Next suppose that n is odd, so that Tn can be nonzero, and that J is a flat
connection. In this case the exterior derivative d Tn is proportional to Tn+1, which is equal
to zero. Therefore Tn is closed.
Let us now utilize this logic to construct a closed three-form based on the flat connections
that we have found. The simple choice str(J2∧J2∧J2) is closed, but it is also zero, since the
product of the three factors has vanishing blocks on the diagonal. Therefore, let us consider
instead
T3 = str(J+ ∧ J+ ∧ J+). (81)
This is complex, and therefore it encodes two real three-forms that are invariant and closed.
The same two three-forms would be obtained if we used J− instead of J+. Now let us
substitute J1+ J2 + iJ3 for J+. Doing this, and only keeping those terms that give diagonal
blocks that could contribute to the supertrace, leaves
T3 = str(J1 ∧ J1 ∧ J1) + 3 str(J1 ∧ (J2 + iJ3) ∧ (J2 + iJ3)). (82)
However, str(J1 ∧ J1 ∧ J1) vanishes as a consequence of Eq. (62). Therefore,
T3 = 3(TD + iTF ), (83)
where TF and TD are two real three-forms
TF = str(J1 ∧ (J2 ∧ J3 + J3 ∧ J2)). (84)
and
TD = str(J1 ∧ (J2 ∧ J2 − J3 ∧ J3)). (85)
The notation is meant to indicate that TF enters in the construction of the Wess–Zumino
term of the fundamental string and TD enters in the corresponding construction of the D-
string. The fundamental string is the one of greatest interest from the point of view of
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AdS/CFT duality in the large-N limit. The closed three-form TF is exact
TF = d str(J2 ∧ J3). (86)
There is no comparably simple expression for TD.
The derivation of TF presented here could be turned around. Consider all invariant
two-forms of the type Tij = str(Ji ∧ Jj). Since Ji is a one-form, cyclic permutation gives
Tij = −Tji. Furthermore, T13 = T23 = 0, because the expressions inside the supertrace
contain no diagonal blocks. Thus, up to normalization, the only nonzero two-form of this
type is T23, which is the one required to construct the Wess–Zumino term for the fundamental
superstring.
A self-dual five-form plays an important role in type IIB superstring theory. For the case
of the AdS5 × S5 background it has a nonzero bosonic truncation unlike the three-forms
described above. The bosonic part is proportional to the sum (or difference) of the volume
form of AdS5 and the volume form of S
5. The supersymmetric completion of this five-form is
derived in Appendix B. It determines the Wess–Zumino term for the D3-brane world-volume
action in the AdS5 × S5 background.
4 The superstring world-sheet action
The world-volume actions of supersymmetric probe branes, including the fundamental su-
perstring, are written as a sum of two terms. The first term, which we denote S1, is of the
Nambu–Goto/Volkov–Akulov/Dirac–Born–Infeld type.8 The second term, which we denote
S2, is of the Wess–Zumino/Chern–Simons type. Each of these terms is required to have local
reparametrization invariance. In the case of S1 this requires a world-sheet metric, whereas
the S2 term is independent of the world-sheet metric. Also, the target superspace isometry,
which in the present case is PSU(2, 2|4), is realized as a global symmetry of S1 and S2
separately. Furthermore, there should be a local fermionic symmetry, called kappa symme-
try. Kappa symmetry implies that half of the Grassmann coordinates θ are gauge degrees
of freedom that can be eliminated by a suitable gauge choice. Unlike all other symmetries,
kappa symmetry is not a symmetry of S1 and S2 separately. Rather, it requires a conspiracy
between them. Given S1, a specific S2, unique up to sign, is required. In the case of flat
ten-dimensional spacetime, the action S = S1 + S2 turns out to be a free theory, a fact that
8Nambu–Goto refers to a universal feature of the brane embedding. Born–Infeld refers to the inclusion
of a world-volume U(1) gauge field, which is only present in the case of D-branes. Volkov–Akulov refers to
the appearance of goldstino fields, which only appear in supersymmetric theories.
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can be made manifest in light-cone gauge. In this gauge the exact spectrum of the string
is easily determined. In the case of an AdS5 × S5 background, the superstring world-sheet
theory is not a free theory, but it is an integrable theory [26].
The construction of S1 works exactly as explained for the bosonic truncation in Sect. 2.
The only change is that now Gαβ is determined by the supersymmetrized target-space metric
in Eq. (64). It is
Gαβ = −1
4
(
tr(ΩαΩβ)− tr(Ω˜αΩ˜β)
)
= −1
4
str(A1αA1β) = −1
4
str(J1αJ1β). (87)
As explained in Sect. 2,
S1 = −
√
λ
4π
∫
d2σ
√−hhαβGαβ . (88)
The Noether procedure for constructing the conserved current associated with a global
symmetry instructs us to consider a local infinitesimal transformation, which is not a symme-
try. The variation of the action is then given by the derivative of the infinitesimal parameter
times the conserved current. Since the superstring action consists of two terms, S1 and S2,
which separately possess all of the global symmetries, each of the currents is the sum of two
contributions, one from S1 and one from S2.
Let us begin by considering a local su(4) transformation of S1. Since
Ω = ZdZ−1 −K − ZKTZ−1, (89)
we begin by considering the variation of K = f−1df − iΨθ† using δωZ = ωZ + ZωT and
δωθ = ωθ. We only keep terms involving dω, since we know that all nonderivative dependence
on ω will cancel. This is the meaning of δ′ in the following. This gives
δ′ωK = ζ − dω, (90)
where
ζ = f−1dωf−1. (91)
From this it then follows that
δ′ωΩ = −ζ − ZζTZ−1. (92)
The one-form Ω˜, which takes values in the su(2, 2) Lie algebra, also has a non-zero variation
under a local su(4) transformation, namely
δ′ωΩ˜ = −iθ†ζθ − iY (θ†ζθ)TY −1. (93)
Putting these together gives
δ′ω
(
tr(Ω2)− tr(Ω˜2)
)
= −4 tr
(
ζ [Ω + iθΩ˜θ†]
)
. (94)
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Thus, the S1 contribution to the su(4) Noether current is f
−1(Ω + iθΩ˜θ†)f−1. The nor-
malization has been chosen so that the bosonic truncation is Ω0 = ZdZ
−1, which is a flat
connection (dΩ0 + Ω0 ∧ Ω0 = 0). This su(4) current is given by the upper left block of
the supercurrent J1 = Γ
−1A1Γ introduced in the previous section. Therefore, J1 is the S1
contribution to the psu(2, 2|4) Noether current.
The second term in the superstring world-sheet action, denoted S2, should also be in-
variant under the entire PSU(2, 2|4) supergroup. Furthermore, there should exist an exact
invariant three-form H3 = dB2, such that S2 =
∫
B2. Finally, the normalization of H3 (or
B2) should be chosen such that S = S1 + S2 has a local fermionic symmetry, called kappa
symmetry, which implies that half of the θ coordinates are gauge degrees of freedom of the
world-sheet theory. The analysis presented in Sect. 4 suggests that
S2 = k
∫
str(J2 ∧ J3), (95)
where k is a normalization constant to be determined.
The S2 contribution to the Noether currents is proportional to the dual of the supercur-
rent J3. Since it is derived from a differential form, the expression that naturally arises is
the dual of the desired current. Thus, anticipating the coefficient of J3, the total Noether
current is
J = J1 + ⋆J3, (96)
where the Hodge dual is constructed using the metric hαβ . The current conservation equation
is then
d ⋆ J = d ⋆ J1 + dJ3 = 0. (97)
This encodes some of the equations of motion. To derive the others, we need to understand
kappa symmetry.
5 Theta variations and kappa symmetry
5.1 Additional equations of motion
There are additional equations of motion, beyond those given by conservation of the Noether
currents. To derive them let us consider arbitrary variations of the Grassmann coordinates
δθ (and δθ†). This already determines the variation of A, in analogy with Eq. (45), to be
δA = −d
( M τρ
τρ† M˜
)
−
[
A,
( M τρ
τρ† M˜
)]
, (98)
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where
M = −f−1δf + iρθ† = δff−1 − iθρ† (99)
M˜ = −f˜−1δf˜ + iρ†θ = δf˜ f˜−1 − iθ†ρ, (100)
and
ρ = f−1δθf˜−1. (101)
In terms of blocks, Eq. (98) implies that
δK = −dM− [K,M] + ∆, and δK˜ = −dM˜ − [K˜,M˜] + ∆˜, (102)
δΨ = Dρ+MΨ−ΨM˜, (103)
where
Dρ = dρ+ ρK − K˜ρ, (104)
∆ = i(ρΨ† −Ψρ†), and ∆˜ = i(ρ†Ψ−Ψ†ρ). (105)
Next let us decree that Y and Z are simultaneously varied, as in the case of the ε
transformation formula in Eq. (53), according to the rule
δZ =MZ + ZMT and δY = M˜Y + Y M˜T . (106)
The kappa variation of Ω is more complicated than in the ε case, because δθ is no longer
expressed in terms of a constant parameter. This causes the formula to contain additional
terms involving ∆
δΩ = [M,Ω]−∆− Z∆TZ−1 and δΩ˜ = [M˜, Ω˜]− ∆˜− Y ∆˜TY −1. (107)
The computation of δS1 requires the variation of tr(Ω
2) − tr(Ω˜2). Using the formulas
given above,
δtr(Ω2) = −2tr(Ω(∆ + Z∆TZ−1)) = δtr(Ω2) = −4tr(Ω∆). (108)
The variation of S1 now becomes
δS1 = −
√
λ
4π
∫
d2σ
√−hhαβδGαβ , (109)
where δGαβ is determined by δ(ds
2) = δGαβdσ
αdσβ, which is
δ(ds2) = tr(Ω∆)− tr(Ω˜∆˜) = i tr ([ρΨ† −Ψρ†]Ω) − i tr([ρ†Ψ−Ψ†ρ]Ω˜) . (110)
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Reexpressed in terms of supermatrices and differential forms
δS1 = −
√
λ
4π
∫
str(R[A1 ∧ ⋆A2 + ⋆A2 ∧A1]), (111)
where
R =
(
0 τρ
τρ† 0
)
. (112)
The next step is to compute
δS2 = k
∫
δ str(J2 ∧ J3). (113)
Using Ji = Γ
−1AiΓ and A3 = XA
T
2X
−1,
str(J2 ∧ J3) = str(A2 ∧XAT2X−1). (114)
Defining
N =
( M 0
0 M˜
)
, (115)
the required variations are
δA2 = [N , A2] +DR (116)
and
δX = NX +XN T . (117)
Putting these facts and definitions together,
δstr(J2 ∧ J3) = 2 str(DR ∧ A3). (118)
The variation δS1 does not involve derivatives of ρ, but the expression we have just found
does contain them. Thus, if these two terms are to combine nicely, an integration by parts
is required. The appropriate formula is
str(DR ∧ A3) = d str(R ∧ A3)− str(RDA3). (119)
Using the identity
DA3 = A3 ∧ A1 + A1 ∧ A3, (120)
δ str(J2 ∧ J3) = −2 str(R[A3 ∧ A1 + A1 ∧ A3]) + 2d str(R ∧ A3). (121)
Adjusting the normalization of the Wess–Zumino term by setting
k =
√
λ
8π
(122)
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gives the variation
δS2 = −
√
λ
4π
∫
str(R[A3 ∧A1 + A1 ∧A3]). (123)
Combining Eqs. (111) and (123),
δS = −
√
λ
4π
∫
str(R[(⋆A2 + A3) ∧ A1 + A1 ∧ (⋆A2 + A3)]). (124)
This implies that
(⋆A2 + A3) ∧A1 + A1 ∧ (⋆A2 + A3) = 0 (125)
is an equation of motion. Equivalently,
(⋆J2 + J3) ∧ J1 + J1 ∧ (⋆J2 + J3) = 0 (126)
or
⋆J1 ∧ J2 + J2 ∧ ⋆J1 = J1 ∧ J3 + J3 ∧ J1. (127)
By taking the transpose of this equation and conjugating by X one deduces that
(⋆J3 + J2) ∧ J1 + J1 ∧ (⋆J3 + J2) = 0 (128)
or
⋆J1 ∧ J3 + J3 ∧ ⋆J1 = J1 ∧ J2 + J2 ∧ J1. (129)
These equations, together with the conservation of the Noether current (d(⋆J1+J3) = 0)
and the MC equations (77)-(79), are the ingredients required for the proof of integrability
given in [26]. Specifically, in terms of a spectral parameter x,
J = c1J1 + c
′
1 ⋆ J1 + c2J2 + c3J3 (130)
is flat (i.e., dJ + J ∧ J = 0) for
c1 = − sinh2 x, c′1 = ± sinh x cosh x, c2 = 1∓ cosh x, c3 = sinh x. (131)
The integrability of this theory was explored further in [33].
5.2 Kappa symmetry
Let us rewrite Eq. (110) in terms of the MW matrices defined in Sect. 3.5. Substituting
ρ = ρ1 + iρ2 and Ψ = Ψ1 + iΨ2, where ρI and ΨI are MW matrices, and using the identity
tr(ρIΨ
†
JΩ) = tr(ρ
⋆
IΨ
T
JΩ
T ) = −tr(ΨJρ†IΩ), (132)
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Eq. (110) takes the form
δ(ds2) = −2i
2∑
I=1
tr(Ψ†I [ΩρI − ρIΩ˜]). (133)
This result can be recast in a form that will prove convenient later, when we wish to combine
δS1 with δS2. The key new ingredient is an identity derived in Appendix C, which for MW
matrices ρI is
⋆(ΩρI − ρIΩ˜) = Ωγ(ρI)− γ(ρI)Ω˜, (134)
where the involution map γ(ρ) is
γ(ρ) =
εαβ
2
√−G
(
ΠαΠ
†
βρ− 2Παρ⋆Π˜†β + ρΠ˜αΠ˜†β
)
. (135)
Using this identity, the variation of S1 can be recast in the form
δS1 = i
√
λ
2π
∫ 2∑
I=1
tr(Ψ†I ∧ [Ωγ(ρI)− γ(ρI)Ω˜]). (136)
Evaluating the supertrace, Eq. (121) can be brought to the form
δ str(J2 ∧ J3) = −2i tr(Ψ† ∧ [Ωρ′ − ρ′Ω˜]) + 2i tr(Ψ′† ∧ [Ωρ− ρΩ˜]). (137)
Recasting this variation in terms of MW matrices ρ1, ρ2,Ψ1,Ψ2, as in the analysis of δ(ds
2),
yields
δ str(J2 ∧ J3) = 4i tr
(
Ψ†1 ∧ [Ωρ1 − ρ1Ω˜]
)
− 4i tr
(
Ψ†2 ∧ [Ωρ2 − ρ2Ω˜]
)
, (138)
and thus
δS2 = i
√
λ
2π
∫
tr
(
Ψ†1 ∧ [Ωρ1 − ρ1Ω˜]
)
− tr
(
Ψ†2 ∧ [Ωρ2 − ρ2Ω˜]
)
. (139)
Combining Eqs. (136) and (139) gives the variation of S = S1 + S2
δ S = i
√
λ
π
∫
tr
(
Ψ†1 ∧ [Ωγ+(ρ1)− γ+(ρ1)Ω˜]
)
− tr
(
Ψ†2 ∧ [Ωγ−(ρ2)− γ−(ρ2)Ω˜]
)
, (140)
where we have introduced projection operators γ± =
1
2
(I ± γ), so that
γ±(ρ) =
1
2
(ρ± γ(ρ)) . (141)
Since γ+ ◦ γ− = γ− ◦ γ+ = 0, S is invariant for the choices
ρ1 = γ−(κ) and ρ2 = γ+(κ), (142)
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where κ is an arbitrary (local) MW matrix. Since θ describes 32 real fermionic coordinates,
this means that half of them are gauge degrees of freedom, which can be eliminated by a
gauge choice. Recalling that ρ = ρ1+ iρ2 = f
−1δθf˜−1, we see that under a kappa symmetry
transformation
δκθ = f
(
γ−(κ) + iγ+(κ)
)
f˜ . (143)
The bosonic coordinates Y and Z are varied at the same time in the way described in
Sect. 5.1. The superspace (x, θ) has 10+32 dimensions. However, the local reparametrization
and kappa symmetries imply that only 8+16 of them induce independent dynamical degrees
of freedom of the superstring.
In the case of the flat-space theory, there is a suitable gauge choice for the kappa sym-
metry, which in conjunction light-cone gauge turns the world-sheet theory into a free theory
[28]. This is certainly not the case for the AdS × S5 background, though substantial sim-
plification can be achieved. This has been discussed extensively beginning with [8] [29] [30]
[31]. This important issue will not be pursued here.
6 Conclusion
The problem of describing the superspace geometry of the AdS5×S5 solution of type IIB su-
perstring theory and the dynamics of a fundamental superstring in this geometry has been re-
examined from a somewhat new perspective. We began by presenting a nonlinear realization
of the superspace isometry supergroup PSU(2, 2|4) in terms of Grassmann coordinates only.
The resulting formulas were interpreted as corresponding to a PSU(2, 2|4)/SU(2, 2)×SU(4)
coset construction. Following that we added the matrices Z = Σ · zˆ and Y = Σ˜ · yˆ to describe
the S5 and AdS5 coordinates, respectively. These matrices were interpreted as describing
embeddings of S5 inside SU(4) and AdS5 inside SU(2, 2).
Next we constructed supermatrix one-forms J1, J2 and J3 that transform linearly under
infinitesimal global psu(2, 2|4) transformations, δJi = [Λ, Ji]. In terms of these currents the
superstring world-sheet action was shown to be proportional to
∫
[str(J1∧⋆J1)+ 12str(J2∧J3)].
This is invariant under local kappa symmetry transformations, which were shown to arise
from an interplay of three involutions. The conserved Noether current is J1 + ⋆J3. A one-
parameter family of flat connections, required for the proof of integrability, was obtained.
All of these results are in complete agreement with what others have found long ago.
So far, the main achievement of this work is to reproduce well-known results. How-
ever, the formulation described here has some attractive features that are not shared by
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previous ones. For one thing, the complete dependence of all quantities on the Grassmann
coordinates is described by simple analytic expressions. Also, all formulas have manifest
SU(4)× SU(2, 2) symmetry, and many of them have manifest PSU(2, 2|4) symmetry. The
utility of this formalism for obtaining new results remains to be demonstrated. There are
two main directions to explore. One is to derive new facts about this theory. The other is
to formulate (or reformulate) other theories in a similar way.
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A Matrices for SU(4) and SU(2, 2)
In order to give an economical superspace description of AdS5 × S5 and its PSU(2, 2|4)
isometry, it is desirable to describe the bosonic coordinates and the bosonic subalgebra and
in an appropriate way. It is well-known that the description of SU(2) is very conveniently
carried out using the three 2 × 2 Pauli matrices σa. This appendix will construct 4 × 4
matrices, Σa and Σm, that are convenient for describing SU(4) and SU(2, 2).
In the case of SU(4), we wish to define six antisymmetric 4 × 4 matrices (Σa)αβ and
their hermitian conjugates (Σa†)α¯β¯ . These matrices are invariant tensors of SU(4) specifying
how the six-vector representation couples to the antisymmetric Kronecker product of two
four-dimensional representations 4× 4 and 4¯× 4¯, respectively. An essential difference from
the case of SU(2) is that the 6 is not the adjoint representation of SU(4). (The latter arises
in the Kronecker product 4 × 4¯.) Another difference is that the 4 representation SU(4) is
complex, whereas the 2 representation of SU(2) is pseudoreal. The invariant matrix ηββ¯ is
used to contract spinor indices in matrix products such as ΣaηΣb†. However, η is just the
unit matrix I4 in the case of SU(4), so we can omit it without causing confusion. In the case
of SU(2, 2), the matrix η is not the unit matrix, so we will display it.
We use the matrices Σa and Σa† to define 4× 4 matrices
Z = ~Σ · zˆ and Z† = ~Σ† · zˆ. (144)
The six-vector zˆ describes a unit five-sphere, so zˆ · zˆ = 1. We can encode a specific choice of
the six antisymmetric matrices (Σa)αβ by introducing three complex coordinates u = z1+iz2,
v = z3 + iz4, and w = z5 + iz6 and defining9
Zαβ =


0 u v w
−u 0 −w¯ v¯
−v w¯ 0 −u¯
−w −v¯ u¯ 0

 . (145)
It is easy to verify that this choice satisfies
ZZ† = Z†Z = I4, (146)
which implies that Z is a unitary matrix.
The formulas given above imply that the Σ matrices satisfy the equations
(ΣaΣb† + ΣbΣa†)αβ = 2δ
abδαβ (147)
9This matrix and the one called Y (below) have appeared previously in the AdS5 × S5 literature.
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and
(Σa†Σb + Σb†Σa)α¯β¯ = 2δ
abδα¯β¯ . (148)
These imply, in particular, that
tr(ΣaΣb† + ΣbΣa†) = 8δab. (149)
One can also verify that
1
2
εαβγδ(Σ
a)γδ = (Σa†)αβ, (150)
which implies that
1
2
εαβγδZ
γδ = Z†αβ, (151)
as expected. It is also interesting to note that
detZ = (|u|2 + |v|2 + |w|2)2 = 1. (152)
Thus, Z belongs to SU(4), which means that Z parametrizes S5 as a subspace of SU(4).
This is analogous to the equation σ2~σ · xˆ, discussed in the introduction, which describes S2
as a subspace of SU(2). The explicit formula for Z, given in Eq.(145), is never utilized. The
purpose of presenting it is to demonstrate the existence of matrices Σa such that Z = ~Σ · zˆ
is an SU(4) matrix.
In the introduction we interpreted the S2 subspace of SU(2) as a conjugacy class of
SU(2). Therefore it is natural to seek the corresponding interpretation of the S5 subspace of
SU(4). Since Z is an antisymmetric matrix, the appropriate equivalence relation is that two
elements of SU(4), g0 and g
′
0, are equivalent if and only if there exists an element g ∈ SU(4)
such that g′0 = g
Tg0g. For this choice of equivalence relation, the space of antisymmetric
SU(4) matrices forms an equivalence class, and the action of an arbitrary group element g
on an element g0 in this class is g0 → g′0 = gTg0g. The action of the center of SU(4), which
is Z4, has a Z2 image. If g is i times the unit matrix, which is an element of the center,
the map sends g0 → −g0. So the isometry group is really SO(6), as it should be. There are
actually two S5’s inside SU(4), which are distinguished by a change of sign in Eq. (151).
The map Z → iZ is a one-to-one map relating the two spheres.
In the case of SU(2, 2) and AdS5 we should redefine two of the six Σ matrices given above
by a factor of i in order to incorporate the indefinite signature of Spin(4, 2). Therefore we
modify the SU(4) formulas accordingly and define Y = ~˜Σ · yˆ by
Y µν =


0 iu v w
−iu 0 −w¯ v¯
−v w¯ 0 −iu¯
−w −v¯ iu¯ 0

 . (153)
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Now, in the notation of Eq. (1), we make the identifications u = y0 + iy5, v = y1 + iy2, and
w = y3 + iy4. Since −y2 = |u|2 − |v|2 − |w|2 = 1 describes the Poincare´ patch of AdS5, we
see that the determinant of Y is unity. Next we take account of the indefinite signature of
SU(2, 2) by defining
ηµν¯ = ηµν¯ =
(
I2 0
0 −I2
)
= I2,2. (154)
Then, using this metric to contract spinor indices, one finds that
Y ηY †η = I4, (155)
where we use −y2 = |u|2 − |v|2 − |w|2 = 1 once again. This implies that Y is an element of
SU(2, 2). Thus, just as in the compact case, we find that AdS5 is represented as a subspace
of the SU(2, 2) group manifold. Eq. (155) implies the algebra
(ΣmηΣn†η + ΣnηΣm†η)µν = −2ηmnδµν , (156)
where ηmn is the SO(4, 2) metric.
The main text takes factors of η into account by only using “unbarred” indices, i.e., by
defining
Y †µν = ηµµ¯Y
†µ¯ν¯ην¯ν . (157)
Then we can write Y Y −1 = I, even though Y is not unitary.
Other interesting quantities are the connection one-forms for su(4) and su(2, 2). The
former is given by
Ω0 = ZdZ
† = −dZZ†, (158)
This matrix is antihermitian and traceless, which implies that it belongs to the su(4) Lie
algebra. To eliminate any possible doubt about this, we have computed the matrix explicitly:
Ω0 =


udu¯+ vdv¯ + wdw¯ wdv − vdw udw − wdu vdu− udv
v¯dw¯ − w¯dv¯ udu¯+ v¯dv + w¯dw udv¯ − v¯du udw¯ − w¯du
w¯du¯− u¯dw¯ vdu¯− u¯dv vdv¯ + w¯dw + u¯du vdw¯ − w¯dv
u¯dv¯ − v¯du¯ wdu¯− u¯dw wdv¯ − v¯dw wdw¯ + v¯dv + u¯du

 .
(159)
Tracelessness is a consequence of |u|2 + |v|2 + |w|2 = 1. This is a flat connection, since the
two-form dΩ0 + Ω0 ∧ Ω0 vanishes. Similarly, the connection one-form
Ω˜0 = Y ηdY
†η = −dY ηY †η (160)
belongs to the su(2, 2) Lie algebra, as it should. Moreover, dΩ˜0 + Ω˜0 ∧ Ω˜0 = 0, so it is also
a flat connection.
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To represent the Lie algebra of su(4) we introduce the fifteen traceless antihermitian 4×4
matrices
(Σab)αβ =
1
2
(ΣaΣb† − ΣbΣa†)αβ. (161)
Similarly, for su(2, 2) we have
(Σ˜mn)µν =
1
2
(Σ˜mηΣ˜n†η − Σ˜nηΣ˜m†η)µν . (162)
In this notation, the representations of the su(4) and su(2, 2) Lie algebras are
1
2
[Σab,Σcd] = δbcΣad + δadΣbc − δacΣbd − δbdΣac (163)
and
1
2
[Σ˜mn, Σ˜pq] = ηnpΣ˜mq + ηmqΣ˜np − ηmpΣ˜nq − ηnqΣ˜mp. (164)
B The self-dual five-form
We could begin, as we did for the three-forms in sect. 4.3, by considering the closed and
invariant expression
T5 = str(J+ ∧ J+ ∧ J+ ∧ J+ ∧ J+) = str(A+ ∧A+ ∧ A+ ∧ A+ ∧ A+), (165)
where A+ = A1 + A2 + iA3. Making this substitution gives 3
5 terms, though many of them
vanish and many others are related by symmetries. Rather than following that route, we
begin by considering
T5a = str(A1 ∧ A1 ∧ A1 ∧A1 ∧ A1), (166)
which is the term that contains the expected nonzero self-dual bosonic truncation. In contrast
to str(A1∧A1∧A1), it is not zero. The overall normalization, which is not our present concern,
should include a factor of N , since the integral over the five-sphere determines the number
of units of five-form flux. Therefore, the closed five-form is not exact, in contrast to the
three-form that determines the Wess–Zumino term for the fundamental string.
The five-form T5a is manifestly PSU(2, 2|4) invariant, but it is not closed. The plan is
to identify additional invariant five-forms that need to be added to give a closed form. This
is systematized by expanding in the number of fermi fields (A2 and A3). The computation
uses the identity
DA1 = −A1 ∧A1 − F − F ′, (167)
where
F = A2 ∧ A2 and F ′ = XFTX† = A3 ∧ A3. (168)
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Other useful formulas are
DF = 0 (169)
and
DF ′ = F ′ ∧ A1 −A1 ∧ F ′. (170)
Using the identity
str([F −F ′] ∧ A1 ∧A1 ∧A1 ∧ A1) = 0, (171)
we find that
d T5a = −10 str(F ∧ A1 ∧ A1 ∧A1 ∧A1). (172)
To cancel the terms of order Ψ2, we now add
T5b = −10 str(F ∧ A1 ∧A1 ∧ A1). (173)
Using
str(F ∧ F ′ ∧A1 ∧A1) = str(F ′ ∧ F ∧ A1 ∧A1) = 0, (174)
we obtain
d(T5a + T5b) = 20 str(F ∧ F ∧ A1 ∧ A1)− 10 str(F ∧ A1 ∧ F ′ ∧A1). (175)
The uncanceled expression is now of order Ψ4, which is progress.
Finally, we add
T5c = 20 str(F ∧ F ∧ A1)− 10 tr(F ∧ F ′ ∧ A1). (176)
This leaves us with
d(T5a + T5b + T5c) = 0. (177)
In this final step, we have used the identities
str(F ∧ F ∧ F) = str(F ∧ F ∧ F ′) = str(F ∧ F ′ ∧ F ′) = 0. (178)
Thus, aside from normalization, the closed invariant five-form
T5 = T5a + T5b + T5c. (179)
is the desired supersymmetric completion of the bosonic expression
tr(Ω0 ∧ Ω0 ∧ Ω0 ∧ Ω0 ∧ Ω0)− tr(Ω˜0 ∧ Ω˜0 ∧ Ω˜0 ∧ Ω˜0 ∧ Ω˜0). (180)
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C Kappa symmetry projection operators
In order to figure out how kappa symmetry should work in the current context, it is very
helpful to review the flat-space limit first. The flat-space theory was worked out using two
32-component MW spinors θi of the same chirality [28]. We will summarize the results in
the spinor notation of section 5.2 of [25], without explaining that notation here. For an
appropriate normalization constant k, it was shown that the variations are
δS1 = k
∫
d2σ
√−GGαβ(∂αθ¯1Πβρ1 + ∂αθ¯2Πβρ2) (181)
where Πα = ΓµΠ
µ
α, Gαβ = ηµνΠ
µ
αΠ
ν
β , and ρi = δθi. Similarly,
δS2 = k
∫
d2σεαβ(∂αθ¯1Πβρ1 − ∂αθ¯2Πβρ2). (182)
Despite notational differences, it should be plausible that these equations describe the flat-
space limit of the results founds in Sect. 5.1.
In this setting, the appropriate involution γ turned out to be γ(ρ) = γρ, where
γ =
1
2
εαβ√−GΠ
µ
αΠ
ν
βΓµν , (183)
The formula γ2 = I is equivalent to
1
2
εαβεα
′β′ΠµαΠ
ν
βΠ
ρ
α′Π
λ
β′{Γµν ,Γρλ} = −4GI. (184)
To prove this, note that
1
2
{Γµν ,Γρλ} = (ηµληνρ − ηµρηνλ)I + Γµνρλ, (185)
but the last term does not contribute, because α, β, α′, and β ′ only take two values.
Another useful identity, which is proved in a similar manner, is
√−GGαβΠβγ = εαβΠβ. (186)
Multiplying on the right by γ and using γ2 = I, it is also true that
√−GGαβΠβ = εαβΠβγ. (187)
Substituting the latter identity into δS1, one obtains
δS1 + δS2 = 2k
∫
d2σεαβ
(
∂αθ¯1Πβγ+ρ1 − ∂αθ¯2Πβγ−ρ2
)
, (188)
where γ± =
1
2
(1±γ) are projection operators. Thus, ρ1 = δθ1 = γ−κ and ρ2 = δθ2 = γ+κ are
16 local symmetries. This means that half of the θ coordinates are gauge degrees of freedom
of the string world-sheet theory.
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The AdS5 × S5 case
Kappa symmetry works in an almost identical way for the AdS5×S5 background geometry.
The main challenge is to transcribe the flat-space formulas into the matrix notation used in
this manuscript. The key equation is the defining equation of the involution γ. We claim
that the correct counterpart of the operator γ defined by Eq. (183) is
γ(ρ) =
1
2
εαβ√−G
(
ΠαΠ
†
βρ− 2Παρ⋆Π˜†β + ρΠ˜αΠ˜†β
)
. (189)
This formula is unique up to sign ambiguities that are related to discrete symmetries of the
world-sheet theory. It can be rewritten in the equivalent form
γ(ρ) = −1
2
εαβ√−G
(
ΩαΩβρ− 2Ωαρ′Ω˜β + ρΩ˜αΩ˜β
)
. (190)
If ρ is a MW matrix, then γ(ρ) is also a MW matrix. This is proved by showing that
µ ◦ γ(ρ) = γ ◦ µ(ρ) using the definition µ(ρ) = Zρ⋆Y −1 and the identities Z−1Π = −Π†Z
and Y −1Π˜ = −Π˜†Y .
The proof that γ ◦ γ = I is interesting. Iterating the γ operation generates five types
of terms, which schematically have the structure Π4ρ, Π3ρ⋆Π˜, Π2ρΠ˜2, Πρ⋆Π˜3, and ρΠ˜4. To
understand them, recall that we need to generate a factor of the determinant of Gαβ to
cancel the denominator. In the present problem Gαβ is a sum of two terms
Gαβ = gαβ + g˜αβ, (191)
where
gαβ = ηabΠ
a
αΠ
b
β and g˜αβ = ηmnΠ˜
m
α Π˜
n
β, (192)
and the two η metrics have signature (6, 0) and (4, 2), respectively. The determinant of
Gαβ is the sum of three pieces: det g, det g˜, and terms that mix g and g˜. The claim is
that the Π4ρ terms give the det g piece, the Π2ρΠ˜2 terms give the mixed pieces, and the
ρΠ˜4 terms give the det g˜ piece. Furthermore, the Π3ρ⋆Π˜ and Πρ⋆Π˜3 terms vanish (due to
canceling contributions). It is straightforward to verify these assertions using the same sorts
of manipulations as in the flat-space case for the matrices defined in Appendix A. Having
established that γ ◦ γ = I, we can now define projection operators γ± by
γ+(ρ) =
1
2
[ρ+ γ(ρ)] and γ−(ρ) =
1
2
[ρ+ γ(ρ)]. (193)
It should be emphasized that this discussion is valid for an arbitrary fermionic matrix ρ that
transforms as (4, 4¯) under SU(4) × SU(2, 2). In the application that follows the formulas
will be applied to the MW matrices ρ1 and ρ2.
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The counterpart of Eq. (186) is
√−GGαβ(Πβγ(ρ)⋆ − γ(ρ)Π˜β) = εαβ(Πβρ⋆ − ρΠ˜β). (194)
This can be proved using Eq. (189) and the identities
ΠαΠ
†
β = gαβI −
1
2
εαβε
α′β′Π′αΠ
†
β′ and Π˜αΠ˜
†
β = −g˜αβI −
1
2
εαβε
α′β′Π˜′αΠ˜
†
β′ . (195)
The crucial minus sign in the second of these equations can be traced back to the fact that
y2 = −1. Equation (194) can be rewritten in the equivalent form
√−GGαβ(Ωβγ(ρ′)− γ(ρ)Ω˜β) = εαβ(Ωβρ′ − ρΩ˜β). (196)
Defining a pair of one-forms,
p = Ωγ(ρ′)− γ(ρ)Ω˜ and q = Ωρ′ − ρΩ˜, (197)
Eq. (196) can be recast in the more elegant form
p = ⋆q, (198)
where the Hodge dual is defined using the induced metric Gαβ. This crucial identity, which
is used to establish kappa symmetry in Sect. 5.2, relates three involutions: ⋆, µ, and γ.
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