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Abstract
There is a well-known presentation for finite and affine Weyl groups called the presentation by conjuga-
tion. Recently, it has been proved that this presentation holds for certain sub-classes of extended affine Weyl
groups, the Weyl groups of extended affine root systems. In particular, it is shown that if nullity is  2, an
A1-type extended affine Weyl group has the presentation by conjugation. We set up a general framework
for the study of simply laced extended affine Weyl groups. As a result, we obtain certain necessary and
sufficient conditions for an A1-type extended affine Weyl group of arbitrary nullity to have the presentation
by conjugation. This gives an affirmative answer to a conjecture that there are extended affine Weyl groups
which are not presented by “presentation by conjugation.”
© 2007 Elsevier Inc. All rights reserved.
Keywords: Weyl group; Root system; Presentation
0. Introduction
There are several well-known presentations for finite and affine Weyl groups [St,H,MP] in-
cluding the Coexter presentation and the so-called the presentation by conjugation [MP]. The
elements of the Coexter presentation can be read from the corresponding (type dependent) Car-
tan matrix while the elements of the presentation by conjugation are given uniformly for all
types (see Definition 4.1). Our main focus in this work is on the presentation by conjugation for
A1-type extended affine Weyl groups.
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S. Azam, V. Shahsanaei / Journal of Algebra 319 (2008) 1932–1953 1933Extended affine Weyl groups (Definition 2.3) are the Weyl groups of extended affine root
systems (Definition 2.1). Finite and affine root systems are nullity zero and nullity one extended
affine root systems, respectively. In 1995, Y. Krylyuk [K] showed that simply laced extended
affine Weyl groups of rank > 1 have the presentation by conjugation. He used this to establish
certain classical results for extended affine Lie algebras. In 2000, S. Azam [A3] proved that the
presentation by conjugation holds for a large subclass of extended affine Weyl groups, including
reduced extended affine Weyl groups of nullity  2.
In this work we obtain certain necessary and sufficient conditions for arbitrary nullity ex-
tended affine Weyl groups of type A1 to have the presentation by conjugation. This has several
interesting implications which are recorded in Section 5. In Section 1, we recall the definition of
a semilattice from [AABGP] and introduce the notions of support, essential support and integral
collections for semilattices. These notions naturally arise in the study of extended affine Weyl
groups and their presentations. In Sections 2 and 3, we record some important results mainly
from [AS1] which are crucial for the up coming sections, and establish a few preliminary results
regarding extended affine Weyl groups.
In Section 4, we assign a presented group Wˆ to the Weyl group W of an extended affine
root system R (Definition 4.1) and study its structure in details. Following [K], we say the Weyl
group W has the presentation by conjugation if W ∼= Wˆ. Since our setting has set up for the
study of general simply laced extended affine root systems, the results of this section give in
part a simple and new proof of [K, Theorem III.1.14], namely simply laced extended affine Weyl
groups of rank > 1 have the presentation by conjugation. In Section 5, the main section, we
compute the kernel of a natural epimorphism ψ : Wˆ −→ W and show that it is isomorphic to the
direct sum of a finite number of copies of the cyclic group of order 2 (Proposition 5.11). This
then allows us to prove that W has the presentation by conjugation if and only if the center of
Wˆ is free abelian group, if and only if a certain integral condition (see Section 1 for definition)
holds for the semilattice involved in the structure of R, if and only if a minimal condition holds
on a particular set of generators for the Weyl group (Theorem 5.16). This reduces the problem
of deciding which extended affine Weyl group has the presentation by conjugation to a finite
problem which can in principle be solved for any ν  0. Using this criterion it is then easy
to show that if ν  3, the Weyl groups of all extended affine root systems of type A1 have
the presentation by conjugation except only one root system, namely the one of index 7 which
happens in nullity 3 (Corollary 4.2). This in particular gives an affirmative answer to a conjecture
due to S. Azam [A3, Remark 3.14] that certain extended affine Weyl groups of type A1 may not
have the presentation by conjugation (see Remark 5.21).
For the study of extended affine root systems and extended affine Weyl groups we refer
the reader to [MS,Sa,AABGP,A1,A2,A3,A4,SaT,T,AS1,AS2]. The authors would like to thank
A. Abdollahi for a fruitful discussion which led to the proof of crucial Lemma 5.1. The authors
hope that the results appearing in this work prepare the ground for the study of the presentation
by conjugation for non-simply laced extended affine Weyl groups.
1. Semilattices
In this section, we briefly recall the definition of a semilattice from [AABGP] and record
certain properties of semilattices which will be important for our work. We also introduce a
notion of integral collections for semilattices which turn out to be crucial in the study of Weyl
groups of extended affine root systems. For the details on semilattices the reader is referred to
1934 S. Azam, V. Shahsanaei / Journal of Algebra 319 (2008) 1932–1953[AABGP, Chapter II, §1]. In this section, we fix several sets which will be used throughout the
paper.
Definition 1.1. A semilattice is a subset S of a finite dimensional real vector space V0 such
that 0 ∈ S, S ± 2S ⊆ S, S spans V0 and S is discrete in V0. The rank of S is defined to be the
dimension ν of V0. Note that the replacement of S ± 2S ⊆ S by S ± S ⊆ S in the definition gives
one of the equivalent definitions for a lattice in V0.
Let S be a semilattice in V0. The Z-span Λ of S in V0 is a lattice in V0 with a basis B
consisting of elements of S. Namely
B = {σ1, . . . , σν} ⊆ S with Λ =
ν∑
i=1
Zσi. (1.2)
We fix this basis B . For a set J ⊆ {1, . . . , ν} we put
τ
J
:=
∑
j∈J
σj .
(If J = ∅ we have by convention ∑j∈J σj = 0.) By [AS1, §1], there is a unique subset, denoted
supp(S), consisting of subsets of {1, . . . , ν} such that
∅ ∈ supp(S) and S =
⋃
J∈supp(S)
(τJ + 2Λ). (1.3)
Note that since B ⊆ S, we have {r} ∈ supp(S) for all r ∈ Jν . The collection supp(S) is called the
supporting class of S (with respect to B). We also introduce a notion of essential support for S,
denoted Esupp(S), namely
Esupp(S) = {J ∈ supp(S): |J | 3}.
Clearly we have
∣∣Esupp(S)∣∣ 2ν − 1 − ν −(ν
2
)
.
Following [A4], we call the integer ind(S) := |supp(S)| − 1, index of S.
We assign to each semilattice S certain collections of integers, called integral collections. This
notion will play a crucial role in the sequel.
Let S be a semilattice of rank ν. For 1 r < s  ν and J ∈ supp(S) we set
δ(r, s) =
{
1, if {r, s} ∈ supp(S),
2, if {r, s} /∈ supp(S), and δ(J , r, s) =
{
1, if {r, s}  J,
0, otherwise.
We call a collection ˜ = {J }J∈Esupp(S), J ∈ {0,1}, an integral collection for S if
1
δ(r, s)
∑
δ(J , r, s)J ∈ Z, for all 1 r < s  ν.J∈Esupp(S)
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If J = 0 for all J ∈ Esupp(S), we call ˜ = {0}J∈Esupp(S) the trivial collection. Clearly the trivial
collection is an integral collection and there are at most 2|Esupp(S)| integral collections for S. Any
integral collection which is not trivial is called non-trivial.
Example 1.4.
(i) If Esupp(S) = ∅ or J = 0 for all J ∈ Esupp(S), then it is clear from definition that the only
integral collection for S is the trivial collection.
(ii) Let S be such that {r, s} ∈ supp(S) for all 1 r < s  ν. Then δ(r, s) = 1 for all such r < s
and so any collection {J }J∈Esupp(S), J ∈ {0,1} is an integral collection. Therefore there
are 2|Esupp(S)| integral collections for S. In particular, if S is a lattice of rank ν  3, then
there is at least one non-trivial integral collection for S, as |Esupp(S)| 1.
(iii) Suppose Esupp(S) contains a set J ′ such that {r, s} ∈ supp(S) for all r, s ∈ J ′. Set
J =
{
1, if J = J ′,
0, otherwise.
Now for 1  r < s  ν we have δ(J ′, r, s) = 0 if {r, s}  J ′. It follows that {J } is a non-
trivial integral collection for S. In particular, if ν > 3 and ind(S) = 2ν − 2, then there is
at least one non-trivial integral collection for S, as in this case there is always a set J ′ ∈
Esupp(S) with {r, s} ∈ supp(S) for all r, s ∈ J ′.
(iv) Let S and S′ be semilattices with the same Z-span Λ and with S ⊆ S′. Then supp(S) ⊆
supp(S′). Now if ˜ is a non-trivial integral collection for S then the collection ˜′ =
{′J }J∈Esupp(S′) defined by
′J =
{
J , if J ∈ Esupp(S),
0, otherwise
is a non-trivial integral collection for S′.
Lemma 1.5. If ind(S)− ν  3, then the only integral collection for S is the trivial collection.
Proof. By Example 1.4(i), it is enough to show that if {J } is an integral collection for S
with Esupp(S) 	= ∅ then J = 0 for all J ∈ Esupp(S). Now let Esupp(S) = {J1, . . . , Jn} with
|Ji | |Jj | for all 1 i < j  n. We may choose {rj , sj } ⊆ Jj such that {rj , sj } /∈ supp(S) and
{rj , sj }  Ji for all 1  i < j  n. Then from the definition of an integral collection we get
Ji /2 ∈ Z for all i. This forces Ji = 0 for all i. 
2. Extended affine Weyl groups
In this section, we briefly recall the definition and some basic facts about extended affine root
systems a their corresponding Weyl groups. For a more detailed exposition, we refer the reader
to [AABGP] and [AS1], in particular we will use the notation and concepts introduced there
without further explanations.
All the groups we consider in this work will be subgroups of the orthogonal group O(V˜, I )
where V˜ is a finite dimensional vector space equipped with a non-degenerate symmetric bilinear
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commutator x−1y−1xy by [x, y]. An element α ∈ V˜ is called non-isotropic (isotropic) if (α,α) 	=
0 ((α,α) = 0). We denote the set of non-isotropic elements of a subset T with T × and the set of
isotropic elements of T with T 0.
Definition 2.1. A subset R of a non-trivial finite dimensional real vector space V, equipped with
a positive semi-definite symmetric bilinear form (·,·), is called an extended affine root system
belonging to (V, (·,·)) if R satisfies the following 8 axioms:
(R1) 0 ∈ R,
(R2) −R = R,
(R3) R spans V,
(R4) α ∈ R× 
⇒ 2α /∈ R,
(R5) R is discrete in V,
(R6) for α ∈ R× and β ∈ R, there exist non-negative integers d,u such that β + nα ∈ R, n ∈ Z,
if and only if −d  n u, moreover 2(β,α)/(α,α) = d − u,
(R7) if R = R1 ∪R2, where (R1,R2) = 0, then either R1 = ∅ or R2 = ∅,
(R8) for any σ ∈ R0, there exists α ∈ R× such that α + σ ∈ R.
The dimension ν of the radical V0 of the form is called the nullity of R, and the dimension 
of V¯ := V/V0 is called the rank of R. It turns out that the image of R in V¯ is a finite root system
whose type is called the type of R. Corresponding to the integers  and ν, we set
J = {1, . . . , } and Jν = {1, . . . , ν}.
Let R be a ν-extended affine root system belonging to (V, (·,·)). It follows that the form
restricted to V¯ is positive definite and that R¯, the image of R in V¯, is an irreducible finite root
system (including zero) in V¯ [AABGP, II.2.9]. The type of R is defined to be the type of R¯.
In this work we always assume that R is an extended affine root system of simply laced type,
that is it has one of the types X = A, D, E6, E7 or E8. We fix a complement V˙ of V0 in V
such that
R˙ := {α˙ ∈ V˙ ∣∣ α˙ + σ ∈ R for some σ ∈ V0}
is a finite root system in V˙, isometrically isomorphic to R¯, and that
R = R(X,S) = (S + S)∪ (R˙ + S) (2.2)
where S is a semilattice in V0. Recall that we have fixed a basis B of V0 satisfying (1.2). Here
X denotes the type of R˙. Throughout this work we fix a fundamental basis
Π˙ = {α1, . . . , α}
of R˙. It is known that if  > 1, then S is a lattice in V0. To introduce the extended affine Weyl
group of R, we need to consider the so-called a hyperbolic extension V˜ of V as follows. We fix
a basis {λ1, . . . , λν} of (V0)∗ and we set V˜ := V ⊕ (V0)∗, where (V0)∗ is the dual space of V0.
Now we extend the from (·,·) on V to a non-degenerate form I , denoted again by (·,·), on V˜ as
follows:
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• (V˙, (V0)∗)= ((V0)∗, (V0)∗) := 0,
• (σi, λj ) := δi,j , i, j ∈ Jν.
Definition 2.3. The extended affine Weyl group W of R is the subgroup of the orthogonal group
O(V˜, I ) generated by reflections wα , α ∈ R×, defined by wα(u) = u− (u,α)α, u ∈ V˜. Clearly
W ⊆ FO(V˜, I ) := {w ∈ O(V˜, I ) ∣∣w(δ) = δ for all δ ∈ V0}. (2.4)
The subgroup
H := 〈wα+σwα ∣∣ α ∈ R×, σ ∈ V0, α + σ ∈ R〉
of W is called the Heisenberg-like group of R and plays a crucial role in the study of structure
and presentations of W. Using the fact that R˙ ⊆ R, we identify the finite Weyl group W˙ of R˙
with a subgroup of W. Then for any α˙ ∈ R˙×, using (2.4), (2.2), (1.3) and the fact that R˙× = W˙α˙
we have
R× =
⋃
J∈supp(S)
(
W˙(α˙)+ τJ + 2Λ
)= W˙( ⋃
J∈supp(S)
(α˙ + τJ + 2Λ)
)
. (2.5)
We also note that the following important conjugation relation holds in W:
wwαw
−1 = wwα
(
α ∈ R×, w ∈ W). (2.6)
In [AS1, §3] we have studied the structure of W and have obtained a particular finite set of
generators for W and its center Z(W), using linear maps defined as follows. For α ∈ V and
σ ∈ V0, we define T σα ∈ End(V˜) by
T σα (u) := u− (σ,u)α + (α,u)σ −
(α,α)
2
(σ,u)σ (u ∈ V˜). (2.7)
One can check easily that for α ∈ V×, β ∈ V, σ, δ ∈ V0 and w ∈ O(V˜, I ),
T σα = wα+σwα,
[
T σα ,T
δ
β
]= T (α,β)δσ and wT δβw−1 = T δw(β). (2.8)
For α ∈ V and σ, δ ∈ V0, we have from (2.8) that
T σα ∈ FO(V˜, I ) and T σδ ∈ Z
(
FO(V˜, I )
)
. (2.9)
For r, s ∈ Jν , we set
cr,s = T σsσr and C := 〈cr,s : 1 r < s  ν〉. (2.10)
Then by (2.9) for all r, r ′, s, s′ ∈ Jν and α ∈ V, we have
cr,s(α) = α and cr,r = cr,scs,r = [cr,s, cr ′,s′ ] = 1. (2.11)
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C is a free abelian group of rank ν(ν − 1)/2. (2.12)
Also for (i, r) ∈ J × Jν , we set
ti,r := T σrαi = wαi+σrwαi . (2.13)
From (2.8) for all r, s ∈ Jν , i, j ∈ J and α ∈ V, one can see easily that
[ti,r , tj,s] = c(αi ,αj )r,s and wαj ti,rwαj = ti,r t−(αi ,αj )j,r . (2.14)
To describe the center Z(W) of W, we set
Z := 〈zJ | J ⊆ Jν〉Z
(
FO(V˜, I )
)
,
where
zJ :=
⎧⎨
⎩
∏
{r,s∈J |r<s} cr,s , if J ∈ supp(S),
c2r,s , if J = {r, s} /∈ supp(S), r < s,
1, otherwise.
(2.15)
(Here we interpret the product on an empty index set to be 1.) We note from the definitions of zJ
and δ(r, s) that
z{r,s} = cδ(r,s)r,s and c2r,s = z3−δ(r,s){r,s} . (2.16)
Lemma 2.17. 〈z{r,s} | 1 r < s  ν〉 is a free abelian group of rank ν(ν − 1)/2.
Proof. From (2.10) and (2.15), we see that the group in the statement is squeezed between two
groups 〈c2r,s : 1 r < s  ν〉 and C. Since C is free abelian on generators cr,s , 1 r < s  ν, the
result follows. 
Using [AS1, Propositions 3.5, 3.13, 3.14, 3.16] we have the following two propositions.
Proposition 2.18.
(i) W = W˙  H.
(ii) W = 〈wαi , ti,r , zJ | i ∈ J, r ∈ Jν, J ⊆ Jν〉.
(iii) H = 〈ti,r , zJ | i ∈ J, r ∈ Jν, J ⊆ Jν〉.
(iv) Z(W) = Z(H) = Z.
(v) H is a torsion free, two step nilpotent group.
(vi) Z is a free abelian group of rank ν(ν − 1)/2.
Proposition 2.19. Each element w ∈ W has a unique expression of the form
w = zw˙
∏
i=1
ν∏
r=1
t
mi,r
i,r
(
w˙ ∈ W˙, z ∈ Z(W), mi,r ∈ Z
)
. (2.20)
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We keep all the notations as in Section 2. In particular R is an extended affine root system of
simply laced type and W is its extended affine Weyl group. We have fixed a basis B of V0 and
a finite root system R˙ such that R is of the form (2.2), where the semilattice S is given by (1.3).
Also recall from Section 2 that we have fixed a basis Π˙ = {α1, . . . , α} of R˙.
For a subset J = {i1, . . . , in} of Jν with i1 < i2 < · · · < in and a group G we make the con-
vention
∏
i∈J
ai = ai1ai2 · · ·ain (ai ∈ G).
Using this notation, (2.7) and (2.13), we have
∏
r∈J
t
mr
i,r (αj ) = αj +
∑
r∈J
(αi, αj )mrσr (αi, αj ∈ Π˙, mr ∈ Z). (3.1)
Lemma 3.2. Let J ⊆ Jν and i ∈ J.
(i) If J ∈ supp(S) then
zJ = wαiwαi+τJ
∏
r∈J
wαi+σrwαi .
(ii) If J = {r, s} /∈ supp(S), r < s, then
zJ = [ti,r , ti,s] = wαiwαi+σrwαiwαi+σswαi+σrwαiwαi+σswαi .
Proof. (i) From (2.8), [AS1, Lemma 2.8] and the way zJ is defined we have
wαi+τJ wαi = T τJαi = T
∑
r∈J σr
αi =
∏
r∈J
ti,r
∏
{r,s∈J |r<s}
cs,r =
∏
r∈J
ti,r z
−1
J .
Then
zJ = wαiwαi+τJ
∏
r∈J
ti,r = wαiwαi+τJ
∏
r∈J
wαi+σrwαi .
(ii) It is an immediate consequence of the way z{r,s} is defined and (2.14). 
We now consider a subset Π of R× which in some aspects behaves similar to a basis for a
finite root system. The set Π is introduced in [A4, §4] for reduced extended affine root systems
and its properties are studied. Set
Π =
{ {α1 + τJ | J ∈ supp(S)}, if  = 1,
Π˙ ∪ {α1 + σr | r ∈ Jν}, if  > 1, (3.3)
and
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It is clear that W˙ ⊆ WΠ .
Lemma 3.4. ti,r ∈ WΠ , (i, r) ∈ J × Jν .
Proof. Let w ∈ W˙ be such that αi = w(α1). Since W˙ ⊆ WΠ and {r} ∈ supp(S) for all r ∈ Jν ,
we have from (2.6)
ti,r = wαi+σrwαi = ww(α1)+σrww(α1) = wwα1+σrwα1w−1 ∈ WΠ. 
The following result is proved in [A4, Proposition 4.26]. We present a new proof for this result
here.
Lemma 3.5. WΠΠ = R× and W = WΠ .
Proof. It is clear that WΠΠ ⊆ R×. So to prove the first equality, we must show that R× ⊆
WΠΠ . Using (2.5) and the fact that W˙ ⊆ WΠ , it is enough to show that for J ∈ supp(S) and
mr ∈ Z, r ∈ Jν ,
α := α1 + τJ +
ν∑
r=1
2mrσr ∈ WΠΠ.
By (3.1), (2.4) and the fact that τJ =∑i∈J σi , we have
α =
ν∏
r=1
t
mr
1,r (α1 + τJ ),
which if  = 1 is an element of WΠΠ , by Lemma 3.4. If  > 1, then there exists αj ∈ Π˙ such
that (α1, αj ) = −1. Thus
α =
ν∏
r=1
t
mr
1,r (α1 + τJ ) =
ν∏
r=1
t
mr
1,r
∏
s∈J
t−1j,s (α1 + σs),
which is again an element of WΠΠ , by Lemma 3.4. Thus the first equality in the statement
holds. Using (2.6) and the first equality, one can see that the second equality holds. 
4. Presentation by conjugation
We keep all the notations and assumptions as in the previous sections. In particular, R is a
nullity ν simply laced extended affine root system of the form (2.2), where the semilattice S is
given by (1.3) and W is its extended affine Weyl group.
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(I) wˆ2α = 1, α ∈ R×,
(II) wˆαwˆβwˆα = wˆwα(β), α,β ∈ R×.
Following [K], we say that the extended affine Weyl group W of R has the presentation by
conjugation if W ∼= Wˆ.
By (2.6) and the fact that w2α = 1 for α ∈ R×, the relations of the forms (I) and (II) are satisfied
in W (replacing wˆα with wα for any α ∈ R×). So the assignment wˆα −→ wα induces a unique
epimorphism
ψ : Wˆ −→ W. (4.2)
Since the finite Weyl group W˙ has the presentation by conjugation [St], the restriction of ψ to
ˆ˙W := 〈wˆαi | i ∈ J〉 induces the isomorphism
ˆ˙W
ψ∼= W˙. (4.3)
One can easily deduce from relations (I) and (II) that
wˆwˆαwˆ
−1 = wˆψ(wˆ)(α)
(
wˆ ∈ Wˆ, α ∈ R×). (4.4)
For any (i, r) ∈ J × Jν and J ⊆ Jν we set
tˆi,r := wˆαi+σr wˆαi ,
and
zˆJ =
⎧⎨
⎩
wˆα1wˆα1+τJ
∏
r∈J tˆ1,r , if J ∈ supp(S),
[tˆ1,r , tˆ1,s], if J = {r, s} /∈ supp(S), r < s,
1, otherwise.
(4.5)
Since {r} ∈ supp(S) for 1 r  ν and α1 + τJ ∈ R× for all J ∈ supp(S), we have〈
wˆαi , tˆi,r , zˆJ
∣∣ (i, r) ∈ J × Jν, J ⊆ Jν 〉⊆ Wˆ. (4.6)
Moreover, because of (I), we get zˆ{r} = 1 for all r ∈ Jν . Then by (2.13) and Lemma 3.2, we have
ψ(tˆi,r ) = ti,r and ψ(zˆJ ) = zJ . (4.7)
Lemma 4.8.
(i) Wˆ = 〈wˆα | α ∈ Π〉.
(ii) Wˆ = 〈wˆαi , tˆi,r , zˆJ | (i, r) ∈ J × Jν, J ⊆ Jν〉.
(iii) If  > 1, then Wˆ = 〈wˆαi , tˆi,r , zˆ{r,s} | i ∈ J, 1 r < s  ν〉.
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w ∈ WΠ and β ∈ Π . So w = wβ1 · · ·wβn , for some βi ∈ Π . Then from (II) we have
wˆα = wˆw(β) = wˆβ1 · · · wˆβnwˆβwˆβn · · · wˆβ1 ∈ 〈wˆα | α ∈ Π〉.
(ii)–(iii) Considering (4.6) and part (i) we only need to show that for any β ∈ Π , wˆβ is in the
right-hand side of the equality in the statement. Clearly this holds if β = αi for some i ∈ J. If
β = α1 + τJ for some J ∈ supp(S), then from the way zˆJ is defined it is clear that (ii) holds.
Therefore to see (iii), it is enough to show that zˆJ is in the right-hand side of the equality in (ii)
for all J ⊆ Jν . But this clearly holds if J /∈ supp(S). Now let J ∈ supp(S). Since  > 1, there
exists i ∈ J such that (α1, αi) = −1. Let wˆ = Πr∈J tˆ −1i,r and w = Πr∈J t−1i,r . We have from (4.4),
(4.7) and (3.1) that
wˆα1+τJ = wˆw(α1) = wˆψ(wˆ)(α1) = wˆwˆα1wˆ−1 =
∏
r∈J
tˆ −1i,r wˆα1
(∏
r∈J
tˆ −1i,r
)−1
. (4.9)
Therefore zˆJ is in the right-hand side and we are done. 
Lemma 4.10.
(i) [tˆi,r , tˆj,s] ∈ Z(Wˆ), for (i, r), (j, s) ∈ J × Jν .
(ii) zˆJ ∈ Z(Wˆ), for J ⊆ Jν .
Proof. Let α ∈ R×. From (4.4), (4.7), (2.11), (2.14) and the definition of zJ we have
[tˆi,r , tˆj,s]wˆα[tˆi,r , tˆj,s]−1 = wˆ[ti,r ,tj,s ](α) = wˆα
and
zˆJ wˆαzˆ
−1
J = wˆzJ (α) = wˆα.
Thus [tˆi,r , tˆj,s] and zˆJ commute with all elements of Wˆ. 
Lemma 4.11. Let i ∈ J. Then
(i) [tˆ1,r , tˆ1,s] = [tˆi,r , tˆi,s], for all r, s ∈ Jν ,
(ii) zˆJ = wˆαi wˆαi+τJ
∏
r∈J tˆi,r for all J ∈ supp(S). In particular, if  > 1, this holds for all
J ⊆ Jν .
Proof. Let w ∈ W˙ be such that αi = w(α1) and fix a preimage wˆ ∈ Wˆ of w, under ψ . Then by
(4.4), wˆtˆ1,r wˆ−1 = tˆi,r for r ∈ Jν . Thus from Lemma 4.10 we have
[tˆ1,r , tˆ1,s] = wˆ[tˆ1,r , tˆ1,s]wˆ−1 =
[
wˆtˆ1,r wˆ
−1, wˆtˆ1,s wˆ−1
]= [tˆi,r , tˆi,s].
This gives (i). Next let J ∈ supp(S). Then we have again from Lemma 4.10 and (4.4) that
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∏
r∈J
tˆ1,r wˆ
−1 = wˆαi wˆαi+τJ
∏
r∈J
tˆi,r .
Recall from Section 2 that if  > 1, then S is a lattice. In particular J ∈ supp(S) for all J ⊆ Jν .
This gives (ii) and completes the proof. 
Lemma 4.12. Let i ∈ J and {r, s} ∈ supp(S), r < s. Then
zˆ{r,s} = wˆαi wˆαi+σr+σs tˆi,r tˆi,s = wˆαi+σr+σs wˆαi+σr wˆαi wˆαi+σs
and
zˆ−1{r,s} = wˆαi wˆαi+σs+σr tˆi,s tˆi,r = wˆαi+σs+σr wˆαi+σs wˆαi wˆαi+σr
= wˆαi−σr+σs wˆαi−σr wˆαi wˆαi+σs .
In particular, zˆ{r,s} = zˆ−1{r,s}[tˆi,r , tˆi,s].
Proof. The first equality in the statement holds by Lemma 4.11(ii). Since by Lemma 4.10(ii),
wˆαi zˆ{r,s}wˆ−1αi = zˆ{r,s}, the second equality also holds. Next, since zˆ−1{r,s} ∈ Z(Wˆ) and the relations
of the form (I) hold in Wˆ, we have
zˆ−1{r,s} = wˆαi wˆαi+σr+σs zˆ−1{r,s}wˆαi+σr+σs wˆαi
= wˆαi wˆαi+σs+σr tˆi,s tˆi,r
= wˆαi wˆαi wˆαi+σs+σr tˆi,s tˆi,r wˆαi
= wˆαi+σr+σs wˆαi+σs wˆαi wˆαi+σr
= (wˆαi+σs wˆαi+σr+σs wˆαi+σs )(wˆαi wˆαi+σr wˆαi )wˆαi wˆαi+σs
= wˆαi−σr+σs wˆαi−σr wˆαi wˆαi+σs .
This completes the proof. 
Lemma 4.13. Let (i, r), (j, s) ∈ J × Jν with r  s. Then
[tˆi,r , tˆj,s] =
{
zˆ
(αi ,αj )
{r,s} , if {r, s} ∈ supp(S),
zˆ{r,s}, if {r, s} /∈ supp(S).
(4.14)
Proof. First, let {r, s} /∈ supp(S). This can happen only if S is not a lattice. Thus  = 1 and so
i = j = 1 and the result holds by the way zˆ{r,s} is defined. Next, let {r, s} ∈ supp(S). If i = j ,
then by Lemma 4.12 we have
zˆ2{r,s} = zˆ{r,s}zˆ−1{r,s} [tˆi,r , tˆi,s] = [tˆi,r , tˆi,s].
If i 	= j , then using relations (I) and (II) and Lemma 4.12 we get
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= wˆαi wˆαi+σr wˆαj wˆαj+σs wˆαi+σr wˆαi wˆαj+σs wˆαj
= wˆ−αi+σr wˆαi wˆ−αj+σs (wˆαi wˆαi )wˆαj wˆαi wˆ−αi+σr wˆαj+σs wˆαj
= wˆ−αi+σr wˆ−wαi (αj )+σs wˆwαi (αj )wˆ−αi+σr wˆαj+σs wˆαj
= (wˆ−αi+σr wˆ−wαi (αj )+σs wˆ−αi+σr )(wˆ−αi+σr wˆwαi (αj )wˆ−αi+σr )wˆαj+σs wˆαj
= wˆ
wαi−σr (wαi (−αj )+σs )
wˆ
wαi−σr (wαi (αj ))
wˆαj+σs wˆαj
= wˆ−αj+(αj ,αi )σr+σs wˆαj−(αj ,αi )σr wˆαj+σs wˆαj
= wˆαj wˆαj+(αj ,αi )σr+σs wˆαj wˆαj−(αj ,αi )σr wˆαj wˆαj wˆαj+σs wˆαj
= wˆαj wˆαj+(αj ,αi )σr+σs wˆαj+(αj ,αi )σr wˆαj wˆαj+σs wˆαj
= wˆαj+(αj ,αi )σr+σs wˆαj+(αj ,αi )σr wˆαj wˆαj+σs .
But if (αi, αj ) = −1, then by Lemma 4.12 the expression appearing in the right of the last
equality is zˆ−1{r,s} and is clearly 1, if (αi, αj ) = 0. This completes the proof. 
Lemma 4.15. wˆαi tˆj,r wˆαi = tˆj,r tˆ −(αi ,αj )i,r , i, j ∈ J, r ∈ Jν .
Proof. First, let i = j . Then from (I) and the fact that (αi, αi) = 2 we have
wˆαi tˆi,r wˆαi = wˆαi wˆαi+σr wˆαi wˆαi = wˆαi wˆαi+σr = tˆ −1i,r = tˆi,r tˆ −(αi ,αi )i,r .
Next let i 	= j . If (αi, αj ) = 0, then using (I) and (II) we have
wˆαi tˆj,r wˆαi = wˆαi wˆαj+σr wˆαj wˆαi
= wˆwαi (αj )+σr wˆwαi (αj )
= wˆαj+σr wˆαj = tˆj,r = tˆj,r tˆ −(αi ,αj )i,r .
Finally, if (αi, αj ) = −1, then using (I) and (II), we have
wˆαi tˆj,r wˆαi = wˆαi wˆαj+σr wˆαj wˆαi tˆ −1i,r tˆ −1j,r tˆj,r tˆi,r
= wˆαi wˆαj+σr wˆαj wˆαi+σr wˆαj wˆαj+σr tˆj,r tˆi,r
= wˆαi wˆαj+σr wˆαi+αj+σr wˆαj+σr tˆj,r tˆi,r
= wˆαi wˆαi tˆj,r tˆi,r = tˆj,r tˆi,r = tˆj,r tˆ−(αi ,αj )i,r .
This completes the proof. 
Lemma 4.16. wˆα +2∑ σr = (∏r∈J tˆ1,r )wˆα1(∏r∈J tˆ1,r )−1, J ⊆ Jν .1 r∈J
S. Azam, V. Shahsanaei / Journal of Algebra 319 (2008) 1932–1953 1945Proof. Let w =∏r∈J t1,r . From (3.1) we have w(α1) = α1 +∑r∈J 2σr , and so by (II) and (4.4)
we get
wˆα1+2∑r∈J σr = wˆw(α1) =
(∏
r∈J
tˆ1,r
)
wˆα1
(∏
r∈J
tˆ1,r
)−1
. 
Lemma 4.17. zˆ2J ∈ 〈zˆ{r,s} | r, s ∈ Jν, r < s〉, J ⊆ Jν .
Proof. If J ∈ supp(S) and τJ =∑r∈J σr , then using relations (I), (II) and Lemmas 4.16 and 4.15
we get
zˆ2J = zˆJ zˆJ =
(
wˆα1wˆα1+τJ
∏
r∈J
tˆ1,r
)
zˆJ
= wˆα1wˆα1+τJ zˆJ
∏
r∈J
tˆ1,r
= wˆα1(wˆα1+τJ wˆα1wˆα1+τJ )
∏
r∈J
tˆ1,r
∏
r∈J
tˆ1,r
= wˆα1wˆα1+2τJ
(∏
r∈J
tˆ1,r
)2
= wˆα1
(∏
r∈J
tˆ1,r
)
wˆα1
(∏
r∈J
tˆ1,r
)−1(∏
r∈J
tˆ1,r
)2
=
∏
r∈J
tˆ −11,r
∏
r∈J
tˆ1,r .
But this latter belongs to 〈zˆ{r,s} | r, s ∈ Jν, r < s〉, by Lemma 4.13. If J /∈ supp(S), then the result
is clear by the way zJ is defined and Lemma 4.13. 
Lemma 4.18. 〈zˆ{r,s} | 1 r < s  ν〉 is a free abelian group of rank ν(ν − 1)/2.
Proof. Let
∏
1r<sν zˆ
mr,s
{r,s} = 1, mr,s ∈ Z. By (4.7) we have that
1 = ψ
( ∏
1r<sν
zˆ
mr,s
{r,s}
)
=
∏
1r<sν
z
mr,s
{r,s}.
Thus from Lemma 2.17, it follows that mr,s = 0, for any 1 r < s  ν. 
Lemma 4.19. If J ∈ supp(S), then
zˆ2J =
∏
{r,s∈J |r<s}
zˆ
3−δ(r,s)
{r,s} .
1946 S. Azam, V. Shahsanaei / Journal of Algebra 319 (2008) 1932–1953Proof. By (4.7), Lemmas 4.18 and 2.17, the restriction ψ to 〈zˆ{r,s} | 1 r < s  ν〉 induces the
isomorphism
〈zˆ{r,s} | 1 r < s  ν〉
ψ∼= 〈z{r,s} | 1 r < s  ν〉. (4.20)
From the way zJ is defined and (2.16), it follows that
z2J =
∏
{r,s∈J |r<s}
z
3−δ(r,s)
{r,s} .
Then from Lemma 4.17, the facts (4.7) and (4.20) we get
zˆ2J = ψ−1
(
z2J
)
= ψ−1
( ∏
{r,s∈J |r<s}
z
3−δ(r,s)
{r,s}
)
=
∏
{r,s∈J |r<s}
ψ−1
(
z
3−δ(r,s)
{r,s}
)= ∏
{r,s∈J |r<s}
zˆ
3−δ(r,s)
{r,s} . 
Lemma 4.21. If  > 1, then each element wˆ of Wˆ has a unique expression in the form
wˆ = wˆ( ˆ˙w,ni,r ,mr,s) := ˆ˙w
ν∏
r=1
∏
i=1
tˆ
ni,r
i,r
∏
1r<sν
zˆ
mr,s
{r,s}, (4.22)
where ni,r ,mr,s ∈ Z and ˆ˙w ∈ ˆ˙W.
Proof. Let wˆ ∈ Wˆ. By Lemmas 4.8, 4.10, 4.13, and 4.15, wˆ can be written in the form (4.22).
Let wˆ( ˆ˙w′, n′i,r ,m′r,s) be another expression of wˆ in the form (4.22). Then ψ(wˆ( ˆ˙w,ni,r ,mr,s)) =
ψ(wˆ( ˆ˙w′, n′i,r ,m′r,s)) and so from (4.7), (4.3) and Proposition 2.19, we get ˆ˙w = ˆ˙w′ and ni,r = n′i,r ,
(i, r) ∈ J × Jν and mr,s = m′r,s for all r, s ∈ Jν . 
We now are able to give a new proof to the following theorem which is due to [K]. Indeed, the
proof given in [K] is based on the fact that the presentation by conjugation holds for finite and
affine Weyl groups while in our proof we have only used this fact for the finite Weyl group. In
particular, the proof given here can also apply to the affine case.
Theorem 4.23. Let R be a simply laced extended affine root system of rank  > 1. Then the Weyl
group W of R has the presentation by conjugation.
Proof. It is enough to show that the epimorphism ψ defined by (4.2) is one to one. Let wˆ ∈ Wˆ
so that ψ(wˆ) = 1. By Lemma 4.21, wˆ has an expression of the form (4.22). Then by (4.7) we
have that
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ν∏
r=1
∏
i=1
t
ni,r
i,r
∏
1r<sν
z
mr,s
{r,s}.
Therefore from (4.3) and Proposition 2.19, it follows that ˆ˙w = 1 and ni,r = 0, (i, r) ∈ J × Jν
and mr,s = 0 for all r, s ∈ Jν and so wˆ = 1. 
5. Presentation by conjugation for type A1
This section contains the main results of our work. In particular, we give the necessary and
sufficient conditions for an extended affine Weyl group of type A1 to have the presentation by
conjugation (Theorem 5.16). Throughout this section R is of type A1, that is
R = (S + S)∪ (±α1 + S).
As in the previous sections let W be the extended affine Weyl group of R and Wˆ be the group
defined in Definition 4.1. We recall from (3.3) and Lemma 3.5 that the set
Π = {α1 + τJ ∣∣ J ∈ supp(S)}
satisfies W = 〈wα | α ∈ Π〉 and WΠ = R×.
Lemma 5.1. {wˆα | α ∈ Π} is a minimal set of generators for Wˆ.
Proof. By Lemma 4.8(i), the set in the statement generates Wˆ. To show that it is minimal fix
β = α1 + τJ0 ∈ Π , J0 ∈ supp(S). We have Wˆ = F/N , where F is the free group on the set{rα | α ∈ R×} and N is the normal closure of the set {r2α, rαrβrαrwα(β) | α,β ∈ R×} in F . Then
wˆα = rαN , α ∈ R×. From (2.5), it follows that
R× =
⊎
J∈supp(S)
RJ , where RJ := ±α1 + τJ + 2Λ.
Since (α,α) = 2 for α ∈ R×, we have
WRJ ⊆ RJ
(
J ∈ supp(S)). (5.2)
Now let ϕ : F −→ Z2 be the epimorphism induced by the assignment
ϕ(rα) =
{
1, if α ∈ RJ0 ,
0, if α ∈ R× \RJ0 .
From (5.2), it follows that ϕ(r2α) = 0 and ϕ(rαrβrαrwα(β)) = 0, for any α,β ∈ R× and so
ϕ(N) = {0}. Thus the epimorphism ϕ induces a unique epimorphism ϕ¯ : Wˆ −→ Z2 so that
ϕ¯(wˆα) = ϕ(rα), α ∈ R×. So wˆβ 	= wˆ for any wˆ ∈ 〈wˆα | α ∈ Π \ β〉, as ψ¯(wˆβ) = 1 and
ψ¯(wˆ) = 0. 
1948 S. Azam, V. Shahsanaei / Journal of Algebra 319 (2008) 1932–1953Lemma 5.3. If ∏1r<sν zˆmr,s{r,s}∏J∈Esupp(S) zˆJJ = 1, where all mr,s ’s are integers and J ∈{0,±1} for all J . Then mr,s = 0 = J for all r, s, J .
Proof. By Lemma 4.18, it is enough to show that J = 0 for all J ∈ Esupp(S). Suppose to the
contrary that J0 	= 0 for some J0 ∈ Esupp(S). Then
zˆ
−J0
J0
=
∏
1r<sν
zˆ
mr,s
{r,s}
∏
J∈Esupp(S)\{J0}
zˆ
J
J ,
and so zˆJ0 ∈ 〈zˆ{r,s}, zˆJ | 1 r < s  ν, J ∈ Esupp(S) \ {J0}〉. Therefore from the way zˆJ ’s are
defined (see (4.5)) it follows that wˆα1+τJ0 ∈ 〈wˆα1+τJ | J ∈ supp(S) \ {J0}〉 and this contradicts
Lemma 5.1. 
From now on we consider pairs of collections of the form
(m˜, ˜) = ({mr,s}1r<sν, {J }J∈Esupp(S)), mr,s ∈ Z, J ∈ {0,1}, (5.4)
where as before if Esupp(S) = ∅, we interpret ˜ as the zero collection. To each such a pair we
assign a central element of Wˆ by
uˆ(m˜, ˜) =
∏
1r<sν
zˆ
mr,s
{r,s}
∏
J∈Esupp(S)
zˆ
J
J . (5.5)
From Lemma 5.3 we have
uˆ(m˜, ˜) = 1 ⇐⇒ (m˜, ˜) = ({0}, {0}). (5.6)
Lemma 5.7. Each element wˆ of Wˆ has a unique expression of the form
wˆ = wˆ(n,nr , m˜, ˜) := wˆnα1
ν∏
r=1
tˆ
nr
1,r uˆ(m˜, ˜), (5.8)
where n ∈ {0,1}, nr ’s are integers and (m˜, ˜) is of the form (5.4).
Proof. First we can express each element wˆ ∈ Wˆ in terms of the generators given in
Lemma 4.8(ii). Next we can reorder the appearance of generators in any such expression
using Lemmas 4.10, 4.13, and 4.15. Finally we get the appropriate expression using Lem-
mas 4.10(ii), 4.13 and 4.17. Now to complete the proof it is enough to show that the expression
of wˆ in the form (5.8) is unique. Let wˆ(n′, n′r , m˜′, ˜′) be another expression of wˆ in the form
(5.8) where m˜′ = {m′r,s} and ˜′ = {′J }. Then applying the homomorphism ψ on these two ex-
pressions of wˆ and using Proposition 2.19 we get n = n′ and nr = n′r for all r ∈ Jν . Thus
uˆ(m˜, ˜) = uˆ(m˜′, ˜′). Then from Lemma 4.10(ii), we have that
∏
zˆ
mr,s−m′r,s
{r,s}
∏
zˆ
J−′J
J = 1,1r<sν J∈Esupp(S)
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Esupp(S). 
Set
Zˆ := 〈zˆJ | J ⊆ Jν〉 Z(Wˆ). (5.9)
The following corollary follows immediately from Lemma 5.7.
Corollary 5.10. Each element uˆ of Zˆ has a unique expression of the form
uˆ = uˆ(m˜, ˜),
where (m˜, ˜) is of the form (5.4).
Proposition 5.11.
(i) ker(ψ) ⊆ Zˆ.
(ii) If uˆ ∈ Zˆ, then the following statements are equivalent:
(a) uˆ ∈ ker(ψ),
(b) uˆ2 = 1,
(c) |uˆ| < ∞,
(d) uˆ = uˆ(m˜, ˜), where ˜ is an integral collection satisfying
mr,s = − 1
δ(r, s)
∑
J∈Esupp(S)
δ(J , r, s)J (1 r < s  ν). (5.12)
(iii) The assignment ˜ = {J } −→ uˆ(m˜, ˜), where m˜ = {mr,s} satisfies (5.12), is a one to one
correspondence from the set of integral collections for S onto ker(ψ).
Proof. (i) Let wˆ ∈ ker(ψ). By Lemma 5.7, wˆ has a unique expression of the form (5.8). Then
applying the homomorphism ψ , we get
1 = ψ(wˆ) = ψ(wˆnα1)
ν∏
r=1
ψ
(
tˆ
nr
1,r
)
ψ
(
uˆ(m˜, ˜)
)= wnα1
ν∏
r=1
t
nr
1,r z,
where z = ψ(uˆ(m˜, ˜)) ∈ Z(W). Then from Proposition 2.19 we obtain n = 0 = nr for all r ∈ Jν
and so wˆ = uˆ(m˜, ˜) ∈ Zˆ.
(ii) Let uˆ ∈ Zˆ. By Corollary 5.10, uˆ = uˆ(m˜, ˜) for a pair (m˜, ˜) of the form (5.4). Let n ∈ Z0.
By (4.7), (2.15), (2.12) and (2.16) we have
ψ
(
uˆn
)= ∏
1r<sν
z
nmr,s
{r,s}
∏
J∈Esupp(S)
z
nJ
J
=
∏
c
δ(r,s)nmr,s
r,s
∏ ∏
{r,s∈J |r<s}
cnJr,s
1r<sν J∈Esupp(S)
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∏
1r<sν
c
δ(r,s)nmr,s
r,s
∏
1r<sν
∏
J∈Esupp(S)
cδ(J ,r,s)nJr,s
=
∏
1r<sν
c
δ(r,s)nmr,s
r,s
∏
1r<sν
c
∑
J∈Esupp(S) δ(J ,r,s)nJ
r,s
=
∏
1r<sν
c
nδ(r,s)mr,s+n∑J∈Esupp(S) δ(J ,r,s)J
r,s .
Then it is immediate from (2.12) that (c) 
⇒ (d) ⇐⇒ (a). Since (b) 
⇒ (c), it remains to show
that (a) 
⇒ (b). Let uˆ ∈ ker(ψ). By Lemma 4.17, we have
uˆ2 =
∏
1r<sν
zˆ
mr,s
{r,s}, (5.13)
for some mr,s ∈ Z. Then by (4.7), we have that
1 = ψ(uˆ2)= ∏
1r<sν
z
mr,s
{r,s}.
Now Lemma 2.17 gives mr,s = 0 for all r, s and so uˆ2 = 1.
(iii) This is an immediate consequence of Corollary 5.10 and part (ii). 
Corollary 5.14. ker(ψ) is isomorphic to a direct sum of at most |Esupp(S)|-copies of Z2.
Proof. By Proposition 5.11, each non-trivial element of ker(ψ) if of order 2 and has the form
uˆ(m˜, ˜), where ˜ is an integral collection satisfying (5.12). But there are at most 2|Esupp(S)| inte-
gral collections (see Section 1). Now the result is clear as ker(ψ) is abelian. 
Let n0 ∈ Z0 be the number of copies of Z2 involved in ker(ψ), then∣∣ker(ψ)∣∣= 2n0 .
Corollary 5.15. If {r, s} ∈ supp(S) for all 1 r < s  ν, then n0 = |Esupp(S)|. In particular, if
S is a lattice then n0 = 2ν − 1 − ν −
(
ν
2
)
.
Proof. By Example 1.4(ii), under conditions in the statement, there is exactly 2n0 integral col-
lections. Now the result follows from Proposition 5.11(iii). 
Theorem 5.16. Let R = R(A1, S) be an extended affine root system of type A1 with extended
affine Weyl group W. Then the following statements are equivalent:
(i) Wˆ ∼= W (W has the presentation by conjugation).
(ii) Z(Wˆ) ∼= Z(W).
(iii) Z(Wˆ) is a free abelian group.
(iv) ψ : Wˆ −→ W is an isomorphism.
(v) The trivial collection is the only integral collection for S.
(vi) {wα | α ∈ Π} is a minimal set of generators for W, where Π is given by (3.3).
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⇒ (i) 
⇒ (ii). By Proposition 2.18, (ii) 
⇒ (iii). By Proposi-
tion 5.11, (iii) implies (iv) and (iv) and (v) are equivalent. From Lemma 5.1 and (4.7) it follows
that (iv) implies (vi). So it remains to show that (vi) 
⇒ (i). Let uˆ ∈ ker(ψ). By Proposi-
tion 5.11, uˆ has the form uˆ(m˜, ˜), where ˜ is an integral collection satisfying (5.12). Now we
claim that J = 0 for all J ∈ Esupp(S) and so uˆ = 1. Suppose to the contrary that J0 	= 0 for
some J0 ∈ Esupp(S). Then from (4.7) we have
1 = ψ(uˆ) =
∏
1r<sν
z
mr,s
{r,s}
∏
J∈Esupp(S)
z
J
J
and so
z
−J0
J0
=
∏
1r<sν
z
mr,s
{r,s}
∏
J∈Esupp(S)\{J0}
z
J
J ,
thus zJ0 ∈ 〈z{r,s}, zJ | 1  r < s  ν, J ∈ Esupp(S) \ {J0}〉. Therefore from Lemma 3.2(i)
it follows that wα1+τJ0 ∈ 〈wα1+τJ | J ∈ supp(S) \ {J0}〉 and this contradicts (vi) and so(vi) 
⇒ (i). 
Corollary 5.17. Let R = R(A1, S) and W be as in Theorem 5.16 and either of the following
holds:
(i) There exists J ∈ Esupp(S) such that {r, s} ∈ supp(S) for all r, s ∈ J .
(ii) S is a lattice of rank  3.
(iii) rank(S) > 3 and ind(S) = 2ν − 2.
Then W does not have the presentation by conjugation.
Proof. By Example 1.4, under either of conditions (i)–(iii) in the statement, there is at least one
non-trivial integral collection for S. Now the result follows from Theorem 5.16. 
Corollary 5.18. Let ν  3 and ν + 4  m  2ν − 1. Then there exists an extended affine root
system R = R(A1, S) of type A1 and nullity ν with ind(S) = m such that its extended affine Weyl
group dose not have the presentation by conjugation.
Proof. Let J 1, J 2, . . . , Jm be distinct subsets of Jν such that J i = {i}, 1 i  ν, J ν+1 = {1,2},
J ν+2 = {1,3}, J ν+3 = {2,3} and J ν+4 = {1,2,3}. Set
Λ := Zσ1 ⊕ · · · ⊕ Zσν and S :=
⋃
J∈{∅,J 1,...,Jm}
(τJ + 2Λ).
Then S is a semilattice of rank ν with ind(S) = m and supp(S) = {∅, J1, . . . , Jm}. Let R˙ = {±α1}
be a finite root system of type A1. Then R = (S + S)∪ (R˙ + S) is an extended affine root system
of type A1 of nullity ν and index m. By Corollary 5.17(i), the extended affine Weyl group of R
dose not have the presentation by conjugation. 
1952 S. Azam, V. Shahsanaei / Journal of Algebra 319 (2008) 1932–1953Corollary 5.19. Let R = R(A1, S) and W be as in Theorem 5.16, ν the nullity of R and m =
ind(S). If either of the following statements holds, then W has the presentation by conjugation:
(i) m ν + 3,
(ii) ν  3 and m 	= 7,
(iii) Esupp(S) = ∅.
In particular, if ν  3, then W has the presentation by conjugation if and only if m 	= 7.
Proof. By Theorem 5.16, we only need to show that the only integral collection for S is the
trivial collection. To see this, use Lemma 1.5 for part (i). Part (ii) is a consequence of (i) as
m  7 when ν  3. For part (iii) see Example 1.4. Next, note that if ν  2, then Esupp(S) = ∅
and so the last statement holds by part (iii). Finally, if ν = 3 then the result holds by part (ii) and
Corollary 5.18. 
Corollary 5.20. Let R = (S +S)∪ (R˙+S) and R′ = (S′ +S′)∪ (R˙+S′) be two extended affine
root systems of type A1, where S and S′ have the same Z-span and S ⊆ S′. Then if the extended
affine Weyl group of R′ has the presentation by conjugation, then also has the extended affine
Weyl group of R.
Proof. It follows immediately from Theorem 5.16 and Example 1.4(iv). 
Remark 5.21.
(i) In [A3, Remark 2.14] the author, by suggesting an example, has conjectured that certain ex-
tended affine Weyl groups may not have the presentation by conjugation. Corollaries 5.17
and 5.18, give an affirmative answer to this conjecture. However, as it is shown in Corol-
lary 5.19, the suggested example in [A3] is not an appropriate example. In fact, the root
system in the mentioned example is an A1-type extended affine root system of nullity 3 and
index 6, and so by Corollary 5.19, its Weyl group has the presentation by conjugation.
(ii) One can easily see that Corollary 5.20 is false if we remove the assumption 〈S〉 = 〈S′〉.
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