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effects and constructive judgments, which align well with psy- In the real word (or even the real lab), things are rarely this You might guess the answer is,
but this turns out not to be correct. You might have guessed this because if I ask "What's the probability that a participant given by this state will say they are left/right-handed if we ask them?" then the answer is; or right handed when they enter the lab, we just don't know 166 which.
167
In other words, what we want to do is to add in classical un-168 certainty to our description of a quantum system. This section 169 describes how to do this. result is l and r respectively. Since we have an equal number of 176 left and right handed participants half the time we will get the 177 result l and half the time we will get the result r. The average 178 outcome across many experiments will therefore be,
We can write this result in a simpler way by introducing the density matrix ρ,
Then the expected outcome of our experiment can be written as,
where Tr denotes the trace of an operator. The trace of an operator is defined by,
where the {φ i } form an orthonormal basis of the Hilbert space.
180
It is easy to show that if the trace of an operator exists, it is 181 independent of the choice of basis {φ i } 2 . (In terms of matrices, 182 the trace of a matrix is just the sum of the diagonal terms.)
183
1 Some people often claim that a state such as |ψ represents a situation where the participant is both left and right handed at the same time. Similarly, in physics people often say things like "The particle can be in two places at once!" However this isn't really correct. If a system has a property A that means that the state must be an eigenstate of the projection operator P A onto the subspace associated with that property. Thus if our state represented a participant who was left handed, we would have P L |ψ = |ψ . Since this isn't true for P L or P R the correct conclusion is that |ψ represents the state of a participant who is neither left nor right handed, rather than one who is somehow both at the same time. 2 The trace operation has a bunch of fun and useful properties that you can read about in any good text on quantum theory. The key ones for us are firstly that it is cyclic, i.e. Tr(ABC) = Tr(BCA) = Tr(CAB) and secondly that for any operator A, Tr(A |ψ ψ|) = ψ| A |ψ .
More generally, if we have a classical mixture of possible states |ψ α which occur with probabilities ω α this ensemble can be represented by a density matrix,
It turns out that every expression you might have previously 184 encountered in quantum theory has an equivalent in terms of 185 the density matrix. In fact density matrices represent the most 186 general way of writing the equations of quantum theory, and 187 they will prove extremely valuable for the rest of this tutorial.
188
It is therefore worth noting a few properties of the density ma-189 trix, and the density matrix analogues of some of the familiar 190 expressions in quantum theory.
191
Properties of the density matrix:
192
• It is a Hermitian 3 operator, ρ † = ρ.
193
• It is normalised in the sense that Tr(ρ) = 1.
194
• It is a positive operator, meaning,
195
ψ| ρ |ψ ≥ 0, ∀ |ψ ∈ H.
196
These three properties essentially ensure that the eigenvalues of 197 ρ are positive, real numbers which sum to 1, and thus have the 198 interpretation of probabilities.
199
As we mentioned above, all of the expressions you have encountered so far in quantum theory can be rewritten in terms of the density matrix. For example, from the expression for the time evolution of a vector, |ψ(t) = U(t) |ψ 0 , where 4 U(t) = e −iHt it follows that,
From this, it is easy to see that the analogue of the Schrödinger equation for a density matrix is 5 ,
This is often known as a master equation. Finally if we perform a measurement on the state represented by the density matrix ρ the probability that we will get the answer represented by the projection operator P a is given by,
and if we do, the state collapses to the new state,
In the special case of ρ = |ψ ψ| this is easily seen to be equiv- We introduced the density matrix as a way to capture a classical uncertainty about the quantum state. It is therefore natural to ask about the entropy associated with a given density matrix. The entropy of a classical state is a frequently used quantity, and is obviously central to approaches like MaxEnt. Having a quantum analogue is therefore very useful. However before we do this we will first look at a simpler measure of uncertainty, called the 'purity' of a quantum state. This is defined by,
If we write our density matrix in diagonal form, i.e. as,
where the {φ i } form a complete orthonormal basis, then,
Either by diagnalising or by directly squaring the matrix, we can see that,
where, recall, ρ g was our guess for the mixture of left and right to see this we first need to define the entropy proper.
270
For a classical probability distribution over a finite set of variables, {p i }, the classical Shannon entropy is given by 6 ,
Now Eq.(15) suggests that we could define the quantum analogue of the Shannon entropy in the same way as Eq.(18), but 6 We assume here and throughout that 0 · ln(0) = 0.
where the p i are now the 'probabilities' associated with the various basis states |φ i . In the basis where ρ is diagonal, this would be equivalent to 7 , S = −Tr(ρ ln(ρ))
but recall the trace operation is basis independent, thus Eq.(19) is valid generally. It is straightforward to compute the entropies of our two quantum states, 
273
We can now explain briefly one reason why the purity is such a useful measure. Suppose our density matrix is close to being pure i.e. ρ 2 ≈ ρ. We can Taylor expand the logarithm as,
It follows that
The quantity 1 − γ is often called the linear entropy, as it's the term that comes from the linear expansion of ln(ρ). The linear entropy is a lower approximation to the von Neumann entropy, but is much easier to calculate, since it doesn't involve diagonalising ρ. In Fig.1 we plot both the von Neumann entropy and the linear entropy as a function of p, for the state, For a classical probability distribution, the maximum entropy state is the one with equal probability for any outcome. The quantum analogue of this is a density matrix which is diagonal, and where all the diagonal elements are equal. This state is given (for a Hilbert space of dimension d) by,
where 1 1 d is the identity matrix in d dimensions (we will usually drop the subscript d since the number of dimensions should be obvious.) It's easy to see that, to predict a choice. In quantum theory,
338
Uncertainty about outcomes
Lack of knowledge about state.
For the author's money, this is one of the most powerful argu-339 ments for using quantum probability theory to model cognition.
340
Now, time for that biscuit. 
Summary

342
To recap; we introduced the concept of a density matrix, which can be used to represent a state with both classical and quantum uncertainty. In particular, if we have two different groups of participants, represented by the pure states |P 1 and |P 2 , then we can form a mixed state by taking,
Here λ gives the relative frequencies of the two types of partici-343 pants in our ensemble. If the two types occur equally frequently,
345
All of the quantum theory you have encountered before can 346 be rewritten in terms of density matrices, and we gave a few 347 examples of common relations.
348
We discussed the purity and entropy of a density matrix. Let's see how we might model this. What we want is an operator E A , whose expectation value in the state |A is close to one, but which also has a non-zero expectation value in the state |B , and likewise for E B . That is,
Where 0 ≤ ≤ 1 is some small error probability. Let us also assume,
In the basis {|A , |B } these operators can therefore be written as,
Can we use these operators to describe a measurement process?
375
It is easily seen that they are not projection operators, unless 376 = 0 or 1, nevertheless they satisfy the following properties,
377
• They are positive operators, which means they have posi-378 tive eigenvalues.
379
• They are complete, in the sense that E A + E B = 1.
380
These properties mean that for any density matrix ρ,
and i=A,B
Tr(
The quantities Tr(E i ρ) can thus be interpreted as probabilities,
381
and so E A and E B are good candidates to describe a measure-382 ment process.
383
But what measurement process do they describe? Well there are many ways to think about this, but probably the easiest is to note that we can write,
In other words, we can write these operators like,
where p A (i) have (loosely) the interpretation of probabilities. will go on to discuss some more concrete examples.
397
The most general description of a measurement process in 398 quantum theory is given in terms of a POVM, which is a set of
The probability that a measurement described by E i gives a positive answer is then given by,
A given POVM can have many different possible realisations. A realisation φ i is essentially the operation applied to the state ρ → φ i (ρ), so that,
The simplest realisation of a POVM {E i } probably consists of just taking the operator square roots of the E i , i.e. writing
we have
The M i are often called 'measurement operators'. It's easy to see from this why a given realisation of a POVM isn't unique. Suppose we use different measurement operators given by M i = U M i where U is an unitary operator. Then,
so these new measurement operators form a realisation of the same POVM, but,
so the final state after the measurement is different in the two 403 realisations.
404
In the rest of these notes we will mostly ignore the issue of The analogue of the collapse postulate in terms of POVMs is simply that if a measurement of the POVM {E i } yields the outcome i, then the state collapses to,
where the second equality holds for our simple choice of reali-409 sation Eq.(37)
410
To return to our example above, for the POVM E A , in the basis {|A , |B } the associated measurement operator will be,
which is nice and simple.
411
One feature of POVMs that is worth noting is that they represent measurements that are not perfectly repeatable, in the sense that if we measure a variable and find the value x then immediately measuring the same variable again will not yield the result x with certainty. This is essentially because for the elements of a POVM E 2 A E A . Suppose we start with an initial state ρ = diag(1 − p, p). If we measure the POVM above and get the outcome A then our state collapses to,
if we now perform another measurement of the POVM then the probability we will get the outcome A again is,
for small and p < 1 this goes as,
so that this POVM measurement is not perfectly repeatable. One interesting property of POVMs, as opposed to a description of a measurement process based on projection operators, is that the elements of a POVM need not be orthogonal. This means that we can have more measurement outcomes than there are dimensions in our Hilbert space. One application of this is where we have a two dimensional set of choices, say A or B, but more than two possible responses, say "prefer A", "prefer B" and "don't know". There are doubtless better ways of modelling this situation, but let's follow this through and see what happens. The states associated with each outcome are given by,
They have associated projection operators P A , P B , P + and P − in what we hope is an obvious notation. Now these set of projection operators can't form a description of a measurement, because they are not normalised, i.e.
i=A,B,+,−
but we can easily turn them into a POVM by normalising. The POVM is therefore given by the set,
Suppose our state is |+ = 1 √ 2 (|A + |B ). Then we can show, Suppose we allow the different responses on the Likert scale to be non-orthogonal. Suppose we use an N point scale, we can take the responses |x = 0 = |0 and |x = N = |1 and the intermediate responses to be,
These states give rise to a set of projection operators {P n } that 
467
A striking simple example of an order effect is to consider an initial state |A and two possible projective measurements, P B direct access to the probability Tr(P x ρ). This is frequently done in quantum models. However this is problematic for two reasons; first this probability is an expectation value that only makes sense for an ensemble of systems, which requires that participants have not a single belief state but a whole collection that they can query. In other words, this is not actually quantum theory of a single belief state anymore. Second, because this measurement is not modeled in a proper quantum way, it is unclear what happens if we ask participants to make sequential Likert scale type judgements. What does the state collapse to after the first judgment? onto the state |B and P + onto the state, 
These have associated measurement operators,
Now we can see that, 
We plot these results against the value of in Fig.3 . The results are interesting. The key is that the difference in the values of the probabilities, ie δ = p (+ and then B) − p (+ and then B)
9 Readers are encouraged to convince themselves E + is reasonable. Either start with P B and rotate through π/4, or consider a combination of P + and P − as in Eq.(34). 
492
We mentioned that one useful way to think about POVMs was as averages over a set of projective measurements, e.g.
where the {P i } are a complete and orthogonal set of projection operators and the p A (i) are positive numbers such that,
which ensures the POVMs are normalised.
493
POVMs are likely to be a very important tool as we strive 494 to make the predictions of the quantum models more accurate. 
550
The idea is that we want to study the system S which inter- 
563
We are interested in the effect this has on the master equation for the system alone, i.e. the evolution equation for the reduced density matrix ρ S . For the complete density matrix ρ S +E we have,
where H S +E is the joint Hamiltonian of the system plus environment. When we perform the partial trace to remove the environmental degrees of freedom this becomes,
where L is a super-operator which encodes the extra dynamics that come from the system-environment interaction. The most general form this equation can take is the so-called 'Lindblad' form (Lindblad, 1976) ,
where {L k } are a set of operators called the 'Lindblad' operators, 564 which model the effect of the environment.
565
The key feature of evolution according to the Lindblad equa-566 tion is that it preserves the properties of the density matrix 567 which are important if it is to describe a real cognitive system.
568
The most important (in the sense of difficult to achieve) prop- 
Some Extra Detail
575
We add a few extra points here for interested readers.
576
10 It's worth noting that this will be pretty wooly. The full mathematical treatment is complex and irrelevant for usage we want to make of the formalism.
11 Actually Eq.(62) has an additional property not needed to preserve the properties of the density matrix, which is that it is continuous in time. Evolutions of the form Eq.(62) are therefore only a subset of possible CP-maps.
In the derivation of Eq.(61) we assume that we can separate out the system and environmental degrees of freedom in the system. So we can write the total Hilbert space H = H S ⊗ H E . We can therefore choose a basis for the Hilbert space which consists of tensor products of basis vectors from the system and environment, i.e. φ i j = |S i ⊗ E j , where {|S i } form a basis for H S , and likewise for the environmental degrees of freedom. The partial trace over the environmental degrees of freedom is therefore defined as,
and the reduced density matrix for the system alone is given by,
A couple of further points to note. First, most derivations of Eq.(61) for real systems assume that the initial density matrix can be factorised as
In other words the assumption is that the system and environ- to simplify the analysis.
586
Another point to note is that in order to make the transition 
A CP-Map for Irreversible Evolutions
605
In this section we want to introduce a tractable example of a 606 master equation we could use to describe a real cognitive sys-607 tem. The example we will discuss is a simple two-level system 608 {|1 , |2 }, that might be used to model a binary variable. For the 609 rest of this section we'll work in this basis.
610
Now a good model for the noisy evolution of such a system is given by the so-called Quantum Optical Master Equation (QOME), which describes the evolution of a two level system interacting with a thermal (i.e. random) system of other systems. The dynamics of this system are described by a master equation of the form Eq.(62) with,
and with the specific choice a =
where ω and N are constants.
612
However the full dynamics of the QOME is complex (For a shoot' and move back towards |2 .
627
It turns out that one solution to this problem is given by a special case of the QOME, with a = √ γ some constant and
with L = 0 1 0 0 , and we've assumed there is no unitary part to the evolution. The solution, for the initial condition given above, is,
As we can easily see, the solution tends to |1 at large times, 
633
One interesting feature of this evolution is that it does not 634 preserve the purity of the state, and by extension also the en- for this is subtle but is essentially due to the fact that this system 638 is not closed but is modeled as interacting with a much larger 639 system. The total entropy of system plus environment will al-
640
ways increase, as it should. We plot the behavior of the entropy 641 and purity in Fig.4 .
642
In summary then, this particular example of a master equa- In this section we want to consider a second type of noisy form.
655
Suppose we wish to model the evolution of a system caused is unknown. We might be able to assume that the effect of the 665 stimuli is on average to produce a shift in a certain direction,
666
but the size of that shift is unknown. This is equivalent to say-
667
ing that we have a definite evolution but we are unsure, for each 668 participant, how long that participant's state is evolved for.
669
Specifically, we will assume that the effect of evolution of a state for a time t is not to produce the change ρ(0) → e −iHt ρ(0)e iHt but rather,
where p t (s) is a probability distribution centered around 0, re-670 flecting the distribution of 'evolution times' for our participants,
671
and we have assumed the underlying evolution about which we 672 are uncertain is unitary. If p t (s) = δ(s) we recover standard 673 unitary evolution. We have allowed this probability distribu-674 tion to depend on t also to reflect the fact that the uncertainty 675 in the evolution time, i.e. the width of p t (s), might depend on 676 the time evolved for, so that longer average evolution times are 677 associated with larger uncertainties.
678
We want to be able to represent this evolution in the form of a semi-group 12 , in other words, if ρ(t) = L t (ρ(0)), then we want, 
Eq. (71) and Eq.(72) are equivalent if,
which constrains the possible form for p t (s). One natural choice is the following,
where σ > 0 is some constant. This is easily seen to be normalised and to obey Eq.(73). Note also that,
in the sense of distributions. (δ(s) here is the Dirac delta func-679 tion 13 .)
680
We want to show that this evolution can be written in the form of a master equation. We start with Eq.(69), differentiate both sides with respect to t, and use the very useful property, for small t 14 ,
to obtain,
12 All physical evolutions have to be expressible in terms of semi-groups, which means that the product of two evolutions is also an evolution. If an evolution also has an inverse, then it is representable as a group, not just a semi-group. Unitary evolutions have this form. 13 Defined by
for any smooth function φ. 14 Despite the fact that this expansion is very useful, we know of very few places where it is discussed. The one reference we have for this is page 703 of Kleinert (2006) , but this is a horrific textbook on path integral methods in quantum theory, and hardly a good go to formula book. If in doubt, just integrate this expression against a smooth test function and you can see why the result is true. 
where ρ 11 (0) etc are the initial values of those components of ρ.
689
This solution tells us a lot of interesting information. Firstly, the evolution does nothing to the diagonal components of the density matrix. Secondly the evolution has the effect both of causing an oscillation in the off diagonal components of ρ, and of causing them to decay in magnitude. A nice illustration of this is to choose the state we introduced way back in Section 2, which, recall, was a superposition of left and right handed. Making the identification |L → |A , |R → |B we have, 
742
To cover these cases we need to develop a CP Map for con- 
where H is the Hamiltonian for the closed system, and D is a positive constant that controls the strength of the systemenvironment coupling. In the (x, y) basis, and assuming a Hamiltonian of the form H = p 2 2m + V(x), this reads, 
