Abstract. We propose a new way of looking at the Navier-Stokes equation (N-S) in dimensions two and three. In 2-D that problem is critical with respect to the standard L 2 a priori estimates. We consider its regular approximations in which the −∆ operator is replaced with the fractional power (−∆) 1+α , α > 0 small. The 3-D N-S equation is super-critical with respect to the standard L 2 a priori estimates; the regular approximating problem in 3-D should contain fractional power (−∆) s with s > Dedicated to my Professors: Andrzej Lasota † , Jack K. Hale † and Nick D. Alikakos.
The classical 3 − D Navier-Stokes equation considered here has the form: u t = ν∆u − ∇p − (u · ∇)u + f, divu = 0, x ∈ Ω, t > 0, u = 0, t > 0, x ∈ ∂Ω, u(0, x) = u 0 (x), (1.1) where ν > 0 is the viscosity coefficient, u = (u 1 (t, x), u 2 (t, x), u 3 (t, x)) denotes velocity, p = p(t, x) pressure, and f = (f 1 (x), f 2 (x), f 3 (x)) external force. It is impossible to recall even the most important results devoted to that problem, since the corresponding literature is too large; see anyway [13, 15, 17, 23, 29, 30, 32, 1] .
In space dimensions 2 and 3 the N-S equation possess local in time regular solutions, as stated in Theorems 1.5 and 1.6. We analyze further criticality of the Navier-Stokes equation (compare [32, 2] ), in a sense that available for it L 2 (Ω) a priori estimate (1.11) is not sufficient to control its nonlinearity through the viscosity term ν∆u. Consequently, possible is a balance between the income from nonlinearity and the stabilizing action of the viscosity so that the local solutions can not be extended globally in time. For small initial data the decisive role is played by viscosity, while for larger initial data the nonlinear term is strong enough to destroy regularization of the solutions through the main part operator. We will try to see such effect through the estimates obtained in the paper.
In 2-D, our idea is to improving a bit the viscosity term to make the whole problem subcritical, such that the improved viscosity together with the known L 2 (Ω) a priori estimate will control the nonlinear term. The way for obtaining such effect is to replace the classical viscosity term ν∆u through a bit higher fractional diffusion −ν(−∆) 1+α u, with small α > 0. Next, we will study the process of letting α to 0 + ; which properties/estimates of the solutions of regularized problems (with α > 0) are lost in such a limit.
We also look at 3-D N-S equation as a super-critical problem in a sense that a stronger diffusion term, with Laplace operator in the power s > , is needed to guarantee the control on the nonlinear term with the use of the standard L 2 (Ω) a priori estimate.
In 2-D, instead of (1.1) we consider a family of sub-critical problems, with α ∈ (0, u t = −ν(−∆) 1+α u − ∇p − (u · ∇)u + f, divu = 0, x ∈ Ω, t > 0, u = 0, t > 0, x ∈ ∂Ω, u(0, x) = u 0 (x).
(1.
2)
The approximation proposed in 3-D is given in (2.6) with s > . Until very recently, fractional power operators were not seriously studied in the literature, therefore we hope the regularizations proposed will help to understand the difficulties faced in the original N-S equation. An analogous phenomena was studied recently [10] for the quasi-geostrophic equation in R 2 (e.g. [3, 4, 5, 34, 35] ). The technique used in the present paper is similar as that of [10] .
There were several tries of replacing the classical N-S equation, or the viscosity term in it, with another equation having better properties of solutions, starting with J. Leray α-regularization reported in paper [23] , see also [13] . Modification of one factor in nonlinearity, using mollifier, was sufficient to improve replace the diffusion term with a stronger one fractal diffusion term.
1.1. Introductory facts. Notation. We are using standard notation for Sobolev spaces. Compare [31] or [2, Chapter 1] for properties of fractional order Sobolev spaces; see also [19] for Sobolev type embeddings.
For r ∈ R, let r − denotes a number strictly less than r but close to it. Similarly, r + > r and r + close to r. When needed for clarity of the presentation, we mark the dependence of the solution u of (1.2) on α ∈ (0, 1 2 ], calling it u α , or u ǫ for the approximation in 3-D.
Recall first [2, Chapter 3] , that studying in a Banach space X an abstract Cauchy's problem with sectorial positive operator A and solutions varying in the phase space X β = D(A β ):
knowing an a priori estimate of all its potential X β solutions; u(t) Y ≤ const in another Banach space
we say that the nonlinear term F is sub-critical relative to such a priori bound, if for each such X β solution u(t) an estimate is valid
for all t ∈ (0, τ u0 ), where τ u0 is the 'life time' of that solution. In that case (e.g. [2, Chapter 3] ) the X β norm of the local solution will be bounded on [0, τ u0 ), which allows to extend such solution globally in time. If the above estimate is possible for θ = 1, but not for θ < 1, the nonlinearity F is called critical relative to that a priori estimate.
Note that critical nonlinearities are 'of the same order' in the equation as the main part operator A (compare [32] ). The main part operator A will not control the nonlinearity in that case, unless we find a better a priori estimate.
1.2.
Properties of the operator −∆. Familiar in the theory of the N-S equation are the following spaces:
(1.5) 1 < r < ∞. We define also the matrix Laplace operator
where P r denotes the projection from L r (Ω) to X r given by the decomposition of L r (Ω) onto the space of divergence-free vector fields and scalar-function gradient (e.g. [29] 
generates on X r an analytic semigroup {e −tAr } for arbitrary 1 < r < ∞.
A complete description of the domains of fractional powers of the Stokes operator A r = −νP r ∆, 
Thus, D(A . In fact the operator A = A 2 (we skip the subscript when p = 2) is self-adjoint in the Hilbert space L 2 (Ω); see e.g. [15, 17] . For such type operators the powers of the order (1 + α) have similar properties; in particular they are also sectorial operators.
Consequently, the operators A r , 1 < r < ∞, are sectorial positive.Fractional powers of the order 1 + α for such operators are introduced through the Balakrishnan formula ( [21] ):
We recall that in case of the N-S equation the, specific for that problem, a priori estimate is obtained
since the nonlinear component vanish in that calculation due to condition divu = 0:
The term Ω ∇p · udx, for regular solutions, is transformed as follows:
Consequently, an L 2 (Ω) estimate is obtained:
thanks to the Poincaré inequality. We finally obtain a global in time estimate of the solution:
where c P denotes the constant in the Poincar'e inequality. Having already the last estimate one can return to (1.10) to see that
for arbitrary T > 0. These are the strongest natural a priori estimates that can be obtained for, sufficiently regular, solutions of the N-S equation. 
we can 'set it' at any level of the fractional power scale
When we move to the semilinear problem (1.3) with nonlinearity F subordinated to A, it is an art to choose the proper level at that scale to be the phase space for semilinear problem. For that, we need to consider a priori estimates available for the specific equation, usually of physical origin, e.g. following from energy decay or conservation of mass valid in the process described through the equation. The full semilinear problem will be next written abstractly as
The standard way to set the problem in the above setting, in L 2 (Ω) (see e.g. [29, 15, 17] ), is to apply to the equation the projector We also introduce the energy space V = {u ∈ [H 1 0 (Ω)] 3 ; divu = 0}, and the simplified notation for the nonlinearity:
Operator A = A 2 has an associated scale of fractional order spaces
and are sectorial positive operators (see e.g. [31, 15, 18, 26] ).
We will rewrite the classical N-S equation in an equivalent form, using the property of the divergencefree functions. We have:
where u = (u 1 , u 2 , u 3 ).
We will recall next an estimate, important for the further calculations, borrowed from [17, Lemma 2.1]. A similar observation was given also in [18, p.18] in dimension one.
N to X r , 1 < r < ∞. Consequently, the following estimate holds: 
(1.15)
Now, for any δ ∈ (0, 1 2 ), using the theory of interpolation;
(1.16)
In a similar way, starting from the estimates:
for any δ ∈ (0, 1 2 ), we get:
(1.18)
The above estimates (1.16), (1.18) , are valid for all the space dimensions N = 2, 3, 4, .... They can be extended further, using Sobolev type estimates, in a way depending on N .
For local in time solvability, we will set the problem (1.13) in the base space X 
2 ) in case N = 2, and X 
Since the form above is bi-linear, we have also the following consequences of the last estimate:
Consequently, the nonlinear term
2 ) as a map, Lipschitz continuous on bounded subsets of D(A 2 ). According to [18, 2] , this suffices to obtain a local in time solution of the 3-D equation (1.1), more precisely:
Here τ > 0 is the 'life time' of that local in time solution. Moreover, the Cauchy formula is satisfied:
where e −A2t denotes the linear semigroup corresponding to the operator A 2 .
Case N = 2. We will use a version of the estimate in [17, Lemma 2.2] (with δ =
(1.23)
2 ) as a map, Lipschitz continuous on bounded subsets of D(A 1 + 2 ). According to [18, 2] , this suffices to obtain a local in time solution of the 2-D equation (1.1), more precisely:
2 , then there exists a unique local in
where e −A2t denotes the linear semigroup corresponding to the operator A 2 . 
for all t ∈ (0, τ u0 ), and such type estimate is not true for exponents θ < θ 0 .
In case of the Navier-Stokes equation (1.1) the mentioned above a priori estimate will be the
We will see that, as a consequence of (1.18), the problem (1.1) is super-critical. Indeed, the estimate (1.18) written for the local solution u = u(t) obtained in Theorem 1.5 extends for N = 3, with the use of the Nirenberg-Gagliardo type estimates, to:
This shows the nonlinearity of the 3-D N-S equation is super-critical as a map from X Using the estimate of Corollary 1.3 we will find now the value θ 0 in case of the 3-D N-S equation. We obtain, 
We find such critical value of s from the condition; 29) and no better estimate (with exponent smaller than 1) is possible. 
where the Nirenberg-Gagliardo type estimates were used:
.
(1.31)
No better estimates are possible.
Note further, that in 2-D the nonlinearity is also critical with respect to the L 2 (Ω) a priori estimates as a map between
2 and X 2 . Indeed, the following estimate holds,
and no smaller exponent on the H 2 (Ω) norm is possible.
2.
Global in time solutions in 3-D. Small data.
As well known, global in time extendibility of the local mild solution constructed in the Theorem 1.5
is possible provided we have sufficiently well a priori estimates that prevents the D(A 
since the pressure term vanishes. Thanks to (1.15), this gives,
with the standard use of Young's inequality, and the embedding
, we arrive at the differential inequality (e.g. [28, 33] ):
Analyzing its right hand side, real function g(z) = − be so small, that:
, and
Consequently we obtain the bound
With the last assumption, the smooth local solutions u(t), introduced in Theorem 3.1 are bounded in to make such problems subcritical.
We propose now approximation of the original 3-D Navier-Stokes equation having global in time, unique and regular solutions. Consider namely the approximation/regularization of (1.1) of the form: 
Let s > 19 16 . With the use of the Nirenberg-Gagliardo type estimate we obtain the subordination condition (2.8) 1.28) ).
To make further considerations simpler, let us consider the introduced above regularization of the original 3-D N-S equation with exponent s = 2 in (2.6) (which is a particular choice). We will describe next shortly the process of passing to the limit, as ǫ → 0 + , in such approximations. The idea is similar as in [25, 6, 7] , using the parabolic regularization technique. An abstract counterpart of such regularization (s = 2) of the 3-D N-S equation has the form:
Solutions of that problem will be denoted further as u ǫ .
We formulate next the corresponding local existence result for such problem. 2 ). 2 ). Moreover,
Here τ > 0 is the 'life time' of that local in time solution. Also, the corresponding Cauchy formula is satisfied.
Moreover, together with the standard [L 2 (Ω)] 3 a priori estimate valid for solutions of (2.6) uniformly in ǫ > 0, the obtained above local solutions will be extended globally in time in the class (2.10).
The proof, similar as presented previously, is omitted. We only resolve the L 2 estimate for (2.9), with an extra term compare to (1.10). Multiplying (2.9) by u ǫ we obtain
Noting that the nonlinear term vanishes, we get an estimate
The reasoning goes as for (1.10), if we neglect the second right hand side term, giving precisely (1.11) for u ǫ . In addition to (1.12), for arbitrary fixed T > 0 we obtain an extra estimate
The latter estimate will be used to pass to the limit, when ǫ → 0 + , in the weak formulation of (2.9). The idea is taken from [25, Chapter 3] .
The problem (2.9) has a weak formulation; for arbitrary test function v ∈ D(A) and fixed arbitrary 14) and the weak solutions are expected in L 2 (0, T ; D(A)). The solutions u ǫ constructed in Theorem 2.3 fulfill the above weak form of (2.9). The time derivative here will be understand in the sense of the 'scalar distributions' (e.g. [25, 29] ). Note also that, when letting ǫ → 0 + , the second right hand side term will tend to zero in the space
3 ), thanks to (2.13). An even more interesting observation is that, when passed to such a limit, we obtain a 'weak solutions' of the original N-S equation (e.g. [29, Chapter 3.1]), due to J. Leray. The only difference is that the set of test functions v ∈ D(A) we are using is smaller. But it is dense in D(A 1 2 ), so the two formulations are equivalent. We will not extend that considerations here in details.
2-D critical N-S equation as a limit of sub-critical approximations.
We will describe now the convergence of the solutions of the fractal approximations (1.2) to the solution of the limiting 2-D N-S equation. Precisely as in Theorem 1.6, the solutions u α of (1.2) (the superscript is added for clarity) will be constructed in the class:
Further, the L 2 (Ω) a priori estimates are satisfied for u α uniformly in α ∈ (0, 
precisely, for such solutions of (1.2) we have an estimate:
This is the main information allowing us to let α → 0 + in the equation (1.2).
Passing in (1.2) to the limit α → 0
2 , apply to it the projector P and 'multiply' by the test function A
We will discuss now the convergence of the terms in (3.3) one by one. Note that when α → 0
2 ), we obtain:
where u is the weak limit of u α in [L 2 (Ω)] 2 as α → 0 + (over a sequence {α n } convergent to 0 + ; various sequences may lead to various weak limits).
We return to (3.3) to see that letting α → 0 + over a sequence {α n }, where u denotes weak limit in
2 of such sequence, we have
since the right hand side is convergent. Consequently, the left hand side has a limit as α n → 0 + , (3.6) lim
Note that, for the 'test functions' A −1 2 φ varying in a separable Banach space, passing countable many times to a subsequence, we can chose a common subsequence proper for all test functions in dense subset of the space. Consequently, the equation below will be fulfilled in the whole space. We obtain
which is a weak form of the limiting equation.
Separation of terms.
The time derivative will be separated from the term [A
when letting α → 0 + . More precisely we have Remark 3.2. Since the approximating solutions u α satisfy (in particular)
the time derivative [25]). Consequently,
The construction presented above allow us to formulate the following theorem: ] convergent to 0 + we can find a subsequence {α n k } that the corresponding sequence of solutions
2 to a function u fulfilling the equation:
Due to denseness of the set D(A 2 ) in X 2 , the right hand side of (3.11) defines a unique element in X 2 . The left hand side ω φ is defined in (3.6) and discussed in Remark 3.2.
3.2. Some technicalities. When passing to the limit in the considerations above it was important that the estimates, in particular the constants in it, can be taken uniform in α. Therefore, in the technical lemmas below we need to care on a very precise expression of that uniformity. Even some estimates can be found in the literature, usually such uniformity is not clear from the presentation, thus we include here the proofs for completeness.
First, we formulate a lemma used in the previous calculations: Lemma 3.4. Let A be a positive operator in a Banach space X ( [31, 26, 2] ). For arbitrary φ ∈ X, we have
Consequently, the left hand side tends to zero as 0 < β → 0 + .
Proof. Our task is, for fixed φ ∈ X and β near 0 + , to estimate the expression:
(3.12)
In the estimates we are using the following properties; taken from [26, p. 62 ] equality valid for η ∈ (0, 1)
, the simple formula:
and the two asymptotic properties of non-negative operators valid on functions φ ∈ X taken from [26,
Returning to the proof, we split the integral in (3.12) into (0, L) and (L, ∞) and estimate the first part,
where L > 0 will be chosen later. Note that letting β → 0 + the result of the estimate above is bounded
Next using (3.13), the integral over (L, ∞) is, for φ ∈ X, estimated as follows:
where due to (3.14) we see that
ǫ > 0 arbitrary fixed. Consequently we obtain: 18) for sufficiently large value of L ≥ 1, as specified in (3.17) . Note that letting β → 0 + in the resulting estimate we have:
For such L we get a final estimate of the integral in (3.12) having the form:
where ǫ > 0 was arbitrary. The right hand side of (3.20) will be made small when we let β near 0 + , noting ǫ was an arbitrary positive number. 
Then, for η ∈ (0, 1),
Note that there is another definition, through singular integrals, of the fractional powers of the (−∆) , Γ(2) = 2.
We are using the following bound, valid for positive operators, in the calculations below: We thus have:
The second integral over (L, ∞) is estimated next: 
