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The problem of estimating the parameters of the continuous spectrum of a time series which 
might contain periodic components is studied. When a series contains periodic components, the 
periodogram ordinates at frequencies near the frequencies of the periodic components have 
significant amplitude, and can be viewed as outliers in an exponential sample. Three estimation 
procedures are proposed, which apply robust techniques on the periodogram ordinates to reduce 
the effect of the peaks. Under some regularity conditions, the asymptotic distributions of the 
estimates are derived. The proposed procedures have one major advantage that they do not need 
a precise model for the periodic components, and therefore can be applied when the periodic 
components are too complicated to model or when the number of the periodic components is 
unknown. The procedures are applied to a simulated series and the data set of the Canadian lynx 
trappings. An order selection criterion is also proposed. 
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1. Introduction 
In this paper, we study the problem of estimating the parameters of the continuous 
spectrum of a time series which might contain perturbed periodic components (such 
as seasonal effects). The series we consider can be written as 
Y(t)=/_&+S(t)+X(t), r=0,*1,..., 
where X(t) is a stationary Gaussian series with the power spectrumf(h) =f(h, fI,), 
A E [-7r, Tr], &= (0,0,. . . ) 13,,,) is the unknown parameter to be estimated, and S(t) 
consists of K perturbed periodic components 
S(f) = 5 &(f) cos{W+4L(t)I, 
!.=I 
where K is the number of periodic components and wk # 0 is the frequency of the 
kth component. The amplitudes Rk( t) and the phases &(f) are functions that 
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change slowly over time 1. We allow K to be zero to include the case that S(t) = 0. 
Without loss of generality, we assume Z_L = 0. 
Though the problem of estimating the parameter for the case S(t) = 0 has been 
studied extensively, there are relatively little researches concerning the situation of 
S(t) # 0. One approach is to estimate the periodic components first (cf. Hannan, 
1973a; Hasan, 1982), and then to estimate 8,, from the residual series. Another 
approach is to estimate 8,, and the parameters of the periodic components simul- 
taneously (cf. Whittle, 1952; Walker, 1973; Campbell and Walker, 1977). The major 
problems of these approaches are that the number of periodic components K must 
be known in advance, and that the periodic components must be of a simple form 
(for example, constant amplitudes and constant phases, or exponentially decaying 
amplitudes). The procedures proposed in this paper do not require detailed informa- 
tion about the periodic components and therefore can still be applied when the 
periodic components are too complicated to model or when the number of the 
periodic components is unknown. 
The estimation procedures considered in this paper are based on the periodogram, 
of the series Y(t), t=O ,..., T-l, where 
T-1 
d;(h) = C Y(t) exp(-iht) 
,=” 
is the finite Fourier transform of Y(t). The periodograms and Fourier transforms 
of the series X(t) and S(t) are defined similarly. Under some regularity conditions, 
the periodogram ordinates Z,(Aj) on the Fourier frequencies A, = 2rrj/ T, 
j=l,... , [i( T - l)], are asymptotically independently exponential random variables 
with means f(A,, 0,) (cf. Brillinger, 1981). Here [x] means the greatest integer less 
than or equal to x. 
When the amplitudes and the phases change slowly over time t, it is often 
reasonable to assume that Rk( t) = Z&( t/ T) and &(t) = &( t/ T), where Z&(x) and 
&(x) are smooth functions on the interval [0, 11. Under this assumption, Id:(A)] 
has significant amplitude only at frequencies near wk’s, Zy (Aj) = I, (Aj) for A, far 
away from 6~~‘s. The periodogram ordinates Z,(hj) at frequencies close to wk‘s have 
large magnitude and can be viewed as outliers in an exponential sample. This 
motivates us to consider applying robust procedures on Zy (Aj) to obtain spectral 
estimates which are insensitive to the presence of periodic components. Some 
procedures are proposed in Section 3 and it is shown that under some regularity 
conditions, the procedures give consistent estimates which are asymptotically 
normal. 
The peak-insensitive estimates have several important applications. First, when 
we want to test the presence of periodic components in a noise series, we need to 
normalize the periodograms by the noise spectrum. Whittle (1954) suggested using 
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the spectrum obtained by fitting an autoregressive process to the series. However, 
as pointed out by Hannan (1961), the estimate of the noise spectrum at peaks is 
inflated by the presence of the peaks; this will reduce the power of the test. Chiu 
(1989) suggested that a peak-insensitive spectral estimate should be used to normalize 
the periodograms. Second, in practice, one often wants to extract or remove the 
periodic components from a time series (for example, making seasonal adjustment). 
We need to have an estimate for the noise spectrum to design a proper filter. Third, 
in nonparametric estimation of continuous spectra, it is well known that one has 
to prewhiten the time series to reduce the bias of kernel estimates. Similarly, the 
robust estimates can be used to prewhiten the noise series. Detailed study about 
these will appear in the studies of future research. 
2. A fundamental theorem 
We give some results which will be used in studying the asymptotic behavior of the 
estimates to be proposed. We consider the random variable 
where the summation is over the Fourier frequencies Aj, j = *l, . . . , *[$( T - l)]. 
Unless indicated otherwise, this convention is used throughout the paper. We shall 
always assume the following. 
Assumption 1. The series X(t) is a stationary Gaussian series with spectrum_/(A) > 0 
and autocovariance function c(u) satisfies 
(2.1) 
Assumption 1 implies that f(A) has a bounded and uniformly continuous deriva- 
tive. A sufficient condition for (2.1) can be found in Chiu (1988). The Gaussian 
assumption is for technical purposes. Under the assumption, the periodogram 
ordinates at Fourier frequencies can be treated as independent random variables. 
Since the periodogram ordinates are approximately independent without the 
Gaussian assumption, we expect that the proposed procedure still work well in this 
case. However, the asymptotic covariance matrices of the estimates discussed in the 
next sections would become much more complicated (cf. Robinson, 1978; Rice, 
1979; Chiu, 1988). The asymptotic distribution of G7 is given in the following 
theorem. The proof of this and:,of other theorems are given in Section 7. 
Theorem 1. Let X(t) satisfy Assumption 1, and suppose that the following conditions 
are satkfied. 
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(1) The 1 xp vector-valuedfunction +(A) = ln(h)h(A) is symmetric, where in(A) 
is the indicatorfunction of 0 which is a jinite union of intervals in (-7~, n), and h(A) 
is a 1 x p vector-valued function on [ -7~, ~1. Each element of h (A ) satisfies a Lipschitz 
condition of order bigger than $. 
(2) The function s(A), A E [-TT, T] is positive, symmetric and satisjes a Lipschitz 
condition of order bigger than $. 
(3) The function g(x) 2 0 satisfies a Lipschitz condition of order 1, and 
i 
s 
g’(x) exp( -mx) dx < ~0, (2.2) 
0 
where m = min, f(A)/s(A). Then T”‘(GT - G) is asymptotically normal with mean 
zero and covariance matrix 22, where 
GL 
Tr s 
li 4(Ab2(A) 2rr ~71 0 f(A)g(x) exp{-xs(A)/f(A)jdx dA’ 
2x1 2n 
I 
; $‘(A)$(A)s’(A)v(A) dA, 
TT 
and 
v(A) = 
I 
cT g’(x) exp{-xs(A)/f(A))s(A) dx 
0 f(A) 
s(A) 1 
2 
_ 
f(A )g(x) exp{-xs(A )/f(A )I dx . 
3. Peak-insensitive estimates 
In this section, we present three peak-insensitive estimation procedures and 
their asymptotic properties for the case that S(t) = 0. These procedures 
classical methods to the modified periodogram 
&(A) =pg{l,(A)/f(A, @>f(A, e), 
where 6 is an estimate for OO. The unbiased factor 
p=l g(x) exp(-x) dx 
(2.3) 
study 
apply 
(3.1) 
(3.2) 
is used to make the means of the modified periodograms approximately equal to 
f(A). In the following discussion, we let 6, be an initial estimate for 8,, and let 6,,, 
n 2 2, be the estimate based on ?,(A) of (3.1) with 6 substituted by 6_, . Also let 
6 be the ‘estimate’ based on 
r,(A) =~g{l,(A)/f(A, %)lf(A, 0,). 
The index T is suppressed for clarity. 
125 S.-T. Chiu / Spectrum estimation 
The first procedure uses the modified sample autocovariance 
t(u)=+ 7:’ fX(A) exp(-iA,u), u = 0, 1,2, . . . , 
I 1 
to estimate the autocovariance function, and obtain an estimate of 8, by the method 
of moments (such as Yule-Walker equations). Theorem 2 gives the asymptotic 
distribution of the estimate. We should assume that the parameter 8, can be uniquely 
determined from the autocovariance, so the autocovariance function can also be 
treated as parameter. The estimates C,,(U) and C(u) are defined similarly to 6,, and 
8. We assume the following. 
Assumption 2. g(x) has a bounded derivative g’(x) which satisfies a Lipschitz 
condition of order 1. Both g(x) and g’(x)x satisfy (2.2). 
Assumption 3. 8,) is in the interior of 0, a compact set in R”. 
Assumption 4. f(h, 0) is twice differentiable with respect to 8, and the derivatives 
are bounded and continuous on (A, 0) E [-X, ~1 x 0. 
Theorem 2. Under Assumptions 1-4, also assuming T”‘{c”,(u)-c(u)} is bounded in 
probability, then: 
(1) for nZ2, 
T”‘{&(u)-c(u)} = 7-“‘{r(u)-c(u)}(l- b”-I)/(1 -b) 
+ T”‘{:,(u)-c(u)}bnP’+O,(Tm”“), 
where 
b=p 
I 
X {g(x)-g’(x)x} exp(-x) dx. (3.3) 
0 
(2) Zf Ibl< 1 and nT P”2+O as n+co and T-+co, then T”‘{&(u)-c(u)} is 
asymptotically normal with mean zero, and Cov{&( u,), C,(uZ)} is asymptotically equal 
to 
I 
* 
47rv(l -b)-’ f’(A) 
-TT 
where 
I 
s 
lJ=p2 g’(x) ev- 
0 
exp{ -iA (u, - u2)} dA, 
x) dx-1. 
Remark 1. The peak-insensitive procedures proposed here share the common prob- 
lem in robust regression that we need a ‘good’ starting point to begin the iterative 
procedure (cf. Welsh, 1987; Ruppert and Carroll, 1980; Andrews et al., 1972). In 
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practice, the classical estimates are usually used as the initial estimates. The classical 
estimates are fl consistent when the series does not contain periodic components. 
However the classical estimates might not even be consistent when the series contains 
periodic components. From our empirical experience, we find that the procedures 
work well when the number of parameters is small. But the procedures might fail 
to give consistent estimates when the number of parameters is big. The reason is 
that the functions with more parameters are more flexible to fit the data, and therefore 
are more easily to be affected by the peaks. This issue will be studied in more detail 
in future research, and we give two brief suggestions here. 
(1) After finding the estimate 8,, one should plot the estimated spectrum and 
look for peaks. If there are peaks, obtain another estimate & without using these 
periodograms around the peaks and then use f& as the initial estimate to obtain & 
based on all the periodograms. Finally, comparef(A, 8,) andf(h, 8,) to see if there 
is significant difference between them. 
(2) Since the spectral estimate based on fewer parameters are usually less sensitive 
to the peaks, one can first obtain a peak insensitive spectral estimate based on fewer 
parameters, and then use it to normalize the periodograms to obtain the final estimate. 
Except for autoregressive processes, it might not be easy to obtain the estimate 
from the autocovariance function. The estimate obtained by the method of moments 
also might not be efficient. Another commonly used procedure is the ‘approximate’ ,. 
maximum likelihood estimate which is the 0 that maximizes the function 
where $(A) = In(A), 0 is a finite union of intervals in (-r, 7). The estimate that 
maximizes L(8) was studied extensively (Bloomfield, 1973; Hannan, 1973b; Whittle, 
1961; Dzhaparidze, 1974; Davis, 1973; Robinson, 1978; Ibragimov, 1967; Rice, 
1979). For Gaussian processes, the estimate with R = (-n, r)-(O) was shown to be 
asymptotically efficient. We consider the modified likelihood function 
To establish the asymptotic distribution of the estimate, we need the following 
additional assumptions. 
Assumption 5. For all 8 f oO, I $(A){f(A, 0)-f(A, 0,))’ dA > 0. 
Assumption 6. The matrix A = ( ajk (0,)) is positive definite, where 
(CI(A)h(A, @lh(A, 0) dA 
f2(h 0) ’ 
and h(A, 0) = (a/a@,)f(A, 0). 
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The asymptotic properties of the modified maximum likelihood estimate are given 
in the following theorem. 
Theorem 3. Under Assumptions 1-6, and supposing T”‘( 6’ - 0,) is bounded in proba- 
bility, let f?,,,, n 2 2, be the iterative estimates that maximize L”r( 0), then: 
(1) for na2, 
T”2( fj,, - fIo) = T”‘( & @,)( 1 - b”-I)/( 1 - b) + T”‘( 6, - f&)b”- +O,( T-l’?). 
(2) If lb1 < 1 and nT_“’ + 0 as n + CO and T + ~0, then T”2( 6,’ - 0,) is asymptoti- 
cally normal with mean zero and covariance matrix 2v(l- b)-‘A-‘. 
Chiu (1988) proposed an estimate which minimizes the weighted sum of squares, 
O_,(O) =+I G(A){f(A)-f(A, 0))‘. 
h 
It was shown in Chiu (1988) that, by using an iteratively reweighted scheme, one 
can obtain an estimate that has the same asymptotic distribution as that for the 
‘approximate’ maximum likelihood estimate. Due to the availability of various least 
square algorithms, it is easier to implement the weighted least squares procedure. 
Similarly, we can obtain a modified weighted least squares estimate which minimizes 
00) =+ G(A){M-f(A, 0))‘. 
h 
We assume the weighting function satisfies the following. 
Assumption 7. The weighting function $(A) = ln(A)h(A), where h(A)>0 is a sym- 
metric and continuous function on [-7~, 7~1. 
Similar to Assumption 6, we assume the following. 
Assumption 6’. The matrix W= W(8,) is positive definite; the (jk)th element of 
W(0) is 
(3.4) 
We can now describe the asymptotic distribution of the modified weighted least 
squares estimate. 
Theorem 4. Under Assumptions l-5,6’ and 7, and supposing T”‘( e’, - 6,) is bounded 
in probability, let G,,, n 3 2, be the iterative estimates that minimize or(e), then: 
(1) for nS2, 
T”2( 6,’ - 0,) = T”2( 8- t3,)( 1 - b”-I)/( 1 - b)+ T1’2( e”’ - f&)bn-’ + nO,( T-l”). 
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(2) If (bl < 1 and nTm’lZ+ 0 as n + CO and T + 00, then T”*{6,, - 0,)} is asymptoti- 
cally normal with mean zero and covariance matrix 2v( 1 -b)-’ WP’VW-‘, where the 
(jk) th element of V is 
We close this section with some remarks. 
Remark 2. If we let $(A) = ln( Alf-‘(A, O,), then the asymptotic covariance matrix 
in Theorem 4 is equal to 2v(l- b)P2Am’ (same as the one for the modified maximum 
likelihood estimate). Though in practice O. is unknown, it can be shown by following 
the same argument of Chiu (1988) that if T”‘( 6 - 8,,) is bounded in probability, 
then the estimate with weighting function $(A) = lo(A)fP2(A, 6) has the asymptotic 
covariance matrix indicated above. Detail discussion of iteratively reweighted least 
squares procedures can be found in Green (1984). 
Remark 3. The function g(x) used in practice usually has a small 6. Theorems 2 to 
4 indicate that as the number of iterations increases, the estimates become less 
dependent on the initial estimate, and 6,, - O,,= (6 fI,,)/( 1 -b). 
Remark 4. In practice, the iterative procedure stops when the sequence of estimates 
‘converges’. A commonly used criteria for convergence is based on the differences 
between consecutive estimates. From the proofs of the theorems, we have an 
interesting relation, 
ii,, - &-, = bnP2(& - 6,)+0,( T-‘). (3.5) 
For large T, the second term is negligible, and the difference between consecutive 
estimates decreases rapidly. (3.5) also suggests a simple one step estimate 6 = 
G22/(1 - b)-b6,/(1 -b). It is interesting to note that though 6 is based on the initial 
estimate 6,) 6 - 8” is asymptotically equal to (6- O,)/( 1 - b), and does not depend 
on the initial estimate. 
Remark 5. When g(x) =x, f(A) = r(h) = I(A) and we have the classical cases. For 
the classical cases, p = v = 1 and b = 0. The covariance matrices of the modified 
estimates are proportional to the ones of the classical estimates. 
4. For series with periodic components 
As discussed in Section 1, the periodogram of a time series containing periodic 
components has significant amplitude at the frequencies around the peaks. The 
effect of peaks can be reduced by using a bounded g(x). We now show that if the 
‘energy’ of the periodic components does not spread away from the peaks too much, 
then the estimates based on f,(A) have the same asymptotic properties described 
in Theorems 2-4. 
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Corollary 1. Under the corresponding assumptions in Theorems 2-4, letting 6, be any 
consistent estimate for t&, and supposing g(x) is bounded, if there exists a sequence 
of sets A, in (-IT, n) with length & =o(l) such that C,,C-r;_ Z,(A) =0(T), where 
A$= (-TT, n)-A,, then 6, are consistent. 
Corollary 2. Under the corresponding assumptions in Theorems 2-4, and supposing 
g(x) is bounded, if there exists a sequence of sets A, in (-n, n) with lengths S7. = 
o( T-‘/z) such that xihiAi Z,(h) = o( T”*), where A>= (-r, n)-A,, then the peak- 
insensitive estimates based on I;(h) have the same corresponding asymptotic distribu- 
tions described in Theorems 2-4. 
Corollary 3. Under the corresponding assumptions in Theorems 3 and 4, and supposing 
g(x) is bounded, if there is a set A in (-7~, 7~) such that ChiJ. Is(A) = o( T”?), where 
A’= (-7~, 7~)-A, then the peak-insensitive estimates based on f,,(A,), Aj E A’, have the 
same corresponding asymptotic distributions of the estimates based on I, (A,), A, E A’, 
described in Theorems 3 and 4. 
We give an example to show that the conditions about Z,(A) in Corollaries 1 to 
3 are not too strict. We consider 
S(t) = R(t) cos(w,,t + 4). 
If R(t) = h (t/ T), where h(u) is bounded, is of bounded variation, and vanishes for 
]u] > 1, then Z,(A) G n/l/[ T sin’{$(h - wJ}] for some constant M (cf. Brillinger, 1981, 
Lemma P4.6, p. 404). The conditions of Corollary 3 are satisfied by letting A be an 
interval containing w,). The conditions of Corollary 1 are satisfied by letting A7. be 
a sequence of intervals containing wg and Sr = o( 1). The condition of Corollary 2 
will be satisfied when R(t) = a,h (t/ T), where aT. goes to zero as T + co. To prove 
this, we let AT = (CO,,- S,, wO+ a,), where &- = (aT/ T”‘), and note that 
ChiJ, l/[ T sin*&A - w,~)}] = O{( T”‘/a,)}. 
Corollaries 2 and 3 suggest that when the series has weak peaks, one can still use 
the periodogram ordinates at frequencies close to the peaks. However, if the peaks 
have large magnitudes, the nearby periodogram ordinates will be seriously affected 
by the leakages from the strong peaks, and we should not use the periodogram 
ordinates at frequencies close to the peaks to estimate the parameter. 
5. Examples 
In this section, we apply the peak-insensitive procedures to a simulated series and 
the data set of the Canadian Lynx Trappings. The function used to modifying the 
periodogram is 
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where 5 = -log(a); (Y determines the proportion of periodogram ordinates to be 
modified. Though the function g(x) defined above does not satisfy Assumption 2, 
it can be approximated arbitrarily close by functions that satisfy Assumption 2, 
and the results of the theorems still hold. For this g(x), p = l/(1 -a), 
v=(~-~cY~-LY~)/(~-Q)~ and b=ac/(l-(Y). We use a=0.05 here, the value of 
b = 0.16 and v/( 1 - b)* = 1.09, so the peak-insensitive procedures do not lose much 
efficiency. 
We generated a series of length 256, 
Y(t)=1.8cos{O.l56(2rt)}+X(t), t=l,..., 256. 
The noise is a second order autoregressive process 
where s(t) is a white Gaussian series with mean zero and variance 1. The noise 
spectrum has a rather sharp mode at 0.23(2~). The major purpose of using this 
noise series is to demonstrate that the peak-insensitive procedures do not mistreat 
the modes of continuous spectra as the peaks caused by periodic components. 
We first obtain the classical estimate from the Yule-Walker equation, which is 
G2 = 1.935, 6, = 0.438 and G2 = -0.831. From Fig. 1, it can be seen that the estimated 
* 
t 
0 
Q 
** * * * * * **** l 
8 ** * l ** ** * * ** l * * 
‘; 
l * * * t 
d * t * t t *t * * t 
* 
t 
* 
E; l 
8 
6 
I I I I I I 
0.0 0.1 0.2 0.3 
frequency 
0.4 0.5 
Fig. 1. The periodogram and the spectra for the simulated series; the dotted curve is the true spectrum, 
the dashed and solid curves are of the classical and peak-insensitive Yule-Walker spectral estimate, 
respectively. 
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spectrum is far away from the true one. We then use these values as the initial 
estimate and obtain the peak-insensitive estimate from the modified autocovariance 
function. The iteration stops when the difference between consecutive estimates is 
less than 0.01. The peak-insensitive estimate is G2 = 0.985,$, = 0.211 and G2 = -0.892. 
Fig. 1 shows that the estimated spectrum is very close to the true one. Finally, we 
use g as the initial estimate and obtain the modified weighted least squares estimate, 
which is very close to the e’ above. The weighting function used is f-‘(A, 6). 
The data set of the Canadian Lynx Trappings has been studied extensively. The 
length of the series is 114. In most research, the original series were transformed 
by log,,. We also use the transformed series, and so our result can be compared 
with existing results. We use a second order autoregressive process to fit the data. 
A peak-insensitive criterion for selecting the order is given in the next section. We 
obtained the peak-insensitive estimate from the Yule-Walker equation, and the 
peak-insensitive weighted least squares estimate. Since the estimates are very close, 
we only report the peak-insensitive Yule-Walker estimate here, which is 6’ = 0.0535 
(0.00746), 6, = 1.0701 (0.0904) and &= -0.3993 (0.0904). The values inside the 
parentheses are the stimated standard deviation of the estimates. The estimated 
correlation between 6, and 6, is -0.765. 
0.2 0.3 
frequency 
Fig. 2. The periodogram and the estimated spectra for the Canadian lynx trappings; the solid curve is 
the peak-insensitive spectral estimate, the dashed curve is the spectrum based on the estimate obtained 
in Campbell and Walker (1977). 
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Campbell and Walker (1977) modeled the series as a second order autoregressive 
process plus a sinusoidal wave with constant amplitude and phase. The parameters 
of the sinusoidal wave and the parameters of the autoregressive process are simul- 
taneously estimated. We should remark that, as pointed out by Galbraith (1977) 
and Akaike (1977), this series rises slower than it drops, and therefore it is not 
enough to model the periodic components by a single pure sinusoidal wave. The 
estimate obtained by Campbell and Walker (1977), which is G2= 0.0440, 6, = 1.0302 
and & = -0.3228, is quite close to the peak-insensitive estimate f? above. We should 
emphasize that our procedures do not need a precise model for the periodic 
components. Fig. 2 shows the periodogram and the estimated spectra. It can be 
,. * 
seen that the estimated spectra f(A, 0) and f(A, f3) are quite similar. The major 
difference between the estimates is around 27~( 12)/114. Since the modified peri- 
odogram at 2rr( 12)/ 114 is larger than the spectrum, we expect the peak-insensitive 
spectral estimate around 27r( 12)/ 114 to be inflated a little bit. On the other hand, 
the procedure used by Campbell and Walker (1977) is similar to estimating the 
parameters of the autoregressive process from the residual series with the periodic 
component removed. However, the periodogram of the residual series around 
2~r( 12)/l 14 is much smaller than the spectrum, and so the spectral estimate around 
21r( 12)/ 114 will be deflated. 
6. Peak-insensitive order selection 
In practice, one usually has to determine the number of the parameters when fitting 
a time series. Though one can pick a proper order by trial-and-error, it certainly 
would be helpful to have some guidance. We only consider autoregressive processes 
here. The most widely used criterion for order selection is the Akaike’s criterion 
(Akaike, 1974). We can modify Akaike’s criterion and use it to choose the order. 
Define the peak-insensitive Akaike’s criterion, 
RAIC(m)=log(T2+(2m)/T, mal, 
where m is the order of the autoregressive process and (T2 is the peak-insensitive 
estimate of the residual variance. 
Fig. 3 shows the values of Akaike’s criterion (denoted by l ) and the peak- 
insensitive Akaike’s criterion (denoted by 0) for the Lynx Trappings. Akaike’s 
criterion chooses the order 11, which was observed in Tong (1977). The order 
selected by the peak-insensitive criterion is 2, which is used in Section 5. From the 
plot, we see that the peak-insensitive criterion has a sharp increase between the 
orders 5 and 6. The phenomenon is quite typical for series with periodic components. 
This is an interesting and important feature of the peak-insensitive criterion. As 
remarked in Section 4, estimates with a large number of parameters are very flexible 
and can be seriously affected by the peaks. This will significantly increase the value 
of G*. Therefore, the order used should be smaller than the order at which the sharp 
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2 4 6 a IO 12 13 
order 
Fig. 3. The Akaike’s criterion (denoted by *), and the peak-insensitive criterion (denoted by 0). 
increase occurs. It is also interesting to observe that the differences between the 
criteria at orders bigger than 6 are about log(p) = log( l/0.95) = 0.051. This is caused 
by the fact that the classical estimates ‘over-fit’ the periodogram ordinates, and there 
are almost no periodogram ordinates to be modified. According to the peak- 
insensitive criterion, the order of the autoregressive process should not be bigger 
than 5. Fig. 4 plots the peak-insensitive spectral estimates of orders 5 and 6. It can 
be seen that the estimate of order 6 is seriously affected by the peak. The disadvantage 
of using the higher order autoregressive process is clearly demonstrated. 
7. Proofs 
We first establish 
random variables. 
a lemma which allows us to replace I,(h) with independent 
Lemma 1. Supposing X(t) satisfies Assumption 1, s(h) and g(x) satisfy, respectively, 
the conditions (2) and (3) in Theorem 1, we have: there exist independent random 
variables I(h,), j = 1,. . . , [$(T-I)], such thatfor any G(h), 
; ~(h)[g{lx(A)/s(A)}-s(l(A)/s(A))1 (7.1) 
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0.0 0.1 0.2 0.3 
frequency 
0.4 0.5 
Fig. 4. The periodogram (plotted in linear scale) of the Canadian lynx trappings. The dashed and solid 
curves are the peak-insensitive AR(5) and AR(6) spectral estimates, respectively. 
is bounded by {max $(A)}&, where DT does not depend on $(A) and is bounded in 
probability. 
Proof. Under Assumption 1, from Theorem 3.8.4 of Brillinger (1975), we can write 
X(r)= ; b(u)a(t-u), 
where the coefficients b( u < 00, and 6 (t) is of uncorre- 
lated random and variance 1. is Gaussian, is 
a sequence of and identically distributed normal 
the series the assumptions of of Priestley 
(1981), and have 
Ix(h)=2?rf(h)Z,(A)+R,(A), 
in Let 1,. . . , [$( T- l)], are indepen- 
dent random variables distributed according to exponential distributions with means 
f(A,), Also 
lg{Zx(A)/s(A)}-g{Z(A)ls(A)}(~ C]&(A)1 
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for some constant C. Therefore (7.1) is bounded by 
{qx11(A)}2Cl~~(A)l={mpx$(A)]&, say. 
h 
The proof is finished by noting that since (7.2), E(D,)’ is bounded. 0 
Proof of Theorem 1. Since $(A) is bounded, from Lemma 1, 
G, = &+O,,(T-‘), where 6, =fz: $(A)g{Z(A)/s(A)}s(A), 
h 
and Z(A) is defined in Lemma 1. Therefore CT and 6, have the same asymptotic 
distribution. The expected value of Gr- is equal to 
s? cCr(A)dxb’(A) .fow/iA) exp(-xs( )lf(A)l dx = G + o( T-l”). 
To compute the covariance matrix, we write 
2 [(T-r)/21 
Gr=r C Icl(Aj)g{Z(A;)/S(A,))s(A,), 
j=I 
and note that the variance of g{ Z(A,)/s(Aj)} is equal to u(A) of (2.3). Finally, it can 
be seen that the independent random variables $(A,)g{ Z(A,)/s(A,)} satisfy the 
Lindeberg condition, and so T”‘( (I?, - G) is asymptotically normal. 0 
To prove Theorems 2 to 4, we will need the asymptotic properties of the random 
variable 
G&j) =fz: $(A)gIZx(A)lf(A, &f(A, 6), (7.3) 
h 
where 6 is an estimate of 0,,. 
Lemma 2. Under Assumptions 1-4, and supposing that 6 converges to t+, in probability, 
we have 
GT(&-G(&) ={G,(%-G(&)}+~ (G- (%I) & ; +(A) de WA, eo) dA 
n 
+0,(T~“211~-e,ll)+0,(lle’-~,l12)+0,(T-’), 
where p and b are de$ned, respectively, in (3.2) and (3.3), and 
HA).f2(A, @) 
Proof. From Lemma 1, we have CT(g) = 6,(6)+0,,( T-‘), where 
dT(f)=_:x Gl(A)dZ(A)/S(A, e”)>f0, h, 
h 
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and Z(h;)‘s are the independent random variables defined in Lemma 1. Let G,r(@) 
and G,(B) denote the jth elements of G,(0) and G(8), respectively. We note that 
GjT(e”)-G,(e”)={Gj,(e”)-Gj(e,)>+{Gj,(e’)-G,,(e”)> 
for some 0” lies in between 6 and 8,. Now 
+G,r(@*)=+X @j(A)g{l(A)/‘f(A, @*)}h(A, 0”) 
h h 
1 
TE 
$,(A )g’{l(A )/f(A, e*)lfk(A, o*)l(A 1 _- 
f(A, e*) 
3 h 
which is equal to 
1 71 - 2= 
I 
c tij(Alfk(A, 00) {g(x)-g’(x)x} exp(-x) dx dh 
n I 0 
+ O,( Tm’/2)+0,( )I ii- 0,j)) 
and the proof is finished. 0 
Proof of Theorem 2. Let o. = (c(O), . . . , c(p - l)), and define 6 and gti similarly. If 
we let $(A)=(1 ,..., exp{-iA(p-1)}), then (c”(0) ,..., E(p-l))=2rrpG-r(6) as 
defined in (7.3). As in the proof of Lemma 2, we have 
(~~--o)=(8-80)+(~~,,-80)B,~, 
for ~12 2, where the jth column of B,_, is equal to 2np(d/d0)Gjr(8*), for some 
0* lying in between &_, and oo. The 0* might be different for each column. 
Therefore, 
where Z is the p by p identity matrix. Since T”‘(@* - 0,) is bounded in probability, 
we have, from Lemma 2, 
Therefore, 
(6H-00)=(e-eo)(l+b+ ... +b”-2)+(~,-e0)b”-‘+n0,(T-“2), (7.4) 
and the first part of the theorem is established. 
We now proceed to prove the second part. It can be shown by applying Lemma 
2 and the principle of induction that 
~~~~-~e,~~~~~e-eo~~/(1-~)+~~e”,-eo~~+o,(T-”2) 
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for some lb1 < T< 1. Therefore, from Lemma 2, the error term in (7.4) is uniform 
in n. As n *cc and nT_“‘+O, we obtain, from (7.4), 
(l-b)T”‘(&-f&)= T”2(8-8,,)+o,(l). 
The proof is finished by noting that from Theorem 1, T”‘( 8- 0,) is asymptotically 
normal with mean zero, and the asymptotic covariance between F(u,) and C(u2) is 
equal to 
Tr 
4nv f’(A)exp{-iA(u,-u,)}dh. 0 
m?T 
Proof of Theorem 3. We first derive the asymptotic properties of the ‘estimate’ 6. 
From Theorem 1, -2~c~( 0)/ T converges in probability to 
-L(o) = I biLf(A, @)+f(A)/f(A, 0)) dh. R
Since log x <x - 1 for x # 1, and from Assumption 5, 
-L(8)> {logf(A)+l}dA =-L(tI,), 
L( 0) has a unique maximum at 8 = 0,. Following the argument of Ibragimov (1967), 
it can be shown that 8 converges to 0” in probability. 
Expanding aL,( ti)/ae, around t&, yields 
c clr(A I{ T(A) --.I-(& %)>J;(4 4,) 
h f ‘(A, @,) 
for some 8” lying in between &, and 8. From Theorem 1, T-“2(d/d8)L,(8,,) is 
asymptotically normal with mean zero and covariance matrix 2vA. Also 
1 a2 
T atl,a& 
L7(0*) _ 2 c G(A){r(A)-f(A, @*)kIj(A, @*)h(A, 0*) 
TA f’(A) 
+-1_, +(A){T(A)-f(& @*)lf;dA, e*) 
TA f?(A) 
(7.5) 
Since f(A)>O, +(A)jj(A, @)&(A, @)/f’(A) and r,!~(h)f;,(A, 0)/f’(A) are uniformly 
bounded in A and 8. From Lemma 1, we can replace r(A,) in (7.5) by true independent 
random variables. It can then be shown that the first and second terms in (7.5) 
converge to zero in probability. The third term in (7.5) converges to u,~(&,) in 
probability. Therefore, T”‘( i6 0,) is asymptotically normal with mean zero and 
covariance matrix 2vA-‘. 
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We now derive the asymptotic distribution of 6,‘. Note that 
and (7.6) 
The jth column of B, is equal to (d/de){(a/ae,)L,(e*)> for some 0” lying in 
between 8 and B,,; the 8* might be different for each column. The jth column of 
B, is equal to (d/dO){(a/aOj)L”,(O*)} for some 8* lying in between f?,, and &. The 
jth column of C,_, is equal to 
for some 8” lying in between in_, and BO. From Theorem 1 and Lemmas 1 and 2, 
it can be seen that B,/ T and B,/ T are equal to A +O,( T-l”), and C,_,/ T is equal 
to bA+O,( T-I”). From (7.6), we have 
(~~--80)B,=(8-80)B,+(~~,,-80)C,~’ (7.7) 
for n > 2. Since A-’ exists, the probability that B,’ does not exist is of order T-“2. 
When Bi’ exists, rewrite (7.7) as 
(~~--80)=(8-Bo)BoB,‘+(~~n-2-80)C,_,B,’. 
Note that B,B,’ = Z-t O,( T-“2) and C,_, B,’ = bZ+O,( T-“2), and then, as in the 
proof of Theorem 2, we get 
(&e’J=(8-80)(1+b+ . . . +b”~‘)+(&8,)b”~‘+nO,(T-I’*) 
and finish the proof of the first part. The second part can be proven by using an 
argument similar to the one in the proof of Theorem 2. 0 
Proof of Theorem 4. We only derive the asymptotic distribution of 8, the rest can 
be proven similarly to the proof of Theorem 3. It is easy to see that &( 0) converges 
to 
y 
I 
‘4(A)f2(A, 0,) dA + 
I 
+(A)U(A, %)-f(A, 0))’ dA 
which has a unique minimum at 8 = &,. Following the argument of Ibragimov 
(1967), it can be shown that 8 converges to 6,, in probability. Expanding 
(a/aOj) T”2Qr( 8) yields 
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for some 8” lying in between 8, and 6. While T-’ Ch +( A )J;( A, O*)fk (A, 0*) converges 
to wjk(8,) of (3.4), the covariance matrix of dT”2Q,(0,)/d0 converges to 2vV 
Therefore, T”2( 8- 0,) is asymptotically normal with mean zero and covariance 
matrix 2v W-’ VW-‘. 0 
Proof of 
~Cl(~)[s{~,(A)ls(A)}-g(l,(h)/s(h))l 
r 
+,FJ (7.9) 
f 
Since g(x) is bounded, the first term of (7.9) is bounded by MT& for some constant 
M. The second term of (7.9) is bounded by 
M ,F, II,(A)-l,(A)l (7.10) 
; 
for some constant M. 
Since 
IY(A)-Ix(A) = k(A)+dT,(A) &(-A)l(2nT)+dl,(-A) d;(A)l(2rT), 
(7.10) is bounded by 
M c I,5(A)+2M 
ACLIj 
 
r 
T 1 l&A) &(A)l. 
htdj 
The expected value of the square of the second term above is equal to 
(7.11) 
From Theorem 4.3.2 of Brillinger (1975), when A f p # 0 (mod 2~r), 
cum{ldZ(h)l, d.G-~L)l)= O(1). 
Therefore (7.11) is of order o(T), and the proof is finished. 0 
Proof of Corollary 2. We need to show essentially that 
; clr(A)g{L(A)/s(A)}-; ~(A)g{L(A)ls(A)~=o,(T”2). (7.12) 
Under the assumption about I,(A), (7.12) can be proven by following the argument 
in the proof of Corollary 1. Cl 
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Proof of Corollary 3. Note that we did not include the periodogram in A to estimate 
0. Therefore, we only need to establish 
which can be shown by following the arguments in the proof of Corollary 1. q 
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