We extend Cox's classical regression model to accomodate partially informative censored data. In this type of data, each observation is the minimum of one lifetime and two censoring times. The survival function of one of these censoring times is a power of the survival function of the lifetime. We call this the informative censoring time. The distribution of the other censoring time has no relation with the distribution of the lifetime. It is called the non-informative censoring time. In this model we specify a semiparametric relation between the lifetime and a covariate where we take into account that also informatively censored observations contribute to this relation. We introduce an estimator for the cumulative baseline hazard function and use maximum likelihood techniques for the estimation of the parameters in the model. Our main results are strong consistency and asymptotic normality of these estimators. The proof uses the general theory of Murphy and van der Vaart (2000) on profile likelihoods. Finally the method is applied to simulated data and to real data examples on survival with malignant melanoma and survival after bone marrow transplantation.
INTRODUCTION
In the original regression model of Cox (1972) , the relationship between a lifetime Y and a covariate X is modelled via the conditional hazard rate function of Y given X = x, defined as
Cox's proportional hazards model specifies that λ(t | x) has the form λ(t | x) = λ 0 (t)e
where λ 0 (t) is an unspecified baseline hazard rate function (the hazard for an individual with x = 0) and β 0 is an unknown regression parameter. For simplicity we assume here that the covariate X is one-dimensional, but generalization to vector valued X and β 0 is possible.
In survival analysis applications it typically occurs that independent observations Y 1 , . . . , Y n on Y are not fully observed. Here we consider the following right censorship pattern: each Y i may be censored by the minimum of two non-negative variables C i and D i and the observed random variables are (Z i , δ i ) (i = 1, . . . , n), where
In the absence of regression, this model for censoring has been introduced by Gather and Pawlitschko (1998) . They assumed the C i to be informative censoring times (in the sense defined below), while the D i were arbitrary non-informative censoring times. A typical example in a clinical study on survival of patients after a treatment could be that C i describes survival time of the patient till death from other causes while D i represents survival time of the patient when alive at the end of the study. This partially informative censoring pattern has also been studied nonparametrically in the fixed design regression case by Braekers and Veraverbeke (2001) .
We use the following notations for the conditional distribution functions F (t | x) = P (Y ≤ t | X = x), G 1 (t | x) = P (C ≤ t | X = x), G 2 (t | x) = P (D ≤ t | X = x) and denote their corresponding conditional densities by f (t | x), g 1 (t | x), g 2 (t | x). We assume that the covariate random variable X has density function f (x).
For our analysis we consider the observed data (X i , Z i , δ i ) (i = 1, . . . , n) as an iid sample from (X, Z, δ), where Z = Y ∧ C ∧ D and δ = 1, 0 or −1 according to Z = Y , C or D.
Throughout, we also assume that:
(a) Y , C and D are conditionally independent given X (independent censoring) (b) The conditional distribution function of C given X = x satisfies 1 − G 1 (t | x) = (1 − F (t | with ϕ some known function and β (0) = (β 1 , . . . , β p ) a vector of p unknown parameters. We assume that ϕ is strictly positive in a neighborhood of β (0) and has partial derivatives of first and second order in this neighborhood. These will be denoted bẏ ϕ j = ∂ϕ ∂β j ,φ ij = ∂ 2 ϕ ∂β i ∂β j (i, j = 1, . . . , p).
(f) The non-informative censoring time D is bounded above by some bound M < ∞ and for a prespecified time T 0 ≤ M we assume that P (Z ≥ T 0 ) > 0.
Remarks
(1) The condition in (b) on the censoring time C reflects a simple model of informative censoring. It is originally due to Koziol and Green (1976) in the case without covariates. In the fixed design regression case it has been studied by Veraverbeke and Cadarso Suárez (2000) . This condition is often called 'simple proportional hazards model', but because of confusion with Cox's proportional hazards model, we prefer to call it Koziol-Green assumption.
(2) By direct calculation it is easily seen that
Hence the parameter β x in (b) has the following interpretation:
An important example in (e) is the loglinear model log β x = a + bx, but it is clear that other modelling could be proposed. We discuss other examples of ϕ functions in Section 7.
(3) The value of T 0 is typically some prespecified time which in most cases denotes the end of the study. The condition P (Z ≥ T 0 ) > 0 is needed in the proof of Lemma 1 below and a possible weakening to P (Z ≥ T 0 ) = 0 is discussed on p. 101 of Tsiatis (1981) .
In this paper we develop maximum likelihood techniques for joint estimation of the p + 1 parameters in this model. There are the p parameters β 1 , . . . , β p for the modelling of the exponent β x and the other one is the regression parameter β 0 . The likelihood and likelihood equations are established in Sections 2 and 3. We prove consistency and asymptotic normality in Sections 4 and 5 respectively. In Section 6, a simulation study is set up to explore the effect of misspecification of β x . Finally, in Section 7, the method is implemented in the analysis of real data examples.
THE LIKELIHOOD
We begin by calculating the likelihood contribution of an item i with X = x i , Z = z i and
Using assumptions (b) -(e), we obtain for the likelihood, after removing non-important factors:
and, by taking logarithms, we obtain the loglikelihood
where Λ 0 (t) = t 0 λ 0 (u)du is the cumulative baseline hazard function.
We want to obtain estimators β 0 , β 1 , . . . , β p that maximize this expression. In the ordinary Cox proportional hazards model, the standard inference for the regression parameter β 0 can be based on the partial likelihood, an expression which does not depend on the infinite dimensional nuisance parameter λ 0 (t) (Cox 1972 (Cox , 1975 . It is well known (see for example the explanation in Fan and Gijbels (1996) ) that this gives exactly the same estimator as using the full likelihood in which Λ 0 (t) is replaced by a 'least informative' nonparametric estimator. In our situation the partial likelihood analysis is not possible, due to the presence of the unknown parameters β 1 , . . . , β p in the modelling of β x . Our approach will be a profile likelihood technique. As in the classical Cox model (see Johansen (1983) , Anderson et al (1993) , Murphy and van der Vaart (2000) ), maximization of the full likelihood over arbitrary Λ 0 leads to maximization over Λ 0 which is a piecewise constant function with jumps at the observed deaths Y 0 j only. This least informative nonparametric estimator is given by
N are the N ordered times for which δ i = −1. This is a step function with jumps at any observation which is uncensored or informatively censored. The motivation for this choice is that the nonparametric approach in Gather and Pawlitschko (1998) turns out to be precisely of this type. We then have that
With this the loglikelihood is
where X (1) , . . . , X (N ) are the covariates associated with the ordered Y 
and substituting this into (1) leads to the profile loglikelihood
which has to be maximized with respect to β 0 , β 1 , . . . , β p . This is of course equivalent to maximizing
where β = (β 0 , β (0) ) = (β 0 , β 1 , . . . , β p ).
THE LIKELIHOOD EQUATIONS
The estimators β 0 , β 1 , . . . , β p are solutions to the equations
It will be convenient to introduce the following shorthand notations. For any continuous function g, we put:
where f (x) is the density function of the covariate X.
The empirical versions will be denoted by E(g(x), t), E 0 (g(x), t), etc. For example,
Further abbreviations will be
With this, H in (2) can be rewritten as
Consider the 'population version' of (5): (6) and denote the information matrix of the function H as
Furthermore, the first order partial derivatives of the function H are zero at β:
This can be seen through the following two relations. For any continuous function g we have that:
and
We only show the derivation of (7) since (8) can be found in a similar fashion. We have
and hence
Also, similarly,
The relation (7) now follows from (9) and (10).
STRONG CONSISTENCY
In Theorem 1 of this section we establish the existence of a strongly consistent solution to the likelihood equations. We also prove Lemma 1 which will be used in the proof of the next section. It concerns the consistency of an estimator for the cumulative hazard function Λ 0 (t).
Theorem 1. Assume that I is positive definite at β. Assume that E|X| < ∞ and that
are bounded uniformly in a neighborhood of β. There exists a sequence of solutions β of the equations (3) - (4) such that
Proof. The positive definiteness of I at β implies that the function H has a local maximum at β. Hence for β * in a δ-neighborhood of β ( β * − β ≤ δ, with Euclidean distance) we have that
with strict inequality if β * − β = δ. From the strong law of large numbers together with Lemmas A1 and A2 in Tsiatis (1981) , it follows that
Relations (11) and (12) entail that, on a set of probability one, there exists an n 0 such that for all n ≥ n 0 :
Since H is continuous and differentiable at β, we get that H has a local maximum on
This maximum cannot be on the boundary ( β * − β = δ) since (13). A consequence of this is that the first derivatives vanish somewhere on β * − β < δ. The value where ∂ H ∂β 0 = . . . = ∂ H ∂β p = 0 is the ML-estimate β which was discussed in Section 3.
We can now repeat this argument for δ decreasing with n. In this way, we get a sequence β n with β n → β a.s. as n → ∞.
In the next section we will need the estimator for Λ 0 (t) which is obtained by maximizing the likelihood for a fixed value of β = (β 0 , β (0) ). It is given by
We have the following consistency result.
Proof. From (9) it follows that
Also Λ β (t) can be rewritten as
We have that
The first term tends to zero a.s. by Lemma A1 in Tsiatis (1981) . The second term tends to zero in probability since β P → β and since the function sup
This leads to
which finishes the proof of the lemma.
ASYMPTOTIC NORMALITY
Theorem 2. Assume that I is positive definite at β. Assume that E| log ϕ(X,
) for all j, j = 1, . . . , p are bounded uniformly in a neighborhood of β. Then the solution β given in Theorem 1 is asymptotically normal as n → ∞:
where 0 = (0, . . . , 0) and I is the information matrix of the function H.
Proof. We follow the general approach of Murphy and van der Vaart (2000) for verifying the validity of the profile likelihood method. More in particular we will check the conditions of their Theorem 1, which guarantees that the profile likelihood allows an asymptotic expansion, which then leads to the asymptotic normality of the maximum likelihood estimator β. We had as loglikelihood in Section 2
where log L(β, Λ 0 )(x, δ, z)
is the contribution of the datapoint (x, δ, z).
We start by calculating the score functions for β and Λ 0 . The parameter β is finite dimensional, so the score function is the vector S(β, Λ 0 )(x, δ, z) of partial derivatives of log L(β, Λ 0 )(x, δ, z) with respect to β j (j = 0, 1, . . . , p):
For the score function of the infinite dimensional nuisance parameter Λ 0 , we use
(1 + th(s))dΛ 0 (s) with h : IR → IR some bounded function. The boundedness of h entails that Λ t is an absolutely continuous cumulative hazard function for |t| small. This gives
where A :
is a bounded linear operator between the Hilbert spaces L 2 (Λ 0 ) and L 2 (β, Λ 0 ) with in-products given by, respectively < f, g > Λ 0 =
The score function depends on the infinite dimensional nuisance parameter Λ 0 and therefore we calculate the efficient score function for β, i.e. the original score function minus its orthogonal projection onto the score function of the nuisance parameter Λ 0 . Since A is a linear operator, this efficient score function is given by
where A * is the adjoint operator and (A * A) − is a generalized inverse.
The identity < Ah, g >=< h, A * g >, for every h ∈ L 2 (Λ 0 ) and g ∈ L 2 (β, Λ 0 ) can be used to find expressions for A * A and A * . Direct calculations give
Hence the efficient score function for β has components
and, for j = 1, . . . , p,
For the covariance matrix I = (I ij ) of this efficient score function we obtain, after long but straightforward calculations, that for i, j = 0, 1, . . . , p,
and I is a positive definite matrix by assumption.
In the remaining part of the proof we have to define an approximately least favorable submodel and verify the conditions of Theorem 1 in Murphy and van der Vaart (2000) .
For any ( β, Λ) and t = (t 0 , t 1 , . . . , t p ) = (t 0 , t (0) ), we define the approximately least favorable submodel by
where h 0 is the least favorable direction given by
We see that at t = β, Λ β ( β, Λ)(z) = Λ(z), which is condition (8) in Murphy and van der Vaart (2000) . Next we define the function l(t, β, Λ) as
The remaining conditions in Murphy and van der Vaart (2000) are on the vectorl of first order partial derivatives and the matrixl of second order partial derivatives of the function l. By way of example we only calculate ∂l ∂t 0 and
We have that the functionsl(t, β, Λ) andl(t, β, Λ) are continuous at (β, β, Λ 0 ). If we evaluate the vectorl at the true parameter, we finḋ
where S(β, Λ 0 ) is the vector of efficient scores given in (15).
The next conditions (10) and (11) in Murphy and van der Vaart (2000) require that for any random sequence β P → β, we should have that
where Λ β (t) is the cumulative hazard estimator in (14). Condition (16) follows from our Lemma 1 above, while (17) is according to Murphy and van der Vaart (2000) equivalent
But this is trivially true in our situation, since some easy calculations show that the left hand side in (18) is equal to zero, independent of the function Λ β . For any cumulative hazard function Λ, we have that
The last condition requires that the class of functions {l(t, β, Λ)|(t, β, Λ) ∈ V } is Donsker and that the class {l(t, β, Λ)|(t, β, Λ) ∈ V } is Glivenko-Cantelli in a neighborhood V of the true parameter (β, β, Λ 0 ). From page 270 in van der Vaart (1998) it suffices to verify these properties componentwise. We use the bound on the bracketing number in Corollary 2.7.4. of van der Vaart and Wellner (1996) . In this corollary, we divide IR × [0, T 0 ] into a partition of bounded, convex sets. By assumption (f), the functionṡ l(t, β, Λ) andl(t, β, Λ) are uniformly bounded as a function of z. This is not the case when we look at these as functions of the covariate x. Therefore we take a partition
As explained in van der Vaart and Wellner (1996, page 159), checking the Donsker (or Glivenko-Cantelli) property can be done by establishing the convergence of the series
is the maximum of a component ofl (orl) in each set I j of the partition and P (I j ) is the probability of this set. The moment conditions allow to use a Markov bound for P (I j ), which makes the above series convergent and hence the Donsker and Glivenko-Cantelli properties are proved.
All the conditions of Theorem 1 of Murphy and van der Vaart (2000) are satisfied. This, together with Corollary 1 of the same paper, proves the asymptotic normality of β and finishes our proof.
Remark.
An estimator for the asymptotic variance-covariance matrix can be based on the matrix of minus the second derivatives of the profile loglikelihood.
SIMULATION STUDY
In this simulation study we compare the performance of the estimators in the partially informative Cox model. The main interest is on the estimation of the β 0 parameter. If we take β x equal to 1, we see that the partially informative model reduces to an ordinary Cox model where the uncensored and informatively censored observations are treated as one group versus the group of non-informatively censored observations. In this situation we lose some information of the data because we neglect that uncensored and informatively censored observations have a different distribution. The advantage of this sub-model is that we are able to use standard software for the Cox model to estimate β 0 . In this simulation study we find out whether the loss of information is substantial and therefore influences the estimation of β 0 . Our simulation scheme is as follows:
where β 0 ,b are constants andb > 0. We see that the conditional distribution function is given by F (t|x) = 1 − exp(−e β 0 x tb) and the hazard function is λ(t|x) =btb −1 e β 0 x . By the simple proportional hazard assumption we get that C|X ∼ Weibull(β x e β 0 x ,b). In this setting we will work with β x = e a+bx . For the non-informative censoring times we assume that D|X ∼ Weibull(e β 1 X ,b)
with β 1 ,b constants andb > 0. The probabilities of an uncensored, informatively censored or non-informatively observation are easily calculated:
We consider 4 different situations expressed by different choices of the parameters β 0 , a, b, β 1 andb.
[Place Figure 1 about here]
In (a), we take β 0 = 0.5, a = b = 0, β 1 = 1 andb = 11. Consequently β x is now equal to 1 such that the partially informative Cox model and the reduced Cox model should give the same estimate for β 0 . In (b), we take β 0 = 0.5, a = −0.5, b = −0.4, β 1 = 1 andb = 11. The probability of a non-informatively censored observation is larger than the other probabilities. Furthermore the informatively censored probability becomes smaller when the covariate x increases. In (c), we reverse the situation of (b).
By choosing β 0 = 0.5, a = 0.5, b = 1, β 1 = 1 andb = 11, we get that the probability of an informatively censored observation is larger than the other probabilities. The probability of an uncensored observation is the smallest probability here. In (d), we take β 0 = 0.5, a = −0.5, b = −1, β 1 = 0.45 andb = 11. The probabilities of an uncensored observation or non-informatively censored observation are now almost equal and the probability of an informatively censored observation is smaller than the other two.
For each situation, we take 5000 samples of two different sample sizes (50 and 150). By comparing the results for these sample sizes, we get an idea about whether the sample size influences the loss of information between both models. In the following tables we show the results of the simulation study. For each situation, we give the average estimate for the parameters a, b and β 0 in both models. Furthermore we also show between brackets, the standard deviation of these estimates by calculating the standard deviation of the 5000 estimates. Comparing the results of Table 1 with those of Lunn and McNeil (1995) . Via this data augmentation method we are able to deal with the three types of observations in the calculations.
7 EXAMPLES WITH REAL DATA As an example, we study survival time till death from malignant melanoma versus sex of the patient as a covariate. (It is obvious that our results above also cover the discrete covariate case). As informative censoring variable we take the survival time till death from other causes because we actually observe the death of an individual within the time interval under study. A second reason is that this cause of death is presumably an indirect consequence of malignant melanoma. As non-informative censoring variable, we use the survival time of the patient when alive at the end of the study. For such individuals we do not know whether they will ever experience a death caused by malignant melanoma or a death which is an indirect consequence of malignant melanoma.
To study whether survival time till death from malignant melanoma is different for the sexes, we recall the two basic equations of our model:
The equation (19) expresses the hazard function of the uncensored observations as a function of the covariate. Equation (20) 1 + e β 1 x , ϕ(x, β 1 , β 2 , β 3 ) = [1 + β 3 (β 1 + β 2 x)] 1/β 3 , ϕ(x, β 1 , β 2 , β 3 ) = e β 1 −β 2 e −β 3 x , . . . . In a practical situation it is not always clear which is the best choice of ϕ. This will for example depend on how the parameters of ϕ will be interpreted in this situation. We use in this example several choices of ϕ for illustrating purpose and believe that the optimal choice of ϕ in a practical situation is a subject for future research.
To estimate jointly the parameters in (19) and (20), we are able to use two different methods. For arbitrary choices of ϕ, we can use a numerical Newton-type optimizer to find estimates for the parameters. The second method, which is only valid for ϕ(x, β 1 , β 2 ) = e β 1 +β 2 x is the data duplication method as described in Lunn and McNeil (1995) . The numerical values of the estimators for this choice ϕ are given in Table 3 , together with asymptotic standard errors obtained by inverting the information matrix. The complete asymptotic variance-covariance matrix is given in Table 4 and clearly shows the interaction between the two parts of the model given in (19) and (20). The last two columns in Table 3 are the Wald chisquare statistic and its asymptotic P -value, based on a chisquare distribution with 1 degree of freedom. It is seen that the parameters β 0 and β 1 are significantly different from zero and that this is not the case for the parameter β 2 . From (20) it follows that for these data, β x does not depend on x. Hence the ratio of the conditional probabilities of being informatively censored and being uncensored does not change with the covariate. By integrating out it is also seen that the ratio of marginal probabilities has the same value.
The estimate for β 0 shows a significant effect of the covariate on the survival time till death from melanoma. From Table 3 it follows that the hazard rate for males is 1.94 times the hazard rate for females.
We conclude with some further comments on the model. Another remark on the partially informative Cox model with ϕ(x; β 1 , β 2 ) = e β 1 +β 2 x , is that we can rewrite it as the following competing risk model with cause-specific hazards
and an independent right censoring process. A slightly different model was considered for this data set on p. 493 of Anderson et al. (1993) with hazards λ Melanoma (t|x) = λ 0 (t)e
and λ Other (t|x) = λ 0 (t)e β 1 x . However they found the same value for β 0 as we did.
We finish this section by showing some results for other choices of ϕ. We took examples of ϕ functions for which the estimate of the variance-covariance matrix is positive definite (for this particular data set). In Table 5 , we give for different ϕ the estimates for the parameters and their standard errors. ϕ(x, β 1 , β 2 ) = 1 + (β 1 + β 2 x) ϕ(x, β 1 ) = We see that the estimates of β 0 in the first two models are identical and very close to the estimate in Table 3 . An explanation for this is that these models are related to the model in Table 3 . ϕ(x, β 1 , β 2 ) = e β 1 +β 2 x is the limit of β 3 to zero for the first model and the first order approximation of this ϕ gives the second model. We also note that for a totally different choice of ϕ as in model 3, we get a different estimate for β 0 .
BONE MARROW TRANSPLANTATION
As second real data set we take the bone marrow transplantation data of Klein and Moeschberger (1997) . In this data set, 137 patients with acute leukemia were followed after their leukemia was treated by a bone marrow transplantation. For each patient the disease free survival time and the reason why the patient left the study, were recorded.
As an example we want to show how the time until relapse is influenced by the age of the patient. In this setting we take the time until death as informative censoring time and patients still alive at the end of the study are considered as non-informatively censored.
We give the results of the partially informative Cox model where we used several different choices of ϕ in Table 6 . These choices are selected such that the estimate for the variancecovariance matrix is positive definite. In each model we note that the estimate for β 0 is not significant and so the age of the patient does not influence the time until relapse of acute leukemia. 
