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I. Introduction
i The purpose of this report is to describe a general method for deter­
mining "best" control parameters for guiding an object such as an airplane 
by intermittent control instructions from the ground. It is assumed that 
if the plane's position and velocity are known at a time t and the control 
signal is known, then the position and velocity of the plane are known at 
a later time t t^t. That is, it is assumed that the equations of motion 
of the plane are known. It is further assumed that the control generator 
on the ground is furnished only a sequence of observations of the plane's 
position at certain times: t , t +- A t, t +- 2At, . . These observations
contain errors. The problem to be discussed is then: How should the
observations be weighted to obtain estimates of the position and velocity 
of the plane, and how should these estimates be used to compute a control 
instruction to the plane so that the behavior of the plane will be of the 
desired sort. The first problem is called the smoothing problem, and is 
formulated in detail in j  III.
In order to illustrate the methods used we restrict ourselves to the 
relatively simple problem of guiding a plane along a straight line segment, 
taken to be the x axis of a cartesian coordinate system. It is assumed 
that the equations of motion of the plane are
where yn is the deviation of the plane from the x axis at time tQ n A t, 
vn is its velocity in the y direction, V is the plane's speed, is the
II. Equations of Motion
(2 -  1 )
n n i i f T T m i T T t r ,
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change in heading ordered by the control generator, and 
( 2 - 2 )  r  = A  t  .
We shall speak of as the observation time or the scan time. The quanti­
ties A and B in Eq. ( 2 - 1 )  are parameters which depend on the time delay* 
that is, the time between t0 nt, when the plane is at yn, and the time 
at which the control signal is obeyed. If there is no time delay, then 
A = B a 1. It is clear from Eqs. (2 - l) that we have assumed that the 
plane is always close to the x axis.
The quantities yn are not available to the control computer. Instead^ 
all that is available is
<2 -3) 7 *  * * e-n ,
where the £^are a set of errors of observation and are characterized by
= ° »
where the bar represents an average over many flights.
HI. The Smoothing and Predicting Procedure 
In this section methods of smoothing or averaging the ^ s  to obtain
\estimates of the plane*s position are discussed. Attention shall be re­
stricted to those methods in which all the past observations are represented 
by relatively few numbers. The main reason for this is that this type of 
formulation requires relatively little memory space from an automatic con­
trol computer. Let y* and v* denote the smoothed values of yn and vn, 
and y^ and vg the predicted values of these quantities. One method for
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for computing the smoothed quantities, according to the above restriction, 
is by means of equations of the following types
*
>  - f t  *  p  ('1* f t  ) ,
(3 - 1)
x v j  + a  ( y r  y * - ) j
where
f t * ,  ■- f t  + a
(3 - 2) %Z, • v *  + v r %
The first of Eqs» (3 » l) states that the smoothed positions at time rr*  
are the weighted averages of predicted and observed positions with fixed 
relative weights of ( ) and ¿^respectively. A more general formu­
lation would allow ^3 to be a function of either On or / j?*- y Z | , or both.
Equations ( 3 * 2 )  assume that the equations of motion of the plane,
Eqs. (2-1), applied to the smoothed values of the position and velocity 
is the best method of predicting where the plane will be at a later time.
We shall have occasion to examine (Of. ^XII) this assumption. The smoothed 
quantities may be eliminated from Eqs. ( 3-2)  to give
= (¡3 + A  X) r  + A
* x y ^ - x y Z  r ' t r j
Thus, the prediction equations for time n i l  have been written as linear
equations in terms of the quantities y£, X  and ^ ^  fowhich are
* \
known to the control computer at time n , with coefficients which are 
functions of the two smoothing parameters and A  «
The flexibility of Eqs. (3 » 3) is limited by the fact that only two 
pararneterSj /Q and A,can be adjusted to make the system satisfy some
C O N F I D E N T I A L
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criterion for "best" control« The most general linear form for these equa­
tions is p
= b . y « *  y Z  * 2r * 2rl
(3 - h) v _-p
v* * i  ' c > + cz z^*  t - f Z *  * cy r
where the V s  and c*s are now regarded as independent adjustable parameters. 
Equations (3 - 3) are, of course, a special case of Eqs. (3 - ii). In this 
report the more general Eqs. (3 - it) will be regained as the fundamental 
prediction equations.
IV. The Control Signal
A general linear form will also be assumed for the control signal 
namely
a  - 1) r  v^  ^  + a a y Z  + a 3
where ax, a2, a3 are regarded as adjustable parameters. Substitution of 
Eqs. (it - 1) into Eqs. (3 - it) yields
( h  - 2)
where 
(h - 3)
y * * '  1 *  -fj v t i / j
. T> *
& U*\4l ~ r VI
*f| - 1», + k
^ ^  4
+ b, 3* ‘ Ca + a 3 ,
When the control and predicting equations are of the form of Eqs.
^  “ 1) and ^  “ 2)> the system involves nine independent adjustable param­
eters a3, a2, a3, f-^ fg, f3, g2, g y  These reduce to five if we require
that the smoothing and predicting be done in accordance with Eqs. (3 - l)
and (3 - 2). The system of Eqs. (U - 2) as a smoothing and predicting sys­
tem is thus more general than systems of Eqs. (3 - 1) and (3-2). The 
system of Eqs. (ij. - 2) will now be studied.
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V* Equations Describing the Controlled Motion 
The equations which determine the behavior of the plane are Eqs. 
(2 - 1, (U - 1) and (b - 2). They may be written as
" 0  4 8a,) 4- /\X + 3  + Q  clj + & ai j
^  ' a> yin t t v * . + q>2 +■ "zvuf + a , ^
f i * >  '■ *• y *  + 4  /-? *o»ir ♦ f-H.,,
-- ^  v»" ¿vs
It will be more convenient for the considerations which follow to rewrite the 
above set of equations in terms of ynj'E'vni yn - y^ and r'vn - 'fcvP as follows:
( t * B t * , * * 4 ) y *  + (4*8*,) W H - S<lj. Z ( K - V j )
‘ ta-+ 4 0  V  + t,+a0  - ** t ) H - - W V L - I i f )  ♦«. «*!
( 5 - 2 )  ^vur^Mi - 0  + 8 £ f fc) + *B*j-fj) Wi t  MA' G4,)(4Hjjit)
+ i f * - 8 * 0  r i W J t f , )  + ( B f l - , - 0 * ^ a  
r ( v ^ ' ) 1 ( *>  * * • . - } • - $ * )  y »  * C " “3 - / 0
+ ( ^ - 4 3) t ( K - K „ i >) ^ < - 5 , ) « ^ ,
Let us now simplify the coefficients in the above equations by defining
cl, = \ t E(g., 4 i v ) - ^
(5 - 3)
civ -
cU =
A +' B  - -fj ,
® , = a  1 * a  0. ~ $ i ’ V  >
-
ffi *Equations (£ - 2)
1 + a 3 " j 
^ v - a* a* •
can be written in matrix
(5 - 1») ' A * 1 ~ A  V^t ^
where Yn is the four component vector
(5 - 5)
y . «
\
V > ~
w«.- r C ?
/
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A is the four by four matrix
f 1 (<M A f -BO. 2,
CS - 6)
A * C- \ *r & it. | +
ol. cU cl3 A - di-
and
V e i i-
/ B « . , \
(5 - 7)
E/w. =• / d.tcV3 -\ ■
€ ^ \ < 0
\ )
If the equation of motion of the plane is known (A and B are known),
/  *
if the control and predicting constants are known (the matrix A is known) 
and if a set of observation errors is known ( 6,^ are known), then Eqs.
(£ - 2) determine the vector Yn for all n from the vector at a partic­
ular value of n. Thus
'H- I
- 8) V  A "  yo + Z -  A ^ - ' E :  
0*0
VI. The Criterion for "Best” Control 
If the nine parameters at our disposal which go into the determination 
of the matrix A are varied, the vector Yn will vary even with a fixed 
set of observation errors • The "best” set of control parameters will 
be defined as that set of these nine parameters such that the following 
quantity is minimized
(6 -  1) JU v  1/yLt• ¿ i z  (^  * w  +
C O N F I D E N T I A L
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where the bar denotes an average taken over many controlled flights, that 
is over many sets of the observation errors
In view of Eqs. (2 - U) and (5 - 8), Eq. (6 - l) can be written as
( 6 . 2 )  ^  T v u r ‘ ^
where //V//1* is the scaler product of the vector x with itself s
i /x l l 'L * i x ') 'L *  f + ( ? 0  j
and C 3" is defined by (2 - It).
The problem of determining the best control parameters is then 
mathematically stated as determining the matrix A so that the expression 
given by Eq. ( 6 - 2 )  is a minimum. This expression was chosen because it 
was desired to have the controlled path become close to the actual path 
( without many oscillations ( and at the same time have
the predicted positions become close to the actual positions 
The last quantity is of importance for the following reasons When many 
planes are being controlled one must determine which observation (radar 
report) y  goes with which plane. This is usually done by comparing the 
observation with the predicted position of the plane and saying that if
y - y ? * - a  7  belongs to the plane whose predicted position is yP •
The method of determining the "best" matrix A will be described below
VH. Preliminary Remarks Concerning IlYvJI
o
It has not been found possible to obtain an analytic solution to the 
problem of minimizing //** and it was necessary to resort to a
numerical method. Before describing this procedure a few general obser­
vations regarding the problem will be discussed.
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The absolute nu.ra.inum of it/'H.I) is of course zero* It is now shown
that this result cannot be achieved with any set of values for the nine 
parameters. From Eq. (6 - 2) it follows that the necessary and sufficient 
conditions for Au*. Q are
easily verified from Eqs. (5 • 6) and (5 - 7) that
l<-Oand JU*i. H A *  Y, ll* ». Now it is
( 7 - 1)
where
(7 - 2)
■e .
and 1 is the identity matrix* Therefore, if \ < * 0  , A has an eigenvalue 
equal to one, the eigenvector being Ji * It then must be true that ^  7^0
when 1< - 6c Therefore. J&mtlA^ll^o requires * 0  > or that J& yy*' A '* '
is singular and Vo^ ^ is in the null space of this limit matrix* These 
restrictions on %  cannot in general be satisfied since y0 and ^ VG are 
not known to the control computer* To put it another way, one can write
AM Vo as
X \ A "  /-I * a'/ " ' \ /Ax
(7 - 3)
-e%-nXj V ,
0
tv; \
•s»
/
It is easily seen that the vanishing of the right side of this equation, 
as /H--:><*» , can occur only for those values of y0 > ^  v0, y§
/y v? which satisfy the system of linear homogeneous equations obtained 
by setting the right side of Eq. (7 - 3) equal to zero. Therefore, when
considering the average over many flights (different y© and ^  Vq ) the 
quantity J *m , H /\n Y0t v i lx  not vanish.
/K ->OQ
C O N F I D E N T I A L
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It can be shown that if certain restrictions are placed on the matrix 
A, then where is the mean square observation error*
Assume that the eigenvalues of A are all less than one in absolute magni­
tude, then
( 7  -  k )
The matrix ( / - A>) will be non-singular, so from Eq. ( 7 - 1 )  one obtains
(7 - 5) Jl* - ( / -  a ) ' 1 K  .
Expanding (l-A) * this becomes
oC
(7- 6) i : - £  A M <  .
The square of the magnitude of is 2, thus from Eq. (7 -  6 )
( 7 - 7 )  »2 = Z. + & £  ( A 5 K, A * K  ) ,
0
°  K
where (x, y) denotes the scaler product of x and y* From Eqs. (6 - 2), 
(7 - 1*) and ( 7 - 7 )  one obtains
(7 -  8)
JU ^
^  ~ > m O
l/yjr - 4 e1- - z 6*- I ( 4J , 4 '<)
If the sum on the right of Eq. (7 - 8) is positive, then
(7 - 9) A u  J v j T< z  e1- ,
A sufficient condition for the inequality (7 - 9) to hold is that A be a 
positive matrix with all eigenvalues less than 1.
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VIII. A Numerical Method for Finding the "Best" Matrix A
The numerical method which has been used in an attempt to determine 
the nbest” matrix A can be described as follows: Values of the nine param­
eters appearing in A which minimize lor successively increasing
values of n, starting at n - 1, are computed. The limiting values of these 
parameters, if they exist, determine the "best" matrix A according to the 
definition of § VI.
Since it is now necessary to consider values of the function ii v 
for finite values of n, it becomes necessary to make some assumptions con­
cerning the initial conditions. We denote by t© the time at which the 
control generator starts to guide the plane. It is assumed that the pilot 
of the plane has been instructed to be at position xQ, y0 with speed V 
and y component of velocity v0 at time t0; these initial conditions of the 
plane are of course subject to error. We denote by and the mean
square values of y0 and v0, where the average is taken over many flights 
with the same pilot instructions regarding position and velocity at t0.
It is further assumed that the plane has been tracked for a short while 
previous to t0, and that at time ~fbmTs values for y§ and vg are inserted 
into the control generator. We denote by and (%*’
the mean square values of y0 - yj and v0 - v£ ^ where the bar has the same 
meaning as above. Finally, it is assumed that there exists no correlation 
between y0, v(), yQ - y^, and vq - v^ so that all cross products of these 
quantities average to zero:
( 8 - 1 )  f i 7 ' "  ’ V )  “ > •
C O N F I D E N T I A L
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Illiac has been used for the numerical calculations. A function minimization 
code, written by J. Snyder, was used to minimize ny~.ii1' . This code is 
now in the Illiac library (Code no. 85).
One serious objection to this type of approach arises because it does 
not guarantee that the absolute minimum of II y ~ r  has been found. There­
fore, one is not assured of finding the optimum values of the parameters.
One can only hope that this procedure will lead to a more successful 
method of aircraft control.
The following initial conditions have been assumed:
(8  -  2 ) Vo1- - o .s ’ •O . ! \ * i  J
It has also been assumed that the mean square observation error is
( 8 - 3 )  O .r x + t  }
and that A s B " 1 (the coefficients in the flight equation). The values 
of the parameters a, f, g, appearing in Eqs. (k - l) and (U - 2), which 
minimize II )U/V  are plotted against n in Figs. 1, 2 and 3. Unfortunately, 
these parameters do not approach constant values at large n as had been 
expected. Because of the amount of time required to minimize !/Vwllu at 
large n, it does not appear practical to minimize this function beyond 
n ■ 30. (The minimum time is about 20 minutes but a poor choice of 
starting values can extend this to over an hour.)
Figure U shows a set of curves of //Vw^V plotted as a function of 
n. Each point on the curve labeled min//V*,//* represents the minimum value 
of llV-vll1" found for the corresponding value of n. The curves labeled 
N = 8, N ■ 16 and N * 2U have been computed using the parameters a, f, g 
which minimize |/N/y //V at N = 8, N = 16 and N = 2U, respectivelyj thus,
C O N F I D E N T I A L
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the curve labeled N = 8 has been computed using the parameters a, f, g which 
minimize I j y j F  * The curve labeled ¿*-wi11 be ¿escribed later. We note 
t%it the absolute minimum of //'¿J/7' has clearly not been found for n >2h 
since the curves labeled N - l6 and N = 2l| lie below the min curve.
If the proper set of starting values for the minimization procedure are 
used, then a smaller value for min jj Vw jj would be found. Finding the 
proper starting values is a matter of trial and error and involves con­
siderable time at these high values of n.
The character of the curves in Fig. h leads one to question whether 
our criterion for best control is really a very satisfactory one. We note 
that the curve labeled N = 8 lies closer, on the average, to the min/ZV^// 
curve than do the other two curves. When we consider the magnitude of 
II Vk 11^  as a measure of the quality of the control at n ® k, larger values 
of || Vk t  corresponding to poorer control, then it appears that the par am- 
eters minimizing will give a better controlled flight, on the
average, than those which minimize / /V , ( , / /^ and From the calcu­
lations which have been carried out it appears that as one goes to sets of 
parameters which minimize l l s/ ^  I I at larger and larger values of n, the 
magnitude of //XA.//V at low values of n increases. Thus, one can expect
that the parameters which minimize Jbsyyt ZlYnt/ will give very poor control
At
at small n.
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IX. Another Criterion for Best Control 
From the different sets of parameters that have been obtained from
the minimization of // //^  we can P -^ot a family of curves of IIV a\ I I ^
against n, each curve being computed from the best set of parameters for 
a particular n; three of these curves appear in Fig. iu A possible cri­
terion for choosing the best set of parameters is to pick the one giving 
the best approximation to the min u V ^ II curve in the sense of least squares.
In the application of this criterion it is probably unnecessary to 
consider those sets of parameters which minimize //Viv// beyond n * 20.
It has been assumed in the computation of // Vm.J/2’ that a control signal 
is computed from Eq. (h - l), and obeyed by the plane, once in each time 
interval #  • In an actual controlled flight there will be occasional time 
intervals when no control signal is sent, due to the plane being momentarily 
"lost”. The number of successive control signals that are sent before one 
of these interruptions is rarely over 20 even under very good conditions. 
Since our analysis only applied to a continuous sequence of control signals 
it does not appear unreasonable to restrict attention to those sets of 
parameters which minimize for n = 20 and below. Incidentally,
one can argue that minimization of Jaw. //Nit // is an unsatisfactory criterion 
for best control for the same reason.
The possible existence of a set of parameters which do not minimize
II VvJIL for an7 n> but which do give the best fit to the min 1/V«w IIV 
curve has been neglected. It is not now clear whether such a set would 
be appreciably different than the one determined by the above described 
method.
C O N F I D E N T I A L
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X. Results of Some Test "Flights”
The behavior of the system described by Eqs. (2 - l), (U - 1) and 
(U - 2), using the parameters determined by the minimization of II /lV 
for different n, has been examined for a few simple cases*
We consider a single plane starting 20 miles from the radar site and 
proceeding outward along a radial course, say the x-axis. It is assumed 
that the motion of the plane is sufficiently close to the x-axis so that 
its x—component of velocity is constant; this has been taken as 2 mi/scan.
A particular set of azimuthal radar errors s with r.m.s. devi­
ation equal to 0.523° and a mean value of -.01° has been chosen for the 
experiments. This set of errors was obtained from radar reports (APS/l5) 
on a fixed, simulated target.1 Illiac has been used to perform the 
iteration of Eqs. (2-1), (U - l) and (i± - 2).
The encircled points in Figs. 5, 6, 7* 8 and 9 show y as a function 
of n, the scan number, using the parameters which minimize « Yi flv , ! Vj //v ,
_  - - - - -  -----  | — III I  IIIIMIII —
and l l K/a^ l l , respectively.2 In each of these 
cases we have taken the initial conditions to be y0 = 1 mi, v0 * 0, y% =
1 mi, v§ “ 0. It is noted that as one goes to parameters which minimize 
// W / 2, for larger values of n, the initial approach to the course is 
slower but the deviations from the course at large n are smaller. The 
encircled points in Figs. 10 and 11 show y as a function of n, using the 
parameters which minimize // ^  initial conditions y0 = 2 mi, vQ = 0,
yP = 2 mi, vg = 0 and y0 - k mi, v0 = 0, yg = h mi, = 0, respectively.
3-See C.S.L. - R-5., Section III-C.
^In Fig. 5 points at n = Lj2, 1*3, and h9 are off scale, the value 
of y at these points is 9*6, 6.2, 6.1 and -U.6Arespectively.
C O N F I D E N T I A L
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We note that the paths for n >20 in Figs. 9, 10 and 11 are practically 
identical. Thus, it takes about 20 scans to overcome the effect of small 
initial errors in position.
XI. Comparison with Another Method of Aircraft Control 
In this section the results of the calculations just described are 
compared with those obtained from another theory, which will be called the 
Qi , g 9 & f I& theory. The equations which characterize this theory are 
( 3 - 1 )  and (3 - 2), with a control signal defined by
(11- 1) ? V K n s t
where oi and Q are adjustable parameters. The equations of this theory 
are just a special case of those in the general linear theory.
The quantity // If u as a function of n has been computed using the 
equations of the U , f , A , / f  theory with
( n - 2 ) ^  0 - 7 *  * A 9 o 4 o y  #
The results of this calculation are shown in Fig. h by the curve labeled 
Oi . Since this curve falls below the min curve for n>20, we
again see that the absolute minimum of !fVL l/*~ has certainly not been 
found'for the larger values of n„
We have used the equations of the , g , A 9 theory to generate 
y as a function of n, using the same initial conditions and the same set 
of A o i  as in | X. The values of o( >| , A and ^  which have been used
are given in Eqs. (11 - 2).
These values for the parameters have not been obtained from purely
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theoretical considerations as have the nine parameters in the general linear 
theory, but from a large nunber of experiments on controlled simulated air­
craft.
The results of this calculation are plotted as points without circles 
in Figs. £ to 11 for comparison with the results of the general linear 
theory. In Figs. 8 and 9 the two systems appear to have about the same 
behavior, though the , | , \  ^  theory gives a somewhat more rapid
initial approach to the course. At larger values of n the difference in 
the behavior of the two systems does not appear significant. In Figs. 10 
and 11 where the plane starts a little further off course, the more rapid 
approach to the course given by the * ,  ^ , X $^  theory gives a sig- 
f nificant improvement to the flight.
The relatively large off-course fluctuations in both systems at the 
larger values of n is at least partially due to the fact that the obser­
vational errors £  , increase, on the average, with increasing n since 
&M.  - A .
The equations of the U , g , A theory can be written in terms
of ^  , yP and vP as follows:
(11 - 3) - u  P
• o . / c S S '  ^  - o , • /i 0 9
< h ~  ' O. +  O , «■636" ■
? V Z ,  r
c
- o , o 6 2 ^ y + t  - <5/ / j
x y j :
where the coefficients have been evaluated using the values of & , g , 
2 $ P  given in Eq. (11 - 2). The same equations, determined by the 
general linear theory in which ft y^t ¡¡x is minimized, are
(ii - it) ■ o, + o.//£ - « * s a  ‘rv^ P,
- - o , â s o y ^  + y Z , -  o> o o I  i
-  C. o 7 + 3 3 3 *>CUP . CONFIDENTIAL
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Although both systems give about the same behavior to y as a function of n 
at large n, (Figs. 8 and 9), the coefficients in the two systems of equa­
tions are in some cases quite different.
A careful study of the behavior yn - y§, considered as a function of
\ _ I .... .
n, as determined by the two systems has not yet been made. However, pre­
liminary study indicates that the oc , g , A  , j3 theory gives a smaller 
average value to yn - y§. It also appears that the two theories give rise 
to comparable off-course velocities v.
In the above described test "flights" the value of has been
computed for each value of n. Table 1 lists these values as given by the 
> X theory ( o( > ^  , A , /S given by Eq. (11 - 2)) and
the generalized linear theory using the parameters which minimize U
2.
He note that II V-w II at low values of n(n<ll) is larger for the general 
linear theory than for the o{ , ^ ^  theory. At intermediate
values of n(n = 11 to n * 33) the theories give comparable results. At 
high values of n(n>33), the oí , f , A , ^  theory gives, on the average 
a smaller value for Í •
The calculations which have been presented in this section cannot 
really be used as a basis for determining the success of either theory.
In the generalized linear theory one can only say that II V*, H averaged 
over many flights, with different é ^ s  and different initial conditions, 
will be as small as possible for a particular n, depending on the choice 
of parameters. It is not guaranteed that /I f will be small for other 
values of n. A proper comparison of the two theories must take these two 
points into consideration.
9
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TABLE I
theory general linear theory
0 1,000 1.000
1 0.692 1.61*6
2 O.Uil 2 • Ì4I4.9
3 0.280 2.730
h 0.273 2.689
5 0.210 2.951
6 0.098 2.862
7 0.106 2 .OI4.8
8 0.21*0 1.173
9 0.032 0.315
10 0.183 0.390
11 0.1*52 0.275
12 0.129 0.050
13 0.088 0.006
I k 0.260 0.128
15 0.205 0.103
16 0.152 0.156
17 0.10k 0.169
18 0.098 0.371
19 0.030 0.088
20 0.019 0.069
$HICM o.iUo 0.312
22 0.6f>l 0.1*1*9
23 0.579 0.316
2H 1-355
C O N F I D E N T I A L
0.723
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(con1t.)
C O N F I D E N T I A L
25 1.165 1.016
26 0.391* 1.1*23
27 0.229 0.359
28 0.121* 0.102
29 0.061 0.030
30 0.366 0.1*1*0
31 0.003 0.371*
32 1.1*18 1.373
33 2.939 2.003
3k l*.8li* 3.61*8
35 i*.106 5.063
36 3.332 5.010
37 2.533 l*.0l*2
38 3.531 3.200
39 1.367 1*.136
ho 0.782 2.769
1*1 1.657 1.612
1*2 1.1*16 0.81*0
1*3 3.622 2.228
kk 6.508 1*- 589
1*5 2.958 7.111
1*6 ,v U.761 1*.399
1*7 3.883 5.195
1*8 2.965 ¿*.662
1*9 2.111 3.587
C O N F I D E N T I A L
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XII. Conclusion
There is one particularly interesting consequence of the general 
linear theory«, Let y* and v* represent the smoothed values of y and v 
and define prediction equations in terms of these quantities which have 
the same form as the plane’s equations of motion, namely
(12 -  1) - vv*X-C * xVV/w .
Assuming that and v* represent our best knowledge of the plane’s posi­
tion and velocity at time n, it appears reasonable to assume that these 
equations give the best predicted values of position and velocity. If we 
also require that the prediction equations can be put in the form of Eqs.
(3 - U), then it is easily shown that the smoothed quantities must be 
given by the following equations!
(1 2 - 2)
oTtvi? = + Q ^ 4- (c.t v G &0 v/Jt. •+■ (c »+'Lc.u*Q^>3) x \
If Eqs. (12 - 2) are to have the form of the smoothing Eqs. (3 - 1)* then
and - » > , » ■  • From Eqs. (k - 3)
this implies ^3 * ^ 3 - However, from Figs. 1, 2 and 3 it can be
seen that this relation is not satisfied by any of the sets of parameters 
that have been computed.
On the other hand, if we require that the smoothed quantities be 
given by Eqs. (3 - l), and that the predicting be done according to Eqs.
(3 - U), then the prediction equations in terms of the smoothed quantities 
do not agree with Eqs. (12 - 1).
Thus, the general linear theory does not give results consistent with
r*-w .
S-Q-N-F I D B -W'-T I A L
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the smoothing and predicting Eqs. (3 - l) and (12 - l).
Although the general linear theory does not give results which are any 
better than those given by the ^ ^ , \ , theory, it is gratifying
to have obtained from purely theoretical considerations results which are 
comparable to those obtained by a large number of experiments* In addition 
it is hoped that the considerations presented here will serve as a helpful 
guide in later, more accurate treatments of the control problem.
It is to be emphasized that the most important feature of the method 
described in this report is its flexibility. The forms assumed for the 
control and prediction equations are the most general linear expressions 
possible when we are restricted to function 0 of the type
(12 -  3) ^ yi-m = t <vj /v0  *
Since the general linear theory contains the o( , ( * * > i* theory as
a special case one can expect to obtain from it results which are at least 
as good as those given by the , g , X , theory.
The details of the method, the criterion for best control and the 
method of determining the parameters in terms of this criterion, are sub­
ject to some arbitrariness. In selecting a criterion for best control one 
can only be guided by certain general ideas, such as keeping the off-course 
position small, but the exact statement of this criterion is really a matter 
of taste. Looking at the two criteria mentioned in this report (§ VI and § IX) 
in retrospect, neither appears to be very satisfactory. The first, which 
requires that lim BVhII be a minimum, can be expected to give very high 
values of IlNCjf^  at low values of n. The second, which says that we. pick
C O N F I D E N T I A L
iOt-35/3^G 0 II F I P-ii W T 1 A~1T
* €‘C1I7f7?T*till I tMthat set of parameters which gives the best fit of the corresponding I' «
vs*ft n curve to the rain iiy-vj*- curve seems more reasonable. However, 
from this criterion, and the curves of Fig. 1*, one might expect that the
parameters which minimize V Y%H would give a smaller value to // Y^/J3^  
when averaged over a single flight than those which minimize M N/^ o H j 
whereas for the set of errors we have used this is not true.
The method of determining the parameters in accordance with the chosen 
criterion is largely governed by the difficulty of the problem. In the 
present case, the difficulties encountered in trying to find an analytic 
solution caused us to resort to a numerical solution which has some very 
unsatisfactory features; for example, the fact that we do not necessarily
find the absolute minimum of . Another method one might select
for fixing the parameters would be the brute force approach of carrying 
out a large number of test ttflights", like those described in section X, 
with different values for the parameters and select the one giving the 
best flight according to some prechosen criterion. However, this method 
appears to be even more unsatisfactory than that described in this report: 
it appears to require an unreasonable amount of computing time, and if a 
criterion such as minimizing HVUl is used^then this approach is also 
incapable of establishing the optimum parameters.
There is another approach which has always seemed to us the most 
desirable one; namely, to base the criterion for best control on the prop­
erties of the eigenvalues of A¿and the vector K. In general one wishes to 
keep the absolute magnitude of the eigenvalues of A and the vector K small.
A more abstract approach such as this one makes it more difficult to grasp 
the related physical description of the behavior of the system. However, it 
appears that it might be ^paslble^to, .make a more thorough mathematical anal-
, J! i | .'«■ i >4
ysis of the problem. -- w
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