Identifying common local segments, also called motifs, in multiple protein sequences plays an important role for establishing homology between proteins. Homology is easy to establish when sequences are similar (sharing an identity > 25%). However, for distant proteins, it is much more difficult to align motifs that are not similar in sequences but still share common structures or functions. This paper is a first attempt to align multiple protein sequences using both primary and secondary structure information.
Introduction
Genome sequencing projects produce enormous sequence data. The interpretation of these data, however, is an ongoing challenge and highly depends on efficient computational approaches. Statistical methods and probability models have been successfully used to analyze biological sequences. In this paper, we are interested in aligning common motifs in multiple proteins. The observed data are protein amino acid sequences, which are also called the primary structure of the proteins. Protein motifs here are referred to as local segments (10-50 amino acids) that are critical for protein structures and functions. Multiple sequence alignments help to characterize protein structures and functions by common sequence patterns.
Numerous multiple sequence alignment programs are proposed. Thompson et al. (1999b) provided a comprehensive comparison of ten programs, some of which were highly ranked as evaluated by BAliBASE (Thompson et al. 1999a ) benchmark alignment database. To list a 2 few, ClustalW (Thompson et al. 1994 ) is a well-used progressive alignment method. A multiple alignment is built up gradually by aligning the closest sequences first and successively adding in the more distant ones. Dialign (Morgenstein et al. 1996 ) is a local alignment approach, which construct multiple alignments based on segment-to-segment comparisons rather than residue-to-residue comparisons. The PRRP program (Gotoh 1996 ) optimizes a progressive alignment by iteratively dividing the sequences into two groups and realigning the groups. These three programs will be compared to our proposed alignment method in Section 4.
In addition to the alignment programs, motifs are often modeled by the position specific score matrix (PSSM), which corresponds to a product of multinomial distributions of amino acids. Based on the PSSM model, Lawrence and Reilly (1990) treated the starting positions of motifs as missing data and proposed an EM algorithm (Dempster et al. 1977 ) for motif detection. An EM algorithm is known for slow convergence, and the program often converges to a local maximum. Lawrence et al. (1993) and Liu et al. (1995) developed a Bayesian model and a Gibbs sampling algorithm to find the motifs under the same missing-data formulation.
The method has a better chance to escape a local maximum because of its stochastic nature. Xie et al. (2004) extended the Bayesian model by allowing insertions and deletions within the motifs. Eddy (1998) developed a hidden Markov model to describe motifs, also allowing gaps inside motif patterns. Considering insertions and deletions often results in intensive computation and the program may suffer from lack of convergence. Despite the strengths, all the above methods use only information of protein primary structures. They have limitations in finding weak motif patterns that have a low level of similarity between sequences.
Besides sequence, protein structure provides significant information for protein function.
It is assumed that 3-dimensional (3D) structures evolve more slowly than sequences and the function of a protein is highly influenced by its 3D structure (Silberberg 2000) . However, due to the slow and expensive experimental processes to determine protein 3D structures, 3 only a limited number of proteins have known 3D coordinates. Predicting 3D structure from the sequence is one of the biggest challenges in computational biology.
Secondary structure is a simplified characteristic of a protein's 3D structure. All successful methods in the field of 3D fold recognition make use of secondary structure predictions, showing that secondary structure is a valuable way to establish structural relationship between proteins. Three state descriptions of protein secondary structure are commonly used:
helix (which includes all helical types), strand (which includes the beta sheet), and coil (which includes everything else, e.g. bend and turn). Many secondary structure prediction algorithms have been proposed, for instance, score-based methods (Chou and Fasman 1974; Garnier et al. 1978) , nearest neighbor methods (Salamov and Solovyev 1995) , and neural networks Sander 1993, Jones 1999) . Several competing methods reached around 70 -78% accuracy (fraction of correctly predicted three states), with the PSI-PRED , Bryson et al. 2005 server, a neural network based algorithm, as one of the most accurate tools. We will use PSI-PRED in this paper. Figure 1 shows PSI-PRED prediction for a short protein UBIQ HUMAN (swiss-prot P02248), which belongs to one of our example data sets 1ubi in Section 4. The contiguous segments of secondary structures are given, where H, E, and C represent helix, strand, and coil, respectively.
[ Figure 1 about here.]
A family of structurally similar proteins may have divergent amino acid compositions because 3D structures are not affected too much by substitutions of certain amino acids.
The 3D structures, however, should be conserved to perform a certain function. If the 3D structures are conserved, it is likely that secondary structures are conserved. Geourjon et al. (2001) introduced the idea of using the predicted secondary structure in identifying related proteins with weak sequence similarity. They collected distantly-related sequences with 10-30% sequence identity and calculated the secondary structure similarity of each pair of sequences using the SOV (Segment Overlap) measure (Zelma et al. 1999) . Sequence homology was established only when the SOV was greater than a threshold. However, this approach is limited to pairwise protein sequence comparisons. Errami et al. (2003) used the predicted secondary structures in multiple protein sequences. They validated existing multiple alignments by discarding unrelated sequences. Relationship was measured by SOV calculated for all pairs of sequences in a given multiple alignment. This approach gives general and vague guidelines in verifying existing multiple alignments, but it does not construct multiple alignments.
In this paper, we propose a new statistical method that models protein motifs using both primary and secondary structure information. Segment overlap (SOV) is generalized to measure the similarity of secondary structures for a group of multiple sequences. A multiple alignment method is proposed to maximize both amino acid and secondary structure conservation. Section 2 defines the data structure and presents SOV measurements. Section 3 shows the probabilistic models of motifs using the predicted secondary structures. A Gibbs sampling algorithm is derived for model inference. Convergence is studied by multiple simulations and a proposed alignment score. Section 4 evaluates the models using the database of structural multiple alignment BAliBASE (Thompson, et al. 1999a Let A = {a k , k = 1, . . . , K} denote the starting positions of the motif for the K sequences.
The alignment could be represented by a matrix, R {A} :
When the motif has conserved amino acids, the matrix (1) is well represented by a PSSM and the existing motif-finding algorithms would work well. When the motif sequences are not conserved, the motif 3D structure may still be preserved. Therefore, adding the predicted secondary structures would enhance the motif signal.
Secondary structure similarity measurement SOV
The three states for the secondary structure are helix (H), strand (E), and coil(C). Secondary structure similarity can be measured by the Q3 measure, defined as a fraction of residues correctly matched in the three conformational states. However, the Q3 measurement sometimes gives inappropriate values. For example, predicting the entire myoglobin chain as one big helix gives a Q3 value of about 80%, which outperforms most of the existing prediction methods. Alternatively, a better measurement is the Segment Overlap (SOV) by Zelma et al. (1999) . SOV considers natural variations in the boundaries of segments among homologous protein structures. It is a measure based on secondary structure segments rather than individual residues.
[ Figure 2 
where
In the formula, len is the segment length, minov is the length of the actual secondary structure overlap of s 1 and s 2 , maxov is the maximal length of the overlapping structures s 1 and s 2 (See Figure 2) . SOV o of all secondary states is defined as:
To illustrate the calculation of SOV o (E), let us consider the two secondary structures in Figure 2 . There are two overlapping pairs for extended sheet(E): (β 1 , β 2 ) and (β 1 , β 3 ). For 7 the first pair, minov(β 1 , β 2 ) = 2, maxov(β 1 , β 2 ) = 8, and δ(β 1 , β 2 ) = min{(8−2); 2; 3; 2} = 2.
The second pair can be calculated similarly. Then the value of SOV o (E) is calculated as:
Summing over all 3 states, the overall SOV o of the given structures is evaluated to be 0.629. The SOV o measure ranges from 0 to 1, where 1 is the perfect match and 0 is the complete mismatch. The value 0.629 can be roughly interpreted as that 63% of the secondary structures are matched.
SOV o is originally defined for similarity of an observed secondary structure and its predicted secondary structure. The asymmetric nature of S(i), N(i) and len(s 1 ) makes SOV o asymmetric between the two sequences s 1 and s 2 . When this measure is used for the two predicted structures, a symmetric measure can be defined by:
This definition will be used for our SOV calculations.
Methods

Model assumptions
The proposed model consists of two parts, a position-specific score matrix (PSSM) for the amino acid sequences and a SOV measurement for the secondary structures of the motifs.
Let X = {X 1 , ..., X K } denote secondary structure strings for the set of K proteins, where secondary structure X i of protein i is either known or predicted by PSI-PRED. PSI-PRED employs two feed-forward neural networks which predict secondary structure of a protein based on its similarity output obtained from PSI-BLAST (Position Specific Iterated BLAST, Altschul et al. 1997) . For the given protein, PSI-PRED uses all of its homology proteins from the NCBI (National Center for Biotechnology Information) protein database. We assume the predicted secondary structures X is an extra given data set in addition to the protein set of interest R.
As many of other secondary structure prediction methods, PSI-PRED utilizes sequence information in multiple alignments obtained by PSI-BLAST. The multiple alignment helps to infer secondary structure. On the other hand, our goal here is to improve multiple alignment by the predicted secondary structures. Our development could be considered as the second step of an iterative scheme that optimizes both the quality of the secondary structure prediction and that of the multiple alignment.
The motif width J in our approach is chosen based on the method by Xie and Kim (2005) . Starting from a short alignment width (e.g. 10), the method expands the motif to both sides according to the Kullback-Leibler information divergence. We focus our model on detection and correct alignment of short similar regions in very long sequence of low overall similarity. The motif width in our problems is typically 10-20. Therefore, we do not allow any gap within motif. The motifs identified by the proposed multiple alignment method are ungapped blocks, which correspond to core regions in a group of proteins. On the other hand, the regions outside of motifs are not aligned. There are insertions and deletions between the aligned core motifs.
For simplicity, we focus on the model that assumes one motif occurring in each sequence.
Once one motif alignment is obtained, there are methods available to extend to multiple motif alignments. For instance, we will continue searching the next best motif by a means of masking (Xie at al. 2004 ).
For the amino acid frequencies at each position j in the motif, we denote the frequency 
Probability model
Given the previous notations, the complete likelihood function with motif locations A given is defined as
In addition to the product multinomial distributions of the amino acid sequences, the likelihood function is exponentially proportional to the sum of all SOV's, l<m, l,m=1,.
For a data set of K sequences, this summation involves K(K − 1)/2 number of terms. The constant J/K is multiplied in the SOV part so that the contribution of the amino acid conservation and the contribution of the secondary structure conservation is comparable and the mixing ratio is affected only by the parameter λ. We call the terms involving Θ the PSSM part and the remaining terms the SOV part.
The magnitude of λ decides the impact of the secondary structure information. With a small value of λ, the distribution of A mainly depends on amino acid sequences; while with a large value of λ, the distribution of A mainly depends on secondary structures. For example, we can completely ignore the secondary structures by setting λ = 0, which makes the likelihood a standard PSSM model. Choosing λ appropriate for a protein data set is a difficult problem. Instead of specifying a single λ value, we propose to run multiple simulations with different λ values and report the most frequently observed alignment A, which has a high probability under several λ values. The detailed procedure is discussed in the algorithm section 3.3.
Bayesian approach is used to estimate A. In the following, we derive the posterior distribution of A and propose a Gibbs sampling algorithm to obtain the most probable 
are the posterior means of θ j and θ 0 , whose calculations are specified below. Given the current alignment defined by A [−k] , the probability of updating a k depends on both the amino acid pattern, i.e., the odds ratio of the motif probability versus the background probability, and the similarity of the secondary structures, i.e., SOV (a l , a k ),
The posterior means of a better approach is the Blosum pseudo-count correction method (Altschul et al. 1997) .
It replaces p i in the formula by a frequency that is calculated from a Blosum (Henikoff 
Gibbs sampling algorithm with multiple simulations
A Gibbs sampling procedure is used to generate samples according to Formula (3). The sampling approach provides a good means to characterize the posterior distribution of motif locations A. For instance, the mode of the posterior distribution gives an optimal motif alignment. The Gibbs sampling starts with a random initial value of A, which is chosen uniformly from all possible locations. Then a k , k = 1, . . . , K is updated one by one sequence.
The algorithm has two basic steps:
1. Exclude sequence k and calculate the current parameters θ j [k] and θ 0[k] using the Blosum pseudo-count correction method described above. The predicted secondary structures of the motif segments, except sequence k, are ready to use.
2. The likelihood ratio between the motif model and the background model is calculated as in Formula 3. The new motif location a k is generated according to the weight (the likelihood ratio).
The algorithm iterates the previous two steps for all sequences k = 1, . . . , K, in thousands of iterations. The most probable sample A, obtained in the Gibbs sampling iterations, corresponds to a mode (typically a local maximum) of the posterior distribution of A. Equivalently, we consider maximizing an alignment score defined as:
where the c i,j 's are amino acid counts from the complete alignment. The first term in the score formula is similar to the score defined by the standard Gibbs sampling approach with only amino acid frequency (Jensen et al. 2004) . The second term is a new contribution by secondary structures.
Our simulations indicate, starting from a given random initial location A, the Gibbs sampling algorithm always converges within a thousand of iterations. However, the convergent results may vary from simulation to simulation with different initial values A. The sampling result of an individual Markov chain only corresponds to one of many local maxima. We evaluate the sampling procedure using multiple simulations.
As an ad hoc guideline, we always run Gibbs sampling with several choices of the parameter λ, for instance, λ = 0.5, 1, 1.5, 2. In addition, 50-100 Markov chain simulations from different random initial locations A are used for each λ value. Gelman and Rubin (1992) noticed the importance of running multiple Gibbs sampling chains for obtaining reliable statistical inferences. Besides obtaining an over-dispersed distribution of the motif alignment A, running multiple Markov chains solves the difficult problem of setting the unknown parameter λ. Instead of setting a λ value for the given protein data, we consider the best alignment as the one that has a high probability under several λ values. Therefore, the alignments that repeat most frequently in these multiple simulations and also have high alignment scores are reported as the candidate alignments.
Application
To evaluate the proposed alignment method using secondary structure predictions, we compare it with the standard Gibbs sampling (Lawrence et al. 1993; Liu et al. 1995) , as well as the highly ranked multiple alignment programs, including ClustalW (Thompson et al. 1994) , Dialign (Morgenstein et al. 1996) , and PRRP (Gotoh 1996 ). The programs are tested on reference alignments from the BAliBASE (Thompson et al. 1999a ) bench-mark alignment database (http://www-igbmc.u-strasbg.fr/BioInfo/BAliBASE), which contains manually-refined multiple sequence alignments. The aligned regions are defined as core blocks, whose alignments are validated to ensure functional or structural conservation. Most data sets in BAliBASE include a few proteins (< 10). For our program purpose, we select ten big data sets, each of which have more than 10 sequences. These data sets are also chosen to represent the most difficult alignment problems. Specifically, four data sets (1idy, 1r69, 1ubi, 1wit) are selected from BAliBASE Reference 3 containing divergent protein families with average sequence identity less than 22%. Two data sets (Kinase2 and 1vln) are selected from BAliBASE Reference 4 containing sequences with large N/C terminal extensions, and four data sets (1thm1, s51, kinase2, kinase3) are selected from BAliBASE Reference 5 containing internal insertions.
The names and features of the four data sets from Reference 3 are listed in Table 1 .
Notice that instead of using the short sequences provided in BAliBASE, we collect the whole protein sequences from the SWISS-PROT database (Bairoch and Apweiler 1997) . The input sequences for our alignments are much longer than those in BAliBASE therefore are supposed to be harder to correctly align the structural core blocks. Motif widths are determined by the extension procedure (Xie and Kim 2005), with 22, 19, 19, and 16 for 1idy, 1r69, 1ubi , and 1wit respectively.
[ Table 1 about here.]
To illustrate the impact of using secondary structures, we plot the likelihood function of motif location a k for the third sequence (RPC2 BPP22) in the set of 1r69. Except for this sequence, we assume that all the other motif locations are known. Table 2 , the proposed alignment method with secondary structure information finds the true motif of 1r69 much more frequently (3.85 more times) than the standard Gibbs sampling method.
[ Figure 3 about here.] Table 2 shows comparisons of our proposed model with the standard Gibbs sampling method. For each data set, the alignments obtained by both methods are compared to the structural alignments in BAliBASE. A good alignment is defined when a large number of sequences out of the total number in each data set are correctly aligned. The criteria of determining good alignments are listed in the second column in Table 2 . Multiple Markov chain simulations are used for the proposed method (PSSM+SOV) and the standard Gibbs sampling, where the proposed method runs 200 Markov chains, 50 runs at each of four λ = 0.5, 1, 1.5, 2, and the standard Gibbs sampling runs 100 Markov chains. The numbers in the table represent the number of runs that correctly found the structural core blocks in BAliBASE. Our model (PSSM + SOV) shows better success rates in finding the true motifs. For example, the success rate for 1idy increases from 0% to 12.5%. The rate for 1r69
increases from 10% to 38.5%.
[ Table 2 about here.]
Further comparisons of the proposed method (PSSM+SOV) with ClustalW, Dialign, and PRRP are displayed in Table 3 . The reported alignments from PSSM+SOV are the most 16 frequent alignments in 200 Markov chain simulations as described previously. Alignments are measured by the number of correctly aligned sequences out of the total number of sequences in each data set. For the data set 1ubi, PSSM+SOV performs much better than the other 3 programs. For data sets 1idy and 1r69, PSSM+SOV performs as well as Dialign but better than the other 2 programs. For the rest of the data sets, all programs work well. In summary, PSSM+SOV is the best choice among these programs. Plots of the percents of correctly aligned sequences for each of the programs in each of the data sets are shown in Figure 4 . The line of PSSM+SOV (dark blue) has high alignment values in all data sets.
[ Table 3 The comparisons indicate that the proposed method using secondary structure predictions works at least as well as the best alignment programs using amino acid sequence information alone, and even better in some situations. Studying the structural alignments of these data sets in BAliBASE, we found that most of the alignments had conserved amino acids at several positions, except the alignments of 1idy and 1ubi. Our proposed method outperforms other alignment programs in these two data sets, because the secondary structures greatly enhance the motif signals in addition to amino acid conservation. As an example, the structural alignment of 1idy from BAliBASE is shown in Figure 5 . The underlined segments share common core structures and therefore are referred to as the true motif segments. Table 4 shows the alignment for 1idy by our approach using both PSSM and SOV.
This alignment corresponds to the first and second core structural regions in Figure 5 . The aligned amino acid segments show that there is no strongly conserved amino acid pattern, except column 17. In contrast, the predicted secondary structures show a conservation. The secondary structure of the motif can be considered as a helix-turn-helix (helix-coil-helix) structure.
[ Table 4 
Discussion
The currently existing methods of identifying protein motifs consider only amino acid features of the motifs. The proposed model is the first attempt to utilize the predicted secondary structures for a probabilistic model of motifs. It is not surprising that information brought by the predicted secondary structures improves multiple alignments. The similarity measurement of secondary structures, SOV values, are defined for the whole motif segments. The dependence feature of adjacent amino acids is partially modeled in our approach, whereas all existing models assume that the positions in a motif are independent.
Probability models and Bayesian methods showed great advantages in dealing with high dimensional complicated sequence features. Our scoring function is in terms of probability, which is defined exponentially proportional to a similarity measurement of secondary structures. Instead of directly maximizing a score function, Gibbs sampling method is employed to simulate samples of the posterior probability, whose modes correspond to alignments of high scores. Difficult convergence to the global maximum is a big concern in multiple sequence alignment. We solve this problem by simulating multiple Markov chains from different random initial values and under different parameter λ values. The most probable alignment from multiple simulations is likely to be the true alignment.
The proposed model can be improved by including reliability indices of secondary structure predictions. PSI-PRED ) assigns a score of confidence level at 0-9 for each predicted secondary state (H, E or C). The score 9 indicates the most reliable prediction, whereas score 0 indicates the least reliable prediction. It is known that the reliability indices correlate very well with prediction accuracy. A weighted SOV measurement may be developed such that the similarity between two segments of secondary structure in a conformational state (i.e. H, E or C) will be weighted by the sum of the confidence indices of the segments. The weighted SOV can then be substituted into Formulas (2) and (3) Table 4 : Alignments of the data set 1idy by the proposed method. This alignment corresponds to the first and second core structural regions shown in Figure 6 . While there is a clear conservation in the secondary structures for this motif, the aligned amino acid segment shows no strongly conserved column, except column 17. The secondary structure of the motif can be considered a helix-turn-helix structure. Figure 1: An example of secondary structure prediction by PSI-PRED. The protein is UBIQ HUMAN (swissprot ID P02248), which is a sequence in the data set 1ubi. The lines in the order are confidence level of the secondary structure prediction, string of the predicted secondary structure, and the original amino acid sequence. (β 1 , β 3 ) . The first line of (++) indicates the maxov of (β 1 , β 2 ) and the second line of (++) indicates the maxov of (β 1 , β 3 ). 
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