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We propose a general framework for solving statistical mechanics of systems with finite size. The approach
extends the celebrated variational mean-field approaches using autoregressive neural networks, which support
direct sampling and exact calculation of normalized probability of configurations. It computes variational free
energy, estimates physical quantities such as entropy, magnetizations and correlations, and generates uncorrelated
samples all at once. Training of the network employs the policy gradient approach in reinforcement learning,
which unbiasedly estimates the gradient of variational parameters. We apply our approach to several classic
systems, including 2D Ising models, the Hopfield model, the Sherrington–Kirkpatrick model, and the inverse
Ising model, for demonstrating its advantages over existing variational mean-field methods. Our approach sheds
light on solving statistical physics problems using modern deep generative neural networks.
Consider a statistical physics model such as the celebrated
Ising model, the joint probability of spins s ∈ {±1}N follows
the Boltzmann distribution
p(s) = e
−βE(s)
Z
, (1)
where β = 1/T is the inverse temperature and Z is the parti-
tion function. Given a problem instance, statistical mechan-
ics problems concern about how to estimate the free energy
F = − 1β ln Z of the instance, how to compute macroscopic
properties of the system such as magnetizations and corre-
lations, and how to sample from the Boltzmann distribu-
tion efficiently. Solving these problems are not only rele-
vant to physics, but also find broad applications in fields like
Bayesian inference where the Boltzmann distribution naturally
acts as posterior distribution, and in combinatorial optimiza-
tions where the task is equivalent to study zero temperature
phase of a spin-glass model.
When the system has finite size, computing exactly the free
energy belongs to the class of #P-hard problems, hence is in
general intractable. Therefore, usually one employs approx-
imate algorithms such as variational approaches. The varia-
tional approach adopts an ansatz for the joint distribution qθ (s)
parametrized by variational parameters θ, and adjusts them so
that qθ (s) is as close as possible to the Boltzmann distribution
p(s). The closeness between two distributions is measured by
Kullback–Leibler (KL) divergence [1]
DKL(qθ ‖ p) =
∑
s
qθ (s) ln
(
qθ (s)
p(s)
)
= β(Fq − F), (2)
where
Fq =
1
β
∑
s
qθ (s) [βE(s) + ln qθ (s)] (3)
is the variational free energy corresponding to distribution
qθ (s). Since the KL divergence is non-negative, minimizing
the KL divergence is equivalent to minimizing the variational
free energy Fq , an upper bound to the true free energy F.
One of the most popular variational approaches, namely
the variational mean-field method, assumes a factorized vari-
ational distribution qθ (s) = ∏i qi(si), where qi(si) is the
marginal probability of the ith spin. In such parametriza-
tion, the variational free energy Fq can be expressed as an
analytical function of parameters qi(si), as well as its deriva-
tive with respect to qi(si). By setting the derivatives to zero,
one obtains a set of iterative equations, known as the naïve
mean-field (NMF) equations. Despite its simplicity, NMF has
been used in various applications in statistical physics, statis-
tical inference and machine learning [2, 3]. Although NMF
gives an upper bound to the physical free energy F, typically
it is not accurate, since it completely ignores the correlation
between variables. Other approaches, which essentially adopt
different variational ansätze for qθ (s), have been developed
to give better estimate (although not always an upper bound)
of the free energy. These ansätze, including Bethe approxi-
mation [4, 5], Thouless–Anderson–Palmer equations [6], and
Kikuchi loop expansions [7], form a family of mean-field ap-
proximations [2].
However, on systemswith strong interactions and on a factor
graph with loops of different lengths (such as lattices), mean-
field approximations usually give very limited performance.
The major difficulty for the mean-field methods in this case
is to give a powerful, yet tractable variation form of joint
distribution qθ (s). In this Letter, we generalize the existing
variational mean-field methods to a much more powerful and
general framework using autoregressive neural networks.
Variational autoregressive networks. The recently devel-
oped neural networks give us ideal methods for parameteriz-
ing variational distribution qθ (s)with a strong representational
power. The key ingredient of employing them to solve statisti-
cal mechanics problem is to design neural networks such that
the variational free energy Eq. (3) is efficiently computable.
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Figure 1. Autoregressive networks with different architectures for
variational free energy calculation. The spin configuration s is the
input to the network, sˆ is the output of the network, and h denotes
hidden layer. The loss function Fq is given by Eq. (3) and Eq. (4).
The colored sites denote the receptive field of a site in sˆ. (a) The
network has only one layer, which is densely connected, while the
autoregressive property hold. (b) The network has a hidden layer.
(c) The network has masked convolution layers on 2D lattice. Only
connections in a convolution kernel are shown for clarity.
The method we adopted here is named autoregressive net-
works, where the joint probability of all variables is expressed
as product of conditional probabilities [8–11]
qθ (s) =
N∏
i=1
qθ (si | s1, . . . , si−1), (4)
and the factors are parametrized as neural networks. Wedenote
using Eq. (4) as an ansatz for the variational calculation of
Eq. (3) as variational autoregressive networks (VAN) approach
for statistical mechanics.
The simplest autoregressive network is depicted in Fig. 1(a),
which is known as the fully visible sigmoid belief network [9].
The input of the network is a configuration s ∈ {±1}N with
a predetermined order, and the output sˆi = σ
(∑
j<iWi j sj
)
has the same dimension as the input. We see that the net-
work is parametrized by a triangular matrixW , which ensures
that sˆi is independent with sj when j ≥ i. This is named as
autoregressive property in machine learning literatures. The
sigmoid activation function σ(·) ranges in (0, 1), so we can ex-
pect that sˆi represents a probability with proper normalization.
Namely, sˆi = q(si = +1 | s<i), which means the conditional
probability of si being +1, given the configuration of spins in
front of it, s<i , in the predetermined order of variables. Thus,
given a configuration s as the input to the network, the joint
distribution of the input variables can be expressed as the prod-
uct of conditional probabilities, and each factor is a Bernoulli
distribution q(si | s<i) = sˆiδsi,+1 + (1 − sˆi)δsi,−1.
There have been many discussions in the machine learning
community on how to make the autoregressive network deeper
and more expressive, and how to increase the generalization
power by sharing weights [10–14]. Using the simplest one-
layer network as building blocks, we can design more complex
and expressive networks, while preserving the autoregressive
property. For example, we can add more layers of hidden
variables to the network, as shown in Fig. 1(b).
When the system has structures, e.g. lying on a 2D lattice,
a classic network architecture designed specifically for it is
the convolutional network [8], which respects the locality and
the translational symmetry of the system. To ensure the au-
toregressive property, one can put a mask on the convolution
kernel, so that the weights are not zero only for half of the ker-
nel, and sˆi is independent of sj with j < i in the predetermined
order. The receptive field of the masked convolution through
multiple layers is shown in Fig. 1(c). This kind of structured
autoregressive networks is known as PixelCNN [15], which
has achieved state-of-the-art results in modeling and generat-
ing natural images. In additional, by using the dilated convolu-
tions the autoregressiveWaveNet [16] can capture long-range
correlations in audio signals, and has achieved remarkable per-
formance in real-world speech synthesis.
The autoregressive networks are one of the leading gen-
erative models that find wide applications under the general
purpose of density estimations [15–17]. A key difference be-
tween our work and those machine learning applications is that
for density estimation one trains the network from the training
data using maximum likelihood estimation, i.e. minimizing
the KL divergence between empirical training data distribu-
tion pdata(s) and the network, DKL(pdata ‖ qθ ). Whereas in our
variational free energy calculation, the goal is to reduce the
reversed KL divergence DKL(qθ ‖ p). Therefore, we train the
network using data produced by itself. The only input of our
calculation is the energy function of the statistical mechan-
ics problem, and no training data from the target Boltzmann
distribution is assumed.
The variational free energy in Eq. (3) can be regarded as a
scalar loss function over the parameters θ of the autoregressive
network of Eq. (4). A nice feature of autoregressive networks
is that one can draw independent samples efficiently by sam-
pling each variable in the predetermined order. Moreover, one
has direct access to the normalized probability qθ (s) of any
given sample. Exploiting these properties, one can replace
the summation over all possible configurations weighted by
qθ (s) by samplings from the network, and evaluate the en-
tropy and energy terms respectively in Eq. (3). Thanks to the
direct-sampling ability, the estimated variational free energy
provides an exact upper bound to the true free energy of the
model.
The gradient of the variational free energy with respect to
network parameters reads [18]
β∇θFq = Es∼qθ (s) {[βE(s) + ln qθ (s)] ∇θ ln qθ (s)} . (5)
We perform the stochastic gradient descent optimization on
the parameters θ. Furthermore, we employ the control vari-
ates method of Ref. [19] to reduce the variance in the gradient
estimator [18]. In the context of reinforcement learning [20],
qθ (s) is a stochastic policy which produces instances of s,
3and the term in the square bracket of Eq. (3) is the reward
signal. Thus, learning according to Eq. (5) amounts to the
policy gradient algorithm. We note that the variational studies
of quantum states [21] employ a similar gradient estimator.
However, the variational autoregressive networks enjoy unbi-
ased estimate of the gradient using efficient direct sampling
instead of relying on the correlated Markov chains.
To the best of our knowledge, the variational framework
using deep autoregressive networks for statistical mechan-
ics has not been explored before. Our method can be seen
as an extension to the variational mean-field methods with a
more expressive variational ansatz. Its representational power
comes from recently developed deep neural networks with
guarantee of universal expressive power [8]. Rather than a
specific model, we consider our approach as a general frame-
work, analogous to existing frameworks such as Markov chain
Monte Carlo (MCMC), mean-field methods, and tensor net-
works [22, 23]. When compared with existing frameworks,
the features of VAN are these: giving an upper bound to the
true free energy; efficiently generating independent samples
without needing Markov chains, which is ideal for paralleliza-
tion (on GPUs); and computing physical observables, such as
the energy and correlations, using a sufficiently large amount
of samples without any autocorrelations.
Numerical experiments. To demonstrate the ability of
VAN in terms of accuracy of the variational free energy
and estimated physical quantities, we perform experiments
on Ising models. The energy of the configuration s is given by
E(s) = −∑(i j) Ji j sisj , with (i j) denoting pair of connections.
With different choices of the coupling matrix J, we cover
systems on different topologies: 2D square and triangular lat-
tices, and fully connected systems. We also cover systemswith
different behaviors: ferromagnetic, antiferromagnetic, glassy,
and as associative memory.
Wefirst apply our approach to the ferromagnetic Isingmodel
on 2D square lattice with periodic boundary condition, which
admits an exact solution [24]. We have tested two types of
network architectures, the 2D convolution (conv) and densely
connected (dense) respectively, to verify that taking into ac-
count the lattice structure is beneficial. More details on the im-
plementation are discussed in the Supplemental Material [18].
The free energy given by VAN, compared with NMF and
Bethe approximations, is shown in Fig. 2(a). The figure shows
that VAN significantly outperforms the two traditional meth-
ods. The maximum relative error is around the critical point,
where the system develops long range correlations. Also,
the network architecture with convolution layers performs sig-
nificantly better than dense connection, since it respects the
two-dimensional nature of the lattice, which is particularly
beneficial when the correlation is short ranged. However,
around criticality, they exhibits similar performance.
Then, we apply our approach to the frustrated antiferro-
magnetic Ising model on 2D triangular lattice with a periodic
boundary condition. Fig. 2(b) shows the entropy per site ver-
sus inverse temperature β for various lattice sizes. Reaching
a finite entropy density indicates that the system processes an
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Figure 2. (a) Free energy per site and its relative error of ferromag-
netic Ising model on 16 × 16 square lattice with periodic boundary
condition. (b) Entropy per site of antiferromagnetic Ising model on
triangular lattices of various sizes L with periodic boundary con-
dition. The exact result (dashed line) at T = 0 and L → ∞ is
S/N = 0.323066 [25, 26]. The curves for L = 8, 14, 16 are almost
overlapped.
exponentially large number of degenerate ground states. Ex-
trapolation of β → ∞ shows that VAN correctly captures the
exponentially large number of ground states. In comparison,
describing such feature has been challenging to conventional
MCMC and mean-field approaches.
Next, to demonstrate the ability of capturing multiple states
at low temperature, we consider the Hopfield model [27],
where N spins are connected to each other. The couplings
composed of P random patterns, Ji j = 1N
∑P
µ=1 ξ
µ
i ξ
µ
j , with
{ξµ} ∈ {±1}N denoting a random pattern. At a low temper-
ature with P small, the system has a retrieval phase where all
P patterns are remembered by the system; hence there are P
pure states in the system [28, 29]. The experiments are carried
out on a Hopfield network with N = 100 spins and P = 2
orthogonal random patterns. At low temperature the energy
(probability) landscape contains four modes, corresponding to
two stored patterns and their mirrors (due to Z2 symmetry).
As opposed to models defined on lattices, there is no topology
structure to apply convolution, so we use a simplest VAN with
only one layer and N(N − 1)/2 parameters. We start training
our network at β = 0.3 and slowly anneal the temperature to
β = 1.5. At each temperature, we sample configurations from
the trained VAN, and show their log probability in Fig. 3.
The figure shows that at high temperature with β = 0.3,
samplings are not correlated with the two stored patterns, and
the system is in the paramagnetic state. The log probability
landscape is quite flat, as the Gibbs measure is dominated by
entropy. When β is increased to 1.5, four peaks of probability
emerge and dominate over other configurations. These four
peaks touch coordinates [1, 0], [0, 1], [−1, 0]. and [0,−1] in
the X-Y plane, which correspond exactly to the two patterns
and their mirrors. This is an evidence that our approach avoids
collapsing into a single mode, and gives samplings capturing
the features of the whole landscape, despite that those modes
are separated by high barriers.
Compared with the landscape of Hopfield model in the re-
trieval phase which exhibits several local minima in the energy
and probability landscape, models in the spin glass phase are
considerably more complex [30], because they have an infi-
4Figure 3. Log probability of sampled configurations from VAN
trained for a Hopfield model with N = 100 spins, and P = 2 or-
thogonal patterns. The sampled configurations are projected onto the
two-dimensional space spanned by the two patterns. X axis (O1) and
Y axis (O2) are the overlap (inner product, normalized to [−1, 1]) be-
tween each sampled configuration and the two patterns, respectively.
(a) β = 0.3, and the system is in the paramagnetic phase. (b) β = 1.5,
and the system is in the retrieval phase. Note the different scales in
the color bars.
nite number of pure states, in the picture of replica symme-
try breaking [31]. Here we apply our method to the classic
Sherrington-Kirkpatrick (SK) model [32], where N spins are
connected to each other by couplings Ji j drawn from Gaus-
sian distribution with variance 1/N . So far the tensor net-
work approaches do not apply to this model because of long
range interactions and the disorder, which causes negative Z
issue [33]. On the thermodynamic limit with N → ∞ where
the free energy concentrates to its mean value averaged over
disorder, using for example replica method and cavity method,
and replica symmetry breaking, i.e., the Parisi formula [31].
On a single instance of SK model, the algorithm version of the
cavity method, belief propagation, or Thouless–Anderson–
Paler [6] equations apply as message passing algorithms. On
large systems in the replica symmetry phase, themessage pass-
ing algorithms converge and the obtained Bethe free energy is
a good approximation, but in the replica symmetry breaking
phase they fail to converge. Also notice that even in the replica
symmetry phase, Bethe free energy is not an upper bound to
the true free energy.
As a proof of concept, we use a small system size N = 20,
so we can enumerate all 2N configurations, compute the exact
value of free energy, then evaluate the performance of our
approach. Again, we use a simple VAN with only one layer.
In Fig. 4(a) we show the free energy obtained from VAN,
compared with NMF and Bethe approximations. The free en-
ergy from VAN is much better than NMF and Bethe, and even
indistinguishable to the exact value. This is quite remarkable
considering that VAN adopts only N(N − 1)/2 parameters,
which is even smaller than that used in the belief propagation,
N(N − 1). We also checked that our approach not only gives a
good estimate on free energy, it also obtains accurate energy,
entropy, magnetizations, and correlations.
The ability of solving ordinary statistical mechanics prob-
lems also gives us the ability to solve inverse statistical me-
chanics problems. A prototype problem is the inverse Ising
problem, which asks us to reconstruct the couplings of an
Ising (spin glass) model, given the correlations [18]. It is well
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Figure 4. (a) Free energy of SK model with N = 20 spins. The
inset shows relative errors to exact values in a larger β regime. Bethe
converges only when β ≤ 1.5. (b) The reconstruction error in the
inverse Ising problem. The underlying model is an SK model with
N = 20 spins. VAN uses a network with two layers (a hidden layer
and an output layer).
known that the Ising model is the maximum entropy model
given the first and the second moments, so the couplings are
uniquely determined by the correlations. The problem has
been studied for a long time especially in the field of statistical
mechanics [34], mainly using mean-field based methods.
The adaptation of our method for the inverse problem is
straightforward by repeating the following two steps, until the
correlations given by VAN are close enough to the given cor-
relations of the underlying model: (1) train a VAN according
to the Ising model with an existing Ji j by minimizing the
variational free energy; (2) compute correlations via direct
sampling from the VAN, then update Ji j to minimize the dif-
ference between the two sets of correlations. We use our
approach to reconstruct an SK model with N = 20 spins,
and the given correlations are computed exactly by enumer-
ating all 2N configurations. The VAN uses two layers with
2000 parameters. The results are shown in Fig. 4(b). Our
method works much better than the popular mean-field meth-
ods of naïve mean-field [35, 36], Sessak–Monasson small-
correlation expansions [37], and those based on a Bethe ap-
proximation [38, 39], especially in the glassy phasewith β > 1.
Outlooks. In the present Letter, we have focused on bi-
nary spins. However, it is straightforward to generalize the
approach to Potts models and models with continuous vari-
ables. We also notice that, for continuous variables and with
a regular structure, a flow-based model together with a renor-
malization group has been proposed for the variational free
energy minimization problem [40]. For systems defined on a
2D lattice we have shown how to adopt convolutions for re-
specting the 2D structure of the underlying factor graph [15].
This strategy can be extended straightforwardly to systems on
3D lattices using 3D convolutions, and to graphical models
on an arbitrary factor graph using e.g. graph convolution net-
works [41] with proper filters.
We anticipate that our method will find immediate appli-
cations in a broad range of disciplines. For example, it can
be applied directly to statistical inference problems, where the
Boltzmann distribution in statistical mechanics becomes the
posterior distribution of Bayesian inference [42]. Another ex-
ample of applicationwould be the combinatorial optimizations
5and constraint satisfaction problems, in which finding the opti-
mal configurations and solutions correspond to finding ground
states of spin glasses, and counting the number of solutions
corresponds to computing entropy at zero temperature.
So far our approach is rather a proof of concept of a promis-
ing variational framework on statistical physics problems.
Building on the current work, an interesting direction for fu-
ture work would be even more deeply incorporating successful
physics and machine learning concepts (such as a renormal-
ization group and dilated convolution) into the network archi-
tecture design, e.g., the WaveNet [16]. This would allow us
to scale to a much larger problem size, or even to the thermo-
dynamic limit.
Themain limitation of ourmethod is that the variational free
energy calculation relies on sampling of the model; hence it
is slower than canonical variational mean-field message pass-
ing algorithms which compute variational free energy directly
using model parameters. We also notice that the sampling
process can be sped up by caching intermediate activations
in the sampling procedure as explored in Refs. [43, 44]. Or,
one may use alternative model such as inverse autoregressive
flow [45], which supports parallel sampling.
A pytorch implementation of our model and algorithms is
avaliable at Ref. [46].
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7Autoregressive networks
The key feature of the autoregressive model is the ability
of computing normalized probability of a spin configuration s
(which is the input to the autoregressive network). This ability
comes from the design of the joint probability distribution
qθ (s) =
N∏
i=1
qθ (si | s1, . . . , si−1). (6)
As a simple example, the joint probability of 4 variables
{s1, s2, s3, s4} can be evaluated using Bayes rule as
p(s1, s2, s3, s4)
= p(s4 | s1, s2, s3)p(s1, s2, s3)
= p(s4 | s1, s2, s3)p(s3 | s1, s2)p(s1, s2)
= p(s4 | s1, s2, s3)p(s3 | s1, s2)p(s2 | s1)p(s1). (7)
The autoregressive network essentially approximates all the
conditional probabilities using neural networks with a polyno-
mial number of parameters. Notice that exactly storing those
conditional probabilities requires an exponential number of
parameters in the worst case.
For the spin variables, we choose sigmoid function (rang-
ing in (0, 1)) as an activation function, and the output of the
network is given by
sˆi = σ
(∑
j<i
Wi j sj
)
. (8)
To compute the likelihood of a given configuration s, one pass
the configuration to the model to compute sˆ, based on which
one has the log likelihood given by
ln qθ (s) =
N∑
i=1
ln
[
sˆiδsi,+1 + (1 − sˆi)δsi,−1
]
. (9)
Evidently, the exact expression of ln qθ (s) enables us to com-
pute the variational free energy from unbiased samples of the
model, that is
Fq =
1
β
∑
s
qθ (s) [βE(s) + ln qθ (s)] , (10)
where E(s) = ∑(i j) Ji j sisj is defined by the Ising model, and
the qθ (s) is from Eq. (9).
Another essential technique followed from the above ex-
pression for computing the variational free energy is how to
obtain many unbiased samples drawn from the model. Fortu-
nately, this is easy thanks to the design of the autoregressive
networks. Since we have stored all approximated joint con-
ditional probabilities, sampling of the autoregressive model
directly follows the factorization of the conditional probabili-
ties, following the predetermined order starting from the first
to the last one. To illustrate the sampling process, let us again
use the simple example of
qθ (s) = p(s4 | s1, s2, s3)p(s3 | s1, s2)p(s2 | s1)p(s1). (11)
To sample a configuration s = {s1, s2, s3, s4}, we first toss a
coin to determine s1 usingmarginal probability p(s1), then toss
a coin again to determine s2 using p(s2 | s1). The assignment
of s3 and s4 can be determined in turn.
Gradient estimator and variance reduction
Given the samples drawn from themodel, and the variational
free energy f (θ) computed using the samples, one thing we
need to be careful is that one cannot compute directly the
gradient of f with respect to model parameters θ. Instead, one
must derive a proper gradient estimator, which is written as
β∇θFq = ∇θ
∑
s
[qθ (s) · (βE(s) + ln qθ (s))]
=
∑
s
[∇θqθ (s) · (βE(s) + ln qθ (s)) + qθ (s)∇θ ln qθ (s)]
= Es∼qθ (s)
∇θ ln qθ (s) · (βE(s) + ln qθ (s))︸                ︷︷                ︸R(s)
 , (12)
which is Eq. (5) in the main texts. The contribution of each
sample s ∼ qθ (s) to the gradient is ∇θ ln qθ (s) weighted by
the reward signal R(s). This ensures that when R(s) is large,
the optimizer will try to reduce the probability of generating
such configuration, hence reduce the variational free energy.
Learning the probability distribution using this score function
gradient estimator is also known as the REINFORCE algo-
rithm [47] in reinforcement learning literatures [20].
We also notice that in deriving the last equation we have
used
Es∼qθ (s) [∇θ ln qθ (s)] = ∇θ
∑
s
qθ (s) = ∇θ1 = 0. (13)
For the same reason, one can subtract any s-independent con-
stant in the last equation without affecting the expectation, that
is
∇θFq = 1
β
Es∼qθ (s) [∇θ ln qθ (s) · (R(s) − b)] . (14)
The baseline b is useful to reduce the variance of the gradient,
and is known as variance reduction in the context of the re-
inforcement learning literature [8]. In this work we consider
only a simplest strategy [19] by setting the baseline to
b = Es∼qθ (s)R(s). (15)
b = Es∼qθ (s)R(s) is the estimate of log partition function. It is
computed at each iteration. There is a simple understanding of
this choice of baseline: the actual loss function can be written
as
L = Es∼qθ (s)
[
βE(s) + ln qθ (s) − ln Z˜
] ≈ DKL(qθ ‖ pBoltzmann),
(16)
8Figure 5. Evolution of mean and variance of the loss function during
the training of VAN on an SK model with N = 20 spins, β = 0.3.
The light red area denotes variance, the red line denotes mean, and
the blue dashed line denotes the exact free energy value. The VAN
uses 2 layers and totally 8200 trainable parameters.
where ln Z˜ = b is the estimated log partition function. Op-
timizing L is equivalent to optimizing the variational free
energy, but with the advantage of reduced variance which was
induced by the gap between magnitudes of E(s) and ln qθ (s).
Zero variance condition and exact free energy
The variational free energy is an estimator over the varia-
tional distribution,
Fq = Es∼qθ (s)
[
E(s) + 1
β
ln qθ (s)
]
. (17)
If the exact distribution is achieved, i.e. qθ (s) = pBoltzmann(s),
we have
E(s) + 1
β
qθ (s) = − 1
β
log(Z), (18)
which means that the quantity E(s) + 1β ln qθ (s) has zero vari-
ance.
On the other hand, if the variance is zero, then the distribu-
tion qθ must be a Boltzmann distribution. To prove this, we
make use that zero variance implies the quantity in the square
bracket to be a constant,
E(s) + 1
β
ln qθ (s) = C. (19)
Solving the equation gives
qθ (s) = eβC−βE(s). (20)
However, we note that the eβC does not necessarily be equal to
1/Z , the normalization of the original Boltzmann distribution,
due to mode collapse where not all the modes (pure states)
of the original Boltzmann distribution are captured by the
network.
Nevertheless, if one can ensure that mode collapse never
happens, then low variance indeed indicates a good estimate to
the true free energy. In thisworkwe propose to use temperature
annealing to avoid mode collapse, and our results in Fig. 3 in
the main texts give an evidence that mode collapse does not
happen. Therefore, we can use the variance to practically
indicate the closeness between qθ and the exact distribution
without knowing the latter. As an example to illustrate this, in
Fig. 5 we plot evolution of Fq from Eq. (17) and the variance
during training of a VAN on an SK model with N = 20
spins. The figure shows that when the variance (light red area)
decreases during training, the variational free energy (red line)
converges to the true free energy (blue dashed line).
Inverse Ising problem and conventional mean-field methods
It is well known that the Ising (spin glass) model
p(s) = 1
Z
e
∑
i j Ji j si sj+
∑
i hi si (21)
is the maximum entropy model when the first and the second
moments of the distribution p(s) are constrained. The inverse
Ising problem asks to reconstruct external fields {hi} and cou-
plings {Ji j} of the underlying model when magnetizations
{mi} and correlations {Ci j} are given, where
mi =
∑
s
p(s)si, (22)
Ci j =
∑
s
p(s)sisj . (23)
The maximum likelihood inference gives a simple condition
that the magnetizations m(h, J) and the correlations C(h, J)
from the trained network should match the given ones. If they
do notmatch, the difference between the two quantities provide
gradient for learning external fields and couplings.
The main difficulty of reconstruction is that exact magne-
tizations and correlations from the trained network (i.e. with
learned external fields and couplings) are computationally in-
tractable. Various mean-field methods have been proposed
for estimating them. In our method, we estimate magnetiza-
tions and correlations using configurations sampled from the
trained autoregressive network, which provides efficient direct
sampling.
In this paper, we consider models with no external field,
thus the task is to reconstruct couplings from correlations.
Magnetizations are exactly zero, due to the Z2 symmetry. To
avoid the influence of measurement noise in correlation data,
we test our method on small systems and compute exact corre-
lations by enumerating all the configurations. We compare the
performance of our method with several well-known mean-
field methods, including naïve mean-field method (NMF),
Sessak–Monasson small correlation expansion method and
Bethe approximation. In NMF, the correlations are computed
9using naïve mean-field approximation and linear response re-
lation [48], and coupling are given by
JNMFi j = δi j − (C−1)i j . (24)
In Sessak–Monasson small correlation expansion, a perturba-
tion expansion of entropy in terms of the connected correlation
is carried out, and the reconstructed couplings are given by
JSMi j = −(C−1)i j + JIPi j −
Ci j
1 − C2i j
, (25)
where
JIPi j =
1
4
ln
[ (1 + Ci j)2
(1 − Ci j)2
]
(26)
is known as the independent-pair approximation. Bethe ap-
proximation [38, 39] is rather simple,
JBethe =
1
2
arcsinh
[
2(C−1)i j
]
. (27)
The key ingredient in deriving the last formula is a careful
computation of correlations given by Bethe approximation.
One method is the sophisticated susceptibility propagation al-
gorithm [49] which computes the connected correlations by
applying the linear response relation to the belief propaga-
tion [49]. We refer to [34] for an overview of these mean-field
methods.
After all, the performance of reconstruction is characterized
by the reconstruction error between the inferred couplings Jinfer
and true couplings Jtrue, defined as
∆J =
1
N
√∑
i j
(
J inferi j − J truei j
)2
. (28)
More results on Sherrington–Kirkpatrick model, Hopfield
model, and the inverse SK model
In Fig. 6 we draw a more detailed process of annealing,
depicted by the landscape of log probability of samples (which
is equivalent to the energy landscape up to a constant), in both
3D and 2D views. From the figures we can see that at a high
temperature, with β small, samples are of uniform measure,
roughly around −N ln(2). This is because the system is in the
paramagnetic phase with a single paramagnetic mode, thus
there should be no mode collapse. As beta increases to 1.0,
which is the spin-glass transition point at the thermodynamic
limit, from the middle panels we can recognize 4 little peaks,
corresponding to two stored patterns and their mirrors, begin
to emerge a little. In this situation the modes are rather weak
(at the transition point), and they are quite easy to capture by
VAN. Once those little peaks are captured, they grow as the
temperature decreases gradually, and finally arrive at sharp
peaks at a low temperature, as shown in the right panels in
the figure. Although this is not a proof that annealing works
sufficiently to avoid mode collapse, We think the phenomenon
displayed at β = 1.0 explains why and how annealing works
in alleviating mode collapse.
In Fig. 7 we added VAN results with only 1 layer and very
few parameters.
Calculation of heat capacity and critical temperature for Ising
model
The ferromagnetic Ising model on infinitely large 2D square
lattice shows phase transition at the critical temperature βc ,
where the heat capacity Cv goes to infinity. The heat capacity
can be calculated by
Cv = β2Var[E] = β2
(〈E2〉 − 〈E〉2) , (29)
where the expectation 〈·〉 is computed through samples from
the variational distribution. For every finite and fixed L, we
plot Cv against β, find the peak position βc(L), and calculate
the critical exponent by fitting the power function. The heat
capacity for L = 4, 8, 16 given by VAN are shown in Fig. 8.
In principle we can obtain the critical temperature and crit-
ical exponents for the infinitely large system by extrapolating
L →∞. However, running VAN with larger L becomes com-
putationally expensive, and it remains an open problem how
to systematically change the network size to trade off between
speed and precision.
Details on network structure and training for Ising models
For 2D Ising model, we set the lattice size to be 16×16, and
specify the network’s depth (the number of layers) and width
(the number of channels in a layer). We test convolution layers
and densely connected layers respectively. For convolution
layers, we also specify the kernel radius (kernel radius×2+1 =
edge length of the kernel). To cover a lattice with edge length
L, depth and kernel radius should satisfy
depth × kernel radius + 1 ≥ L. (30)
We test a “shallow” network with depth = 3, and a “deep”
network with depth = 6 and residue blocks [50]. The result
shown in the main text is chosen according to a lower free
energy between them. In practice, we find that the “shallow”
one gives lower free energy for high temperature, otherwise the
“deep” one works better. For convolution layers, we set width
= 64, because it is the elbow point when we plot the relative
error of the free energy versus the number of parameters. The
values of depth, width, kernel radius and number of parameters
are summarized in Table I. These network sizes ensure the
number of parameters in different networks are within the
same magnitude.
To implement Z2 symmetry, we create a mixture model of
the network and itself with input inversed. The probability
of the configuration s is qZ2 (s) = 12 (qθ (s) + qθ (−s)) [40, 51],
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Figure 6. Log probability of sampled configurations of VAN learned for a Hopfield model with N = 100 spins, and P = 2 orthogonal patterns,
on the two-dimensional spaces spanned by two patterns. In the figures, X-axis and Y -axis represent inner product (overlap) between each
sampled configuration and the first and the second stored patterns respectively. Our network uses single layer and only N(N − 1)/2 parameters.
The top figures are 3D view of the meshed log probability surface, while the bottom figures are the 2D view from top. From left to right, β
values are 0.3, 1.0, and 1.5 respectively.
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Figure 7. The reconstruction error in the inverse Ising problem com-
pared with mean-field methods. The underlying model is an SK
model with N = 20 spins. VAN 1 layer uses an autoregressive net-
work with one layer (there is no hidden layer), and 190 parameters.
VAN 2 layers uses an autoregressive network with a hidden layer and
an output layer, with totally 2000 parameters.
Shallow Deep
Conv 3/64/6/714, 113 6/64/3/826, 369
Dense 3/4/-/1, 577, 216 6/2/-/2, 366, 720
Table I. Depth / width / kernel radius / number of parameters in
employed networks.
where qθ (s) is the probability given by the network. In sam-
pling, we first generate a batch of samples from the network,
then randomly inverse them by probability 1/2.
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Figure 8. Heat capacity per site of ferromagnetic Ising model on
square lattices with periodic boundary condition. Curves are exact
values, markers are obtained using VAN, and the vertical dashed line
indicates the critical point βc = 12 ln
(
1 +
√
2
)
for L →∞.
We use Adam optimizer [52] to minimize the variational
free energy. To avoid mode collapse, we start training at
infinite temperature (β = 0), and slowly increase β until the
desired temperature is reached. Moreover, we clip the norm
of the gradient to increase the stability of training. We train
10, 000 steps to ensure the optimization converges, calculate
the moving average of the free energy in 100 steps, and report
the lowest one.
The result of the variational free energy is insensitive to
many of the hyperparameters. Numerical experiments show
that if we change those hyperparameters in a range, the result
will not change significantly. The hyperparameters we use in
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Hyperparameter Reported Range
Batch size 1000 100 ∼ 10, 000
Learning rate 10−3 10−4 ∼ 10−3
Adam β1 0.9 0.5 ∼ 0.99
Adam β2 0.99 0.9 ∼ 0.99
Temperature annealing rate 0.998 0.99 ∼ 0999
Gradient clipping norm 1 1 ∼ 10
Data type float32 float32, float64
Table II. Hyperparameters used in reported results and their insensi-
tive ranges.
Hyperparameters Time of 1 step
2D Ising model, L2 = 256 spins,
1 layer, 1 channel, 3 × 3 receptive field, 0.076 sec.
10 parameters, batch size 1000
2D Ising model, L2 = 256 spins,
3 layers, 64 channels, 13 × 13 receptive field, 1.8 sec.
714, 113 parameters, batch size 1000
2D Ising model, L2 = 256 spins,
6 layers, 64 channels, 7 × 7 receptive field, 5.4 sec.
826, 369 parameters, batch size 1000
2D Ising model, L2 = 256 spins,
3 layers, 4 channels, dense connection, 0.27 sec.
1, 577, 216 parameters, batch size 1000
2D Ising model, L2 = 256 spins,
6 layers, 2 channels, dense connection, 0.50 sec.
2, 366, 720 parameters, batch size 1000
Table III. Hyper parameters and one-step (epoch) training time of
VAN on the 2D Ising model, on a single NVIDIA Titan V GPU.
the reported results are shown in Table II.
The typical one-step training time for 16 × 16 Ising model
is 1.8 sec. for the “shallow” network, and 5.4 sec. for the
“deep” network, on a single NVIDIA Titan V GPU. Such large
networks produce the lowest relative errors of free energy and
physical observables, including energy and heat capacity, that
are capable under our computation resources. If we merely
want to outperform previous mean-field methods, we can use
a much smaller network, and achieve faster training speed.
Details on network structure and training for SK model
For the SKmodel, we have used batch size 10, 000, learning
rate 0.001, an input layer with 20 neurons and an output layer
with 20 neurons. For the inverse SK model, we have tried
two kinds of VAN. The first one uses an input layer with
20 neurons and an output layer with 20 neurons. The other
one uses additionally a hidden layer with 100 neurons. We
have used batch size 10, 000, learning rate for the inner loop
(for learning VAN weights) 0.001 and for the outer loop (for
learning couplings) 0.01.
The one-step training times for 2D Ising model and SK
Hyperparameters Time of 1 step
SK model, N = 20 spins,
0.0082 sec.
1 layer, 190 parameters, batch size 10, 000
SK model, N = 20 spins,
2 layers, 100 hidden neurons, 0.012 sec.
2000 parameters, batch size 10, 000
SK model, N = 100 spins,
0.030 sec.
1 layer, 4950 parameters, batch size 10, 000
SK model, N = 100 spins,
2 layers, 500 hidden neurons, 0.065 sec.
25, 000 parameters, batch size 10, 000
SK model, N = 100 spins,
0.10 sec.
1 layer, 4950 parameters, batch size 100, 000
Table IV. Hyper parameters and one-step (epoch) training time of
VAN on the SK model, on a single NVIDIA Titan V GPU.
model with several hyperparameters are shown in Table III
and IV.
