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Resumen: En la actualidad, la cantidad de recursos que se destinan a la codificacio´n de in-
formes me´dicos es enorme. Con la reciente implantacio´n del esta´ndar CIE-10 en el sistema
sanitario espan˜ol se acrecientan las dificultades, ya que se incrementa el nu´mero de posi-
bles co´digos CIE por cada informe, disponiendo de una escasa cantidad de datos generados
y codificados. En este artı´culo se describen los retos que plantea esta tarea y se propone
una primera aproximacio´n de combinacio´n de te´cnicas para implantar un sistema capaz de,
dado un informe, recomendar automa´ticamente co´digos CIE-10 a los codificadores.
Palabras clave: Clasificacio´n automa´tica multietiqueta, co´digos CIE-10, recuperacio´n de
informacio´n, divergencia de Kullback-Leibler
Abstract: Nowadays, the amount of resources dedicated to encode medical reports is huge.
In spite of this, an automatic solution for annotation does not appear to be consolidated.
With the recent implantation of the CIE-10 standard, encoding becomes increasingly com-
plex, since the number of possible CIE codes for each report is increased and at the same
time a minimal quantity of generated and encoded data is avaliable. In this paper, it is des-
cribed the challenges posed by this task and proposed a first combination of techniques for
implementing a system capable of automatically assisting coding specialists by recommen-
ding CIE-10 codes regarding a medical report.
Keywords: Automatic multilabel classification, ICD-10 codes, information retrieval,
Kullback-Leibler divergency
1 Introduccio´n
La codificacio´n me´dica segu´n la Clasificacio´n In-
ternacional de Enfermedades (CIE) consiste en la
asignacio´n de co´digos estandarizados a informes
me´dicos en representacio´n de diagno´sticos y pro-
cedimientos, cuya finalidad es la generacio´n de
estadı´sticas de morbilidad y mortalidad. En 2015
se publico´ el Real Decreto 69/2015, por el que
se establece la obligatoriedad de utilizar la nueva
versio´n CIE-10-ES como sistema de codificacio´n
clı´nica a partir del 1 de enero de 2016 en Espan˜a.
CIE-10 es una clasificacio´n alfanume´rica
jera´rquica que contiene entre 3 y 7 dı´gitos, y
aporta una informacio´n clı´nica ma´s detallada que
la anterior codificacio´n CIE-9-MC. El nu´mero
de diagno´sticos aumenta de 14.315 a 69.099, y
el nu´mero de procedimientos de 3.838 a 72.000.
Al mismo tiempo, su recopilacio´n en la historia
clı´nica digital requiere un mayor esfuerzo para
los profesionales, au´n no familiarizados con el
nuevo esta´ndar. En estos dos an˜os, el enorme cos-
te de los recursos que los centros hospitalarios
dedican a la anotacio´n manual (o mı´nimamente
asistida) de co´digos CIE-10 ha hecho evidente la
necesidad de desarrollar herramientas automa´ti-
cas que asistan en dicha tarea.
Sin embargo, el proceso de codificacio´n au-
toma´tica no es trivial. Adema´s del gran nu´me-
ro de co´digos existentes, los informes me´dicos
esta´n escritos en lenguaje natural, sujetos a la va-
riabilidad inherente al lenguaje libre. Es comu´n
que los facultativos utilicen terminologı´a distin-
ta a la reflejada en las descripciones de los co´di-
gos CIE-10 para expresar informacio´n relaciona-
da al desorden o procedimiento de forma ma´s de-
tallada. Asimismo, el texto presente en los infor-
mes puede incluir errores ortogra´ficos, estructu-
ras sinta´cticas incorrectas, uso de jerga, sino´ni-
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mos, acro´nimos y abreviaturas, generando am-
bigu¨edad, lo que dificulta au´n ma´s su procesa-
miento automa´tico.
Un posible enfoque del problema es el esta-
blecimiento de correspondencias entre los co´di-
gos CIE-9 y CIE-10, aprovechando ası´ las apro-
ximaciones ya existentes a la anotacio´n con co´di-
gos CIE-9. La administracio´n sanitaria america-
na ha descrito equivalencias entre ambas versio-
nes a trave´s de los Mapeos GEMs (General Equi-
valence Mappings)1. Aunque e´stos esta´n disponi-
bles en varias lenguas, la mayor exhaustividad y
especificidad de los CIE-10 imposibilita una co-
rrespondencia directa entre ambas codificaciones
para una parte considerable de los casos. Conse-
cuentemente, los sistemas de anotacio´n de co´di-
gos CIE-9 no son directamente adaptables al nue-
vo esta´ndar, especialmente aquellos basados en
reglas.
Otras aproximaciones abordan el problema
por medio de enfoques basados en aprendizaje
automa´tico supervisado, por lo que requieren un
entrenamiento con ejemplos manualmente anota-
dos. Sin embargo, las anotaciones manuales dis-
ponibles indican que solo una pequen˜a fraccio´n
del total de co´digos es utilizada con frecuencia,
mientras que la inmensa mayorı´a de co´digos o
son poco frecuentes o no aparecen en ningu´n in-
forme; dicha distribucio´n limitara´ irremediable-
mente las aproximaciones basadas en enfoques
supervisados. Aunque este problema se ira´ ate-
nuando con el paso del tiempo a la par que au-
menta la disponibilidad de documentos anota-
dos, los centros hospitalarios necesitan solucio-
nes tecnolo´gicas efectivas a corto y medio pla-
zo para asistir a los anotadores. Por todas estas
razones, consideramos que es necesario explo-
rar adema´s tanto las aproximaciones basadas en
aprendizaje semi-supervisado como los enfoques
no supervisados.
El objetivo principal de esta propuesta es ana-
lizar la eficacia de los enfoques ba´sicos; en con-
creto, se han comparado los enfoques supervi-
sado y basado en Recuperacio´n de Informacio´n
(RI) aplicados al contexto de la codificacio´n CIE-
10 en espan˜ol. Una vez analizados los resulta-
dos, planteamos una mejora del enfoque de RI
a trave´s del enriquecimiento de los ı´ndices, la se-





los informes me´dicos y la combinacio´n de distin-
tos tipos de consultas.
En el segundo apartado del artı´culo se revisa
el estado del arte, mientras que el tercero des-
cribe las caracterı´sticas de la coleccio´n utilizada
en la experimentacio´n. En el apartado cuarto se
presentan los baselines para el problema, y en el
quinto nuestra propuesta de mejora del enfoque
basado en RI. Finalmente, el apartado sexto re-
sume las conclusiones y el trabajo futuro.
2 Trabajos relacionados
En general, los enfoques utilizados en el estado
del arte para la recomendacio´n y asignacio´n de
co´digos CIE se pueden dividir en dos tipos: los
basados en Procesamiento de Lenguaje Me´dico
(PLM) y los basados en te´cnicas de clasificacio´n.
En cuanto a los primeros, emplean bases de
conocimiento y ontologı´as me´dicas para identifi-
car los conceptos me´dicos en informes, y poste-
riormente asociarlos a los conceptos del esquema
de clasificacio´n. Por ejemplo, Ning et al. (2016)
utilizan un modelo basado en ejemplos genera-
do a partir de una base terminolo´gica en chino
con correspondencias con los co´digos CIE-10 de
4 dı´gitos, por lo que aprovechan la estructura
jera´rquica del esquema de codificacio´n; Chen et
al. (2017) exploran la similitud sema´ntica me-
diante el concepto de Longest Common Subse-
quence (LCS) entre los diagno´sticos y los nom-
bres dados por los CIE-10. Ambas propuestas ba-
sadas en aprendizaje no supervisado.
Por otro lado, en el segundo enfoque utilizado
se generan clasificadores mediante aprendizaje
automa´tico supervisado para relacionar los infor-
mes con los co´digos CIE. Por ejemplo, Subotin y
Davis (2014) proponen un clasificador para ano-
tar los procedimientos CIE-10, complementan-
do el reducido taman˜o de su corpus de entrena-
miento mediante informes anotados con CIE-9
y las correspondencias del GEMs; Jatunarapit et
al. (2016) emplean clasificadores basados en cor-
pus ingleses y una serie de te´cnicas de RI pa-
ra establecer similitudes con los te´rminos tailan-
deses; Miftakhutdinov y Tutubalina (2017) em-
plean word embeddings entrenados a partir de un
corpus de opiniones me´dicas de usuarios, junto
con redes neuronales recurrentes para asignar los
co´digos.
A su vez, pueden encontrarse propuestas mix-
tas que combinan ambos enfoques. Por ejemplo,
Boytcheva (2011) propone un clasificador super-
visado multiclase, donde cada clase se corres-
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ponde con un co´digo CIE-10 de 4 dı´gitos, y uti-
lizan repositorios de terminologı´a me´dica para
enriquecer la representacio´n de los documentos;
Zweigenbaum y Lavergne (2016) combinan dos
clasificadores: uno entrenado con un conjunto de
informes, y otro a partir de distintos diccionarios
me´dicos. Seva et al. (2017), en cambio, emplean
un enfoque de RI para buscar posibles co´digos
CIE-10 candidatos en distintos diccionarios, jun-
to con una serie de clasificadores para filtrarlos.
En lo que respecta al castellano, los trabajos
existentes se han centrado en la anotacio´n del
esquema CIE-9 (Goicoechea et al., 2013; Perez
et al., 2015), no habiendo hasta donde conoce-
mos ninguna propuesta que no se base en los ma-
peos GEMs para recomendar o clasificar co´digos
CIE-10 a partir del texto libre de los informes
me´dicos. Sı´ hay propuestas para otras lenguas,
como el ingle´s (Subotin y Davis, 2014; Miftak-
hutdinov y Tutubalina, 2017), el bu´lgaro (Boyt-
cheva, 2011), turco (Arifoglu et al., 2014), el
chino (Ning et al., 2016; Chen et al., 2017) o el
tailande´s (Jatunarapit et al., 2016). Desgraciada-
mente, los resultados entre todos estos enfoques
no son comparables entre sı´ dado que utilizan di-
ferentes corpus y lenguas. A ello se suman las
limitaciones de acceso a las colecciones de datos
que impiden su distribucio´n.
Aun siendo e´ste un problema tı´pico de cla-
sificacio´n supervisada multiclase y multietique-
ta, tambie´n se ha abordado desde enfoques no
supervisados basados en te´cnicas de RI, funda-
mentalmente debido a los problemas que conlle-
va tener un nu´mero de clases tan elevado. Algu-
nas aproximaciones plantean el ana´lisis lingu¨ı´sti-
co del documento para la generacio´n de diferen-
tes consultas, ası´ como el uso de recursos ex-
ternos, como Wikipedia, manuales de CIE, Pub-
Med, SNOMED-CT u otras ontologı´as me´dicas,
lo que permite aplicar distintos me´todos de ex-
pansio´n de consulta (Rizzo et al., 2015; Zhang et
al., 2017). Otra posible aproximacio´n consistirı´a
en acceder a bases de conocimiento con los co´di-
gos CIE y representadas por grafos RDF median-
te consultas SPARQL (Chiaravalloti et al., 2014).
En relacio´n a la anotacio´n de informes con
co´digos CIE-10 y los sistemas de RI, se han desa-
rrollado proyectos para informes en turco (Ari-
foglu et al., 2014), japone´s (Chen et al., 2014),
france´s (VanMulligen et al., 2016) y alema´n
(Schmidt et al., 2017; Ho-Dac et al., 2017). Los
dos primeros casos siguen la tendencia marcada
por los trabajos anteriores, explotando especial-
mente la estructura jera´rquica de la codificacio´n
CIE-10, mucho ma´s precisa que su versio´n an-
terior. En general, todas estas aproximaciones re-
curren al enriquecimiento de las descripciones de
los co´digos CIE con recursos externos, como dic-
cionarios, otros corpus o sino´nimos.
Actualmente existen aplicaciones comercia-
les que asisten a los anotadores en el proceso de
asignacio´n de co´digos CIE-10-ES. Aunque e´stas
emplean los mapeos GEMs y las descripciones
asociadas a los co´digos, en su mayorı´a requie-
ren palabras clave propuestas por los codificado-
res. Adema´s, tras recibir la recomendacio´n de los
co´digos por parte de la herramienta, el anotador
tendra´ que filtrar y seleccionar aquellos relativos
al informe. Nuestra propuesta consiste en otras
te´cnicas, basadas en clasificadores automa´ticos y
RI; por tanto, una futura aplicacio´n con codifica-
dores reales requerirı´a modelos pre-entrenados y
una aproximacio´n de aprendizaje activo para ir
mejora´ndolos a la vez que los codificadores van
anotando nuevos informes.
3 Coleccio´n
Disponemos de los informes de alta del Hospi-
tal Universitario Fundacio´n de Alcorco´n (HUFA)
del an˜o 2016 anotados con co´digos CIE-10; en
concreto son 13.177 informes. El corpus gene-
rado sobre estos informes contiene un total de
106.304 co´digos asociados, de los cuales 82.020
representan diagno´sticos y 24.284 procedimien-
tos. A su vez, estos 106.304 co´digos asignados se
corresponden con 8.445 co´digos CIE-10 diferen-
tes, lo que supone un 6 % de todas las posibles
codificaciones de esta clasificacio´n. Las ocurren-
cias de los co´digos responden a una ley de poten-
cias; es decir, la mayorı´a de ellos aparecen esca-
sas veces, al contrario que una minorı´a, que pre-
senta un amplio nu´mero de ocurrencias. En con-
creto, el 90 % de las codificaciones existentes en
el corpus comprende el 20 % de todos los co´digos
anotados, y de ese 90 % la mitad se han anotado
una u´nica vez.
Aunque el nu´mero de co´digos CIE-10 en ca-
da informe varı´a considerablemente, en prome-
dio alcanza una media de 8 diagno´sticos y 2 pro-
cedimientos. Adema´s, en el proceso de anotacio´n
se establece un orden a la hora de asignar co´di-
gos, de forma que los co´digos CIE-10 que ocu-
pan la primera posicio´n en los diagno´sticos ano-
tados en cada informe suelen representar el fac-
tor de riesgo principal, mientras que el segundo
co´digo suele ser menos relevante, y ası´ sucesiva-
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Figura 1: Baselines: distribucio´n de las mejores aproximaciones (F-measure) por cada co´digo CIE
mente.
Los informes me´dicos de alta de nuestra co-
leccio´n suelen seguir una estructura basada en
secciones, en las que se agrupan diferentes ti-
pos de informacio´n. A pesar de que existen va-
rias plantillas para organizar estas secciones, los
facultativos no siempre las utilizan; en ocasiones
no definen las secciones o no marcan los lı´mi-
tes de e´stas. Segu´n nos indico´ el personal co-
dificador del HUFA, considerando esa estructu-
ra, las secciones Juicio Clı´nico, Procedimientos
y Antecedentes contienen la informacio´n ma´s re-
levante para la codificacio´n CIE-10. Se ha obser-
vado que, en general, Procedimientos y Antece-
dentes agrupan la informacio´n relativa a los pro-
cedimientos empleados, mientras que en la sec-
cio´n Juicio Clı´nico se resumen los principales
diagno´sticos de manera breve.
4 Baselines basados en clasificacio´n
supervisada y en RI
Con el fin de establecer un punto de partida y re-
flejar la complejidad que encierra la asignacio´n
automa´tica de co´digos CIE-10 en espan˜ol, se han
establecido dos baselines: uno basado en clasi-
ficacio´n automa´tica supervisada multietiqueta y
otro basado en RI.
Hemos tenido en cuenta las secciones Juicio
Clı´nico, Procedimientos y Antecedentes para re-
presentar los informes de alta previamente ano-
nimizados. Por otra parte, hemos utilizado una
versio´n de FreeLing enriquecida con 80.000 con-
ceptos me´dicos (Oronoz et al., 2013), de la que
se han eliminado los te´rminos de la base de datos
BOT Plus (en su mayorı´a medicamentos), debido
a restricciones en la licencia de uso.
El baseline basado en aprendizaje supervi-
sado utiliza un clasificador SVM (Ma´quinas de
Vectores Soporte) mediante una validacio´n cru-
zada sobre 10 iteraciones. En cada iteracio´n se
utiliza un 90 % del corpus para entrenamiento
y el restante 10 % para test. En cuanto al pre-
procesamiento, se han aplicado dos configuracio-
nes distintas. Una primera aproximacio´n en la
que se ha empleado un proceso de stemming y
una lista de stop words, y otra en la que se han
utilizado solo los conceptos me´dicos detectados
por FreeLing. En ambas, la representacio´n se rea-
liza dentro del modelo de espacio vectorial, utili-
zando TF-IDF como medida de pesado.
Por otro lado, el baseline de RI se ha disen˜ado
utilizando la biblioteca Apache Lucene, indexan-
do los textos de las descripciones de los co´di-
gos CIE-10. Durante la indexacio´n se ha utiliza-
do el mismo proceso de stemming y la lista de
stop words. Las consultas se construyen a par-
tir de cada oracio´n de las secciones considera-
das del informe, combinado todas ellas mediante
funciones lo´gicas OR en una u´nica query; de esta
forma, sera´ el propio motor de bu´squeda el que
calcule la relevancia de cada co´digo respecto a
la consulta por medio de su funcio´n de ranking
esta´ndar. Para generar distintas configuraciones
del sistema se han considerado diferentes aspec-
tos en la consulta. Por un lado, se han utilizado
dos tipos de matching: exacto, en el que la uni-
dad de bu´squeda en el campo descripcio´n es la
oracio´n, o por palabras, que incrementa las pro-
babilidades de asignacio´n con cada coincidencia
entre los te´rminos y la descripcio´n del co´digo.
Adicionalmente, se ha empleado FreeLing para
Aproximacio´n Precision Recall F-measure
SVM (SVM con Stemming) 0.5370 0.2115 0.3034
SVM-F (SVM con Freeling) 0.4667 0.1980 0.2780
RI (RI sin FreeLing, matching
por palabras y radio de bu´sque-
da 15)
0.0551 0.0799 0.0653
RI-F (RI con FreeLing, mat-
ching exacto y radio de bu´sque-
da 15)
0.0415 0.0310 0.0355
Tabla 1: Resultados de los baselines
Mario Almagro, Raquel Martínez, Víctor Fresno, Soto Montalvo
48
extraer los conceptos me´dicos. Por u´ltimo, se han
establecido diferentes radios de bu´squeda para li-
mitar el nu´mero de co´digos CIE-10 devueltos por





F-measure ∆ F-measure N. ocurrencias
SVM-F 563 0.3587 0.1017 70
SVM 493 0.3427 0.1458 92
RI-F 278 0.2576 0.1488 10
RI 1198 0.2406 0.2037 11
Sin Mod. 5960 - - 3
Tabla 2: Mejores baselines por cada CIE-10.
∆ F-measure es el incremento medio de F-
measure del mejor baseline respecto al resto
Las mejores aproximaciones y sus resultados
pueden verse en la Tabla 1. Se han empleado las
medidas esta´ndar de evaluacio´n Precision, Recall
y F-measure para comparar los co´digos CIE co-
rrectamente asociados en cada enfoque. Por otra
parte, la Figura 1 representa la distribucio´n de los
mejores baselines por cada co´digo CIE de la co-
leccio´n en funcio´n de F-measure, ordena´ndolos
de mayor a menor frecuencia dentro del corpus.
En la la Tabla 1 se observa que los mejores resul-
tados se alcanzan con el enfoque de clasificacio´n
supervisada, mientras que la aproximacio´n de RI
ofrece unos resultados bastante distanciados de
e´stos. Sin embargo, observando la distribucio´n de
los resultados de F-measure en la Figura 1, se lle-
ga a la conclusio´n de que el enfoque supervisado
principalmente consigue clasificar codificaciones
CIE-10 con una alta frecuencia en el corpus, las
cuales suponen un reducido nu´mero; en concre-
to, consigue modelar adecuadamente un 10 % de
todas las codificaciones CIE-10 del corpus, que
se corresponden con el 80 % de todos los co´di-
gos anotados. Co´mo ya se indico´, la mayorı´a de
los co´digos CIE-10 del corpus aparecen con po-
ca frecuencia, lo que dificulta su modelado. El
enfoque de RI, sin embargo, aunque arroja peo-
res valores, no tiene la misma dependencia de la
frecuencia, lo que podrı´a suponer una posible vı´a
para complementar el enfoque supervisado.
En la Tabla 2 se muestra el nu´mero de co´digos
CIE-10 en los que una aproximacio´n representa
el mejor sistema de anotacio´n para ese co´digo.
El enfoque de RI sin aplicar FreeLing duplica a
los sistemas SVM en el nu´mero de mejores codi-
ficaciones recuperadas en base a F-measure. Co-
mo era de esperar, observando la media de ocu-
rrencias de esas codificaciones se aprecia que los
sistemas SVM modelan mejor aquellos co´digos
con mayor nu´mero de apariciones en la coleccio´n
de entrenamiento, mientras que el enfoque de RI
no refleja esa dependencia presentando adema´s el
mayor incremento medio de F-measure con res-
pecto al resto de baselines.
El objetivo de este estudio preliminar es esta-
blecer mediante que´ te´cnicas y con que´ configu-
raciones serı´a posible asistir al proceso de ano-
tacio´n manual de informes me´dicos, por lo que
se persigue la bu´squeda de valores altos de Pre-
cision y F-measure. Por ello, y a la vista de los
resultados anteriores, parece claro que las apro-
ximaciones de clasificacio´n pueden proporcionar
mejores resultados en los co´digos CIE-10 ma´s
frecuentes, mientras que el enfoque de RI pue-
de funcionar mejor en los casos de co´digos ma´s
inusuales. Centra´ndonos ahora en el sistema de
RI, en el siguiente apartado se van a presentar
distintos enfoques para mejorar sus resultados.
5 Mejora de la propuesta basada en RI
El baseline de RI se basa u´nicamente en la inde-
xacio´n de la descripcio´n de los co´digos CIE-10.
Para mejorar sus resultados se han estudiado: el
enriquecimiento de los ı´ndices con terminologı´a
asociada a cada co´digo, y la combinacio´n de con-
sultas obtenidas a partir de distintas secciones del
informe.
5.1 Enriquecimiento de los ı´ndices con
KLD
Se propone emplear la Divergencia de Kullback-
Leibler (KLD) como me´todo para extraer termi-
nologı´a relacionada con cada co´digo y an˜adirla
al ı´ndice. Con esta te´cnica se pretende encon-
trar que´ te´rminos aparecen con mayor probabi-
lidad en los informes anotados con un determi-
Aproximacio´n Precision Recall F-measure
RI sobre la Descripcio´n, sin
FreeLing, matching por pala-
bras y radio de bu´squeda 15
0.0551 0.0799 0.0653
RI sobre KLD con 30 te´rmi-
nos, sin FreeLing, matching
por palabras y radio de
bu´squeda 15
0.2093 0.0189 0.0346
RI sobre Descripcio´n y KLD
con 30 te´rminos (pesado en
2), sin FreeLing, matching
por palabras y radio de
bu´squeda 10
0.1327 0.0924 0.1090
Tabla 3: Resultados mediante el enriquecimiento
de los ı´ndices con KLD
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nado co´digo, y que a su vez tengan una baja pro-
babilidad en el resto. Para ello, se ha empleado el
mismo 90 % de los informes usados en el entre-
namiento del SVM para calcular cua´les serı´an los
te´rminos que mejor caracterizan los documentos
en los que aparece cada co´digo CIE-10 del cor-
pus. Con el objetivo de estudiar distintas confi-
guraciones en esta aproximacio´n, se ha aplica-
do KLD sobre el conjunto de te´rminos presen-
te en las secciones Juicio Clı´nico, Procedimien-
tos y Antecedentes, ası´ como u´nicamente sobre
los te´rminos del Juicio Clı´nico. Posteriormente,
por cada co´digo CIE-10, adema´s de la descrip-
cio´n del co´digo, se indexan en campos separados
los N te´rminos ma´s representativos de cada co´di-
go, variando N de 1 a 80. Por u´ltimo, se ha con-
siderado asignar diferentes factores de empuje a
los campos del ı´ndice para estudiar su influencia
en el proceso de anotacio´n.
La Tabla 3 presenta las configuraciones que
han obtenido los mejores valores de F-measure.
Aunque se observa una mejora de la Precision al
realizar las consultas solo contra el campo KLD
que contiene los 30 te´rminos ma´s representativos
de cada co´digo CIE-10, la mejora ma´s importan-
te de los resultados se produce al combinar este
campo con la descripcio´n del co´digo en una u´ni-
ca consulta.
5.2 Consultas considerando la
estructura del informe
Como no se dispone de evidencias para averiguar
que´ parte especı´fica del informe determina cada
co´digo, se ha querido analizar el efecto de reali-
zar las consultas con las secciones Juicio Clı´nico,
Procedimientos y Antecedentes de forma indivi-
dual y combinadas. Adema´s, se han estudiado los
resultados para diagno´sticos y procedimientos de
forma independiente.
Tras el ana´lisis de mu´ltiples configuraciones,
en la Tabla 4 se muestran los mejores valores
de Precision y F-measure por cada tipo de co´di-
go. Se puede ver que el enfoque de RI consigue
anotar ma´s diagno´sticos que procedimientos, lo
que puede indicar que los diagno´sticos esta´n me-
jor caracterizados en los informes. Adema´s, se
muestran tambie´n la Precision para los primeros
(P1), segundos (P2) y terceros co´digos (P3), cuan-
tificando ası´ los co´digos correctos recuperados en
los informes en dichas posiciones.
Si nos fijamos en los valores de Precision
segu´n la relevancia de los co´digos (P1, P2 y P3),
se puede observar la existencia de diferentes con-
figuraciones que favorecen la obtencio´n de co´di-
gos en distintas posiciones y, por lo tanto, serı´a
de esperar que estableciendo una combinacio´n de
ellas se pudiera incrementar la precisio´n global
del sistema. Por otro lado, observando de forma
separada los altos valores de Precision obtenidos
para diagno´sticos y procedimientos, serı´a conve-
niente aplicar diferentes te´cnicas de RI en ambos
tipos de co´digo CIE-10. En definitiva, se puede
pensar en disen˜ar un me´todo basado en la com-
binacio´n de algunas de las configuraciones mos-
tradas para potenciar este enfoque de anotacio´n
basado en RI.
En la Tabla 4 tambie´n se muestra esa posible
combinacio´n (Q7), alcanzando unos valores de
Tipo Query Secciones Campos de bu´squeda Aproximacio´n P1 P2 P3 PR Precision Recall F-measure
Diagno´sticos
Q1
Juicio clı´nico y An-
tecedentes
KLD con 30 te´rminos (pe-
sado en 2)
RI sin FreeLing, matching por
palabras y radio de bu´squeda 10
0.0013 0.5449 0.3015 0.2636 0.1608 0.1796 0.1697
Q2 Juicio clı´nico
Descripcio´n y KLD con
10 te´rminos del juicio
clı´nico
RI sin FreeLing, matching por
palabras y radio de bu´squeda 1




Descripcio´n y KLD con 1
te´rmino del juicio clı´nico
(pesado en 2)
RI sin FreeLing, matching exac-
to y radio de bu´squeda 1
0.0486 0.0028 0.0000 0.0000 0.4926 0.0102 0.0200
Procedimientos
Q4
Juicio clı´nico y An-
tecedentes
KLD con 30 te´rminos (pe-
sado en 2)
RI sin FreeLing, matching por
palabras y radio de bu´squeda 10
0.0150 0.1926 0.0685 0.1576 0.1139 0.0708 0.0874
Q5 Procedimientos KLD con 10 te´rminos
RI sin FreeLing, matching por
palabras y radio de bu´squeda 2





KLD con 3 te´rminos RI sin FreeLing, matching porpalabras y radio de bu´squeda 2
0.0553 0.0985 0.0016 0.0000 0.2012 0.0482 0.0777
Q7 = Q1 + Q2 + Q3 + Q4 + Q5 0.0077 0.4298 0.2578 0.2870 0.1465 0.1165 0.1298
Tabla 4: Resultados con otras secciones del informe desglosados por tipo de co´digo. P1, P2 y P3 represen-
tan la fraccio´n de co´digos correctos recuperados en las posiciones de anotacio´n 1, 2 y 3 respectivamente.
PR indica esa fraccio´n en el resto de posiciones
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Figura 2: Mejora de RI frente a los baselines: distribucio´n de las mejores aproximaciones (F-measure)
por cada co´digo CIE
F-measure de 0.13, duplicando los valores obte-
nidos por el baseline. Se ha representado su dis-
tribucio´n (Figura 2) frente a los resultados de los
baselines. Como se aprecia, esta combinacio´n de
consultas logra mejorar a las otras aproximacio-
nes en una de cada dos codificaciones CIE. Por
u´ltimo, en la Tabla 5 se observa que la nueva
aproximacio´n del sistema de RI duplica el nu´me-
ro de co´digos CIE mejor caracterizados con res-
pecto al sistema que genera las consultas sobre
la descripcio´n de los co´digos. Al mismo tiempo,
el nu´mero de co´digos CIE sin modelar desciende





F-measure ∆ F-measure N. ocurrencias
SVM 427 0.3649 0.1487 97
RI 914 0.2751 0.1948 10
RI Mejorado 2054 0.2980 0.2636 8
Sin Mod. 4334 - - 3
Tabla 5: Mejores aproximaciones por cada CIE-
10: comparacio´n con RI mejorado. ∆ F-measure
es el incremento medio de F-measure del mejor
baseline respecto al resto
6 Conclusiones y trabajo futuro
Los me´todos de clasificacio´n basados en un
aprendizaje supervisado demuestran su eficacia
en problemas con un gran nu´mero de datos dis-
ponibles. En nuestro caso concreto, resultan u´ti-
les para anotar los co´digos CIE presentes en un
nu´mero considerable de informes del corpus. Sin
embargo, el comportamiento obtenido para los
co´digos CIE-10 con pocas ocurrencias es opues-
to, ya que el sistema en la mayorı´a de los casos
no es capaz de generar modelos de clase a partir
de los pocos informes disponibles.
El problema de la asignacio´n de co´digos CIE-
10 viene condicionado por el enorme nu´mero de
co´digos y por la distribucio´n real de diagno´sti-
cos y procedimientos. Llevado a la pra´ctica, los
deso´rdenes que padecen las personas, ası´ como
los procedimientos que llevan a cabo los faculta-
tivos, suelen seguir una tendencia general que va
a repercutir sobre los datos finalmente disponi-
bles. Si bien es cierto que un me´todo que se cen-
tre en los co´digos ma´s frecuentes puede respon-
der con unos niveles de Precision considerables,
supone un sesgo nada despreciable, ya que cual-
quier co´digo menos usual pra´cticamente no se
contempla. Siendo e´ste un problema en el que las
soluciones se basan en co´digos bien definidos y
estructurados, no parecerı´a lo´gico desarrollar un
sistema incapaz de asignar una gran parte de los
co´digos, au´n cuando las condiciones lo deman-
dasen; por ello, en este artı´culo se estudian te´cni-
cas complementarias al aprendizaje automa´tico,
especı´ficamente desde un enfoque de RI.
Como muestra la experimentacio´n realizada,
la generacio´n de consultas a partir del informe
y su aplicacio´n u´nicamente sobre la descripcio´n
de los co´digos no arroja buenos resultados. No
obstante, dicha consulta en combinacio´n con la
terminologı´a extraı´da a partir de la Divergencia
de Kullback-Leibler logra recuperar ma´s co´digos
CIE-10 afines a los informes. Un ana´lisis ma´s
detallado de esos resultados desvela la distinta
naturaleza de diagno´sticos y procedimientos, ası´
como los co´digos ma´s relevantes para el anota-
dor y aquellos asignados en una segunda o ter-
cera posicio´n. Todas estas pautas parecen indi-
car la necesidad de seguir explorando la combi-
nacio´n de aproximaciones complementarias, ası´
como de combinar distintas consultas, cada una
orientada a esa fraccio´n de co´digos CIE que per-
sigue recuperar.
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