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Abstract
We characterise hypercyclic composition operators Cϕ : f 7→ f ◦ ϕ on the space
of functions holomorphic on Ω, where Ω is a connected Stein manifold and ϕ is a
holomorphic self-mapping of Ω.
In the case when all balls with respect to the Carathéodory pseudodistance are
relatively compact in Ω, we show that much simpler characterisation is possible
(many natural classes of domains in CN satisfy this condition). Moreover, we show
that in such a class of manifolds, and in simply connected and infinitely connected
planar domains, hypercyclicity of Cϕ implies its hereditary hypercyclicity.
1 Introduction
Let Ω be a connected N -dimensional Stein manifold (in particular, Ω can be a domain of
holomorphy in CN) and let ϕ : Ω → Ω be a holomorphic mapping. We are interested in
the problem of hypercyclicity and hereditary hypercyclicity of the composition operator
Cϕ : f 7→ f ◦ ϕ on the space O(Ω) of holomorphic functions f : Ω → C, endowed with
the usual topology of locally uniform convergence.
In the case when Ω is a domain in C, a characterisation of hypercyclicity was given
by Grosse-Erdmann and Mortini in [9] (actually, they described universal sequences
(Cϕn)n∈N, where ϕn : Ω → Ω are holomorphic maps). In higher dimensions the problem
was considered by several authors, mostly in cases when Ω is a polydisc, an euclidean
ball or the whole CN with ϕ being special (see [4] and the references in [9]). Analogous
problem in spaces of real analytic functions was considered in [5] and in kernels of general
(non-necessarily Cauchy-Riemann) partial differential equations in [13].
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From [9, Theorem 3.21] it follows (after applying a short reasoning; see Section 6 in
this paper) that if Ω is a simply connected or an infinitely connected domain in C, then
for a holomorphic map ϕ : Ω → Ω the operator Cϕ is hypercyclic if and only if ϕ is
injective, ϕ(Ω) is a Runge domain with respect to Ω and the sequence (ϕ[n])n is run-away,
i.e. for every compact set K ⊂ Ω there is some n such that K ∩ ϕ[n](K) = ∅ (ϕ[n] is the
n-th iterate of ϕ; see Section 2 for necessary definitions). Moreover, the same theorem
states that if Ω ⊂ C is finitely connected, then no ϕ induces hypercyclic Cϕ. In Section
3 of this paper we characterise hypercyclic and hereditarily hypercyclic operators Cϕ for
an arbitrary connected N -dimensional Stein manifold Ω and an arbitrary holomorphic
mapping ϕ : Ω→ Ω (Theorems 3.4 and 3.5), using ideas developed by several authors, e.g.
[9], [4]. We prove that if Ω is a connected N -dimensional Stein manifold and ϕ : Ω→ Ω
is a holomorphic map, then Cϕ is hypercyclic if and only if ϕ is injective, ϕ(Ω) is a Runge
domain and for every compact holomorphically convex (shortly: Ω-convex) set K ⊂ Ω
there is n for which the sets K and ϕ[n](K) are disjoint and their sum is Ω-convex. The
language of Ω-convexity seems to be natural for working with hypercyclicity of Cϕ of
the space O(Ω), as it is strongly connected with some approximation theorems for that
space (e.g. the Runge and Oka-Weil theorems). One of the reasons, for which in the
case of dimension one it was possible to characterise hypercyclicity in topological terms,
is that in that situation the Runge theorem makes it possible to translate the notion
of Ω-convexity to some topological properties, what is generally not possible in higher
dimensions. Making use of the characterisation, we formulate an interesting criterion for
Cϕ to be hereditarily hypercyclic (Theorem 3.7): assuming that ϕ is injective and its
image is a Runge domain with respect to Ω (these assumptions are in fact necessary),
if cΩ(z0, ϕ
[n](z0)) → ∞ for some point z0 ∈ Ω, then the operator Cϕ is hereditarily
hypercyclic (cΩ denotes the Carathéodory pseudodistance on Ω).
It is a disadvantage of the conditions in our characterisation that they require to
answer the question whether a sum of two disjoint holomorphically convex sets is holo-
morphically convex, while the description for simply and infinitely connected domains
in C avoid this problem. This fact motivated us to ask about higher-dimensional Ω’s
for which that simplier description works. Not every Ω has this property; the condi-
tions which are equivalent for the classes of planar domains mentioned above, are in
general necessary but not sufficient (even in the punctured disc D \ {0}). In Section 4 we
proved the following fact: if all balls with respect to the Carathéodory pseudodistance
are relatively compact in the topology of Ω, then Ω admits the same characterisation of
hypercyclicity as the planar domains mentioned above (Theorem 4.2). Such a class of Ω’s
includes many ’nice’ domains in CN , e.g. bounded convex domains, strictly pseudoconvex
domains, analytic polyhedra, etc.
It follows from Theorem 3.5 that the operator Cϕ is hypercyclic if and only if it is
hereditarily hypercyclic with respect to some sequence (nl)l (Observation 3.6; it was also
noticed in [9] for planar domains). In Section 5 we prove that in many Ω’s even more is
true: Cϕ is hypercyclic if and only if it is hereditarily hypercyclic (Theorem 5.2). Again, it
turns out that N -dimensional Ω’s with relatively compact Carathéodory balls (Theorem
5.3) and simply connected and infinitely connected planar domains (Section 6) admit this
property. It remains an open question if every hypercyclic operator Cϕ is automatically
hereditarily hypercyclic, when Ω is an arbitrary connected Stein manifold.
Actually, given an increasing sequence (nl)l ∈ N, in this paper we study the following
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problems:
(p1) Hypercyclicity of Cϕ.
(p2) Hypercyclicity of Cϕ with respect to (nl)l.
(p3) Hereditary hypercyclicity of Cϕ with respect to (nl)l.
(p4) Hereditary hypercyclicity of Cϕ.
For the definition of this notions see Definition 2.2. It is clear that there hold the impli-
cations (p4) ⇒ (p3) ⇒ (p2) ⇒ (p1), and in Sections 5 and 6 we prove that (p1) ⇒ (p4)
in some Ω’s.
2 Preliminaries
In this paper D denotes the open unit disc in C, D∗ = D \ {0} and C∗ = C \ {0}.
Throughout this section let Ω,Ω′ be connected finite-dimensional complex analytic
manifolds.
By O(Ω,Ω′) we denote the set of all holomorphic mappings f : Ω → Ω′. In the case
Ω′ = CM we equip the linear space O(Ω,CM) with the compact-open topology, i.e. the
topology of uniform convergence on compact subsets. In the caseM = 1 we shortly write
O(Ω) instead of O(Ω,C).
By Ω˜ = Ω∪{∞Ω} we denote the usual compactification of (locally compact topological
space) Ω by an element ∞Ω 6∈ Ω.
We say that a sequence (Kl)l∈N of compact subsets of Ω is an exhaustion of Ω if⋃
lKl = Ω and Kl ⊂ int Kl+1. We say that Ω is countable at infinity if there exists an
exhaustion of Ω.
We say that a sequence of holomorphic functions fn : Ω → Ω
′ is compactly divergent
(in O(Ω,Ω′)) if for each compact subsets K ⊂ Ω, L ⊂ Ω′ there is n0 such that fn(K)∩L =
∅ for all n ≥ n0. We say that(fn)n is run-away (in O(Ω,Ω
′)) if for each compact subsets
K ⊂ Ω, L ⊂ Ω′ there is n such that fn(K)∩L = ∅. In the case Ω = Ω
′ it is always enough
to consider the situation when L = K. Note that in the case when Ω and Ω′ are countable
at infinity, the sequence (fn)n is run-away if and only if it has a compactly divergent
subsequence, and (fn)n is compactly divergent if and only if each of its subsequences is
run-away.
We say that a holomorphic map f : Ω→ Ω′ is regular if its derivative is a monomor-
phism at each point of Ω. We say that f is almost proper if for every compact set K ⊂ Ω′,
each connected component of f−1(K) is compact. We say that f is proper if f−1(K) is
compact for every compact set K ⊂ Ω′.
For points z, w ∈ Ω let
c∗Ω(z, w) := sup{|F (z)| : F ∈ O(Ω,D), F (w) = 0},
cΩ(z, w) :=
1
2
log
1 + c∗Ω(z, w)
1− c∗Ω(z, w)
.
Here cΩ is the Carathéodory pseudodistance and c
∗
Ω is the Möbius pseudodistance in Ω.
For more informations we refer the reader to [12]. In Sections 4 and 5 we deal with
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(connected) Stein manifolds for which all balls w.r.t. cΩ are relatively compact in the
topology of Ω, showing that they have some good hypercyclicity properties.
Given a set X, a mapping T : X → X and an integer number n, we denote by T [n]
the n-th iteration of T , i.e. the mapping T ◦ T ◦ . . . ◦ T (n times).
Any topological vector spaces in this paper are assumed to lie over the filed C.
Definition 2.1. Let Tn (n ∈ N) be continuous self-maps of a topological space X.
(1) We say that the sequence (Tn)n is topologically transitive if for every non-empty
open subsets U, V ⊂ X there exists n such that Tn(U) ∩ V 6= ∅.
(2) We call a point x ∈ X an universal element for (Tn)n if the set {Tn(x) : n ∈ N}
is dense in X. We say that the sequence (Tn)n is universal if it admits a universal
element. We say that (Tn)n is hereditarily universal if each of its subsequences is
universal.
Definition 2.2. Let T be a continuous linear operator on a topological vector space X.
We say that the mapping T is hypercyclic (resp. hereditarily hypercyclic) with respect to
an increasing sequence (nl)l ⊂ N if the sequence (T
[nl])l is universal (resp. hereditarily
universal). We call T shortly hypercyclic (resp. hereditarily hypercyclic) if it is hypercyclic
(resp. hereditarily hypercyclic) w.r.t. the full sequence (n)n. If T is hypercyclic, then
any universal element of (T [n])n is called a hypercyclic vector.
Let us recall two classical theorems which are essential for our considerations. For the
first one see e.g. [8, Theorem 1]). The second is due to A. Peris (see [8, Proposition 1]).
Theorem 2.3. Let X be a separable Fréchet space. A sequence (Tn)n of continuous self-
maps of X is topologically transitive if and only if the set of its universal elements is
dense in X.
Moreover, if one of these conditions holds, then the set of universal elements for (Tn)n
is a dense Gδ-subset of X.
Theorem 2.4. Let X be a separable Fréchet space. Suppose that (Tn)n is a sequence of
continuous self-maps of X such that each Tn has dense range and that the family (Tn)n
is commuting, i.e.
Tn ◦ Tm = Tm ◦ Tn, for m,n ∈ N.
Then the set of universal elements for (Tn)n is empty or dense.
From these theorems there follows an immediate corollary. It plays a key role in deriving
the equivalent conditions for hypercyclicity and hereditary hypercyclicity (Section 3),
because we shall often investigate topological transitivity instead of hypercyclicity. A
similar argument was used in [9].
Corollary 2.5. Let X be a separable Fréchet space, let T : X → X be a continuous map,
and let (nl)l ⊂ N be an increasing sequence. Then T is hypercyclic w.r.t. (nl)l if and only
if the sequence (T [nl])l is topologically transitive.
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Now, let us recall the notion of holomorphic convexity and some notions connected
with it. They are extensively used in the paper. For a compact set K ⊂ Ω by K̂Ω or
(K) Ω̂ we denote the holomorphic hull of the set K with respect to Ω, i.e.
K̂Ω := {z ∈ Ω : |f(z)| ≤ sup
K
|f | for every f ∈ O(Ω)}.
The set K is called holomorphically convex if K = K̂Ω; we call such a set shortly: Ω-
convex. For Ω = CN we shortly write K̂ or (K) ,̂ we call these sets polynomial hulls, and
we say that K is polynomially convex if K = K̂.
We call a domain U ⊂ Ω a Runge domain with respect to Ω, if every function from
O(U) can be approximated locally uniformly on U by functions from O(Ω). In [10]
the reader can find many informations about holomorphic hulls and Runge domains.
Neverthless, below we recall these theorems which are important for our purposes.
Let us introduce a special class of complex analytic manifolds, called Stein manifolds.
Many informations may be found in [10, Chapter 5]. The reader who is not familiar with
Stein manifolds, for the rest of the paper may assume that Ω is a domain of holomorphy
in CN .
Definition 2.6. A complex analytic manifold Ω of (finite) dimension N is said to be a
Stein manifold, if:
(1) Ω is countable at infinity,
(2) the set K̂Ω is compact for every compact subset K of Ω,
(3) the family O(Ω) separates points in Ω, i.e. for each z, w ∈ Ω, z 6= w, there exists
f ∈ O(Ω) with f(z) 6= f(w),
(4) for any z ∈ Ω there is a map F ∈ O(Ω,CN) which forms a local coordinate system
at z, i.e. the derivative of F at z is an isomorphism.
The assumption that Ω is countable at infinity guarantees that the space O(Ω) is a
Fréchet space, because its topology is given by a countable family of seminorms pl : f 7→
supKl |f |, l ∈ N. Moreover, this assumption implies that O(Ω) is separable, because the
space C(Ω) (endowed with the same topology) is so. This observation allows us to use
Corollary 2.5 for the space X = O(Ω), with Ω being a connected Stein manifold. But in
fact, the main reason for which we work with Stein manifolds is the following theorem
(see [10, Corollary 5.2.9]):
Theorem 2.7 (Oka-Weil). Let Ω be a Stein manifold and let K ⊂ Ω be a compact Ω-
convex set. Then every function which is holomorphic in a neighborhood of K can be
approximated uniformly on K by functions from O(Ω).
The Oka-Weil theorem turns out to be a very good tool for showing topological transi-
tivity of sequence (Cϕ
[nl])l, because - as we shall see - the question of topological transitiv-
ity of that sequence may be translated to a question of approximation of some functions
by elements of O(Ω). Its one-dimensional version, known as Runge theorem, was used in
[9].
The following well-known fact characterises Runge domains in a Stein manifold Ω in
the language of holomorphic hulls:
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Theorem 2.8. Let Ω be a connected Stein manifold and let U ⊂ Ω be a domain which
is also a Stein manifold. Then the following conditions are equivalent:
(1) The domain U is a Runge domain in Ω.
(2) For every compact subset K ⊂ U we have K̂Ω = K̂U .
(3) For every compact subset K ⊂ U we have K̂Ω ∩ U = K̂U .
(4) For every compact subset K ⊂ U we have K̂Ω ∩ U ⊂⊂ U .
For the proof in the case when Ω is a domain of holomorphy in CN , see e.g. the proof
of Theorem 4.3.3 in [10]. The proof in the case of Stein manifold is actually the same; it
only uses [10, Corollary 5.2.9] instead of [10, Theorem 4.3.2].
To simplify notation in this article, we introduce the following notion: we say that
compact sets K,L ⊂ Ω are separable in Ω (Ω is a connected Stein manifold), if there
exists a function F ∈ O(Ω) which separates K and L, i.e.
F̂ (K) ∩ F̂ (L) = ∅.
In this situation there holds
K̂Ω ∩ L̂Ω = ∅,
because K̂Ω ⊂ F
−1(F̂ (K)), L̂Ω ⊂ F
−1(F̂ (L)).
In the lemmas below we present some natural properties of holomorphic hull of a
sum of two compact subsets. For the case of polynomial hull they can be found e.g. in
[14](Theorem 1.6.19 and Corollary 1.5.4). However, we were not able to find them in the
form as we need, so for the reader’s convenience we present sketches of proofs.
Lemma 2.9. Let Ω be a connected Stein manifold and let K,L ⊂ Ω be compact subsets.
Then the following conditions are equivalent:
(1) The sets K,L are separable in Ω.
(2) There exist open and disjoint subsets U, V ⊂ Ω such that K̂Ω ⊂ U , L̂Ω ⊂ V and
(K ∪ L) Ω̂ ⊂ U ∪ V .
(3) K̂Ω ∩ L̂Ω = ∅ and (K ∪ L) Ω̂ = K̂Ω ∪ L̂Ω.
In particular, if K and L are disjoint and Ω-convex, then K ∪ L is Ω-convex if and
only if K and L are separable in Ω.
Sketch of the proof. (3) ⇒ (1): Take a function f equal 0 in a neighborhood of K̂Ω and
1 in a neighborhood of L̂Ω. By (3), this function is holomorphic in a neighborhood of
the Ω-convex set (K ∪ L) Ω̂, so in view of the Oka-Weil theorem it can be approximated
on this set by functions holomorphic on Ω. Hence there is some F ∈ O(Ω) such that
|F − f | < 1
2
on (K ∪ L) Ω̂. This F satisfies (1).
(1) ⇒ (2): Define U := F−1(U0), V := F
−1(V0), where U0 and V0 are some disjoint
open neighborhoods of the compact sets (F (K)) ̂ and (F (L)) ,̂ respectively. The con-
dition (F (K)) ̂∩ (F (L)) ̂ = ∅ implies that (F (K) ∪ F (L)) ̂ = (F (K)) ̂∪ (F (L)) ̂
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(this equality holds for polynomial hulls on the complex plane; see [10, Theorem 1.3.3]).
Therefore (K ∪ L) Ω̂ ⊂ F
−1 ((F (K ∪ L)) )̂ ⊂ U ∪ V .
(2) ⇒ (3): The right-to-left inclusion is obvious, so we prove the other one. Fix
z0 ∈ I := (K ∪ L) Ω̂. We can assume that z0 ∈ U . We prove that z0 ∈ K̂Ω. The
characteristic function χU of U , restricted to the set U∪V , is in view of (2) holomorphic in
a neighborhood of the Ω-convex set I, so there exists a sequence of functions (gn)n ⊂ O(Ω)
uniformly convergent to χU on I. For any function f ∈ O(Ω) the sequence (fgn)n
converges uniformly to fχU on I, so
|f(z0)| = lim
n→∞
|f(z0)gn(z0)| ≤ lim
n→∞
sup
z∈K∪L
|f(z)gn(z)| = sup
z∈K
|f(z)|.
This implies that z0 ∈ K̂Ω and finishes the proof.
Lemma 2.10. Let Ω be a connected Stein manifold and let K,L ⊂ Ω be compact subsets
of Ω. If K ∩ L = ∅ and the set K ∪ L is Ω-convex, then K and L are both Ω-convex.
Proof. As above, we can find a function F ∈ O(Ω) such that |F | < 1
2
onK and |F−1| < 1
2
on L. There is K̂Ω ⊂ K ∪ L and
K̂Ω ∩ L ⊂ F
−1
(
F̂ (K)
)
∩ F−1(F (L)) ⊂ F−1
(
1
2
D
)
∩ F−1
(
1 +
1
2
D
)
= ∅,
so K̂Ω ⊂ K.
3 General results
We start this section with formulating some necessary conditions. They in fact appear
in several papers.
Proposition 3.1. Let Ω be a connected Stein manifold, ϕ ∈ O(Ω,Ω) and let (nl)l ∈ N
be an increasing sequence. Suppose that Cϕ is hypercyclic w.r.t. (nl)l. Then:
(c1) The mapping ϕ is injective.
(c2) The image ϕ(Ω) is a Runge domain w.r.t. Ω.
(c3) The sequence (ϕ[nl])l is run-away.
Remark 3.2. Note that the first condition gives that ϕ is a biholomorphism on its image,
which is a classical result (see e.g. [11, Theorem 2.2.1]); hence, ϕ(Ω) is a Stein manifold.
In view of Theorem 2.8, the conditions (c1) and (c2) imply that the set ϕ(K) is Ω-convex
for each compact Ω-convex subset K ⊂ Ω. This immediately implies that for any integer
number n the set ϕ[n](K) also is Ω-convex.
Proof of Proposition 3.1. Let f be a universal element for (Cϕ
[nl])l. The first part follows
from the condition (3) in Definition 2.6. For the second we need to prove that the
restrictions g|ϕ(Ω), g ∈ O(Ω), are dense in O(ϕ(Ω)). If h ∈ O(ϕ(Ω)), then h ◦ ϕ is
holomorphic on Ω, so there is a sequence (lk)k such that f ◦ ϕ
[nlk ] → h ◦ ϕ on Ω. Hence
f ◦ ϕ[nlk−1] → h on ϕ(Ω), as the mapping ϕ is a biholomorphism on its image.
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We prove the third part. Let K ⊂ Ω be compact. For each j ∈ N there exists lj such
that |f ◦ ϕ[nlj ] − j| ≤ 1
j
on K. This implies
inf
z∈ϕ
[nlj
]
(K)
|f(z)| = inf
z∈K
|f ◦ ϕ[nlj ](z)| ≥ j −
1
j
> sup
z∈K
|f(z)| for big j,
so ϕ[nlj ](K) ∩K = ∅.
Necessary conditions for hereditary hypercyclicity are similar:
Proposition 3.3. Let Ω be a connected Stein manifold, ϕ ∈ O(Ω,Ω) and let (nl)l ∈ N
be an increasing sequence. Suppose that Cϕ is hereditarily hypercyclic w.r.t. (nl)l. Then:
(h1) The mapping ϕ is injective.
(h2) The image ϕ(Ω) is a Runge domain w.r.t. Ω.
(h3) The sequence (ϕ[nl])l is compactly divergent.
Proof. The first two parts follow from the previous proposition. For the last one it is
enough to recall that a sequence of holomorphic mappings is compactly divergent if and
only if each of its subsequences is run-away.
It is natural to ask whether the necessary conditions given by Propositions 3.1 and
3.3 are sufficient. In [9] it is shown that this is true if Ω is a simple connected or an
infinitely connected planar domain (see also Section 6 in this paper). In Section 4 we
give a class of higher-dimensional Stein manifolds where this also holds. But in general
the above necessary conditions are not sufficient, as we can see using a simple example
Ω = D∗ and ϕ(z) =
1
2
z - then by Theorems 3.4 or 6.1 the operator Cϕ is not hypercyclic,
although it satisfies the conditions (c1), (c2), (c3).
We are going to give equivalent conditions for hypercyclicity and hereditary hyper-
cyclicity of Cϕ. We use Corollary 2.5, so let us first say what topological transitivity of
the sequence (Cϕ
[nl])l means. Let ϕ : Ω→ Ω be an injective holomorphic mapping. The
sets
Wf0,K,ǫ := {f ∈ O(Ω) : |f − f0| < ǫ on K}, f0 ∈ O(Ω), ǫ > 0, K ⊂ Ω compact,
form a basis of the topology of O(Ω). Thus, the sequence (Cϕ
[nl])l is topologically tran-
sitive if and only if for every ǫ > 0, g, h holomorphic on Ω and compact K ⊂ Ω there are
l ∈ N and a function f holomorphic on Ω such that
|f − g| < ǫ on K and |f ◦ ϕ[nl] − h| < ǫ on K.
As the mapping ϕ is injective, the above condition takes the form:
|f − g| < ǫ on K and |f − h ◦ ϕ[−nl]| < ǫ on ϕ[nl](K).(T)
Note that in the case when Ω is a Stein manifold we can restrict to considering only
Ω-convex sets K.
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Theorem 3.4. Let Ω be a connected Stein manifold, ϕ ∈ O(Ω,Ω) and let (nl)l ∈ N be
an increasing sequence. Then:
(1) The operator Cϕ is hypercyclic w.r.t. (nl)l if and only if ϕ is injective and for every
Ω-convex compact subset K ⊂ Ω there exists l such that K ∩ ϕ[nl](K) = ∅ and the
set K ∪ ϕ[nl](K) is Ω-convex.
(2) The operator Cϕ is hereditarily hypercyclic w.r.t. (nl)l if and only if ϕ is in-
jective and for every Ω-convex compact subset K ⊂ Ω there exists l0 such that
K ∩ ϕ[nl](K) = ∅ and the set K ∪ ϕ[nl](K) is Ω-convex for each l ≥ l0.
Proof of Theorem 3.4. First we prove (1). Necessity. Suppose that Cϕ is hypercyclic
w.r.t. (nl)l. In view of Corollary 2.5, the condition (T) holds. Fix an Ω-convex compact
set K ⊂ Ω. By Remark 3.2 we get that the set ϕ[nl](K) is Ω-convex. Using the condition
(T) for g ≡ 0, h ≡ 1, ǫ = 1
2
we get that there are f ∈ O(Ω) and l ∈ N such that
f(K) ⊂ 1
2
D and f(ϕ[nl](K)) ⊂ 1 + 1
2
D. This implies that K and ϕ[nl](K) are separable
in Ω, so by Lemma 2.9 the sum K ∪ ϕ[nl](K) is Ω-convex.
Sufficiency. We prove that the condition (T) is satisfied. Fix a compact Ω-convex
set K ⊂ Ω, a number ǫ > 0 and holomorphic functions g, h : Ω → C. Take l such that
K ∩ϕ[nl](K) = ∅ and the set I := K ∪ϕ[nl](K) is Ω-convex. The function f˜ defined as g
in a neighborhood of K and h ◦ ϕ[−nl] in a neighborhood of ϕ[nl](K) is well-defined and
holomorphic in a neighborhood of an Ω-convex set I, so in view of the Oka-Weil theorem
it can be approximated by functions holomorphic on Ω. This implies that there exists a
function f ∈ O(Ω) such that |f − g| < ǫ on K and |f − h ◦ ϕ[−nl]| < ǫ on ϕ[nl](K).
Observe, that (2) follows immediately from (1). Indeed, the condition in (2) does
not hold if and only if there is an Ω-convex subset K ⊂ Ω and an increasing sequence
(lk)k such that for each k the sets K and ϕ
[nlk ](K) are not disjoint or their sum is not
Ω-convex. On the other hand, Cϕ is not hereditarily hypercyclic w.r.t. (nl)l if and only if
for some increasing sequence (lk)k it is not hypercyclic w.r.t. (nlk)k. In view of (1), these
conditions are equivalent.
Theorem 3.5. Let Ω be a connected Stein manifold, ϕ ∈ O(Ω,Ω) and let (nl)l ∈ N be
an increasing sequence. Then:
(1) The operator Cϕ is hypercyclic w.r.t. (nl)l if and only if ϕ is injective, ϕ(Ω) is a
Runge domain w.r.t. Ω and for every Ω-convex compact subset K ⊂ Ω there is
l ∈ N such that the sets K and ϕ[nl](K) are separable in Ω.
(2) The operator Cϕ is hereditarily hypercyclic w.r.t. (nl)l if and only if ϕ is injective,
ϕ(Ω) is a Runge domain w.r.t. Ω and for every Ω-convex compact subset K ⊂ Ω
there exists l0 such that for each l ≥ l0 the sets K and ϕ
[nl](K) are separable in Ω.
Proof. Sufficiency in both parts follows from Theorem 3.4: if the sets K and ϕ[nl](K)
are separable in Ω, then by Lemma 2.9 their sum is Ω-convex (since ϕ(Ω) is a Runge
domain in Ω, ϕ[nl](K) is Ω-convex if K is so). Necessity in both parts follows directly
from Theorem 3.4, Lemma 2.9 and the necessary conditions.
Actually, from the above theorem it follows that (for an injective ϕ with ϕ(Ω) being
a Runge domain w.r.t. Ω) to get hypercyclicity of Cϕ w.r.t. (nl)l it suffices to prove the
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condition (T) for g ≡ 0, h ≡ 1 and ǫ = 1
2
, i.e. to prove that for each compact Ω-convex
subset K ⊂ Ω there is a number l and a function f ∈ O(Ω) such that
|f | <
1
2
on K and |f − 1| <
1
2
on ϕ[nl](K).
Observation 3.6. Let Ω be a connected Stein manifold, ϕ ∈ O(Ω,Ω) and let (nl)l ∈ N
be an increasing sequence. Then the operator Cϕ is hypercyclic w.r.t. (nl)l if and only if
(nl)l has a subsequence for which Cϕ is hereditarily hypercyclic.
In many ’nice’ domains Ω there holds a stronger implication than the above: for any
ϕ ∈ O(Ω,Ω) hypercyclicity of Cϕ implies its hereditary hypercyclicity, i.e. the conditions
(p1) and (p4) are equivalent. We deal with this topic in Section 5.
Proof. Indeed, assume that Cϕ is hypercyclic w.r.t. (nl)l and let (Kµ)µ be a sequence of
Ω-convex compact sets which exhausts Ω. By Theorem 3.5, for each µ there is lµ such
that the sets Kµ and ϕ
[nlµ ](Kµ) are separable in Ω. We may assume that the sequence
(lµ)µ is increasing. We claim that Cϕ is hereditarily hypercyclic w.r.t. (nlµ)µ. If K ⊂ Ω
is compact, then there is µ0 such that K is contained in Kµ for every µ ≥ µ0, what gives
that the sets K and ϕ[nlµ ](K) are separable in Ω.
Theorem 3.7. Let Ω be a connected Stein manifold, ϕ ∈ O(Ω,Ω) and let (nl)l ∈ N be an
increasing sequence. Suppose that ϕ is injective and that ϕ(Ω) is a Runge domain w.r.t.
Ω. If there exists a point z0 ∈ Ω such that
lim
l→∞
cΩ(z0, ϕ
[nl](z0)) =∞,
then the operator Cϕ is hereditarily hypercyclic w.r.t. (nl)l.
The assumption liml→∞ cΩ(z0, ϕ
[nl](z0)) =∞ is fulfilled e.g. if there exists a function
F ∈ O(Ω,D) such that |F ◦ ϕ[nl](z0)| → 1 as l →∞.
Proof. Since every subsequence of (nl)l satisfy the same assumptions, it suffices to prove
hypercyclicity. The limit condition in the assumptions means that there exists a sequence
(Fl)l ⊂ O(Ω,D) such that Fl(z0) = 0 and Fl(ϕ
[nl](z0))→ 1 as l →∞. Using the Montel
theorem and passing to a subsequence we may assume that Fl ◦ ϕ
[nl] → G and Fl → H
for some functions G,H ∈ O(Ω) with G(Ω), H(Ω) ⊂ D. Since G(z0) = 1 and H(z0) = 0,
if follows from the maximum principle that G ≡ 1 and H(Ω) ⊂ D.
Fix a compact Ω-convex subset K ⊂ Ω. There is an α ∈ (0, 1) so that H(K) ⊂ αD, so
for big l there holds Fl(K) ⊂ αD. On the other hand, Fl(ϕ
[nl](K)) ⊂ 1+(1−α)D, because
Fl ◦ ϕ
[nl] → 1. This implies that for big l the function Fl separates K and ϕ
[nl](K). Now
apply Theorem 3.5.
For a natural number M introduce the operator
Cϕ,M : O(Ω,C
M) ∋ f 7→ f ◦ ϕ ∈ O(Ω,CM).
It turns out that if Cϕ is hypercyclic w.r.t. (nl)l, then every Cϕ,M is hypercyclic w.r.t
(nl)l (Corollary 3.8). But here, it is interesting that making use of some classic results
on Stein manifolds, we can show that for M ≥ 2N + 1 most (i.e. a dense Gδ subset)
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of universal elements of the sequence (Cϕ,M
[nl])l have nice properties: they are injective,
regular, almost proper holomorphic maps from Ω to CM (Corollary 3.9).
Obviously, if for some M the operator Cϕ,M is hypercyclic (resp. hereditarily hyper-
cyclic) w.r.t. (nl)l, then Cϕ is hypercyclic (resp. hereditarily hypercyclic) w.r.t. (nl)l, as
any universal element f = (f1, . . . , fM) for (Cϕ,M
[nl])l gives universal elements f1, . . . , fM
for (Cϕ
[nl])l.
Note that in general a proper map f : Ω → CM cannot be a universal element for
(Cϕ,M
[nl])l. For example, take Ω and ϕ such that Cϕ is hypercyclic and the sequence
(ϕ[n])n is compactly divergent in O(Ω,Ω). If f : Ω → C
M is holomorphic and proper,
then f ◦ ϕ[n] →∞ compactly uniformly on Ω, i.e. infK |f ◦ ϕ
[n]| → ∞ for each compact
set K ⊂ Ω, so constant mappings cannot be approximated by maps of the form f ◦ ϕ[n].
Corollary 3.8. Let Ω be a connected Stein manifold, ϕ ∈ O(Ω,Ω) and let (nl)l ∈ N be
an increasing sequence.
If Cϕ is hypercyclic (resp. hereditarily hypercyclic) w.r.t. (nl)l, then Cϕ,M is hyper-
cyclic (resp. hereditarily hypercyclic) w.r.t. (nl)l for every M .
Proof. It is enough to consider the case of hypercyclicity. Obviously ϕ is injective. In
view of Corollary 2.5, it suffices to show that the sequence (Cϕ,M
[nl])l) is topologically
transitive.
Fix a number ǫ > 0, a compact Ω-convex subset K ⊂ Ω and functions g1, . . . , gM ,
h1, . . . , hM ∈ O(Ω). By Theorem 3.4, there is l ∈ N such that the sets K and ϕ
[nl](K)
are disjoint and their sum is Ω-convex. We need to show that there exist functions
f1, . . . , fM ∈ O(Ω) such that for j = 1, . . . ,M there is
|fj − gj| < ǫ on K and |fj − hj ◦ ϕ
[−nl]| < ǫ on ϕ[nl](K).
But, as in the proof of Theorem 3.4, this follows from the fact that the functions f˜j
defined as gj in a neighborhood of K and as hj ◦ϕ
[−nl] in a neighborhood of ϕ[nl](K) can
be approximated on the Ω-convex set K ∪ ϕ[nl](K) by functions holomorphic on Ω.
Corollary 3.9. Let Ω be a connected N-dimensional Stein manifold, ϕ ∈ O(Ω,Ω) and
let (nl)l ∈ N be an increasing sequence. Assume that Cϕ is hypercyclic w.r.t. (nl)l. Then:
(1) For M ≥ N , the set of all almost proper holomorphic maps f : Ω→ CM , which are
universal elements for (Cϕ,M
[nl])l contains a dense Gδ subset of O(Ω,C
M).
(2) For M ≥ 2N , the set of all regular almost proper holomorphic maps f : Ω → CM ,
which are universal elements for (Cϕ,M
[nl])l contains a dense Gδ subset of O(Ω,C
M).
(3) For M ≥ 2N + 1, the set of all injective regular almost proper holomorphic maps
f : Ω→ CM , which are universal elements for (Cϕ,M
[nl])l contains a dense Gδ subset
of O(Ω,CM ).
Proof. In view of Corollary 3.8, every Cϕ,M is hypercyclic w.r.t. (nl)l. By [6, Theorem
8.1.1], if M ≥ N , then the set of all almost proper holomorphic maps f : Ω → CM
contains a dense Gδ set. By [10, Theorem 5.3.6], if M ≥ 2N (resp. M ≥ 2N + 1), then
the set of all regular holomorphic maps (resp. of all injective regular holomorphic maps)
f : Ω→ CM contains a dense Gδ set. On the other hand, by Theorem 2.3 and Corollary
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2.5, the set of all universal elements for (Cϕ,M
[nl])l is a dense Gδ set. An intersection
of finitely many dense Gδ subsets of O(Ω,C
M) is a dense Gδ set, in view of the Baire
theorem.
Given a sequence (ϕl)l of holomorphic self-maps of a domain Ω ⊂ C
N , we say that
a sequence (Cϕl)l is B-universal if the sequence (Cϕl|B(Ω))l is universal as a sequence
of mappings from B(Ω) to B(Ω), where B(Ω) := O(Ω,D), endowed with the topology
induced from O(Ω). In [7, Theorem 3.5 and Corollary 3.7] and [9, Theorem 2.4] the
authors proved that, under certain assumptions (e.g. that bounded analytic functions
are dense in O(Ω)), B-universality of sequences of composition operators (Cϕl)l implies
its universality, where ϕl are holomorphic self-maps of Ω. Restricting to the case of
iterations, i.e. ϕl = ϕ
[nl], and to Ω being a domain of holomorphy in CN , we can state a
similar conclusion with less assumptions:
Corollary 3.10. Let Ω ⊂ CN be a domain of holomorphy, ϕ ∈ O(Ω,Ω) and let (nl)l ∈ N
be an increasing sequence. Suppose that ϕ is injective and that ϕ(Ω) is a Runge domain
w.r.t. Ω. If the sequence (Cϕ
[nl])l is B-universal, then it is universal, i.e. the operator
Cϕ is hypercyclic w.r.t. (nl)l.
Proof. Let f ∈ B(Ω) be a universal element for (Cϕ
[nl]|B(Ω))l, and let (Kµ)µ be an exhaus-
tion of Ω. For every µ there is some number lµ such that |f ◦ϕ
[nlµ ]− (1− 1
µ
)| < 1
µ
on Kµ,
and we may assume lµ+1 > lµ. This gives f ◦ ϕ
[nlµ ] → 1 on Ω as µ → ∞. By Theorem
3.7, Cϕ is hereditarily hypercyclic w.r.t. (nlµ)µ and hence hypercyclic w.r.t. (nl)l.
4 Simple characterisation of hypercyclicity
Given two disjoint compact Ω-convex sets, it is generally quite hard to check whether
they are separable in Ω (or equivalently: whether their sum is Ω-convex). Such a problem
appears in our characterisation of hypercyclicity, Theorem 3.5, for the setsK and ϕ[nl](K).
On the other hand, in simply or infinitely connected planar domains a simpler description
works: Cϕ is hypercyclic w.r.t. (nl)l if and only if ϕ is injective, ϕ(Ω) is a Runge domain
w.r.t. Ω and (ϕ[nl])l is a run-away sequence, that is: if and only if the conditions (c1),
(c2), (c3) are satisfied (see Section 6). This in fact means that for such domains the
condition that K and ϕ[nl](K) are separable in Ω for some l may be replaced by the
condition that K and ϕ[nl](K) are disjoint for some l (not necessarily the same), as the
last statement is just the run-away property of the sequence (ϕ[nl])l. In this section we
give a class of Stein manifolds in which these conditions (which are necessary in general
- Proposition 3.1) become sufficient for hypercyclicity.
Definition 4.1. Let S denote the class of all connected Stein manifolds satisfynig the
following condition: for every mapping ϕ ∈ O(Ω,Ω) and every increasing sequence (nl)l,
if the conditions (c1), (c2), (c3) are fulfilled, then the operator Cϕ is hypercyclic w.r.t.
(nl)l.
If Ω ∈ S, then the conditions (c1), (c2), (c3) are sufficient for hypercyclicity. But let
us note that it is not needed to consider Ω’s in which ’the conditions (h1), (h2), (h3) are
sufficient for hereditary hypercyclicity’, because a connected Stein manifold Ω admits this
property if and only if it belongs to S. This fact is a direct consequence of the relations
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between run-away and compactly divergent sequences: a sequence (ϕ[nl])l is run-away if
and only if it has a compactly divergent subsequence, and it is compactly divergent if
and only if each of its subsequences is run-away (the assumption that Ω is countable at
infinity is needed here).
The following theorem presents some subclass of the class S:
Theorem 4.2. If Ω is a connected Stein manifold for which there exists a point z0 ∈ Ω
so that
lim
Ω∋z→∞Ω
cΩ(z, z0) =∞,
then Ω belongs to the class S.
The assumption limΩ∋z→∞Ω cΩ(z, z0) = ∞ means that all balls w.r.t. the Carathéodory
pseudodistance are relatively compact in Ω. If it holds for some z0, then it holds for every
z0 ∈ Ω (this is an easy consequence of the triangle inequality).
Let us recall, for the readers who are not familiar with the Carathéodory pseudodis-
tance, that the assumptions of the above theorem is fulfilled in particular by the following
classes of bounded domains in CN : convex domains, strictly pseudoconvex domains, do-
mains for which each boundary point admits a weak peak function (i.e. for each a ∈ ∂Ω
there is a holomorphic function F : Ω→ D with limΩ∋z→a F (z) = 1), etc. Since all these
domains are Stein manifolds, in view of the above theorem they belong to S.
For domains in C belonging to S see Theorem 6.2.
Proof of Theorem 4.2. Choose ϕ and (nl)l satisfying (c1), (c2), (c3). Since (ϕ
[nl])l is run-
away, passing to a subsequence we may assume that it is compactly divergent in O(Ω,Ω).
We have ϕ[nl](z0)→∞Ω, so cΩ(z0, ϕ
[nl](z0))→∞. Now Theorem 3.7 does the job.
5 Hereditary hypercyclicity of Cϕ
As it was said in Observation 3.6, hypercyclicity of Cϕ is equivalent to its hereditary
hypercyclicity w.r.t. some increasing sequence (nl)l ∈ N. But, as we shall see in this
section, there are manifolds in which for every mapping ϕ ∈ O(Ω,Ω) hypercyclicity of
Cϕ gives its hereditary hypercyclicity, that is: the weakest of the conditions (p1) - (p4)
gives the strongest one.
Before we proceed, we need the notion of tautness. The reader can find general def-
inition of taut manifold e.g. in [1]. However, since we are interested only in connected
Stein manifolds, for our purposes it suffices to restrict to the case when Ω is (biholomor-
phic to) a submanifold of some CM . This is by [10, Theorem 5.3.9], which says that a
N -dimensional Stein manifold Ω can be embedded in C2N+1, i.e. there exists a regular
injective proper holomorphic map F : Ω → C2N+1. In particular, F (Ω) is a submanifold
of C2N+1 and F : Ω → F (Ω) is a biholomorphism. Given a finite-dimensional connected
complex analytic manifold Ω′, we endow the set O(Ω′, F (Ω)) ⊂ O(Ω′,C2N+1) with the
topology induced from O(Ω′,C2N+1), and next we endow O(Ω′,Ω) with the topology
carried by F from O(Ω′, F (Ω)). One can prove that this topology does not depend on
F . We say that Ω is taut, if every sequence (fn)n ⊂ O(D,Ω) is compactly divergent in
O(D,Ω) or has a subsequence convergent in O(D,Ω).
Let us recall the following fact (see [1, Theorem 2.4.3]):
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Theorem 5.1. Let Ω be a connected taut Stein manifold, and let ϕ ∈ O(Ω,Ω). If the
sequence (ϕ[n])n is not compactly divergent in O(Ω,Ω), then it is relatively compact in
O(Ω,Ω).
We prove the following:
Theorem 5.2. Let a manifold Ω ∈ S be taut, and let ϕ ∈ O(Ω,Ω). If the operator Cϕ is
hypercyclic, then it is hereditarily hypercyclic.
Note that tautness does not imply that a manifold belongs to S, and vice versa. The
examples are simple: D∗ is taut, but not in S, while C is in S, but it is not taut (see
Theorem 6.2).
Proof. Hypercyclicity of Cϕ implies that ϕ satisfies the conditions (c1), (c2), (c3) with
nl = l. The last condition implies that (ϕ
[n])n cannot be relatively compact in O(Ω,Ω),
because it has a compactly divergent subsequence. Therefore by Theorem 5.1 the sequence
(ϕ[n])n is compactly divergent, so ϕ satisfies the conditions (h1), (h2), (h3) with nl = l.
Then, as Ω ∈ S, the operator Cϕ must be hereditarily hypercyclic.
Combining Theorems 4.2 and 5.2 we get:
Theorem 5.3. Let Ω be a connected Stein manifold for which there exists a point z0 ∈ Ω
so that
lim
Ω∋z→∞Ω
cΩ(z, z0) =∞.
Then Ω is taut and it belongs to S.
In particular, if ϕ ∈ O(Ω,Ω) is such that Cϕ if hypercyclic, then Cϕ is hereditarily
hypercyclic.
Example 6.3 shows that there are taut planar domains which belong to S, but do not
satisfy the assumptions of Theorem 5.3.
Note that for all the domains listed in the paragraph below Theorem 4.2, hypercyclic-
ity of Cϕ implies its hereditary hypercyclicity. For domains in C having this property,
see Theorem 6.2.
Proof of Theorem 5.3. In virtue of Theorems 4.2 and 5.2 it suffices to prove that Ω is
taut. Actually, this fact is probably known, but we could not find it in the literature in
required form. The proof is similar to the proof of [1, Lemma 2.3.18]; we shall sketch it
briefly. Let ρ denote the Poincaré distance in D, and diam cΩ , diam ρ the diameters of
sets with respect to cΩ, ρ, respectively. Assume that Ω is a submanifold of C
2N+1 and
fix a sequence (fn)n ⊂ O(D,Ω). Suppose that it is not compactly divergent. Passing to
a subsequence if necessary, we may assume that there are compact sets K0 ⊂ D, K1 ⊂ Ω
such that fn(K0) ∩K1 6= ∅ for every n.
We are going to show that for every compact setK ⊂ D the sum
⋃
n fn(K) lies in some
Carathéodory ball of Ω. Fix a point w1 ∈ K1 and take K; we may assume that K0 ⊂ K.
Since cΩ(fn(z), fn(w)) ≤ ρ(z, w) for z, w ∈ K, we see that diam cΩfn(K) ≤ diam ρK.
Hence, as fn(K) ∩K1 is non-empty, for z ∈ K we have
cΩ(fn(z), w1) ≤ diam cΩfn(K) + diam cΩK1 ≤ diam ρK + diam cΩK1 := RK .
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This implies that each fn(K) lies in the closed cΩ-ball with center at w1 and radius RK .
Since any cΩ-ball is relatively compact in the topology of Ω, there is
⋃
n fn(K) ⊂⊂ Ω
for each compact set K ⊂ D. In view of the Montel theorem, (fn)n admits a convergent
subsequence and its limit belongs to O(D,Ω).
Problem 5.4. Do there exist a connected Stein manifold Ω and a holomorphic map
ϕ : Ω→ Ω such that Cϕ is hypercyclic but non-hereditarily hypercyclic?
It was shown by Ansari ([2, Theorem 1], [3, Note 3]; see also [8, Theorem 8]) that if
a continuous linear operator T on a locally convex space is hypercyclic, then for every
natural number n the operator T [n] is hypercyclic, and T and T [n] have the same set of
hypercyclic vectors. This gives that if T is hypercyclic, then it is hypercyclic w.r.t. every
increasing arithmetic sequence of natural numbers. Using a similar reasoning, one can
show that if T is hereditarily hypercyclic w.r.t. some increasing arithmetic sequence of
natural numbers, then it is hereditarily hypercyclic. Applying this conclusions to Cϕ, we
can state the following proposition:
Proposition 5.5. Let Ω be a connected Stein manifold and ϕ ∈ O(Ω,Ω).
(1) If Cϕ is hypercyclic, then it is hypercyclic with respect to each increasing arithmetic
sequence of natural numbers.
(2) If Cϕ is hereditarily hypercyclic with respect to some increasing arithmetic sequence
of natural numbers, then it is hereditarily hypercyclic.
6 The case of planar domain
For a domain Ω ⊂ C, the following theorem (see [9, Theorem 3.19]; below we present it
in a bit different form) describes all sequences (ϕl)l∈N ⊂ O(Ω,Ω) of injective maps for
which the sequence (Cϕl)l of composition operators is universal:
Theorem 6.1. Let (ϕl)l be a sequence of injective holomorphic self-maps of a domain
Ω ⊂ C. Then:
(1) If Ω is simple connected, then (Cϕl)l is universal if and only if (ϕl)l is run-away.
(2) If Ω is finitely connected but not simple connected, then (Cϕl)l is never universal.
(3) If Ω is infinitely connected, then (Cϕl)l is universal if and only if for every compact
Ω-convex subset K ⊂ Ω and for every l0 there is l ≥ l0 such that ϕl(K) is Ω-convex
and ϕl(K) ∩K = ∅.
Although Grosse-Erdmann and Mortini defined Ω-convexity in different way (they
said that a compact subset K ⊂ Ω of a domain Ω ⊂ C is Ω-convex if every hole of K
contains a point of C \ Ω), our definition agrees with their in dimension one. Here by
a hole of K we mean a bounded connected component of C \ K. Equivalence of both
definitions follows from [10, Theorems 1.3.1 and 1.3.3].
As a corollary from our considerations and from the above theorem applied to map-
pings ϕl := ϕ
[nl] we obtain:
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Theorem 6.2. Let Ω ⊂ C be a simply connected or an infinitely connected domain.
Then:
(1) Ω belongs to S.
(2) If for a mapping ϕ ∈ O(Ω,Ω) the operator Cϕ is hypercyclic, then it is hereditarily
hypercyclic.
Proof. Part (1) follows directly from Theorem 6.1. We prove (2). It is known that a
domain Ω ⊂ C is taut if and only if the set C\Ω has at least two points (see [12, Remark
3.2.3 (d)]), so if Ω 6= C, then Ω is taut and Theorem 5.2 does the job.
It remains to consider the case Ω = C. Fix ϕ for which Cϕ is hypercyclic. By
the Picard theorem the set C \ ϕ(C) contains at most one point. But since ϕ is a
homeomorphism on its image, there must be ϕ(C) = C and so ϕ is an automorphism of
C. Therefore ϕ is an affine endomorphism. Now it suffices to use [4, Theorem 3.1]: it says
(in particular) that for ϕ being an affine endomorphism of CN , the composition operator
Cϕ : O(C
N )→ O(CN ) is hypercyclic if and only if it is hereditarily hypercyclic.
Example 6.3. Let Ω0 ⊂ C be an infinitely connected domain and let a ∈ Ω0. Define
Ω := Ω0 \ {a}. Then by Theorem 6.2 the domain Ω satisfies the conclusion of Theorem
5.3, but it does not satisfy the assumption that limΩ∋z→∞Ω cΩ(z, z0) = ∞. This follows
from the classical Riemann extension theorem: there is cΩ = cΩ0 on Ω×Ω and cΩ(z0, z)→
cΩ0(z0, a) <∞ as z → a, for any z0.
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