A small set of chemically old stars that appear young by their independently derived masses has been detected. These are so-called α-rich young stars. For a sample of 51 red-giant stars, for which spectra are available from SDSS/APOGEE and masses are available from asteroseismic measures based on Kepler lightcurves, we derive the C, N and O abundances through an independent analysis. These stars span a wide range of N/C surface number density ratios. We interpret the high-mass stars with low N/C as being products of mergers or mass transfer during or after first dredge up, because the dredge-up features are the same as for low-mass stars. The α-rich young stars with high N/C follow the expected trend of N/C for their mass, and could be either genuine young stars (leaving their high [α/Fe] unexplained) or the results of mergers on the main sequence.
INTRODUCTION
Shortly after the discovery of metal-poor stars (Chamberlain & Aller 1951) , these stars were found to have higher Mg/Fe, Si/Fe, and Ca/Fe than the Sun (Aller & Greenstein 1960; Wallerstein 1962) . Mg, Si, and Ca are 'α elements', a sequence of elements formed by the addition or subtraction of α particles. These α elements are ejected primarily in the core-collapse supernovae (ccSNe) of massive stars. In contrast, Fe has in addition to the contribution from ccSNe substantial contributions from Type Ia SNe, whose progenitors are considerably longer-lived. Tinsley (1979) showed that therefore stars enhanced in [α/Fe] 1 are formed early in the chemical evolution of a system, when the production of iron lagged behind that of the α elements.
Many studies have confirmed that α-rich stars are in general old (e.g., Edvardsson et al. 1993; Fuhrmann 1998; VandenBerg et al. 2002) . Two recent papers have provided an updated view of the α-age relationship based on improved luminosities for stars that have been measured using parallaxes from the Gaia mission. Feuillet et al. (2018) combined luminosities with temperatures and gravities from spectroscopy to derive masses, and therefore ages, for first ascent red giant branch stars. Delgado Mena et al. (2019) compared the positions on the Herzsprung-Russell (HR) diagram of turnoff and subgiant stars with theoretical isochrones to derive ages. In both cases, they found that essentially all stars with [α/Fe]> 0.2 and [Fe/H]< −0.5 are older than 10 Gyr.
With the advent of asteroseismology, it became possible to determine stellar ages for large numbers of field subgiant and red-giant stars. Subgiants and red giants have run out of hydrogen in their cores. Because of the hydrogen exhaustion their evolution timescale is a sensitive function of mass and composition, and a measurement of both yields ages. The seismic signals are primarily related to the stellar mass and radius, while compositions are derived from high-resolution spectra. Catalogues combining asteroseismic and spectroscopic information now provide ages for thousands of field giants (e.g., Pinsonneault et al. 2014 Pinsonneault et al. , 2018 Anders et al. 2017) .
These asteroseismic measurements led to the detection of α-rich young stars (Chiappini et al. 2015; Martig et al. 2015) , with [α/Fe] > 0.13 dex and ages < 6 Gyr as defined by Martig et al. (2015) . Chiappini et al. (2015) suggested that these stars may be formed near the co-rotation region of the Galactic bar where complex chemical evolution is expected. However, because the signature of youth is based on a relatively high mass on the red-giant branch, mass transfer from a binary companion or the merger of two stars would make a star more massive and hence appear young in asteroseismic analyses (Chiappini et al. 2015; Martig et al. 2015) . There is a substantial population of α-rich stars in the Milky Way that could provide the needed binary systems. This population is also known as the chemically defined thick disk, which is also characterised by older ages (e.g., Silva Aguirre et al. 2018) , and slower rotational velocity and higher vertical extent than the thin disk (e.g., Bensby et al. 2003) .
Abundance analyses by Yong et al. (2016) ; Matsuno et al. (2018) show that the majority of α-rich young stars have abundances in line with thick disk stars. Radial velocity measurements by Jofré et al. (2016) ; Matsuno et al. (2018) show that more than 50% of their observed α-rich young stars show substantial radial velocity scatter, interpreted as due to multiplicity, compared to a much lower fraction in comparison samples. Furthermore, Tayar et al. (2015) found that one of these stars was rapidly rotating, another sign that an interaction could be involved. Together with the theoretical work by Izzard et al. (2018) there is mounting evidence that at least a significant part of the massive, i.e. young α-rich stars is a result of binary interactions. These interactions can either produce a higher mass star in a binary through mass transfer, or a more massive single star through a merger. However, one needs to note that the main conclusions of Izzard et al. (2018) are a prediction that the fraction of thick disk giants with mass in excess of 1.3 M ⊙ ranges from 0.8 to 3 percent in all but one of their model sets. In contrast, Martig et al. (2015) found ∼6% of their α-rich stars were high mass. Only when Izzard et al. (2018) change from a log-normal distribution of orbital separations to a (less representative) logarithmically-flat separation distribution do they predict a fraction of giants with mass in excess of 1.3 M ⊙ to be large at 11%. Izzard et al. (2018) also included an analysis of [C/N] in their analysis of theoretical models. In these models they boosted their initial [C/N] by +0.2 dex to mimic chemical evolution in the thick disk. Additionally, they assume that merged stars have first dredge-up equally deep as in a single star of the same mass. In general Izzard et al. (2018) find that interaction in binary-stars systems explain the observed range in surface [C/N], with stars with [C/N] < −0.4 almost all being merged binaries.
In this work we revisit the trends in CNO abundances measured in the stellar atmospheres. The reason for studying these elements is that these are involved in the fusion reactions in the core and subsequently dredged up when the convection zone deepens in the early phases of the red-giant branch. If there are stars that are results of mergers, we may expect there to be some impact on the core burning and/or the depth of the dredge-up, which these surface abundances give a view upon. We first discuss the data used and the spectroscopic analysis that we performed. We then show the results and discuss possible implications.
DATA
In this paper we present a reanalysis of the 26 stars from Jofré et al. (2016) . These 26 stars comprise 13 young stars with APOGEE DR12 (Holtzman et al. 2015) [α/M] > 0.13 dex of Martig et al. (2015) , which have masses above 1.4 M ⊙ , and for each of them a 'twin' star with similar atmospheric parameters and masses below 1.2 M ⊙ . In addition to this set of stars, we extended the sample with 14 α-rich young stars and 11 old stars selected from the APOKASC sample (Pinsonneault et al. 2018) . For the latter APOKASC sample we selected α-rich young stars to have [α/Fe] > 0.2 and an age younger than 5 Gyr based on the results presented by (Pinsonneault et al. 2018) . The old stars were chosen to have [α/Fe] > 0.2 and to be older than 7 Gyr. These stars cover ranges in T eff , log g and [Fe/H] of 4300−5000 K, 1.6−3.3 dex and +0.05 to −0.60 dex, respectively.
We performed an independent analysis (see Section 3) of the complete set of stars based on APOGEE spectra (Holtzman et al. 2018 ). These spectra have been obtained by the second generation of the Apache Point Observatory Galactic Evolution Experiment (APOGEE-2, Majewski et al. 2017 ) survey, as part of the fourth phase of Sloan Digital Sky Survey (SDSS-IV, Blanton et al. 2017) . APOGEE-2 spectra were obtained using the 2.5-m Sloan Foundation Telescope (Gunn et al. 2006 ) of the Apache Point Observatory in New Mexico, USA and cover a narrow wavelength band in the near infrared (λ∼1.51−1.70 µm in H-band) with a high resolution (R∼22,500) (Wilson et al. 2019) .
SPECTROSCOPIC ANALYSIS
We performed a standard spectroscopic abundance analysis adopting ATLAS9 photospheres assuming local thermodynamical equilibrium (LTE), Kurucz grid of models (Castelli & Kurucz 2003) , a common line list (see Table 1 ) and the LTE line analysis and spectrum synthesis code MOOG (Sneden 1973) . We performed an independent analysis of C, N and O abundances for several reasons. We wanted to include more lines than the automated pipeline (ASPCAP, Holtzman et al. 2018) and to make sure that the continuum was placed in the best possible way. That is the spectrum was normalised interactively to unity using IRAF by marking the continuum points, which were then fitted by a lower order (typically 3 to 5) cubic spline polynomial. However, the main reason for the present homogeneous study is to ensure that our abundances are on an excellent relative abundance scale to compare abundances of α-rich young stars with ones of α-rich old stars as well as α-normal stars.
Spectral line selection
The crucial aspect in deriving accurate elemental abundances is the selection of suitable stellar lines with good quality atomic and molecular data 2 . An infrared solar spectral atlas, with a resolution of 0.05Å (Livingston & Wallace 1991) observed with the Fourier Transform Spectrometer at the McMath/Pierce Solar Telescope on Kitt Peak (Pierce 1964 ) and degraded to the instrumental resolution of the APOGEE spectrograph, was used as a reference to visually confirm clean, unblended, relatively isolated and symmetric spectral lines due to various atomic and molecular species. The suitable spectral lines of an element are those lines which contain only contributions from the element at the central wavelength specified by the transition. The equivalent width (EW) of the selected atomic absorption lines in Table 1 . Line list of neutral atomic lines selected for deriving chemical abundances. The wavelength (λ), lower excitation potential (χ), oscillator strength (expressed as log g f ) and damping constant are taken from Meléndez & Barbuy (1999 The oscillator strengths ( f ) for the elements Fe, Ni, Mg, Al, Si, Ca and Ti in the infrared H-band were extracted from Meléndez & Barbuy (1999) . These oscillator strengths were derived by Meléndez & Barbuy (1999) from an iterative fit of synthetic spectra to the solar spectrum. The typical accuracies in the adopted log g f -values (where g is the statistical weight of an atomic energy level) are better than 0.05 dex. The molecular data for OH were extracted from Brooke et al. (2016) , CO and CN molecular data were taken from the Kurucz coxx.asc 3 line list and Sneden et al. (2014) , respectively.
Although the spectra of red giants at the spectral resolution of the APOGEE spectrograph in the H-band are heavily crowded with absorption lines, our line selection results in a number of unblended lines for each element. The final list of neutral atomic lines selected for deriving chemical abundances includes Fe(28), Ni(6), Mg(2), Al(3), Si(6), Ca(3), Ti(3). Here, the numbers in the parentheses indicate the number of lines of an element considered in the abundance analysis. The full line list used in this work is shown in Table 1 , while the measured EWs for all stars are listed in Tables A5 -A11 . Additionally, we used a set of molecular lines due to CN (at wavelength 15374, 15400, 15466, 15576, 15581Å ), OH at 16368Å and a CO molecular band head at 15578Å. The molecular line list employed here involves the dominant isotopes of each element and is composed of 12 C 16 O, 12 C 14 N and 16 O 1 H molecules.
Solar abundances
The solar abundances were derived using solar EWs, measured off the infrared solar spectral atlas (Livingston & Wallace 1991) , and the ATLAS9 theoretical photosphere computed adopting the solar abundances from Asplund et al. (2006) with parameters T eff ⊙ = 5777 K, log g ⊙ = 4.44 dex, [Fe/H]=0.0 dex to establish a reference abundance scale. Lines with individual iron abundances falling outside of ±0.05 dex of the mean log ǫ(Fe)=7.47 dex were rejected assuming either the selected Fe lines have inadequate atomic data or are blended with unidentified lines. This procedure is repeated for lines of other atomic species. We obtained a microturbulence velocity of ξ t = 0.97 km s −1 , a value in agreement with the published results (Asplund et al. 2006) , by requiring that the Fe abundance from Fe 1 lines is independent of the EW of the line.
The derived solar abundances are reported in Tables A2  and A3 . We refer to our solar abundances when determining the stellar abundances, [X/H] and [X/Fe], i.e., our analysis is essentially a differential one relative to the Sun.
Stellar abundances
The EW of a spectral line is influenced by the physical conditions and number density of absorbers in the stellar atmosphere. Therefore, it is essential to predetermine the stellar (Holtzman et al. 2018 ). For T eff and log g uncertainties for the BACCHUS pipeline and our work are estimated to be 50 K and 0.05 dex respectively, while the uncertainties for APOGEE DR14 are taken from that database.
parameters to obtain a robust estimate of chemical abundances. Starting with a theoretical model with T eff derived from the ASPCAP pipeline (Holtzman et al. 2018) , asteroseismic log g (Pinsonneault et al. 2014 (Pinsonneault et al. , 2018 , for the stars analysed by Jofré et al. (2016) and the newly selected stars in the current work, respectively) and measured EWs, the individual line abundances were obtained by matching the computed EWs to the observed ones (Sneden 1973) while satisfying the following constraints simultaneously. First, we obtain the microturbulence, ξ t , assumed to be isotropic and depth independent, by requiring that the Fe abundance from Fe 1 lines is independent of the EW of the line. Second, we estimate the effective temperature by requiring that the abundance from Fe 1 lines is independent of the lower excitation potential of the line (excitation equilibrium). As the stellar parameters T eff , log g and ξ t are interdependent, several iterations are needed to choose a suitable model from the grid. If required for convergence the asteroseismic log g values were also iterated over within their uncertainties to satisfy that the Fe i lines are independent of both the EW and the lower excitation potential simultaneously. No Fe ii lines are present in the APOGEE wavelength regime and hence ionisation balance could not be enforced. The stellar parameters (T eff and log g) used in the current analysis are listed in Table A1 together with the masses, radii and ages as presented by Pinsonneault et al. (2018) .
We performed a differential abundance analysis relative to the Sun using the abfind driver of MOOG and adopting 1D model atmospheres (Castelli & Kurucz 2003) based on the derived stellar parameters and the EWs of the absorption lines. In table A2, we list abundance results for individual stars averaged over all available lines of given species relative to solar abundances derived from the adopted g fvalues. In Fig. 3 The computed synthetic spectra based on the derived stellar parameters were matched to the observed spectra by adjusting the abundances of the derived C, N and O abundances from combinations of vibration-rotation lines of CO and OH along with electronic transitions of CN. The adopted dissociation energies (D 0 ) in the spectrum synthesis of OH, CO and CN are 4.411 eV (Brooke et al. 2016) , 11.092 eV (Huber & Herzberg 1979) and 7.724 eV (Sneden et al. 2014) , respectively. Following Smith et al. (2013) , we measured the C, N and O abundances by fitting all three types of molecular lines consistently, i.e. we required molecular equilibrium: we first measured the oxygen abundance from the OH line, then derived the carbon abundance from CO in an iterative fashion. This process is repeated until the abundances of C and O via fits to the CO and OH lines yield consistent values. Then keeping these C and O abundances fixed, we derived the nitrogen abundance through the synthesis of multiple CN lines. The final adopted abundances of C, N and O are those values that provide self-consistent results from OH, CO and CN lines. We provide CNO abundance results for individual stars as well as the solar values in table A3 .
Uncertainties
Stars in our sample are analysed identically and span small ranges in atmospheric parameters. Thus, systematic uncertainties affecting the abundances and abundance ratios [X/Fe] are expected to be consistent (and small) across the sample which spans a range in metallicity of ∼ −0.6 to +0.05 dex. Most of the elements analysed for chemical abundances are represented by more than one atomic or molecular line, and the internal consistency in the average abundance of an element is given by the ±1σ standard deviation about the mean abundance (later referred to as σ 1 ), which is typically less than 0.04 dex. As the multiple lines of each element have varying line strengths and excitation potentials, the respective 1σ uncertainties also provide an indication of how well the 1D LTE line analysis can reproduce all spectral lines in the observed spectra.
Following the discussion in Smith et al. (2013) , we evaluated the magnitude of uncertainties introduced in the measured chemical abundances by the uncertainties in stellar parameters (T eff , log g, ξ t ) and metallicity by varying each parameter separately by an amount equal to its uncertainty, while keeping the other parameters unchanged. As the sample of red giants analysed in this paper spans a limited range in T eff , log g and ξ t , the abundance sensitivity to stellar parameters is carried out for a representative star KIC 6664950 with T eff = 4800 K, log g = 2.4 dex and ξ t = 1.7 km s −1 . The incremental changes about the average abundance of an element caused by varying T eff , log g, ξ t and the model metallicity by ± 50 K, 0.2 dex, 0.2 km s −1 and 0.1 dex (see for details of these choices Reddy & Lambert 2015) , respectively, with respect to the chosen model parameters are summarised in Table A4 . The square root of the quadratic sum of the mean values of all four contributors are presented in the column headed σ 2 . The total error σ tot in the measured elemental abundance is the square root of the quadratic sum of σ 1 and σ 2 . Entries in Table A4 reveal that the observed dispersions in [El/Fe] for many of the elements are in the range 0.02−0.06 dex comparable to their respective ±1σ measurement uncertainties. Exceptions include the element oxygen whose uncertainty of 0.1 dex is dominated by the sensitivity of O abundance to the overall metallicity.
Comparisons with the literature
We compare our results with the ones obtained by Hawkins et al. (2016) and the APOGEE collaboration as presented by Holtzman et al. (2018) . The BACCHUS code (Hawkins et al. 2016 ) relies on the radiative transfer code Turbospectrum (Alvarez & Plez 1998; Plez 2012 ) and the MARCS model atmosphere grid (Gustafsson et al. 2008) . The abundance are derived by comparing the observed spectrum with a set of convolved synthetic spectra characterised by different abundances. A χ 2 diagnostic was used to obtain a robust abundance measurement. The ASPCAP pipeline (García Pérez et al. 2016; Holtzman et al. 2018 ) determines stellar parameters and abundances by finding the best match between observed spectra and a large grid of synthetic spectra. The synthetic spectral grid is multi-dimensional in-
, and microturbulent velocity. In the T eff range that we are interested in, ASPCAP uses a set of model atmospheres specifically generated for APOGEE: the APOGEE ATLAS9 models (Mészáros et al. 2012; Zamora et al. 2015) , which are based on the ATLAS9 model atmosphere code from Castelli & Kurucz (2004) . These model atmospheres were constructed with the same C, N and α abundances, as well as [Fe/H] , that were used to generate the synthetic spectrum at that grid point.
In this work we adopted T eff and log g from Hawkins et al. (2016) as starting values for the analysis of the set of 26 stars presented by Jofré et al. (2016) . These values are the ones provided by APOGEE DR12. For the set of 25 stars that we newly selected in this work we used T eff and log g from the APOGEE DR14 as starting values for the analysis. In Fig. 1 we show the comparisons between the metallicities, the α abundances as well as T eff and log g. For log g all comparisons are close to the one-to-one line. For T eff there is a group of orange dots that are located below the one-to-one line. These are the stars selected by Jofré et al. (2016) for which we used the Hawkins et al. (2016) , i.e. APOGEE DR12 values of T eff and log g, and this offset is reminiscent of the offset in T eff between APOGEE DR12 and DR14 values.
There exists a constant offset with small dispersion in [Fe/H] between the literature and values derived in our study. The typical mean difference between our and APOGEE DR14 metallicities is +0.09±0.08 dex (51 stars) and between our and Hawkins et al. (2016) [Fe/H] estimates is +0.15±0.07 dex (26 stars), see also Table 2 . Both dispersions about the mean differences are comparable to the lineto-line abundance dispersion observed for Fe lines. The comparable offsets of +0.15 dex and +0.09 dex in [Fe/H] between our study and the literature results provide an opportunity to assess the consistency of our abundance estimates. For stars in common between the APOGEE DR14 and BAC-CHUS analyses, the typical mean difference in [Fe/H] is −0.12 dex with a dispersion of 0.05 dex, corresponding to the line-to-line abundance dispersion for Fe. Therefore, the association of very similar offset (left panel in Figure 1 We compare in Figure 2 our LTE measured abundance As mentioned in the Introduction, the surface abundances of C and N are affected by first dredge-up, with higher mass stars dredging up material with increased He and N and decreased C and Li (e.g. Salaris et al. 2015) . The changes in N and C are a result of the burning in the interior, which is dominated by the CNO cycle. The offset in C and N for some of the α-rich young stars is intriguing, as it could be related to higher masses for α-rich young stars at first dredge-up.
We next look at the N/O versus N/C number density ratios to understand the impact of birth metallicity and mass of the stars on these ratios. We start with the metallicity. Typically speaking, in stars with higher metallicity we have a higher C, N and O initial abundance. Nitrogen is a secondary element, i.e. the yield increases with the increasing metallicity of the nucleosynthetic site (Talbot & Arnett 1974) . We have estimated the trend in N/C and N/O by assuming C/O to be constant and N is increasing linearly. This toy-model is overplotted over the Luck & Heiter (2007) N/O vs. N/C data for field red giants in Fig. 4 with the black dashed line. This is indeed consistent with the higher metallicity stars appearing at higher N/O and N/C. The first dredge up will bring to the surface CN cycled material, where C has been converted to N. The bottom panel in Fig. 4 shows that higher mass stars typically have higher N/C for a specific value of N/O. This can be explained by the fact that for higher mass stars the interior is hotter, which increases the N production. At the same time the dredge-up in higher mass star reaches to deeper (and thus hotter) layers. Therefore, in more massive stars more C is converted to N as compared to lower mass stars, and this is reflected in the surface abundances (e.g. Karakas & Lattanzio 2014). We model this mass effect for a single initial abundance of N/C=0.3 and N/O=0.09 by converting C to N and keeping O constant. This toy-model is shown by the solid line in Fig. 4 .
The α-rich young stars cover a large range in N/C, that is 9 out of 21 stars have N/C > 1, compared to 0 out of 15 and 1 out of 15 stars for the α-rich old and α-normal stars, respectively. If the stars are truly young and therefore always of higher mass, we expect them to appear at high N/C and indeed there are a number of them present at high N/C values. Additionally, we find some stars that are massive (i.e. green to red in the bottom panel of Fig. 4 ) that have relatively low values of N/C. So these are low-mass stars based on their chemistry, though they are now massive. We propose the following interpretation for this: these stars have the dredge-up features of low-mass stars. Their current high masses can be explained by a merger or mass-transfer scenario during or after dredge-up. Izzard et al. (2018) indeed proposes that most stars with reasonable lifetimes to be observed will merge at that evolutionary stages. In fact some of the high mass high N/C stars could be the result of merger or mass transfer on the main sequence. Finally, we note that this would imply that the age determination as proposed by Martig et al. (2016) based on C and N abundances for the α-rich young stars that have merged or undergone masstransfer during or after dredge-up, will be more accurate compared to methods that determine age as a function of mass.
To verify if all the stars can come from merger or mass transfer we need to consider the observed relative populations of high N/C and low N/C massive stars, compared to expectations from binary population synthesis models. Our pre-selected small sample may be sensitive to selection effects. The full set of APOGEE stars that overlaps with Kepler data (Pinsonneault et al. 2018 ) and with the K2 data, will provide a more significant number of α-rich young stars with which the proposed explanation can be confirmed (Johnson et al. in prep. ). 
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