Abstract. The concept of homotopic distance and its higher analog are introduced in [6] . In this paper we introduce some important properties of higher homotopic distance, investigate the conditions under which cat, secat and higher dimensional topological complexity are equal to the higher homotopic distance, and give alternative proofs, using higher homotopic distance, to some TCn-related theorems.
Introduction
The notion of homotopic distance is first introduced by Macias-Virgos and Mosquera-Lois in [6] , which is a homotopy invariant whose special cases are topological complexity (TC) and Lusternik-Schnirelmann category (cat), and is defined as follows. Definition 1.1. [6] Given two maps f, g : X → Y , the homotopic distance between f and g is the least non-negative integer k such that one can find an open cover {U 0 , · · · , U k } for X satisfying f Ui ≃ g Ui for all i = 0, 1, · · · , k. It is denoted by D(f, g). If there is no such a covering, we write D(f, g) = ∞.
The organization of the paper is as follows:
In Section 2, we will recall the higher homotopic distance and introduce some propositions and lemmas. These lemmas will be mainly used in Section 3 and Section 4 to prove main theorems of this paper.
Motivated from the fact that homotopic distance has a relation between topological complexity and Lusternik-Schnirelmann category, we will show that n-th homotopic distance of some specific maps is equal to n-th topological complexity and LusternikSchnirelmann category. Moreover, we will give the relation between n-th homotopic distance and sectional category. Later in the same section, we will give alternative proofs of the well-known theorems about TC n .
In the last section, we will prove the homotopy invariance of higher homotopic distance and deduce that TC n is homotopy invariant.
For a further reading about the variances of homotopic distance, we refer the interested readers to see [7] in which categorical version of homotopic distance between functors is introduced.
The required inequality follows from the cardinality of U is (m 0 +m 1 +· · ·+m k )+k+1.
The following propositions will be used to give the main results in the third and the fourth sections.
For each j ∈ {0, 1, · · · , k} and for any distinct ℓ, m ∈ {1, 2, · · · , n}, we have
Notice that open subsets V j cover Z. Denote by h ′ i,j : V j → U j the restriction on both domain and range, and denote by ι j : U j ֒− → X the inclusion.
Then for each j ∈ {0, 1, · · · , k} and for any distinct ℓ, m ∈ {1, 2, · · · , n}, we have Theorem 2.10. Let X be a normal spaceand n, m ∈ Z + with n ≤ m. If
where σ and β is a permutation of {1, 2, · · · , m} and {1, 2, · · · , n} respectively, such that g σ(i0) ≃ g β(j0) for some i 0 ∈ {1, 2, · · · , m} and j 0 ∈ {1, 2, · · · , n}.
From the assumption, g σ(i0) ≃ g β(j0) for some i 0 and j 0 , and by Lemma 2.9, we have an open covering
3. TC n , cat, secat of a fibration and n-th homotopic distance
In the first half of this section we will introduce the relation between n-th homotopic distance with cat and with TC n and with secat of a fibration. In the second half, we will prove some properties of TC n such as its relation with cat, via higher homotopic distance.
Let us begin this section by recalling the definitions of cat, secat and TC n . A special case of the sectional category, TC n , is defined as follows.
Definition 3.3.
[9] For n ∈ N, let J n be the wedge sum of n closed intervals [0, 1] i for i = 1, 2, · · · , n where the zeros 0 i 's are identified. For a path-connected space X, denote by X Jn the space of paths with n-legs. Then there is a fibration
, and the sectional category (or Schwarz genus) of this fibration is called n-dimensional topological complexity of X, denoted by TC n (X).
If there is no such a covering, we write TC n (X) = ∞. Theorem 3.4. For a fixed x 0 ∈ X, consider the inclusions j i :
Our aim is to show that each j i restricted on U is homotopic with each other for i ∈ {1, 2, · · · , n}. It suffices to show that for any distinct i, k ∈ {1, · · · , n}, we have
For convenience, we will write x = (x 1 , · · · , x n ). Consider the homotopy
For the other way around, assume that we have
where pr i : X n → X is the projection maps into the i-th factor and which satisfies
and
Theorem 3.5. Let f 1 , f 2 , · · · , f n : X → Y be maps. Consider the fibration e n : Y Jn → Y n as defined in Definition 3.3. If q : P → X is the pullback of the fibration e n by the map
Proof. Before we start proving the theorem, observe that
For each U j , we have the homotopies
Fix one of the homotopies, say H 1 . Write the function H 1 (x, 1 2 ) =: g(x). So there are new homotopies
Define a continuous map
Since
each s j is a section of q over U j . Hence secat(q) ≤ k.
On the other way around, if secat(q) = k then we have an open covering {U 0 , · · · , U k } of X such that there is a section s j : U j → P (i.e., q • s j = Id Uj ) for each j = 0, 1, · · · , k.
Since q maps to the first factor, s j :
Let say γ x (0 i ) = y 0 = g(x) for some map g : X → Y , for some (and all) i. Remark 3.7. Notice that the necessary condition in Theorem 3.4 also follows from Corollary 3.6, if we take
Each i-th leg gives a path, denote it by H
Proof. If the pullback of e n : Y Jn → Y n is the fibration q : P → X, then as mentioned in [6] , secat(q) ≤ secat(e n ). Hence by Theorem 3.5,
Lemma 3.9.
[2] Let X be a path-connected space and consider the fibration e n as described in Definition 3. − − → X is homotopic to some map g : U → X, where pr i : X n → X is the projection to the i-th factor.
The following theorem whose proof follows directly from Lemma 3.9 is introduced in [6] . Theorem 3.10.
[6] If X is path-connected space and each map pr i : X n → X projects to the i-th factor for i ∈ {1, 2, · · · , n}, then D(pr 1 , pr 2 , · · · , pr n ) = TC n (X).
Although Corollary 3.11 and Theorem 3.12 are already known, here we will give new alternative proofs using higher homotopic distance.
Proof. For convenience, let us denote the projection maps by two different notations depending on their domains, that is, pr i : X n → X and pr i : X n+1 → X which project onto the i-th factor.
Suppose TC n+1 (X) = k. By Theorem 3.10, there exists an open covering
Notice that pr i X n = pr i for any i ∈ {1, 2, · · · , n}. So pr m Uj = pr m Uj ∩X n ≃ pr ℓ Uj ∩X n = pr ℓ Uj for any distinct m, ℓ ∈ {1, 2, · · · , n} and for all j ∈ {0, 1, · · · , k}. Hence
Proof. For a fixed x 0 ∈ X, consider the inclusions
where pr ℓ : X n → X is the projection that maps onto the ℓ-th factor. Since
for each ℓ = 1, 2, · · · , n, we have pr 1 Ui ≃ pr 2 Ui ≃ · · · ≃ pr n Ui for all i = 0, 1, · · · , k. Thus TC n (X) = D(pr 1 , pr 2 , · · · , pr n ) ≤ k by Lemma 3.10.
Theorem 3.13. Let f 1 , f 2 , · · · , f n : X → Y and g 1 , g 2 , · · · , g n : X → Y be maps. If X × X is normal space, then we have
there exists an open covering {V 0 , · · · , V k2 } of X such that g 1 Vj ≃ g n Vj ≃ · · · ≃ g n Vj for all j. Then we have homotopies F s : f s ≃ f s+1 for each s = 1, 2, · · · , n − 1. By the argument in Theorem 3.5, we can find new homotopies between f s and a fixed map f for all s = 1, 2, · · · , n. Similarly, we can find new homotopies between g s and a fixed map g.
Let say that Property (A) is the following: On each U i , there exists homotopies f s × Id X ≃ f × Id X for all s = 1, 2, · · · , n. Similarly, let Property (B) be the following: On each V i , there exists homotopies Id X × g s ≃ Id X × g for all s.
} is a covering of X × X satisfying Property (B). So by Lemma 2.9, there exists W = {W 0 , W 1 , · · · , W k1+k2 } which satisfies both Property (A) and Property (B). Therefore, we have the following homotopies
Y × Y → Y projection maps onto the first and the second factor, respectively. Hence for z ∈ X × X,
So each f m × g m is homotopic to each other for all m = 1, 2, · · · , n on each W s .
Corollary 3.14.
Proof. Take the maps pr Corollary 4.2.
[9] TC n is homotopy invariant.
