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Abstract 
The paper tries to analyse the export and import of black gold (oil) with respect to the Indian scenario. The study 
extensively tries to capture the trends over the last four decades. Existing stuff primarily focuses on real GDP, 
exports, imports and share of exports. Unlike the existing papers this study has made an attempt to pin down the issue 
of export and import of oil, petroleum and the related products. In such a backdrop we have considered three 
variables - export of oil, import of oil, and GDP at constant prices for the Indian case. It has been found that all three 
time series data are integrated of order one. In what follows the cointegration analysis was done to show that the 
bivariate relation between exports and imports of oil is negative. So taking their first difference, an appropriate VAR 
specification was proposed. However, the bivariate cointegration results were positive for import of oil and GDP and 
so were the trivariate results for the three variables. This result interestingly corroborates Milton Friedman’s theory of 
permanent income hypothesis. This allowed us to set up the vector error correction (VEC) model. The Granger 
causality tests were also carried out as a natural procedure. In the end, the paper also points to some policy 
implications.  
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__________________________________________________________________________________________________________ 
 
1. Introduction 
  
India’s export earnings increased at a very slow rate from 1970/71. For a few years, a rising trend was 
observed but from 1973/74, it took a dramatic upward turn. This continued upto 1984/85 but is the next 
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year there was a sharp decline. Thereafter the rising trend was observed upto 1989/90. This can be 
analysed by the sharp increase in export unit value which in turn was due to the moderate growth enjoyed 
by the economy during this period. 
Period after liberalization was marked by a sudden increase in export value. The first two years saw a 
moderate increase in such value but a sharp increase was observed in 1993/94. This can be explained by 
the fact that the Indian economy was new enjoying the lagged positive effects of liberalization. The 
increasing trend was observed for quite same time but in 1996/97 there was a dip in the value of exports. 
This declined again in 1998/99 and a large part of this unusual trend could be explained by the negative 
effects of the Malaysian crisis. Thereafter, exports increased only to decline marginally in 2001/02. From 
2002/03 to 2009/10, the trend was continuously rising. 
The growth in the value of imports in the last 40 years was more intense and its increase was much acute 
than exports during the same period. Large amounts of trade deficits emerged during the periods of 
planning. A close inspection would reveal that in the last forty years, the trade balance was positive only 
in 1972/73 and in 1976/77; the trade surpluses being of small amounts. 
The year 1990/91 saw a rise in trade deficit as imports rose by 13.5% against the export increase by 
9.2%. But in the next year strict import restrictions were imposed to lower the trade deficit. But this 
generated decelerating effect on industrial growth due to less imports and thereby the import restrictions 
were relaxed in 1992/93. Between 1993/94 to 1995/96, there was an overall increase in both exports and 
imports. The situation, with trade deficit, improved and during the eighth plan (1992 – 92), the quantum 
of trade deficit was lower compared to the Sixth & the Seventh plan. 
The situation during the Ninth plan (1997 – 2002) worsened. The imports increased at a greater 
intensity than exports. The growth of exports improved in 1999/2000 and 2000/01 after the recovery in 
world demand after the Asian crisis. The trade deficit increased in the first three years of this Plan and 
thereafter it declined. 
The Tenth plan (2002 – 2007) saw a positive improvement in foreign trade. The growth of exports 
during this period was considerably very high i.e. over 20%. But a disturbing trend that was observed was 
the rising value of trade deficits. This was because India could not curtail her imports. It is important to 
note that between 2002/03 to 2006/07 i.e. during the period of the Tenth plan, imports increased three 
times. 
The beginning of the Eleventh plan witnessed more or less the same trend - a rise in both exports and 
imports but with the rise in the latter more than that of the former, the rise in the trade deficit could not be 
lowered. 
In this regard, two points should be highlighted – 
1) A massive increase in India’s import bill was due to POL (Petroleum, oil & lubricants) imports. While 
POL amounted to a mere 6.1% in 1960/61, there was a gradual increase in this value to 8.3% in 
1970/71. By the next decade i.e. in 1980/81, the expenditure on POL increased to 42%. This could be 
attributed to the sharp hike in oil prices in the 70s by OPEC – once in 1973/74 and once in 1978/79. 
From the 80s, India’s domestic production of oil increased. This was coupled with the fact that the 
price hike in the international markets of oil was somewhat sticky. This led to a natural consequence 
of the share of POL imports to total imports declined to around 25% in 1991/92. The data of oil 
imports clearly hints that the share of POL imports in total imports always varied between the ranges 
of 25% to 30% in the 1990s. Given these figures, being statically true, a large part of our GDP is being 
used to buy this oil. In the last decade, the share of POL imports to total imports was continuously on 
the rise. In 2007/08, this value was 33% i.e. one third of our total import expenditure is due to POL. 
This was also due to the fact that the global crude oil prices experienced a hike. 
2)  The Export of POL in the early 70S was very low. In fact the ratio of POL export to total exports was 
0.65% i.e. less then even 1% in 1970/71. But over the years, the exports of POL had increased in 
quantum terms but in percentage terms, it shows a continuous decline. By 1980/81, the ratio of POL 
export to total exports was 0.37%. This was mainly due to the fact that India concentrated on the  
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export of primary products and paid less attention to oil exports. The decade of 80S observed an 
expansion in the ratio of export of POL to total exports. The ratio continuously increased and by 
1990/91, this value was 2.8%. This increasing trend became a common element to expect and this 
ratio slowly but surely started rising in the decade of 90s. In 2000/01, this ratio achieved a very high 
value of 4.1% 
 In the last few years, the exports of petroleum products have increased highly. In 2006/07, the ratio of 
POL exports to total exports was as high as 14.8%. This figure again went up in 2007/08 to a higher value 
of 15.6%. At present the POL exports occupy the second place in export earnings after engineering goods. 
The Economic Survey (2007/08) clearly had mentioned that the increase in the share of petroleum 
products in total exports reflected not only the rise in POL prices but also the enhanced capacity. 
 
2. Literature Review    
  
The studies relating to the role of exports and also that of imports are vast. A developing country like 
India would obviously need imports, the primary item being petroleum oil. This, if used properly, would 
push up the domestic productivity and also its exports. The classical school of trade, following the steps 
of Smith & Ricardo, had always advocated that trade should be considered as an engine of growth. This 
ELG strategy came under a lot of attention during the 70s & the 80s.  The strategy was considered better 
when compared to the import substitution policies that were taken up in many Latin American countries. 
 If both imports and the domestic resources are efficiently used, it would increase the factor 
productivity Grossman and Helpman (1990), Romer (1991) carried out these studies in different time 
periods, with respect to the developing countries and found support of this idea. On the other hand, it was 
observed that exports increase domestic productivity; generate advantages of economies of scale, etc. The 
studies of Chow (1987), Sun (1988), Alse (1993), and Levin & Raut (1997) have focussed on such issues. 
 The methodologies used have improved over time. The earlier methods of using correlation between 
variables, using simple regression analysis have been replaced by unit root tests, co-integration, and VAR 
& VEC techniques. From 1980s onwards, there had been a tremendous amount of discussion by using 
these econometric tools. The studies were carried out under different time periods and by considering 
either a group of countries or a particular country. In many cases, the authors have concentrated only on 
the Indian case on which we discuss. 
 Schenzler (1982) had considered the variables as real exports, real GDP and export share. By 
considering the time period from 1950 to 1979, he concluded that was a significant correlation between 
exports and growth. The study taken up by Jung and Marshall (1985) considered more or less the same 
time period of 1950 – 1981. They considered the key elements as real GDP, export and substituted the 
export share with GNP. They got a completely different answer where there was no correlation between 
exports and growth. Ram (1987) considered the Indian economy from 1960 to 1982 the considered real 
GDP, exports and instead of export share as used by Schenzler (1982), he used the percentage share of 
changes in exports in GDP. However he derived no positive correlation between exports and growth. 
 In the early 90s, these studies were carried out an a regular basis. Nandi & Biswas. (1991)  
considered the variables as real GDP and export growth. They analysed the Indian scenario by 
considering the time period from 1960 to 1985 and concluded that export led growth was visible.  Singh 
(1992) took a larger time period i.e. from 1950 to 1985 and apart from real GDP and exports, he also 
considered non-export GDP. He got a completely different result i.e. there was no causality between 
exports and growth. The next significant contribution was made by Dutt and Ghosh (1994). They 
considered the variables as real GDP, GNP and exports and analysed the period from1953 to 1991. Their 
results show a favourable cointegration between the variables. Sharma and Dhakal (1994) considered the 
time period from 1960 to 1988. They considered only into variables – real GDP and exports but ignored 
GNP. Their findings supported the view point of export led growth. 
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 Bhatt (1995) considered a larger time framework of 1950 to 1993. By considering exports & GDP he 
derived two way causality between exports & growth. Dutta and Ghosh (1996) considered real GDP, 
exports and also included a third variable -imports. By analyzing the time period 1953 to 1991, he derived 
that there was no cointegration across variables. But, Mallik (1996) considered only real GNP and exports 
and by analyzing for the time period 1951 to 1992, he concluded on growth driven export. The study by 
Xu (1996) considered both real GDP and exports. By considering a forty year period i.e. 1957 to 1990, he 
commented that India has experienced export led growth. The study by Ghatak & Price (1997) considered 
real GDP, exports & imports. They considered the time period 1960 to 1992 and concluded that India 
experienced growth driven exports. Chakravarty (1999) deviated slightly and took the variables as exports 
and real output. By considering a lengthy time period of 1960 to 1994 the study could not say that there 
was causality between exports and growth However, the study of Dhawan and Biswal (1999) proposed a 
completely different answer. They carried out the analysis by considering real GDP, exports & terms of 
trade. Their analysis covered the time period of 1961 – 1993 and they concluded in favour of growth 
driven economy. 
 We can now see the conflicting results in this type of study.  Ekanayake (1999), Anwer & Sampath 
(2000) considered real GDP and exports. They both covered the same time period i.e. from the decade of 
60s to that to mid-90s. While Ekanayake confirmed that there was two way causality between exports and 
growth, the other study simply confirmed of no such causality. 
 There were some studies where the imports were also taken as variables. Nidugala (2000) considered 
three major variables in his study i.e. real GDP, exports, imports. He analysed by considering a span of 
three decades i.e. early 60s to early 90s. He concluded in favour of exports led growth. Thus, as the study 
pointed out, imports had played a major role in deriving such relation & conclusion. The next useful 
contribution was by Dutta & Ahmed (2004). They gave more importance to imports and apart from 
considering real GDP, they also considered two more variables – imports and import price. The carried 
out their study by considering the time period from 1971 to 1995. They mentioned two conclusions that 
they had derived. The first one was that they were sure of growth driven exports. At the same time, they 
mentioned that the impact on import demand due to liberalization was not highly significant. Sharma and 
Pangiotidis (2005) also carried out extensive study by considering a thirty year period from early 
seventies to the turn of the century. Apart from real GDP, exports gross capital formation and 
employment they also considered imports as a vital variable. However, their study concluded that there 
was no causality between exports and growth. 
 The extensive literature review clearly tells us that various studies have been carried out by 
considering real GDP, GNP, exports, imports, etc. But there has not been a single study where the oil 
exports and oil imports of India has been considered. Along with these two we consider GDP at constant 
price as the third variable. 
 
3. Data 
 
 We have considered the time period from 1970/71 to 2009/10 i.e. we have covered a thirty nine year 
period. The data was collected for oil exports, oil imports and GDP at constant prices, all given in Indian 
rupees i.e. in rupees crores. The date was collected from DGIS, Kolkata (Ministry of Commerce, Govt. of 
India), Central Statistical Organization and also from the RBI website. From the above mentioned sources 
as we also collected the WPI data. In this regard, as we have considered only oil exports and oil imports, 
we considered the price index for fuel; power light & lubricants (FPL & L) This is because both the oil 
exports and oil imports data were given in current prices and we had to transform the given data to 
constant prices. By taking relatively recent period of 1993/94 as the base year, the link relatives were 
determined for the entire range of study. Thereafter, the natural log values of the given time since were 
considered. The natural log values of oil imports are denoted by ‘LM’, oil exports by ‘LX’ and that of 
GDP by ‘LG’. 
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4. Testing Procedures 
 
4.1. Unit root and stationarity 
 
 To test the given time series data for unit roots versus stationarity, we refer to Engle and Granger 
(1987). It is known that in most econometric procedures, stationarity is assumed while in reality it might 
not be so. Thus, the statistical procedures would be faulty, the results misleading and the interpretations 
would be wrong. If the variables are not cointegrated, the non-stationary variables generate spurious 
regressions if the estimation procedure is OLS. 
 While calculating the presence of unit tests, we have followed three methods- 
a) Augmented Dickey – Fuller (ADF) test 
b) Dickey Fuller test with GLS detrending (DF – GLS) 
c) Phillips – Perron (PP) test. 
 In general, these methods hint at stationarity. The most popular is the ADF test which is universally 
superior then the DF test. The ADF test involves a correction for higher-order auto correlation. Certain 
parametric changes are observed in the DF – GLS test which is an extension of the ADF test, where by 
the detrended data is used. 
 We got significant results from these two tests. To check the validity of our results we introduce the 
Phillips – Perron Test. The results derived are in tune with that derived from ADF & DF – GLS tests. 
 The basic unit root theory would consider a simple AR (1) process 
 
 yt = Uyt-1 + G xt +Ht           (1) 
 
 Where xt are the exogenous variables having either a constant or a constant and trend. Here, the 
researcher has to estimate the parameters U  and G and the white noise is Ht. If _U_ <1, then we can state that 
y is a trend – stationary service but if _U_ t 1, then y is  non – stationary whereby the variance of y 
increases with time. Thus, by testing whether _U_ <1, one can check the whether yt is trend stationary or 
not. 
 The standard DF test can be carried out by estimating equation (1) after subtracting yt-1 from both sides. This 
would give us  
 
 'yt = D yt-1 + Gxt + Ht          (2) 
  
where D = U-1. Hence we would have  Ho : D = 0 against H1: D <0      (3) 
 
 the conventional t ratios were used for evaluation. 
 Dickey – Fuller (1979) showed that under the null hypothesis of a unit root, this test statistic does not follow 
the Student’s t – distribution. They derive asymptotic results generate the critical values Mackinnon (1996) 
implemented much larger sets of simultaneous. These estimates allow the researcher the calculation of DF critical 
values and U values for various sample sizes. 
 The analysis so far considers that the series is merely an AR (1) process. If the series is correlated at 
higher order lags, the assumption of white raise Ht is disturbed. The ADF test at this stage introduces a 
parametric correction for higher order correlation by assuming that the y series follows an AR(p) process. 
We hence test the regression. 
  
 'yt = Dyt-1 + Gxt + G1 'yt-1 + G2 'yt-2 + ----GU 'yt – p +ut     (4) 
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 The ADF test is then used to test (3) using the tD values. An important result that was derived was that 
the asymptotic distribution of the t-ratio for D is independent of the number of lagged first differences 
included in the ADF regression. We faced two practical difficulties here. 
a) Whether we should include exogenous variables in the test regression. 
b) Whether we should include a constant, a constant and a linear time trend or neither in the regression. 
 It must be noted that including irrelevant regressions would lower the power of the test to reject the 
null hypothesis. Also, we have included a constant and a linear time trend which is a more general 
specification among the given choices. It must be noted that the lag length in the test regression has been 
chosen so as to remove the serial correlation in the residuals. The optimum lag lengths were selected by 
minimizing both the Akaike information criteria and Schwarz information criteria. Under the Dickey – Fuller 
test with GLS detrending (DF-GLS), it is proposed as a simple modification of the ADF test so that the 
data are detrended allowing us to take out the explanatory variables before running the test regression. 
Thus, the DF-GLS test involves estimating the standard ADF test equation (4) where the original yt is 
substituted with the GLS detrended ytd. 
 
 ? 'ytd = Dyt-1 + E1 'yt-1d + E2'yt-2d + ----+EU'ydt-p+ut      (5) 
 
 We now consider the t-ratio values to form our conclusion. 
 The Philips–Perron (PP) test (1968) suggests a non-parametric method for controlling the serial 
correction when checking for a unit root. The PP method estimates the non – augmented DF equation (2) 
i.e. 'yt = D yt-1 + Gxt + Ht: 
 The t-ratio of the D coefficient must be checked so that serial correlation does not affect the 
asymptotic distribution of the test statistic. In this regard, we had to make two choices. 
a) We considered a constant and a trend in the test equation. 
b) We also had to estimate the residual spectrum at frequency zero. This was based on the kernel based sum of 
covariances. 
 
4.2. Cointegration  
 
   While most economic variables are non-stationary, their first differences are more or less stationary. 
Once the unit root testing is complete and satisfactory, we try to find out if there are any long run 
relationship or not between these variables. Two series yt and xt might be non-stationary but still there 
might the same common stochastic trends across yt and xt in their respective first differences. This allows 
us to determine whether there is a long run relationship or not and if there is, what is the specification of 
such a relationship. This long run relationship is called cointegration and if this exists, we can test for 
causality between the variables. 
 Engle and Granger (1987) pointed out that a linear combination of two or more non-stationary series 
may be stationary. If such a stationary linear combination exists, the non-stationary time series are said to 
be cointegrated. The stationary linear combination is called the cointegrating equation which is the long 
run relation among the variables. If yt and xt has to be co-integrated then they must have the same order. 
 In this regard, we have applied the two maximum likelihood tests that are available. These are the 
maximum eigenvalue tests and the trace tests. Under the maximum eigenvalues test, we test the null 
hypothesis of the presence of r co integrating vectors against the alternative of r+1 cointegrating vectors. 
The trace test considers the null hypothesis of at most r co-integrating vectors against the alternative 
hypothesis of more than r such vectors. 
 The cointegration analysis rests on the ‘Granger Representation Theorem’ which mentions the 
existence of a valid error correction representation of the data given that the set of variables are co-
integrated of I(1). If cointegration is found across the variables, Granger Representation Theorem, if used, 
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would help us to construct an vector error correction (VEC) model. In other words, if the variables in the 
VAR model are cointegrated, we should construct an VEC model to analyse the dynamic behavior of the 
model. The speed of disequilibrium towards a long run equilibrium situation is given by the size of the 
error correction term that determines such adjustments. 
Granger Causality:The concept basically deals with the question, that given the variables x and y, 
whether x causes y and to find out that how much of present y can be explained by past values of y and 
then checking whether the added lagged values of x can add to the explanation. Hence y is said to be 
Granger – caused by x if x helps in the prediction of y. 
 The idea of Granger causality between the series yt and xt generates three situations. 
 
Case – I  
 Let us consider that both the variables are stationary. We can use the following VAR model 
  
 yt = c1 + a11 yt-1 + a12 xt-1 + b11 yt-2 + b12 xt-2 + H1t 
 xt = c2 + a21yt-1 + a22 xt-1 + b21 yt-2 + b22xt-2 + H2t 
 
Where H1t & H2t are the white noise errors with zero means, constant variances, individually serially 
correlated but they might be correlated with each other. We can thus have 4 results-- 
a) If all aij and bij are statistically insignificant or close to zero then there is no Granger causality between 
y & x. 
b) If neither all aij & bij are zero, then there is two way Granger causality between y and x. 
c) There is Granger causality of one way from y to x if in the first equation a12 and b12 are both zero in 
the second equation both a21 and b21 are not zero. 
d) There is Granger causality of one way from x to y if in the first equation both a12 and b12 are not zero 
but in the second equation both a21 and b21 are zero. 
 
Case – II 
 Let us consider that both y and x are both integrated of order 1. But however there is no definite long 
run relationship between them i.e. they are not cointegrated. Under such cases the first differences of both 
y and x would be stationary. Thus, the Granger causality between them can be presented within a VAR 
model in first differences. 
 
 'yt = c1 + a11'yt-1 + a12'xt-1 + b11 'yt-2 + b12 'xt-2 + H1t 
 'xt = c2 + a21'yt-1 + a22'xt-1 + b21 'yt-2 + b22 'xt-2 + H2t 
 
Case – III 
 Let yt and xt be both integrated of order 1 and also say that both the variables are cointegrated. Then 
the vector error correction (VEC) representation would be given as – 
  
'yt = P1 + O1(yt-1 -Ext-1) + a11'yt-1 + a12'xt-1 + b11 'yt-2 + b12 'xt-2 + H1t 
 'xt = P2 + O2(yt-1 -Ext-1) + a21'yt-1 + a22'xt-1 + b21 'yt-2 + b22 'xt-2 + H2t 
 
 Thus, the error correction term (yt-1 -Ext-1) is included which allows for an additional route by which 
the Granger cause of the variables may be under inspection. 
 It must be noted that the VAR or VEC models are tested by using the standard Wald tests for zero 
restrictions which in turn would determine the Granger Causality; given that the variables in the system 
are stationary. 
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5. Stationary Test Result 
  
The data if plotted would show a trend. We had plotted LX, LM & the L.G. date where LX, LM and 
LG are the natural logarithm values of oil exports, oil imports and GDP respectively, each being 
represented at constant prices. We observe the following:- 
 
Case I 
 The ADF tests for unit roots were carried out for LX, LM and LG. In the given series, the ADF test 
results simply show that LX, LM and LG have unit roots in their levels. The null hypothesis that there is 
no unit root is rejected at 5% level of significance. 
 However when we check for the unit roots in their first differences, there is no presence of unit root in 
all the three variables i.e. LX, LM & LG. 
 The tests thus tell us that all the three variables LX, LM & LG are integrated of order 1 i.e. I (1). 
 
Case – II 
 We then carry out the DF – GLS tests. Here the test results confirm the presence of unit roots in LX, 
LM and LG but there is no such presence of unit root in their first differences. Thus, on the basis of the 
test results we can again conclude that the three variables are I (1) 
 
Case – III 
 The PP test is now applied to confirm the results. This is a more powerful test compared to the other 
two. Again the test results are significant and they confirm that all the three variables have unit rest in 
their levels but no such root exists in their first differences. Thus, LX, LM, LG are all I (1)  
 
Table 1. Unit Root tests with intercept & linear trend at 5% level of significance. 
 
 Lag ADF Test 
statistic 
 Lag  DF-GLS Test 
statistic 
 Band Width PP  
Test statistic 
LX 0 -2.3052  0 -2.3870  1. -2.4597 
LM 0 -2.3156  0 -21362  2. - 2.4213 
LG 0 -0.5758  0 -0.6668  3. - 0.5067 
 
Table 2.Unit Root tests with intercept & linear trend at 5% level of significance. 
 
 Lag ADF Test 
statistic 
 Lag  DF-GLS Test 
statistic 
 Band Width PP  
Test statistic 
'LX 0 -5.6292  0 -5.47750  1. -5.685247 
'LM 0 -5.5751  0 -5.7027  2. -5.5860 
'LG 0 -6.310  0 -6.409   3. -6.3893 
 
Once the variables are I(1) which we have derived on the basis of unit root tests, we can now go for 
cointegration. This is done to test whether the same stochastic trends are visible in LX, LM, and LG. We 
have applied the two popular tests that are known – i.e. the trace test of Johansens and the maximum 
eigen value tests. In this regard, the following points are in order – 
1.There is no cointegration between LX & LM. In other words, the model cannot be represented as  
 
    LXt  c1  a11 a12  'LXt-1   H1t 
 =  +     + 
    LMt  c2  a21 a22  'LMt-1   H2t 
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where any a one period lag is considered. Thus the bivariate framework for (LX – LM) fails in this regard 
and this conclusion is arrived by checking both the trace test and maximum eigen value tests. 
2. We can however represent the system in a VAR, given that LX and LM are not cointegrated. To do 
that, we must transform LX, LM so as to make it stationary. Hence we would take the first differences to 
make it stationary. This is already known from the ADF tests where we have learnt that 'LXt, 'LMt, are 
stationary. If we take an one period lag, then 
 
     'LXt  c1  a11 a12  'LXt-1   H1t 
 =  +     + 
    'LMt  c2  a21 a22  'LMt-1   H2t 
 
 
 
representation can be used to check for the VAR specification. It would be however more appropriate to 
take the lag period of two based on AIC. Thus, the system can be written as  
 
    'LXt   c1  a11    a12     'LXt-1  b11     b12         'LXt-2  H1t
 = c2         + a11     a12     'LMt-1        + b21      b22         'LMt-2     + H2t 
   'LMt 
                    
  
       
 
Once again, substituting the result, we get, 
 
   'LXt  0.064   0.109  0.745            'LXt-1   
 =      +       + 
   'LMt   0.103  -0.035  0.070    'LMt-1   
 
 
    -0.146  0.231  'LXt-2   
 -0.007             0.1529                      'LMt-2  
      
 
 
Case - IV  
     There is cointegration between LM and LG. In other words, there are common stochastic trends 
between these two variables. But we have seen the evidence of such cointegration at a lag length 4. This 
cointegration is also observed at lag lengths 8, 9, 10 & 11. But, the lag length 4 minimises both Akaike 
information criteria and Schwarz information criteria. At the same time there is no cointegration at lags 1, 
2, 3. So, based on AIC & SIC, lag length 4 is the most appropriate one. 
 The test results are presented in tables 1 & table 2. Where both intercept & trends are taken. In table 
(1), we use ADF, DF-GLS and PP tests for the existence of unit roots of lX, LM, LG. In table (2), the 
same test procedures are carried out for the first differences of the variables i.e. for 'LX, 'LM & 'LG. 
Here the lag lengths of ADF test and DF-GLS test were based on Schwarz Information criteria (SIC) 
whereas in the Phillips – Perron test, the selection of the bandwidth was based on Newey – West using 
Bartlett Kernel. Thus all the three variables are integrated of order 1 i.e. I (1). 
 This would now allow going for co-integration. 
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Case – III: In testing for a long run relationship between LX and LG, the cointegration test is carried 
out. But here, we are to select an appropriate lag length. This is based on Akaike Information criteria. We 
allow a linear deterministic trend with an intercept in the cointegrating equation. Thus, this bivariate 
system strongly reject the null-hypothesis of no cointegration (r=0) between the variables in this bivariate 
system. The Akaike Information Criteria allows is to select the lag length of and 4. 
Case – IV: The trivaniate system of LG – LX – LM shows cointegration at a leg length of 1 which 
again is based on AIC. This is a very strong result and again at lag lengths of 1 this is evident where we 
have selected the lag length based on AIC. 
TABLE - 3 
 LX, LM  LG, LM 
 
 
 
Trace 
Test 
Lag Ho Test statistic  Lag Ho Test statistic 
1. r = 0 12.36  2. r = 0 11.11 
 r d 1 0.75   r d 1 4.07 
2. r = 0 7.59  3. r = 0 13.22 
 r d 1 0.00   r d 1 5.08 
3. r = 0 2.86  4. r = 0 16.10 
 r d 1 0.19   r d 1 5.27 
  
 LG LX  LG, LM 
 
 
 
Max Eigen 
Value Test 
Lag Ho Test statistic  Lag Ho Test statistic 
1. r = 0 11.61  2. r = 0 7.03 
 r = 1 0.75   r = 1 4.07 
2. r = 0 14.26  3. r = 0 8.14 
 r = 1 3.84   r = 1 5.08 
3. r = 0 14.26  4. r = 0 10.83 
 r =1 3.84   r = 1 5.27 
 LG, LX  LG, LX, LM 
 
 
 
Trace 
Test 
Lag Ho Test statistic  Lag Ho Test statistic 
2. r = 0 11.98  1. r = 0 35.60 
 r d 1 3.93   r d 1 15.61 
     r d 2 4.60 
3. r = 0 13.16  2. r = 0 25.98 
 r d 1 6.01   r d 1 12.62 
     r d 2 3.94 
4. r = 0 19.40  3. r = 0 29.62 
 r d 1 5.15   r d 1 14.19 
     r d 2 5.82 
    4. r = 0 43.45 
     r d 1 12.05 
      r d 2 4.93 
 
 LG, LX  LG, LX, LM 
 
 
 
Max Eigen 
Value Test 
Lag Ho Test statistic  Lag Ho Test statistic 
2. r = 0 14.26  1. r = 0 19.98 
 r = 1 3.84   r= 1 11.00 
     r = 2 4.60 
3. r = 0 7.15  2. r = 0 13.35 
 r = 1 6.01   r = 1 8.68 
     r = 2 6.94 
4. r = 0 14.25  3. r = 0 15.42 
 r = 1 5.15   r =1 8.37 
     r = 2 5.82 
    4. r = 0 31.60 
     r = 1 7.11 
      r =2 4.93 
 Denotes rejection of H0 at 5% level of significance. 
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IV) The Test Result Show That 
1) There is no cointegration between LX and LM (However, there is cointegration at lag 7. This is a 
mathematical result where no economic interpretation can be given as it does not minimise AIC. 
2) In the bivariate system, there is cointegration of (LG – LX) as well as in (LG – LM) and both these are 
true for a lag length of 4. This holds under the trace test but not under eigen value test. 
3) In the trivaiate system, there is cointegration between (LG – LX – LM). Here it holds for lags 1, 2 3 & 
4 both for trace test & eigen value test. But the AIC Criteria allow us to select the lag length 1. 
V) Vector Error Correction Models: 
 Given the cointegration results, we can now construct the vector error correction models. This would 
allow us to specify the relationship across variables. 
 
Case – I  
 We consider LX & LG for a lag length of 4. 
'LXt   -0.5002  -0.5858  1.0025 LXt-1 -0.1289  5.4606 'LXt-1 
 =    +                   +                
'LGt   0.1088  0.0558  1.0025 LGt-1 -0.0473  0.0838 'LGt-1 
 
 
 
 -0.1855  -0.7250 'LXt-2 -0.1479  -0.6861               'LXt-3 
 +                                                 +     
 
 -0.0460  -0.1504 'LGt-2 -0.0336  -0.1572               'LGt-3 
 
   
       -0.1177  4.5285               'LXt-4 
                                    +     
 
     -0.0382  -0.3537   'LGt-4 
 
Case – II 
 We now consider the VEC for LM, LG for a lag length of 4. 
'LMt   -0.2208  -0.3480  0.4619 LMt-1 -0.3499  1.7390 'LMt-1 
 =    +                   +                
'LGt   0.1031  0.1106  0.4619 LGt-1 -0.0522  -0.0615 'LGt-1 
 
 
 
 -0.5311  0.7128 'LMt-2 -0.1091  0.5134  'LMt-3 
 +                                                 +     
 
 -0.0699  -0.1143 'LGt-2 -0.0296  -0.2121               'LGt-3 
 
 
       -0.2555  0.6558  'LMt-4 
                                    +     
 
     -0.0257  -0.2887   'LGt-4 
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Case – III: We now construct the VEC for LM, LX, and LG for a lag length of 4. 
 
'LMt   -0.0543   -0.9532  -0.0959 -0.0416 LMt-1  
 =     +       
'LXt   -0.0574  1.8080  -0.0959 -0.0416 LXt-1  
'LGt   0.0529  -0.0167  -0.0959 -0.0416 LGt-1  
 
 
    0.1320  -0.0586 0.4795 'LMt-1  
     +       
    -0.3897  -0.2840 1.3858 'LXt-1  
    0.0328  0.0061 0.1321 'LGt-1  
 
 
 
VI) Granger Causality Tests: 
In respective of the cointegration results we now check for the granger causality. The Cointegrating 
equations have only intercepts while the level data has linear trends. 
1) As LX, LM, inspite of being of I(1), are not cointegrated, we test for the Granger causality within first 
difference vector autoregressive (VARD) models. Similarly for the bivariate system LG-LX and LG-LM 
are considered up to 5 lags. 
 
Lag 
 First Difference of LX, LM (1) (2) (3) (4) (5) 
LX does not Granger Cause LM 0.21  
A 
0.26  
A 
0.29 
 A 
0.50  
A 
0.56 A 
LM does not Granger Cause LX 2.52  
R 
1.12  
R 
1.10  
R 
0.81  
R 
0.74 R 
 
Lag 
 (1) (2) (3) (4) (5) 
LG does not Granger Cause LM 0.01 
A 
0.62 
R 
0.63 
R 
0.44 
R 
0.34  
A 
LM does not Granger Cause LG 0.48 
A 
0.33 
A 
0.42 
A 
0.45 
R 
0.24  
A 
 
             
 
 
 
 
A,R---Acceptance, Rejection of HO 
Lag 
 (1) (2) (3) (4) (5) 
LX does not Granger Cause LG 0.36  
A 
0.18  
A 
0.12  
A 
0.07  
A 
4.72 R 
LG does not Granger Cause LX 0.38  
R 
0.35  
A 
0.33  
A 
0.59  
A 
0.43 A 
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 The oil import Granger causes oil export but the converse is not true. For lags 2, 3 4 we reject that LG 
does not Granger cause LM. So LG Granger causes LM but again converse is not true. For oil exports and 
GDP we find a two way Granger casualty. 
 
6. Summary of the Results 
 
 The analysis tells us that the data on oil exports, oil imports and GDP at constant price are integrated 
of order one i.e. I (1). The cointegration results are positive for the bivariate cases of LG – LM, LG – LX, 
but not for LX – LM. The trivariate results for LG – LM – LX also show the presence of cointegration. 
While a suitable VAR Model was set up for LX – LM, for the other cases, a VEC model was constructed. 
 
7. Using Friedman’s permanent income hypothesis 
  
The contigration test would now allow as specifying the relationship between LG & LM. Given that 
the long run relationship exists, we can consider Friedman’s permanent Income hypothesis and the 
consumption function is given as  
  
Ctp = E1ytpvt 
 
where ctp,ytp are the permanent consumption and income and vt is a multiplicative disturbance term. 
By taking log on both sides we get, 
  
log Ctp = log E1 + log ytp + u1t 
  
Substituting oil imports (OM) as consumption and the GDP values as ytp, we get 
 
log (OM) = log E1+ log GDP + u1t 
 
or LM  =  D1 + LG + u1t         (6) 
 
Again if we consider that oil imports depend on the nation’s income, we can similarly derive  
  
LG = D2 + LM + u2t          (7) 
  
Thus equations (1) & (2) generate a VAR model. This has been extended by the ECM to determine the 
functional relationships between LG and LM. 
 If we plot India’s GDP and oil imports, we find that the gap is fairly stable between these two but in 
the middle of the period under study, the gap increases slightly. (Figure - I) Thus, the two series LM & 
LG, seem to be moving together. For this to hold true, u1t must be a stationary process, because if it were 
not so, theoretical foundation would be disturbed and the two series would drift further and further apart. 
But it would not be so as the cointegration results tell us. 
 
10. Policy implications for India 
 
 The economic growth of India is largely dependent on the growth of exports and imports to a large 
extent, in particular, to that of oil. While India is a major importer of oil, on the export front, oil got a 
huge importance only in the last decade. The causality results clearly hint that economic growth can be 
boosted by oil exports. This in turn would raise India’s GDP which would then alone us to purchase more 
imports. While there is no immediate econometric link between exports and imports, the former 
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positively affects the latter, which is visible after several lags. Thus, lagged effect is visible for the Indian 
scenario. Moreover in certain sectors, like agriculture and mining, India is operating at a suboptimum 
level. Suitable imports can push up the performance of these sectors acting as ingredients. 
 
 
 
 With exports (of oil) rising, this in the long run boosts up GDP. Given that imports are a function of 
income, this raises imports. Thus, boosting exports is of primary importance due to - the domestic 
markets being limited become oversaturated after some period of time. Thus, India can exploit the 
advantages of economics of scale. 
(1) As exports rise, there generates new searches for overseas markets. Thus, the penetration into the 
international markets becomes more intense which improves the efficiency of domestic production. 
(2) With more penetration in the international markets, our exports would be more competitive. 
(3) In general, over time, more exports would allow for better and higher imports. The might have a 
positive effect on improving the capital base of the economy. 
 In general, along with imports of oil, we also get enjoy import of series along with import of 
technology. While technology transfer simply reflects a movements of the same, it is technology diffusion 
that each country aspires for. This can only came with the relations with the external world and specially 
through imports. 
 India should thereby continue with the export oriented strategies. If we study the current trade policies 
of most SE Asian countries, we find that they are following the export oriented strategies. The quantum of 
exports is also dependent on factor productively and more crucially on labour productivity. But this 
tackles the question from the supply side given that from the demand side there is sufficient demand for 
our products abroad. Thus, as labour productivity rises, there is a tendency for exports to rise. At the same 
time, imports have a strong impact on our labour productivity. If enough skill is not present, it would be 
difficult for India to use those imports efficiently. Thus, the focus of the issue now highlights the debate 
of qualitative versus quantitative. 
 India is still a developing country and oil imports are a major building block to restructure our 
economy. At the same time there should be a continuous effort to improve our exports so that in the long 
run, the trade deficit can be checked. 
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