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Abstract
In this paper, we provide results of local and global null controllability for 2-D thermoelastic sys-
tems, in the absence of rotational inertia, and under the influence of the (nonLipschitz) von Kármán
nonlinearity. The plate component may be taken to satisfy either the clamped or higher order (and
physically relevant) free boundary conditions. In the accompanying analysis, critical use is made of
sharp observability estimates which obtain for the linearization of the thermoelastic plate (these be-
ing derived in [G. Avalos, I. Lasiecka, The null controllability of thermoelastic plates and singularity
of the associated minimal energy function, J. Math. Anal. Appl. 294 (2004) 34–61] and [G. Avalos,
I. Lasiecka, Asymptotic rates of blowup for the minimal energy function for the null controllability
of thermoelastic plates: The free case, in: Proc. of the Conference for the Control of Partial Differen-
tial Equations, Georgetown University, Dekker, in press]). Moreover, another key ingredient in our
work to steer the given nonlinear dynamics is the recent result in [A. Favini, M.A. Horn, I. Lasiecka,
D. Tataru, Addendum to the paper: Global existence, uniqueness and regularity of solution to a von
Kármán system with nonlinear boundary dissipation, Differential Integral Equations 10 (1997) 197–
200] concerning the sharp regularity of the von Kármán nonlinearity.
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Throughout, Ω ⊂ R2 will be a bounded, open set with smooth boundary Γ . Given
terminal time T , 0 < T < M , we consider the following nonlinear thermoelastic system on
Ω × (0, T ):

{
ωtt +∆2ω + α∆θ = [F(ω),ω],
θt −∆θ − α∆ωt = u, on (0, T )×Ω,
ω(t = 0) = ω0; ωt(t = 0) = ω1; θ(t = 0) = θ0 on Ω.
(1)
In this model the parameter α, which couples the hyperbolic-like (plate) and parabolic
(heat) dynamics, is nonzero with, say, M  α > 0. Concerning the nonlinearity which
appears in the plate component of this system: the so-called von Kármán bracket [· , ·] is
defined by having for all v, v˜ ∈ H 2(Ω),
[v, v˜] = vxxv˜yy + vyyv˜xx − 2vxyv˜xy .
Moreover, the Airy Stress function F(·) which appears within the bracket in (1) is defined
by the solution of the following elliptic problem:
∆2F(v) = −[v, v] in Ω; F(v) = ∂F(v)
∂ν
∣∣∣∣
Γ
= 0 on Γ
(see, e.g., [11,17,26]).
In addition, the thermoelastic variables will throughout satisfy the one or other of the
following boundary conditions:
(i) the “clamped” mechanical boundary conditions:
ω = ∂ω
∂ν
= θ = 0 on (0, T )× Γ ; (2)
(ii) the “free” mechanical boundary conditions:

{
∆ω + (1 −µ)B1ω + αθ = 0,
∂∆ω
∂ν
+ (1 −µ)∂B2ω
∂τ
−ω + α ∂θ
∂ν
= 0, on (0, T )× Γ,
∂θ
∂ν
+ λθ = 0 on (0, T )× Γ, where λ > 0.
(3)
Here, the parameter µ ∈ (0,1) is Poisson’s ratio. Also, the second order boundary operators
Bi appearing above are given by
B1w ≡ 2ν1ν2 ∂
2w
∂x∂y
− ν21
∂2w
∂y2
− ν22
∂2w
∂x2
;
B2w ≡
(
ν21 − ν22
) ∂2w
∂x∂y
+ ν1ν2
(
∂2w
∂y2
− ∂
2w
∂x2
)
(4)
(as usual ν(x) = [ν1(x), ν2(x)] denotes the unit normal vector exterior to Ω at x).
The space of wellposedness for this PDE will be
H ≡
{
H 20 (Ω)×L2(Ω)×L2(Ω), in the case of the boundary conditions (2),
H 2(Ω)×L2(Ω)×L2(Ω), in the case of the boundary conditions (3).
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tion of the linearization of the PDE (1)—subject to either (2) or (3)—will satisfy
[ω(t),ωt (t), θ(t)] ∈ C([0, T ];H). (This assertion can be verified readily in either case
by an application of the Lumer Phillips Theorem.) Given then data {[ω0,ω1, θ0], f } ∈
H × L2(Q), and the linearization (6) below, the problem is as follows: find a thermal
control u ∈ L2(Q) such that the corresponding solution to (6), (2) (respectively, (6), (3))
satisfies [ω(T ),ωt (T ), θ(T )] = [0,0,0].
Concerning the null controllability of the fully nonlinear model, our main results are as
follows:
Theorem 1. Let T > 0 be arbitrary.
(a) The system (1) is locally null controllable within the class of L2(Q)-controls. That is
to say: there is a positive number ρ(T ) > 0 such that if ‖[ω0,ω1, θ0]‖H  ρ(T ), then
there exists a control u∗ ∈ L2(Q) such that the corresponding solution of (1) satisfies
[ω(T ),ωt (T ), θ(T )] = [0,0,0].
(b) In reference to the size of the initial data, we have furthermore,
ρ(T ) =
{
O(T 54 ), in the case of the boundary conditions (2),
O(T 138 + δ2 ), in the case of the boundary conditions (3).
(5)
(c) Moreover, the null control u of part (a) satisfies the estimate
∥∥u∗∥∥
L2(Q) =
{
O(T − 54 ), in the case of the boundary conditions (2),
O(T − 138 − δ2 ), in the case of the boundary conditions (3).
The local result Theorem 1 can be used in turn to establish the following global result:
Theorem 2. For T > 0 large enough, the system (1) is globally null controllable within
the class of L2(Q)-controls. That is, if T > 0 is large enough—explicitly specified in (66)
below—then there exists a control u ∈ L2(Q) such that the corresponding solution of (1)
satisfies [ω(T ),ωt (T ), θ(T )] = [0,0,0].
This present work is a continuation of that in [6], which deals with the null controllabil-
ity of von Kármán thermoelastic plates in the relatively simple case—at least from a PDE
estimate point of view—that the plate variables satisfy the canonical hinged mechanical
boundary conditions. On the other hand, the analysis of the nonlinear model (1)—be it in
the clamped case (2) or free case (3)—draws on, and builds upon, the techniques which
were employed in [4] and [5] to analyze the rate of blowup for the minimal energy func-
tion which corresponds to null controllability. The heart of the matter in these papers was
the derivation of associated sharp observability estimates for the associated homogeneous
adjoint problem (see (10) below). In [4] and [5], critical use is made of delicate trace esti-
mates for solutions of the linearization of (1), estimates which do not come about by simply
invoking the standard Sobolev Trace Theorem; rather, these estimates are a direct conse-
quence of the underlying analyticity of the thermoelastic plate in the absence of rotation
inertia (see, e.g., [4, Lemma 9] or [5, Lemma 5]). With the sharp observability inequalities
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precise rate of singularity for the minimal norm null controller.
In the present work, we use the sharp observability estimates—relevant for the purely
linear null controllability problem—to obtain the local null controllability of the ther-
moelastic plate under the influence of the well-known (and nonLipschitz) von Kármán
nonlinearity (see [26]). In fact, the estimates previously derived in [4] and [5] for the
“energy” E(T ) of the adjoint system (6) will be used in this paper to help generate the
observability estimate which is associated with the affine thermoelastic problem (6) (i.e.,
the thermoelastic system (1) with nonlinear term [F(ω),ω] replaced by forcing term f (t)).
In addition to the said reverse estimates for E(T ) (posted below in (14) for the clamped
case, and in (15) for the free), another necessary ingredient for the proof of the null con-
trollability of the affine problem is the appropriate use of the underlying analyticity for the
associated thermoelastic C0-semigroup {eAt }t0. In particular, we will have need to use
the following regularity result which is a consequence of said analyticity:
eA(·) ∈ L(H,L2(0, T ;D(A 12 )))
(see Proposition 6 below; since the generator A : D(A) ⊂ H → H is analytic, its fractional
powers are well defined). It is the use of this result which allows for a relatively short proof
of null controllability for the affine problem (given of course, that we already have in hand
the fundamental observability estimates for E(T ) from [4,5]).
Having ascertained the null controllability of the affine problem, we subsequently em-
ploy a fixed point argument to obtain a null controller for fixed initial data [ω0,ω1, θ0]
(for arbitrary time T > 0) which has the size prescribed in (5). Our precise specification
in Theorem 1 on the size of radius ρ is ultimately the result of our keeping close track
of the observability constant CT which corresponds with null controllability of the affine
thermoelastic plate. An optimization argument will yield that the affine problem’s minimal
norm null controller has its L2-measurement to be of order CT ; in the end, it is this fact
which will dictate the choice of radius ρ in our Contraction Mapping Principle argument.
Moreover, at the expense of taking time T > 0 large enough, we can steer the solution of
the nonLipschitz system (1) to zero, for initial data of any size.
Another important component, in our work to show the null controllability of the
von Kármán thermoelastic plate, is our usage of the relatively recent result in [12] that
the mapping φ → [F(φ),φ] is locally Lipschitz from H 2(Ω) into L2(Ω). This subtle
topological improvement over previously known boundedness results (see, e.g., [10,18])
is a sine qua non for our present work: since our fixed point mapping argument critically
hinges on our having the null controllability of the affine thermoelastic plate, with initial
data [ω0,ω1, θ0] in H and (more to the point here) forcing term f (t) ∈ L2(Q), we must
have [F(φ),φ] ∈ L2(Ω) for φ ∈ H 2(Ω). (The previously known [F(φ),φ] ∈ H−(Ω),
for φ ∈ H 2(Ω), will not do.)
In regard to the issue of deriving sharp observability inequalities for null controllabil-
ity of thermoelastic plates, which is the really the arch theme of the present paper: we
should mention the work of R. Triggiani in [37], which derives the results in [4,5] (but by
an altogether different, spectral, methodology) for the canonical case of hinged mechani-
cal boundary conditions. In addition, there are the papers [8,14] which deal with the null
controllability of the thermoelastic variables by means of locally distributed control; in
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exponential rate of blowup, vis-à-vis the rational rates of blowup which are seen in [4,5]
and in the present paper (see Lemma 5 below). In general, the problem of finding the sharp
observability inequality relative to null controllability, or what is the same, the precise rate
of singularity for minimal norm null controllers, is a classical one in control theory. In
the linear finite dimensional case, this problem has been treated completely and elegantly
in [32,34]; in fact, the novelty, we think, of the papers [4,5] is the results therein which
state that interior-controlled thermoelastic systems retain the finite dimensional asymptot-
ics “predicted” in [32,34]. See also [30,33,35], wherein are featured sharp observability
inequalities for infinite dimensional (parabolic) equations.
In regard to earlier results concerning the controllability of von Kármán plates, we make
mention of the paper [21], in which the local (partial) exact controllability property is
shown to obtain for (mechanically) boundary-controlled thermoelastic systems under the
influence of the von Kármán nonlinearity; the model in this work is hyperbolic-like (i.e.,
rotational inertia parameter γ > 0 in the model). This reachability property for the non-
linear model is inherited from that derived in [20] for the purely linear model, under the
condition that the coefficient of thermal expansion parameter α (in (1)) be small enough.
2. The affine problem
By way of proving the Theorem 1, we will consider the 2-D thermoelastic plate equa-
tion, under the influence of initial data [ω0,ω1, θ0], forcing term f (t) and control function
u(t): 

{
ωtt +∆2ω + α∆θ = f (t),
θt −∆θ − α∆ωt = u, on (0, T )×Ω,
ω(t = 0) = ω0; ωt(t = 0) = ω1; θ(t = 0) = θ0 on Ω.
(6)
The variables [ω,θ ] for this affine problem satisfy either the (clamped) boundary con-
ditions (2) or the free boundary conditions (3). Given then data {[ω0,ω1, θ0], f } ∈ H ×
L2(Q), the problem is as follows: find a thermal control u ∈ L2(Q) such that the cor-
responding solution to (6), (2) (respectively, (6), (3)) satisfies [ω(T ),ωt (T ), θ(T )] =
[0,0,0]. In other words, we wish to establish that the affine system (6) is null control-
lable within the class of L2-thermal controls.
To this end, let A :D(A) ⊂ H → H denote the spatial realization which models the
linear thermoelastic dynamics of (1). Under the clamped boundary conditions (2), A is
given explicitly in (21) below; in the free case (3), it admits the representation (33). By
the Lumer–Phillips theorem, one can straightforwardly show the existence of a contraction
semigroup {eAt }t0 on H, under either set of mechanical boundary conditions. Accord-
ingly, the solution of (6), for any data {[ω0,ω1, ϑ0], f,u} ∈ H × L2(Q) × L2(Q), may be
written as[
ω(t)
ωt (t)
θ(t)
]
= eAt
[
ω0
ω1
θ
]
+
t∫
eA(t−τ)
[ 0
f (τ)
u(τ)
]
dτ. (7)0 0
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LT u =
T∫
0
eA(T−τ)
[ 0
0
u(τ)
]
dτ for all u ∈ L2(Q). (8)
Considering also the affine term in (6), we define NT ∈ L(H × L2(Q),H) by having, for
all {[ω0,ω1, θ0], f } ∈ H ×L2(Q),
NT
([ω0,ω1, θ0], f )= eAT
[
ω0
ω1
θ0
]
+
T∫
0
eA(T−τ)
[ 0
f (τ)
0
]
dτ. (9)
In regard to these operators, thermal null controllability of Eqs. (6), (2) (respectively (6),
(3)), within the class of controls u ∈ L2(Q), will be established if we show the following:
Lemma 3. For all T > 0 (and under either mechanical boundary conditions (2) or (3)),
we have Range(NT ) ⊂ Range(LT ).
With Lemma 3 in hand, one can readily combine this null controllability statement with
the Closed Graph Theorem so as to have the following:
Proposition 4. Let L0 denote the restriction of LT to [Null(LT )]⊥; that is, L0 =
LT |[Null(LT )]⊥ . Then under the validity of Lemma 3, one has that (L0)−1NT ∈ L(H ×
L2(Q),L2(Q)) (where (L0)−1 denotes the algebraic inverse from Range(LT ) into
[Null(LT )]⊥). Moreover, LT (L0)−1NT =NT .
3. Proof of Lemma 3
Consider the homogeneous problem, in variables [φ(t),φt (t),ϑ(t)], which is dual with
respect to (6):

{
φtt +∆2φ + α∆ϑ = 0,
ϑt −∆ϑ − α∆φt = 0, on (0, T )×Ω,
[φ(0),−φt (0),ϑ(0)] = [φ0, φ1, ϑ0] ∈ H.
(10)
For this adjoint, problem we have the following homogeneous boundary conditions:
(clamped B.C.’s) φ = ∂φ
∂ν
= ϑ = 0 on (0, T )× Γ,
if boundary conditions (2) are in play;
(free B.C.’s)


{
∆φ + (1 −µ)B1φ + αϑ = 0,
∂∆φ
∂ν
+ (1 −µ)∂B2φ
∂τ
− φ + α ∂ϑ
∂ν
= 0, on (0, T ) × Γ,
∂ϑ
∂ν
+ λϑ = 0 on (0, T )× Γ, where λ > 0,
if (3) are active. (11)
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φ(t)
φt (t)
ϑ(t)
]
= eAt
[
φ0
−φ1
ϑ0
]
∈ C([0, T ];H).
Now, to show the containment Range(NT ) ⊂ Range(LT ) in either case of clamped or
free mechanical boundary conditions, where NT (respectively LT ) is given by (9) (re-
spectively (8)), it suffices to show the following observability inequality (see, e.g., [38,
Theorem 2.2, p. 208]):∥∥∥∥∥N ∗T
[
φ0
φ1
ϑ0
]∥∥∥∥∥
H×L2(Q)
CT
∥∥∥∥∥L∗T
[
φ0
φ1
ϑ0
]∥∥∥∥∥
L2(Q)
. (12)
In terms of the variables for the adjoint PDE (10), this abstract inequality becomes
E(T )+
T∫
0
‖φt‖2L2(Ω) dt  C2T
T∫
0
‖ϑ‖2
L2(Ω) dt, (13)
where the “energy” of the homogeneous system (10), for all 0 t  T , is given by
E(t) =


1
2
(‖φ(t)‖2
H 20 (Ω)
+ ‖φt (t)‖2L2(Ω) + ‖ϑ(t)‖2L2(Ω)
)
, in the clamped case (2);
1
2
(‖φ(t)‖2
H 2(Ω)
+ ‖φt (t)‖2L2(Ω) + ‖ϑ(t)‖2L2(Ω)
)
, in the free case (3).
This necessary inequality, be it for the clamped or free case, will essentially follow
from the principal estimate for the terminal energy E(T ). For the clamped case (2) this
was established in [4] (see estimates (18) and (34) therein):
E(T ) C
T 5
T∫
0
‖ϑ‖2
L2(Ω) dt, (14)
where positive constant C above is independent of time T > 0.
On the other hand, for the free case (3), the following estimate for the energy at terminal
time t = T was established in [5, p. 20]:
E(T ) C
T
13
2 +2δ
T∫
0
‖ϑ‖2
L2(Ω) dt, for arbitrary δ > 0, (15)
where again the positive constant C is independent of time T .
In this connection, our intent is to show that the integral term in (13) retains the observ-
ability constant posted in (14) (for the clamped case) or in (15) (for the free case).
Lemma 5. The solution of the adjoint homogeneous system (11) obeys the estimate (13),
with
CT =
{
O(T − 52 ), if the boundary conditions (2) are in play,
O(T − 134 −δ), if the boundary conditions (3) are in play.
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ceeding thereto, we first prove a regularity result for the analytic generator A :D(A) ⊂
H → H, which will be needed below.
Proposition 6. In either case of the clamped or free boundary conditions ((2) or (3) re-
spectively), the thermoelastic semigroup associated with the homogeneous problem (10)
satisfies the following regularity:
eA(·) ∈ L(H,L2(0, T ;D(A 12 ))).
Moreover, the norm measurement ‖eA(·)‖L(H,L2(0,T ;D(A 12 )) is independent of terminaltime T , for 0 < T < M .
Remark 7. Note that Proposition 6 recovers the optimal regularity which is known for
the thermoelastic plate in the canonical case that hinged mechanical and Dirichlet thermal
boundary conditions are being imposed; to wit, instead of (2) or (3), we have the ther-
moelastic variables of (10) satisfying φ|Γ = ∆φ|Γ = ϑ |Γ = 0. In this case, it was estab-
lished in [36] that the associated generatorA is similar to a normal operator. Consequently,
the hinged thermoelastic semigroup {eAt }t0 satisfies eA(·) ∈ L(H,L2(0, T ;D(A 12 ))); see
[22, Remark 4.1]. In the absence of any such special knowledge of the structure of {eAt }t0
for the clamped or free cases ((2) or (3) respectively), classic analytic semigroup theory will
give us only eA(·) ∈ L(H,L2(0, T ;D(A 12 −))) (see [22, Lemma 4.1]). Thus, Proposition 6
gives an improvement by “” over the known regularity of the semigroup. It will turn out
below that this improvement is indispensible for our needs.
Proof of Proposition 6. We note that: (i) {eAt }t0 is a strongly continuous contraction
semigroup on H, and so (−A) is accretive. (ii) Moreover, it is known that the semigroup
is analytic on H, in either case of (2) or (3) (see [23,24,28]). (iii) The semigroup is ex-
ponentially stable on H, and so A−1 is bounded on H (or alternatively, one can see the
respective representations for A−1 in (22) (for the clamped case (2)), and in (34) (for the
free case (3)). Since (−A) is accretive and A−1 is bounded, then
D
((−A 12 ))= [D(A),H] 1
2
= (D(A),H)
θ= 12 ,p=2
(see, e.g., [9, Proposition 6.1]). Because of this characterization, we can appeal to [29,
Lemma 3.5] (with θ = 0 and α = 12 therein), so as to have the estimate, on time interval
(0,1),
1∫
0
∥∥A 12 eAtΦ0∥∥2H dt  C˜∥∥Φ0∥∥2H, for all Φ0 ∈ H, (16)
where the positive constant C˜ is independent of terminal time T > 0. This completes the
proof of Proposition 6, if 0 < T  1. If 1 < T < M , then combining the estimate (16) with
the pointwise estimates known to be valid for analytic semigroups (see, e.g., [31, p. 70]),
we have for Φ0 ∈ H,
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0
∥∥A 12 eAtΦ0∥∥2H dt =
1∫
0
∥∥A 12 eAtΦ0∥∥2H dt +
T∫
1
∥∥A 12 eAtΦ0∥∥2H dt
 C˜‖Φ0‖2H +C‖Φ0‖2H
T∫
1
1
t
dt = (C˜ +C ln(T ))‖Φ0‖2H
 CM‖Φ0‖2H,
and the result follows. 
3.1. The derivation of the estimate (13) for the clamped case
Here, the solution [φ,φt ,ϑ] of the adjoint problem (10) satisfies the clamped boundary
conditions posted in (11).
Step 1 (A preliminary estimate for lower order terms). Let ˚A :D( ˚A) ⊂ L2(Ω) → L2(Ω)
denote the biharmonic under homogeneous clamped boundary conditions. That is,
˚Af = ∆2f, D( ˚A) = H 4(Ω) ∩H 20 (Ω). (17)
Moreover, let AD :D(AD) :L2(Ω) → L2(Ω) denote the Laplace operator under homoge-
neous Dirichlet boundary conditions; i.e.,
ADf = −∆f, D(AD) = H 2(Ω) ∩H 10 (Ω). (18)
As defined, each of these operators, ˚A and AD are positive definite, and self-adjoint.
With these definitions in mind, we multiply the plate equation in (10) by the multiplier
˚A− 12 φt ; we multiply the heat equation by A−1D ϑ (by the spectral calculus for self-adjoint
operators, ˚As (respectively AsD) is well defined for all real s). Integrating both resulting
relations in time and space, we arrive at, for any 0 t < T ,
∥∥ ˚A 14 φ(t)∥∥2
L2(Ω) +
∥∥ ˚A− 14 φt (t)∥∥2L2(Ω) + ∥∥A− 12D ϑ(t)∥∥2L2(Ω)
= ∥∥ ˚A 14 φ(T )∥∥2
L2(Ω) +
∥∥ ˚A− 14 φt (T )∥∥2L2(Ω) + ∥∥A− 12D ϑ(T )∥∥2L2(Ω)
+ 2
T∫
t
(
ϑ,α
(
∆ ˚A−
1
2 + 1)φt + ϑ)Ω dτ. (19)
Using the observability estimate (14), we then obtain the following pointwise estimate (in
norms below that of finite energy):∥∥φ(t)∥∥2
H 10 (Ω)
+ ∥∥φt (t)∥∥2H−1(Ω) + ∥∥ϑ(t)∥∥2H−1(Ω)
 C
T 5
T∫
‖ϑ‖2
L2(Ω) dτ + 
T∫
E(τ ) dτ, for all 0 t < T (20)0 0
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also using the characterization of the fractional powers of ˚A, AD in [15]).
Step 2. In the present clamped case, the generator A :D(A) ⊂ H → H, can be written
explicitly as
A=
[ 0 I 0
− ˚A 0 αAD
0 −αAD −AD
]
. (21)
From this expression, we can in turn write out the inverse A−1 ∈ L(H,D(A)) as
A−1 =
[−α2 ˚A−1AD − ˚A−1 −α ˚A−1
I 0 0
−αI 0 −A−1D
]
. (22)
Given then this representation for A−1 and the definition of the elliptic operators in
(17)–(18) whose inverses make up the components of this matrix, we have that A−1 ∈
L(L2(Ω) × [D( ˚A 12 )]′ × [D(AD)]′,H). Interpolation between A−1 and the identity A0 ∈
L(H) gives then that
A− 12 ∈ L(H 10 (Ω) × [D( ˚A 14 )]′ × [D(A 12D)]′,H). (23)
Therewith, we can now estimate the term
∫ T
0 E(t) dt : let 
x0 ≡ [φ0,−φ1, ϑ0] ∈ H (i.e.,
the initial data of the problem (10)). Then combining Proposition 6 and (23), we have
T∫
0
E(t) dt =
T∫
0
∥∥A 12 eAtA− 12 
x0∥∥2H dt
 C
∥∥A− 12 
x0∥∥2H
 C
(∥∥ ˚A 14 φ0∥∥2L2(Ω) + ∥∥ ˚A− 14 φ1∥∥2L2(Ω) + ∥∥A− 12D ϑ0∥∥2L2(Ω)),
where from Proposition 6, the constant C is independent of 0 < T < M . Invoking the
pointwise estimate (20)—which is valid for the lower topology H 10 (Ω) × [D( ˚A
1
4 )]′ ×
[D(A
1
2
D)]′—gives now
T∫
0
E(t) dt  C
T 5
T∫
0
‖ϑ‖2
L2(Ω) dτ + 
T∫
0
E(τ ) dτ,
or
(1 − )
T∫
0
E(t) dt  C
T 5
T∫
0
‖ϑ‖2
L2(Ω) dτ. (24)
Combining (14) and (24) gives now the sharp observability estimate (13), which is req-
uisite to null controllability. The observability constant in (12) (as it is in [4] for the dual
of the purely linear problem) is thus,
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(
T −
5
2
)
in the clamped case. (25)
This completes the proof of Lemma 5 (and so too of Lemma 3) for the clamped case (2).
3.2. The derivation of the estimate (13) for the free case
Here, we have the solution [φ,φt ,ϑ] of the adjoint problem (10) satisfying the free
mechanical/Robin thermal boundary conditions posted in (11). In this case, the relatively
simple argument, availed of in Section 3.1, will not directly apply.
By way of justifying this last assertion, let us define the following elliptic operators:
• We set the linear operator (cf. (17)) ˚A :D( ˚A) ⊂ L2(Ω) → L2(Ω) to be ˚A = ∆2 ,
for  ∈ D( ˚A), where
D( ˚A) =
{
 ∈ H 4(Ω): [∆ + (1 −µ)B1 ]Γ = 0 and[
∂∆
∂ν
+ (1 −µ)∂B2
∂τ
−
]
Γ
= 0
}
,
where the boundary operators Bi are as defined in (4).
This operator is densely defined, positive definite and self-adjoint. Consequently by
[15], one has the characterization
D
(
˚A
1
2
)≈ H 2(Ω);
with moreover(
˚A
1
2 w, ˚A
1
2 w˜
)2
L2(Ω) = a(w, w˜)+
∫
Γ
ww˜ dΓ ;
∥∥ ˚A 12 w∥∥2
L2(Ω) = a(w,w)+
∫
Γ
w2 dΓ, (26)
where the bilinear form a(·,·) on H 2(Ω) is given by
a(w, w˜) ≡
∫
Ω
[
wxxw˜xx +wyyw˜yy +µ(wxxw˜yy +wyyw˜xx)
+ 2(1 −µ)wxyw˜xy
]
dΩ. (27)
This characterization involving the bilinear form a(·,·) comes from the “Green’s for-
mula” in [19]: namely, for functions w, wˆ smooth enough, there is the relation∫
Ω
(
∆2w
)
wˆ dΩ = a(w, wˆ)+
∫
Γ
(
∂∆w
∂ν
+ (1 −µ)∂B2w
∂τ
)
wˆ dΓ
−
∫
Γ
(
∆w + (1 −µ)B1w
)∂wˆ
∂ν
dΓ (28)
(here as usual, τ = [−ν2, ν1] denotes the unit tangent vector).
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G1h = v ⇔


∆2v = 0 on Ω,{
∆v + (1 −µ)B1v = h,
∂∆v
∂ν
+ (1 −µ)∂B2v
∂τ
− v = 0, on Γ ;
G2h = v ⇔


∆2v = 0 on Ω,{
∆v + (1 −µ)B1v = 0,
∂∆v
∂ν
+ (1 −µ)∂B2v
∂τ
− v = h, on Γ.
(29)
By elliptic regularity—see, e.g., [27]—one has that for all real s,
G1 ∈ L
(
Hs(Γ ),Hs+
5
2 (Ω)
); G2 ∈ L(Hs(Γ ),Hs+ 72 (Ω)). (30)
A fortiori then, one has ˚AGi ∈ L(L2(Γ ), [D( ˚A 12 )]′), with the adjoints G∗i ˚A ∈
L(D( ˚A 12 ),L2(Γ )) being readily computed—by means of the formula (28)—as
G∗1 ˚Af =
∂f
∂ν
and G∗2 ˚Af = −f |Γ (31)
(note that in computing these adjoints, we are using the topology for D( ˚A 12 ), as defined
in (26)).
• In addition, we set the operator AR :D(AR) ⊂ L2(Ω) → L2(Ω) to be the elliptic
operator defined by
ARf = −∆f ; D(AR) =
{
f ∈ H 2(Ω):
[
∂f
∂ν
+ λf
]
Γ
= 0, λ > 0
}
. (32)
With these quantities and with γ0 ∈ L(H 1(Ω),H 12 (Γ )) denoting (as usual) the Sobolev
trace map—i.e., γ0(f ) = f |Γ for f ∈ C∞(Ω¯)—then the generator A :D(A) ⊂ H → H
may be written in the free case as( 0 I 0
− ˚A 0 α(AR − ˚AG1γ0 + λ ˚AG2γ0)
0 α∆ −AR
)
;
D(A) = {[ω0,ω1, θ0] ∈ D( ˚A 12 )×D( ˚A 12 )×D(AR):
˚A
[
ω0 + α(G1γ0 − λG2γ0)θ0
] ∈ L2(Ω)}. (33)
Subsequently, one write out explicitly the inverse A−1 ∈ L(H) as
A−1 =
(
α2 ˚A−1(AR − ˚AG1γ0 + λ ˚AG2γ0)A−1R ∆ − ˚A−1 −α ˚A−1(AR − ˚AG1γ0 + λ ˚AG2γ0)A−1R
I 0 0
αA−1
R
∆ 0 −A−1
R
)
.
(34)
From this representation, we see that A−1 will not map, continuously, L2(Ω) ×
[D( ˚A 12 )]′ × [D(AR)]′ into H (in particular, A−1R ∆, as a mapping on L2(Ω) is not well
defined). Thus, the interpolation argument employed for the clamped case in Section 3.1 is
not directly applicable.
However, we can modify the argument, as follows:
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which is attainable, given the estimate (15) which we have in hand. This estimate is
essentially analogous to that in (20) for the clamped case; however it accounts for the
incompatibility between the plate and heat spatial dynamics. Multiplying the beam equa-
tion in (10) by ˚A− 12 φt and the heat equation by A−1R ϑ , and subsequently integrating in time
and space, we have the relation, for all 0 t  T ,
[∥∥ ˚A− 14 φt (s)∥∥2L2(Ω) + ∥∥ ˚A 14 φ(s)∥∥2L2(Ω) + ∥∥A− 12R ϑ(s)∥∥2L2(Ω)]s=Ts=t
= α
T∫
t
[〈
˚A(λG2 −G1)γ0ϑ, ˚A− 12 φt
〉
[D( ˚A 12 )]′×D( ˚A 12 ) −
(
∆ϑ, ˚A−
1
2 φt
)
L2(Ω)
+ (∆φt ,A−1R ϑ)L2(Ω)]dt −
T∫
t
‖ϑ‖2
L2(Ω) dt. (35)
With regard to the right-hand side: using the representation for the adjoint ˚AG2 in (31), as
well as two applications of Green’s theorem, we have for all
λ
T∫
t
〈
˚AG2γ0ϑ, ˚A−
1
2 φt
〉
[D( ˚A 12 )]′×D( ˚A 12 )
= −λ
T∫
t
(
γ0ϑ, ˚A−
1
2 φt
∣∣
Γ
)
L2(Γ ) dt =
T∫
t
(
∂ϑ
∂ν
, ˚A−
1
2 φt
∣∣∣∣
Γ
)
L2(Γ )
dt
=
T∫
t
(
γ0ϑ,
∂
∂ν
˚A−
1
2 φt
)
L2(Γ )
dt +
T∫
t
(
∆ϑ, ˚A−
1
2 φt
)
L2(Ω) dt
−
T∫
t
(
ϑ,∆ ˚A−
1
2 φt
)
L2(Ω) dt. (36)
Combining this relation with (35) and the representation of ˚AG1 in (31) gives now the
following relation for all 0 t  T :
1
2
[∥∥ ˚A− 14 φt (s)∥∥2L2(Ω) + ∥∥ ˚A 14 φ(s)∥∥2L2(Ω) + ∥∥A− 12R ϑ(s)∥∥2L2(Ω)]s=Ts=t
= α
T∫
t
(
∆φt ,A
−1
R ϑ
)
L2(Ω) dt − α
T∫
t
(
ϑ,∆ ˚A−
1
2 φt
)
L2(Ω) dt −
T∫
t
‖ϑ‖2
L2(Ω) dt. (37)
Note that because of the incompatibility between the domains D(AR) and D( ˚A), one is
left with high order terms on the right-hand side of this relation (cf. the right-hand of (19)
for the clamped case). To deal with this first term on the right-hand side, we integrate by
parts again, and reinvoke the heat equation in (10):
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t
(
∆φt ,A
−1
R ϑ
)
L2(Ω) dt
= [(∆φ(s),A−1R ϑ(s))L2(Ω)]s=Ts=t −
T∫
t
(
∆φ,A−1R ϑt
)
L2(Ω) dt
= [(∆φ(s),A−1R ϑ(s))L2(Ω)]s=Ts=t
−
T∫
t
α
(
∆φ,A−1R ∆φt
)
L2(Ω) dt +
T∫
t
(∆φ,ϑ)L2(Ω) dt
=
[(
A
− 12
R ∆φ(s),A
− 12
R ϑ(s)
)
L2(Ω) −
α
2
∥∥A− 12R ∆φ(s)∥∥2
]s=T
s=t
+
T∫
t
(∆φ,ϑ)L2(Ω) dt. (38)
After now applying (38) to (37) and rearranging terms, we obtain the following relation for
all 0 t  T :
1
2
[∥∥ ˚A− 14 φt (t)∥∥2L2(Ω) + ∥∥ ˚A 14 φ(t)∥∥2L2(Ω) + ∥∥A− 12R ϑ(t)− αA− 12R ∆φ(t)∥∥2L2(Ω)]
= 1
2
[∥∥ ˚A− 14 φt (T )∥∥2L2(Ω) + ∥∥ ˚A 14 φ(T )∥∥2L2(Ω)
+ ∥∥A− 12R ϑ(T )− αA− 12R ∆φ(T )∥∥2L2(Ω)]
+ α
T∫
t
(
∆ ˚A−
1
2 φt −∆φ,ϑ
)
L2(Ω) dt +
T∫
t
‖ϑ‖2
L2(Ω) dt.
Estimating this by means of the observability inequality (15), we have then the following
a priori bounds, for all 0 t  T :
∥∥ ˚A− 14 φt (t)∥∥2L2(Ω) + ∥∥ ˚A 14 φ(t)∥∥2L2(Ω) + ∥∥A− 12R ϑ(t)− αA− 12R ∆φ(t)∥∥2L2(Ω)
 C
T
13
2 +2δ
T∫
0
‖ϑ‖2
L2(Ω) dt + 
T∫
0
E(t) dt, (39)
where δ,  > 0 are arbitrarily small.
Step 2. Define the operator P ∈ L(H 2(Ω),H) by
Pφ0 =
[
φ0
0
]
. (40)α∆φ0
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(34), we have
A−1Pφ0 =
[ 0
φ0
0
]
.
Extension by continuity gives then the asserted boundedness, with A−1Pφ0 = [0, φ0,0]
for all φ0 ∈ L2(Ω). Interpolation will subsequently yield the boundedness
A− 12P ∈ L(H 1(Ω),H). (41)
Moreover, we define the injection Π∗ by setting
Π∗
[
φ1
ϑ0
]
=
[ 0
φ1
ϑ0
]
.
As such, then for [φ1, ϑ0] ∈ [D( ˚A 12 )]′ × [D(AR)]′, we have from (34) that
A−1Π∗
[
φ1
ϑ0
]
=
[− ˚A−1φ1 − α ˚A−1(AR − ˚AG1γ0 + λ ˚AG2γ0)A−1R ϑ0
0
−A−1R ϑ0
]
∈ H
(note that implicitly we are using the fact that (AR − ˚AG1γ0 + λ ˚AG2γ0) ∈ L(L2(Ω),
[D( ˚A 12 )]′); see, e.g., [3, Proposition 4.1, p. 372]). In short, A−1Π∗ ∈ L([D( ˚A 12 )]′ ×
[D(AR)]′,H). Since also Π∗ ∈ L(L2(Ω) ×L2(Ω),H), interpolation then gives
A− 12 Π∗ ∈ L([D( ˚A 14 )]′ × [D(A 12R)]′,H). (42)
Step 3. Using the boundedness result eA(·) : H → L2(0, T ;D(A 12 )) (continuously),
which was established in Proposition 6, along with (41) and (42), we can now estimate
the energy integral in (13):
T∫
0
E(t) dt =
T∫
0
∥∥∥∥∥eAt
[
φ0
φ1
ϑ0
]∥∥∥∥∥
2
H
dt
=
T∫
0
∥∥∥∥∥eAt
[
φ0
φ1
α∆φ0 + ϑ0 − α∆φ0
]∥∥∥∥∥
2
H
dt
 2
T∫
0
∥∥∥∥∥eAt
[
φ0
0
α∆φ0
]∥∥∥∥∥
2
H
dt + 2
T∫
0
∥∥∥∥∥eAt
[ 0
φ1
ϑ0 − α∆φ0
]∥∥∥∥∥
2
H
dt.
Applying now the analyticity result Proposition 6, followed by (41) and (42), we obtain
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0
E(t) dt
 2
T∫
0
∥∥∥∥∥A 12 eAtA− 12
[
φ0
0
α∆φ0
]∥∥∥∥∥
2
H
dt + 2
T∫
0
∥∥∥∥∥A 12 eAtA− 12
[ 0
φ1
ϑ0 − α∆φ0
]∥∥∥∥∥
2
H
dt
= 2
T∫
0
∥∥A 12 eAtA− 12Pφ0∥∥2H dt + 2
T∫
0
∥∥∥∥A 12 eAtA− 12 Π∗
[
φ1
ϑ0 − α∆φ0
]∥∥∥∥
2
H
dt
 C
(∥∥A− 12Pφ0∥∥2H +
∥∥∥∥A− 12 Π∗
[
φ1
ϑ0 − α∆φ0
]∥∥∥∥
2
H
)
 C
(‖φ0‖2H 1(Ω) + ‖φ1‖2[D( ˚A 14 )]′ + ‖ϑ0 − α∆φ0‖2[D(A 12R )]′
)
(implicitly, we are also using the fact, from Proposition 6, that positive constant C is inde-
pendent of 0 < T < M). Invoking finally the a priori estimate in (39), we obtain
(1 − )
T∫
0
E(t) dt  C
T
13
2 +2δ
T∫
0
‖ϑ‖2
L2(Ω) dt.
Combining this estimate with (15) gives now the inequality (13), with observability con-
stant in (12) having the following order, for arbitrary δ > 0,
CT =O
(
T −
13
4 −δ), in the free case. (43)
This completes the proof of Lemma 5 (and hence of Lemma 3) for the free case.
4. Characterization of the optimal control
Having established the null controllability of the affine linear thermoelastic plate
(6), one can subsequently consider the following minimization problem for given
{[ω0,ω1θ0], f } ∈ H ×L2(Q).
Problem 8.
Minimize
1
2
T∫
0
∥∥u(t)∥∥2
L2(Ω) dt
subject to LT u+NT
([
x0, f ])= 0, (44)
where initial data 
x0 = [ω0,ω1, θ0] ∈ H. The operator theoretic quantities {LT ,NT } are
again as given in (8) and (9). Because of the Lemma 3, this problem is well defined. In fact,
from the classical convex optimization (see, e.g., [7]), there exists a unique control u∗ ∈
[Null(LT )]⊥ which solves (44). We now proceed to qualitatively describe this minimizer.
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x0, f ) ∈ L2(Q) be the solution of the optimization problem (44).
Then the following hold true:
(i) with L0 = LT |[Null(LT )]⊥ ,
u∗ = −L−10 NT
(
x0, f );
(ii) ∥∥u∗(
x0, f )∥∥L2(Q)  CT ∥∥(
x0, f )∥∥H×L2(Q), (45)
where the positive constant CT is the observability constant from Lemma 5;
(iii) ∥∥(L0)−1NT ∥∥L(H×L2(Q),L2(Q))  CT , (46)
where again CT is the observability constant from Lemma 5.
Proof of Lemma 9. Since {eA∗t }t0 ⊂ L(H) is an analytic semigroup for either mechan-
ical boundary conditions (2) or (3) (see [24]), then the “backwards uniqueness” property
obtains for these dynamics; that is to say,
eA∗T 
x0 = 
0 ⇒ eA∗t 
x0 = 
0, for 0 t < T . (47)
In short, eA∗T is injective. Consequently, the pre-Hilbert space W0, defined by the inner
product(
x, 
y)W0 ≡ (eA∗T 
x, eA∗T 
y)H for 
x and 
y ∈ H,
has a completion W ⊂ H (see, e.g., [1, Proposition 1, p. 132]). Since Null(eAT ) = {
0}, we
then have the continuous and dense inclusions
W ⊂ H ⊂ W′. (48)
From these dense inclusions and the inequality (12) (equivalent to Lemma 3), we infer that
LTL∗T ∈ L(W,W′) is W-elliptic: in fact,〈LTL∗T 
φ, 
φ〉W′×W = (LTL∗T 
φ, 
φ)H  1CT
∥∥eA∗T 
φ∥∥2H = 1CT ‖ 
φ‖2W
for every 
φ ∈ H.
(In obtaining this inequality, we are using the fact that Range(eAT ) ⊂ Range(NT ); al-
ternatively, we could appeal directly to the observability inequalities obtained in the ear-
lier [4,5]). The Lax–Milgram theorem thus gives that
λ∗ ≡ (LTL∗T )−1NT (
x0, f ) ∈ W. (49)
Comparing this relation with the constraint satisfied by the minimizer u∗(
x0, f ) of (44),
we have that λ∗ ∈ H and the minimizer u∗ ∈ [Null(LT )]⊥ satisfy the following optimality
conditions:
u∗ +L∗T λ∗ ∈ Null(LT ); LT u∗ = −NT
(
x0, f ). (50)
Applying the inverse of L0 = LT |Null[LT ]⊥ to both sides of the second relation of (50)
now gives (i). To show (ii): with the multiplier λ∗ and the optimality conditions (50), we
have for given data (
x0, f ) ∈ L2(Q) × H,
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x0, f ),N ∗T λ∗)H×L2(Q) = (NT (
x0, f ), λ∗)H
= (−LT u∗, λ∗)H = (LTL∗T λ∗, λ∗)H
= ∥∥L∗T λ∗∥∥2L2(Q)  1C2T
∥∥N ∗T λ∗∥∥2H×L2(Q),
where in the last inequality we have used the observability estimate (12), with the value of
CT as prescribed in Lemma 5. From this we have then the estimate∥∥N ∗T λ∗∥∥H×L2(Q)  C2T ∥∥(
x0, f )∥∥H×L2(Q). (51)
Combining this estimate with (50), we have further∥∥u∗(
x0, f )∥∥2L2(Q) = (u∗,−L∗T λ∗)L2(Q)
= (−LT u∗, λ∗)H
= (NT (
x0, f ), λ∗)H
= ((
x0, f ),N ∗T λ∗)H×L2(Q)

∥∥(
x0, f )∥∥H×L2(Q)∥∥N ∗T λ∗∥∥H×L2(Q)
 C2T
∥∥(
x0, f )∥∥2H×L2(Q), (52)
where in deriving the last inequality, we have used (51). This gives the estimate
(45). In turn, the estimate (46) comes from combining the second relation in (50)
with that in (52). (So this optimization argument provides a estimate on the size of
‖(L0)−1NT ‖L(H×L2(Q),L2(Q)), which is not provided by the Proposition 4.) This concludes
the proof of Lemma 9. 
5. Proof of Theorem 1
To begin, we define the (Green’s) map G by
Gf = g ⇔
{
∆2g = f, in Ω,
g = 0, ∂
∂ν
g = 0, on Γ.
(So in particular, F(w) = −G[w,w].) In regard to G, a rather important fact in the present
context is the following:
Theorem 10. (See [13, Remark 0.2]; also [12]) The mapping
{w,v, z} → [w,G[z, v]]
is bounded from H 2(Ω) ×H 2(Ω) ×H 2(Ω) into L2(Ω).
As an immediate consequence of this regularity result, one has that the map
g → [F(g), g] is locally Lipschitz, from H 2(Ω) into L2(Ω). (53)
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Moreover, for all g, g˜ ∈ L2(Ω),
F(g)−F(g˜) = G[g˜ − g,g + g˜]. (55)
Combining (54) and (55) with Theorem 10, we have then∥∥[F(g), g]− [F(g˜), g˜]∥∥
L2(Ω)

∥∥[F(g), g − g˜]∥∥
L2(Ω) +
∥∥[F(g)−F(g˜), g˜]∥∥
L2(Ω)
 C
(‖g‖2
H 2(Ω) + ‖g + g˜‖H 2(Ω)‖g˜‖H 2(Ω)
)‖g − g˜‖H 2(Ω), (56)
thereby establishing the property stated in (53).
Because of the boundedness of the von Kármán nonlinearity and the exact null control-
lability for the affine problem (6), the proof of Theorem 1 will be a ready consequence
of the Contraction Mapping Principle. In fact, we can define the map T :C([0, T ];H) →
C([0, T ];H), by having for all [φ, φ˜,ϑ] ∈ C([0, T ];H),
T



φφ˜
ϑ



= eA(·)
x0 +
(·)∫
0
eA(·−s)
[ 0
[F(φ),φ]
0
]
ds
−
(·)∫
0
eA(·−s)
[ 0
0
(L0)−1NT (
x0, [F(φ),φ])
]
ds, (57)
where 
x0 = [ω0,ω1, θ0] ∈ H. By a corollary to the Contraction Mapping Principle (see,
e.g., [16, Corollary 4.3.5, p. 117]), there will be a unique fixed point of T in B(
0; r) ⊂
C([0, T ];H) if we can find a radius r so that: (i) T is a contraction on B(
0; r) with Lip-
schitz constant q; (ii) we have the inequality
r  (1 − q)−1∥∥T (
0)∥∥
C([0,T ];H)
= (1 − q)−1
∥∥∥∥∥∥eA(·)
x0 −
(·)∫
0
eA(·−s)
[ 0
0
(L0)−1NT (
x0,0)
]
ds
∥∥∥∥∥∥
C([0,T ];H)
. (58)
In fact, for 
f = [f1, f2, f3] and 
g = [g1, g2, g3] in B(
0; r), we have, by the contraction
of the semigroup {eAt }t0, that for 0 < t  T < M ,∥∥T ( 
f )(t) − T (
g)(t)∥∥H
=
∥∥∥∥∥∥
t∫
eA(t−s)
[ 0
[F(f2), f2] − [F(g2), g2]
(L0)−1NT (0, [F(f2), f2] − [F(g2), g2])
]
ds
∥∥∥∥∥∥
0 H
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T∫
0
(∥∥[F(f2), f2]− [F(g2), g2]∥∥L2(Ω)
+ ∥∥(L0)−1NT (0, [F(f2), f2]− [F(g2), g2])∥∥L2(Ω))dt.
Using the estimate on the norm (L0)−1NT given in Lemma 9(iii), and the estimate (56),
we subsequently obtain∥∥T ( 
f )− T (
g)∥∥
L∞(0,T ;H)
 CT
√
T
∥∥[F(f2), f2]− [F(g2), g2]∥∥L2(Q)
 CT
√
T
( T∫
0
([‖f2‖2H 2(Ω) + ‖f2 + g2‖H 2(Ω)‖g2‖H 2(Ω)]‖f2 − g2‖H 2(Ω))2 dt
) 1
2
,
where the positive constant CT has the same order prescribed in Lemma 5. From this esti-
mate, we have then, for 0 < T < M ,∥∥T ( 
f )− T (
g)∥∥
L∞(0,T ;H)  CT T r2‖f2 − g2‖C([0,T ;H 2(Ω))
 r2CT M T
M
∥∥ 
f − 
g∥∥
C([0,T ];H).
For T < M , if we take
r = 1√
MCT
, (59)
then T :B(
0; r) → B(
0; r) will be a contraction with Lipschitz constant
q = T
M
. (60)
Moreover, by using the contraction of the semigroup {eAt }t0 and Lemma 9(iii), we have
for all 0 < t  T ,∥∥∥∥∥∥eAt 
x0 −
t∫
0
eA(t−s)
[ 0
0
(L0)−1NT (
x0,0)
]
ds
∥∥∥∥∥∥
H

∥∥
x0∥∥H +
T∫
0
∥∥[(L0)−1NT (
x0,0)(s)]∥∥L2(Ω) ds

(
1 + √T CT
)∥∥
x0∥∥H, (61)
where again, positive constant CT has the order prescribed in Lemma 5. Accordingly, if the
initial data satisfies∥∥
x0∥∥H  ρ ≡ r (1 − q)√ , (62)1 + T CT
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(1 − q)−1∥∥T (
0)∥∥
C([0,T ];H)  r.
Thus by the Contraction Mapping Principle, for ‖
x0‖H  r(1−q)1+√T CT , there exists a fixed
point [φ, φ˜,ϑ] ∈ B(
0; r) to the mapping T . The solution to (1) may subsequently be given
by
ω = φ; ωt = φ˜; θ = ϑ;
u∗ = (L0)−1NT
([ω0,ω1, θ0], [F(ω),ω]).
Moreover, by construction this control u∗ will steer the dynamics to zero. This gives Theo-
rem 1(a). Theorem 1(b) is an immediate consequence of the value of ρ in (62). The estimate
Theorem 1(c) for the null control comes from combining Lemma 9(iii), the value of ρ in
(62), the value of r in (59) and Theorem 10. The proof of Theorem 1 is now completed.
6. Proof of Theorem 2
We assume that the initial data in (1) is nonzero, or else there is little to do (given the
estimate establishing uniqueness in (56)). The concept of proof here is very simple—it is
essentially contained on [25, p. 397], in the context of nonlinear ODE’s in Rn—once the
key ingredients are in hand. Namely: (i) In the absence of control (i.e., u = 0), the nonlinear
PDE (1) is exponentially stable (see [2, Theorem 1.3]). (ii) This stability, in combination
with the local null controllability result in Theorem 1, will yield that the PDE (1) is globally
null controllable.
In fact, given T1 > 0 (to be eventually specified), let [ω˜, ω˜t , θ˜ ] solve the problem

{
ω˜tt +∆2ω˜ + α∆θ˜ = [F(ω˜), ω˜],
θ˜t −∆θ˜ − α∆ω˜t = 0, on (0, T1)×Ω,
[ω˜(0), ω˜t (0), θ˜ (0)] = [ω0,ω1, θ0] ∈ H on Ω,
(63)
under either the clamped boundary conditions (2) or the free boundary conditions (3). Then
from Theorem 1.3 of [2], there are positive constants C∗ and η (possibly depending on the
size ‖[ω0,ω1, θ0]‖H of the initial data of (1), but independent of time), such that one has
the uniform estimate∥∥[ω˜(t), ω˜t (t), θ˜ (t)]∥∥H  C∗e−ηt∥∥[ω0,ω1, θ0]∥∥H for t  0. (64)
For fixed δ > 0 arbitrarily small, we subsequently consider the problem

{
ωˆtt +∆2ωˆ + α∆θˆ = [F(ωˆ), ωˆ],
θˆt −∆θˆ − α∆ωˆt = uˆ, on (T1, T1 + δ)×Ω,
[ωˆ(T1), ωˆt (T1), θˆ (T1)] = [ω˜(T1), ω˜t (T1), θ˜ (T1)] on Ω,
(65)
again under either the clamped boundary conditions (2) or the free boundary conditions (3).
From the estimate (64), if T1 is chosen so that
T1 −1 ln
(
ρ(δ)
∗
)
,η C ‖[ω0,ω1, θ0]‖H
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In consequence, we have from Theorem 1(a) that the problem (65) is locally null control-
lable; i.e., there is a uˆ ∈ L2((T1, T1 + δ);L2(Ω)) such that the corresponding solution to
(65) satisfies [ωˆ(T1 + δ), ωˆt (T1 + δ), θˆ (T1 + δ)] = 
0.
Thus, taking in (1),
T ≡ T1 + δ; u(t) ≡
{
0, 0 < t < T1,
uˆ, T1 < t < T,
(66)
we see that the control u will steer the corresponding solution [ω(t),ωt (t), θ(t)] to zero at
time T , where
[
ω(t),ωt (t), θ(t)
]= { [ω˜(t), ω˜t (t), θ˜ (t)], 0 < t < T1,[ωˆ(t), ωˆt (t), θˆ (t)], T1 < t < T .
(Note that the validity of this equality depends implicitly on the estimate (56) for the von
Kármán nonlinearity, a consequence in turn of Theorem 10.) This completes the proof of
Theorem 2.
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