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A CLASS OF CONTINUOUS NON-ASSOCIATIVE ALGEBRAS
ARISING FROM ALGEBRAIC GROUPS INCLUDING E8
MAURICE CHAYET AND SKIP GARIBALDI
Abstract. We give a construction that takes a simple linear algebraic group
G and produces a commutative, unital non-associative algebra A. Two at-
tractions of this construction are that (1) it is effective, in that the product
operation on A can be implemented on a computer and (2) when G has type
E8, the algebra A is obtained by adjoining a unit to the 3875-dimensional
representation. A description of this latter algebra has been requested for
some time, and interest has been increased by the recent proof that E8 is the
full automorphism group of that algebra. The algebras A obtained by our
construction have an unusual Peirce spectrum.
1. Introduction
We present in this paper a construction that takes a simple linear algebraic group
G over a field k and produces a commutative, unital non-associative algebra that
we denote by A(g). As a vector space, A(g) is a subspace of the symmetric square
S2 g of the Lie algebra g of G. We give an explicit formula (4.1) for the product
on A(g), which makes our construction effective in the sense that one can perform
computer calculations, although we do not rely on computer calculations for our
results. While much of our paper treats various G equally, in the second half of
the paper we observe that A(g), as a G-module, has a special structure when G is
of exceptional type (§7), and use that special structure to easily prove that for G
exceptional, A(g) is a simple k-algebra and has a symmetric bilinear form that is
nondegenerate and associative (Theorem 8.1).
One motivation for this work is to provide examples of algebraic structures whose
automorphism group is an exceptional group, something that was requested already
in Killing’s 1889 paper [Kil89]. As an example, the Lie group G2 can be viewed as
the automorphism group of the octonions (E. Cartan [Car14]), the stabilizer of a
cross product on R7 (F. Engel, [Eng00], [Her83]), or the symmetry group for a ball
of radius 1 rolling on a fixed ball of radius 3 without slipping or twisting (E. Cartan,
[BH14]). For E8, the situation is complicated because its smallest nontrivial irre-
ducible representation is the adjoint action on the Lie algebra e8. (See also [Gar16,
§3] or [GG15, §16] for broader discussions of other possible realizations that have
been proposed.) One knows from general theory that the next smallest irreducible
representation, which has dimension 3875, supports a unique commutative and E8-
invariant product, and it is even known that E8 is exactly the automorphism group
of that non-unital and non-associative algebra [GG15]. However, it was far from
clear how to describe the multiplication on this algebra in such a way as to allow
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computations (see, e.g., [Coh95, p. 697]); this paper gives an explicit and effective
formula.
The algebras A(g) constructed here are, in most cases, “non-generic” in the
sense of [KT18] because left multiplication by an idempotent has infinitely many
eigenvalues, see the proof of Proposition 5.2. In case k = R, this collection of
eigenvalues often includes the unit interval, and consequently one might call these
algebras “continuous” as we have done in the title of the article. The situation
where a popular property of generic cases fails for a structure naturally associated
with a simple algebraic group G is familiar from the study of homogeneous G-
invariant forms, where a generic homogeneous polynomial is non-singular, yet the
determinant on n-by-n matrices (for G = SLn), the cubic in 27 variables stabilized
by the simply connected E6, and the quartic in 56 variables stabilized by the simply
connected E7 are all singular (as they must be, given that the stabilizer groups are
connected [OS78]).
Ignoring some very small cases, the algebrasA(g) are not power-associative. This
is not a defect of our construction. We show that even if one alters the one choice we
made in the construction, the resulting algebra would still not be power-associative
(Prop. 5.2(2)).
In a final section, §9, we give an alternative realization of A(g) inside End(B)
where B is the natural module for G of type A2, G2, F4, E6, or E7. We use this al-
ternative realization to explicitly compute A(sl3) (Example 9.8). We conclude with
an appendix (§10) giving various results about adding a unit to a non-associative
algebra that we refer to in the body of the paper.
We work over a rather general field k and do not assume that G is split, although
our results are new already in the case where k is the complex numbers C. The
additional generality comes at hardly any cost due to the tools we use. Readers
who are not interested in the full generality are invited to assume throughout that
k = C and identify the symbols H0(λ) = V (λ) = L(λ).
An unusual feature of our work is that the case where G is of type E8 is less
complicated than other G in several ways, at least when k = C. For E8, one has
extra formulas to use, such as Okubo’s Identity Tr(π(X)4) = αpiK(X,X)
4 (Lemma
9.1, which holds for all G of exceptional type) and a similar identity for Tr(π(X)6)
(which holds for type E8). Another way that E8 is less complicated is that the
Molien series 1 + t2 + t3 + 3t4 + 3t5 + 10t6 + 16t7 + · · · for E8 acting on its 3875-
dimensional representation V has coefficients no greater than the Molien series for
the corresponding representations of other groups of type E, F , or G. Yet another
way is that the second symmetric power S2 V is a sum of 6 irreducible terms, which
is minimal among the types E, F , and G.
Our original approach to the material in this paper was to focus on the case of E8
and leverage these tools. In this way, we discovered the product formula on A(g),
and only in hindsight did we see that it was a general construction that worked for
all simple G. Due to this inverted approach, preparing this document took more
than three years. Just before we intended to release this work on the arxiv, the
paper [DV20] appeared, which studies algebras that are almost the same, albeit
restricted to the cases where the root system of G is simply laced and G is split, see
Remark 4.6 below. Both that article and this one view the algebras as subspaces of
S2 g and provide an associative symmetric bilinear form (we say A(g) is metrized,
whereas they say Frobenius), but from there our approaches and results diverge.
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2. Background material
Let k be a field of characteristic different from 2 and that g is a Lie algebra
over k whose Killing form, K, is nondegenerate. Then the k-algebra of linear
transformations of g, denoted End(g), has a “transpose” operator ⊤ given by
K(T (X), Y ) = K(X,T⊤(Y )) for T ∈ End(g) and X,Y ∈ g.
Identification of representations. Another way to view the nondegeneracy of
K is that it provides a g-equivariant isomorphism of representations
(2.1) g
∼
−→ g∗ via X 7→ K(X, ).
This identification extends to an isomorphism of g-modules
(2.2) g⊗ g
∼
−→ g⊗ g∗ = End(g).
As chark 6= 2, the natural surjection of g⊗g onto the 2nd symmetric power S2 g
is split by the map
(2.3) S2 g →֒ g⊗ g given by XY 7→
1
2
(X ⊗ Y + Y ⊗X).
Definition 2.4. Define P : S2 g →֒ End(g) as the composition of (2.2) with (2.3).
It is G-equivariant and its image is the space
H(g) := {T ∈ End(g) | T⊤ = T }
of symmetric operators. We have:
P (XY ) =
1
2
[X ⊗K(Y, ) + Y ⊗K(X, )] for X,Y ∈ g.
Example 2.5. For {Xi} a basis of g and {Yi} the dual basis with respect to K,
set e⊗ :=
∑
Xi⊗Yi ∈ g⊗ g and eS :=
∑
XiYi, the image of e⊗ in S
2 g. Neither e⊗
nor eS depend on the choice of the Xi’s. Moreover, the identification (2.2) sends
e⊗ 7→ Idg, so P (eS) = Idg.
Example 2.6. Let l be a subspace of g. The subspace P (S2 l) of H(g) is a Jordan
algebra under the Jordan product • defined by
(2.7) T • U :=
1
2
(TU + UT ) for T, U ∈ End(g).
If K(X,X) 6= 0, then the element P (X2)/K(X,X) is an idempotent. Suppose
that furthermore l has an orthonormal basis X1, . . . , Xr. Then for i 6= j, P (X
2
i ) •
P (X2j ) = 0 and P (X
2
i ) • P (XiXj) =
1
2P (XiXj). In particular,
∑
P (X2i ) is the
identity element in P (S2 l).
Global hypotheses. We now add hypotheses that will be assumed until the start
of the appendix, section 10. We will assume that g is the Lie algebra of a simple
linear algebraic group G over k. That is, G is a smooth affine group scheme of finite
type over k, and G is semisimple (i.e., has trivial radical), is 6= 1, and its associated
root system is irreducible.
We write h for the Coxeter number and h∨ for the dual Coxeter number of
(the root system of) G; some examples are given in Table 1 below. It is true that
rankG < h∨ ≤ h, and the root system of G is simply laced if and only if h∨ = h.
We additionally assume until the start of the appendix that char k is zero or at
least h+ 2. Consequently: The integers 2, rankG, h∨, h∨ + 1 are not zero in k, so
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the same is true for dimG = (rankG)(h+1). The characteristic is “very good” for
G, the Killing form K on g is nondegenerate, and g is a simple Lie algebra that is
an irreducible representation of G. Moreover, the isomorphism class of g depends
only on the root system of G and not on the isomorphism class of G.
Representations. Suppose G is split. For a dominant weight λ ∈ h∗, we write
L(λ) for the irreducible representation with highest weight λ. The dimension and
character of L(λ) may depend on the characteristic of k and not just on root
system data. However, there are modules H0(λ) and V (λ) with highest weight λ,
which equal L(λ) when chark is zero or “big enough” (where what counts as big
enough depends on G and λ), and whose character is the same as the character
of the irreducible representation over C with highest weight λ. See [Jan03] for
background on these representations. We use the fact that these representations
are defined over Z, see [Jan03, II.8.3] or [Ste16].
Casimir operator. Recall that the Killing form induces a nondegenerate bilinear
form on h∗ as follows. For λ ∈ h∗, set H ′λ ∈ h such that K(H
′
λ, h) = λ(h) for all
h ∈ h. Then set 〈λ|µ〉 := K(H ′λ, H
′
µ) for λ, µ ∈ h
∗. Recall that 〈α|α〉 = 1/h∨ for
each long root α, and that 〈α˜|α˜ + 2δ〉 = 1 for α˜ the highest weight and δ half the
sum of positive roots.
Lemma 2.8. Suppose that the representation π : G → GL(V ) is equivalent to
H0(λ) or V (λ) over the algebraic closure of k. Then:
(1) For {Xi} a basis of g and {Yi} the dual basis with respect toK,
∑
π(Xi)π(Yi) =
〈λ|λ + 2δ〉 IdV where δ is half the sum of the positive roots.
(2) For all x, y ∈ g we have
Tr(π(x)π(y)) =
〈λ|λ + 2δ〉dimV
dimG
K(x, y).
In the statement, we have abused notation by writing π for the differential g→
gl(V ) of π.
Sketch of proof. In case k is algebraically closed of characteristic zero, this result is
about an irreducible representation and the claims are part of the usual theory of the
quadratic Casimir operator
∑
XiYi ∈ U(g) as in, for example, [Bou05, §VIII.6.4,
Cor.] or [Dyn57, Th. 2.5].
In case chark = 0, it suffices to verify the claims over an extension field, for
which we take the algebraic closure of k.
Now suppose that char k is a prime p and G is split. Put R := Z(p). There is a
split group GR and representation πR, both defined over R, whose base change to
k is equivalent to G, π. As the claims hold over the field of fractions Q of R, they
hold also over the quotient field Fp and therefore over k.
Finally, if char k is prime, again it suffices to verify the claims over the algebraic
closure of k, where G is split. 
3. The representation A(g)
Define a map g × g → End(g) via X ⊗ Y 7→ h∨(adX)(adY ) + XK(Y, ). It is
bilinear, so provides a G-equivariant linear map g ⊗ g → End(g). Composing this
with (2.3), we find a G-equivariant linear map S : S2(g)→ End(g) such that
(3.1) S(XY ) := h∨ ad(X) • ad(Y ) + P (XY ),
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where P is as in Definition 2.4 and • denotes the Jordan product (2.7).
Since (adX)⊤ = − adX for all X ∈ g, we find that S(XY ) belongs to H(g).
Since S is linear in X and in Y and symmetric in the two terms, it extends linearly
to all of S2(g). We set:
(3.2) A(g) := imS ⊆ H(g).
Example 3.3. For X ∈ g we have
Tr(S(X2)) = h∨K(X,X) + Tr(XK(X, )) = (h∨ + 1)K(X,X).
Linearizing this shows that Tr(S(XY )) = (h∨ + 1)K(X,Y ) for X,Y ∈ g.
Example 3.4. For S(eS), we have P (eS) = Idg as in Example 2.5 and
∑
(adXi)(adYi) =
Idg as in Lemma 2.8(1). Therefore, S(eS) = (h
∨ + 1) Idg.
Example 3.5 (split case). Suppose that G is split, i.e., contains a split maximal
torus T defined over k. (This is automatic if k is algebraically closed.) Fix a
Chevalley basis of g with respect to Lie(T ) and put Xα for the generator of the
root subalgebra of g corresponding to the root α.
(1): Let α and γ be orthogonal roots (i.e., 〈α|γ〉 = 0) such that α + γ is not
a root. (For example, one could take α to be the highest root α˜ and γ to be any
positive root orthogonal to α˜. Such a γ exists if G is not of type A1 nor A2.)
Then Xα and Xγ commute in g, so adXα and adXγ commute in End(g). Then
S(XαXγ)X−γ =
1
2K(Xγ , X−γ)Xα. Now the formulas from [SS70, pp. E-14, E-
15] show that K(Xγ , X−γ) = K(Hγ , Hγ)/2. The latter is an integer dividing 2vh
∨
where v denotes the ratio of the square-lengths of long to short roots, so this integer
is not zero in k. In summary: S(XαXγ) is not zero in A(g).
(2): We claim that S(X2α) = 0 for α a long root. To see this, note that
[Xα[XαX−α]] = −2Xα and K(Xα, X−α) = K(Hα, Hα)/2 = 2h
∨, so S(X2α)X−α =
0. Since S(X2α)Y is clearly zero for all other members Y of the Chevalley basis, the
claim follows.
This shows that A(g) is properly contained in H(g), because the image of S does
not have any elements of weight 2α˜. Note that this conclusion holds regardless of
whether G is split.
(3): The same calculations as in (2) show that, when G has two root lengths,
S(X2α) 6= 0 for every short root α.
4. The commutative algebra A(g)
Recall the vector space A(g) defined in (3.2). Define, for A,B,C,D ∈ g:
S(AB) ⋄ S(CD) =
h∨
2
(S(A, (adC • adD)B) + S((adC • adD)A,B))
+
h∨
2
(S(C, (adA • adB)D) + S((adA • adB)C,D))
+
h∨
2
(S([A,C], [B,D]) + S([A,D], [B,C]))(4.1)
+
1
4
(K(A,C)S(B,D) +K(A,D)S(B,C))
+
1
4
(K(B,C)S(A,D) +K(B,D)S(A,C))
in A(g).
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Lemma 4.2. The formula (4.1) extends to a symmetric bilinear map ⋄ : A(g) ×
A(g)→ A(g).
Proof. Since both sides of (4.1) are linear in each of A, B, C, D and symmetric
under swapping A, B and C, D, it remains only to check that ⋄ is well defined, i.e.,
that the expression given for S(AB) ⋄ S(v) is zero for all v ∈ kerS. It is sufficient
to check this over an algebraic closure of k, where we are reduced to the following
computation.
Let Y,X1, . . . , Xr ∈ g such that S(
∑
X2i ) = 0. The expression for S(Y
2) ⋄∑
S(X2i ) is
(4.3) h∨
∑
S(((adY )2Xi)Xi) + h
∨
∑
S(((adXi)
2Y )Y )
+ h∨
∑
S([Y,Xi][Y,Xi]) +
∑
K(Y,Xi)S(XiY ).
As
∑
S(X2i ) = 0,
∑
P (X2i ) = −h
∨
∑
(adXi)
2, so the second and fourth terms in
(4.3) cancel.
Furthermore, as S is G-equivariant, we have
(4.4) [adZ, S(AB)] = S([Z,A]B) + S(A[Z,B]) for A,B,Z ∈ g.
Adding the first and third term in (4.3), dividing by h∨, and applying this identity
gives [
adY,
∑
S([Y,Xi]Xi)
]
=
1
2
[adY, [adY,
∑
S(X2i )]] = 0.
In summary, (4.3) is zero. Therefore, if we write a, a′ ∈ A(g) as a = S(w) and
a′ = S(w′) for w,w′ ∈ S2(g), the right side of (4.3) does not depend on the choice
of w,w′. 
With Lemma 4.2 in hand, we view A(g) as a commutative k-algebra with the
product ⋄ defined by (4.1).
Lemma 4.5. The identity transformation e of g is the multiplicative identity in
A(g), i.e., e ⋄ a = a for all a ∈ A(g).
Proof. We may enlarge our base field and so assume that k is algebraically closed
and in particular that g has an orthonormal basis {Xi}. Combining (4.1) and (4.4),
we obtain
S(X2i ) ⋄ S(Y
2) =
h∨
2
[adY, [adY, S(X2i )]] + h
∨S((adXi)
2Y, Y )
+K(Xi, Y )S(XiY ).
If we sum both sides, we have (h∨ + 1) Idg ⋄S(Y
2) on the left by Example 2.5
and 0 + h∨S(Y 2) + S(Y 2) on the right. Consequently S(Y 2) ⋄ Idg = S(Y
2), as
required. 
Remark 4.6. The paper [DV20] constructs an algebra A similar to A(g) that is
also a subspace of H(g), but with a different product, which we denote by ∗ for
the moment. It defines a ∗ a′ := projA(a • a
′), which differs from our product
defined in (4.1). The analog of (4.1) for their multiplication ∗ has additional terms.
This difference is minor. For the case of most interest, where G has type E8, both
algebras can be viewed as different ways of adding a unit to the irreducible 3875-
dimensional representation, i.e., if our A(g) is written as U(V, f) in the notation of
section 10, then theirs is U(V, cf) for some invertible c 6= 1 in k.
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A Jordan subalgebra. Suppose that l is an abelian subalgebra of g. (For exam-
ple, one could take l = h.) The image P (S2 l) in End(g) is the intersection of H(g)
with the image of l⊗ l under (2.2). This is closed under the Jordan product • from
(2.7) and is therefore a Jordan algebra. Define a k-linear map
(4.7) i : P (S2 l)→ A(g) via i(P (xy)) = S(xy).
Writing out (4.1), we find that
i(P (xy) • P (zw)) = S(xy) ⋄ S(zw),
i.e., i is an algebra homomorphism, and the image of P (S2 l) is a Jordan subalgebra
of A(g).
Lemma 4.8. If l is an abelian subalgebra of g and the Killing form K restricts to
be nondegenerate on l, then the homomorphism (4.7) is injective.
Note that when K|l is nondegenerate, the isomorphism g⊗ g
∼
−→ g⊗ g∗ restricts
to an isomorphism ℓ⊗ ℓ
∼
−→ ℓ⊗ ℓ∗ which identifies P (S2 l) with the Jordan algebra
H(l) of symmetric elements in End(l).
Proof. The definition of S shows that i(P (S2 l)), as a subspace of End(g), acts on
l via i(P (X2))(Y ) = P (X2)(Y ) for all X,Y ∈ l. The nondegeneracy of K then
identifies i(P (S2 l)) with the symmetric elements in End(l). 
5. A(g) as an algebra obtained by adding a unit
The usual trace form Tr: End(g) → k is linear and G-invariant. We use it to
define a counit, in the sense of the appendix, as ε := 1dimG Tr so that ε(e) = 1, for
e = Idg the identity element in A(g) (Lemma 4.5). Thus we obtain a bilinear form
τ on A(g) via (10.11), τ(a, a′) := ε(a ⋄ a′). The form τ is evidently G-invariant
(because Tr and ⋄ are), symmetric (because ⋄ is commutative), and bilinear. As an
illustration, Example 3.3 gives
(5.1) τ(e, S(XY )) =
h∨ + 1
dimG
K(X,Y ) for X,Y ∈ g.
In this way, the algebra A(g) can be viewed as an algebra U(V, f) as in the
appendix, where V is the vector space ker ε endowed with the commutative product
· and f as defined in (10.10). With this notation, we prove:
Proposition 5.2. If G is not of type A1 nor A2, then:
(1) The multiplication · on V is not zero.
(2) Neither V nor U(V, cf) are power-associative for any c ∈ k.
For the excluded cases of A1 and A2, see Examples 7.1 and 9.8 respectively.
Proof. We begin with (1). Write l for the Lie algebra of some maximal torus in G
and set B := i(P (S2 l)), and suppose that l has an orthonormal basis X1, . . . , Xr.
By (5.1), for i 6= j, S(XiXj) is in V . On the other hand,
S(X1X2) ⋄ S(X1X3) = i(P (X1X2) • P (X1X3)) =
1
4S(X2X3) 6= 0
so we are done when r ≥ 3. If r = 2, then e′ := S(X21 +X
2
2 ) is the identity element
in B, yet
s := τ(e, e′) = 2
h∨ + 1
dimG
=
h∨ + 1
h+ 1
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is not 1 because G is not of type A2. Then e
′− se is in V and (e′− se) ·S(X1X2) =
(1− s)S(X1X2) 6= 0.
For (2), we first verify that U(V, cf) is not strictly power-associative for c 6= 1.
As char k 6= 2, 3, 5 and U(V, cf) is commutative, it will follow that U(V, cf) is not
power-associative. We may enlarge k as desired, and so we may assume that l has an
orthonormal basisX1, . . . , Xr. Apply Proposition 10.9 with b := i(P (X
2
1 )+tP (X
2
2 ))
where t ∈ k is neither 0 nor 1, so (1, 0), b, b2 are linearly independent to see that
U(V, cf) is not power-associative for c 6= 1.
We now argue that U(V, f) is not power-associative either, for which we may
assume that k is algebraically closed and therefore G is split. For H ∈ l with
K(H,H) 6= 0, the element uH := i(P (H
2))/K(H,H) is an idempotent in A(g). For
the element S(Xα˜Xγ) from Example 3.5, we have uH ⋄ S(Xα˜Xγ) = λHS(Xα˜Xγ)
for
λH =
h∨((α˜ + γ)(H))2
2K(H,H)
.
That is, multiplication by uH has an eigenvalue λH , a degree 0 rational function
l 99K k that is not constant and therefore is dominant. In particular, the eigenvalues
of the maps x 7→ u ⋄ x as u varies over the idempotents of A(g) are not contained
in {0, 12 , 1}, and therefore A(g) is not power-associative, cf. [Sch94, Ch. V]. 
As opposed to defining the product on A(g) via (4.1), one could build A(g) “from
below” by starting with a G-invariant commutative product · on a representation
V and a G-invariant bilinear form f and setting A(g) to be U(V, f). In case G has
type E8 and V is the irreducible 3875-dimensional representation, both · and f are
uniquely determined up to a factor in k×, and (2) says that the resulting algebra
is not power-associative, no matter what choices one makes.
For later use, we note the following:
Example 5.3. For X,Y ∈ g, we have:
τ(S(X2), S(Y 2)) =
(
h∨ + 1
dimG
)(
−h∨K([X,Y ], [X,Y ]) +K(X,Y )2
)
.
6. Associativity of the bilinear form τ
The following property of the symmetric bilinear form τ on A(g) is sometimes
described as saying that “τ is associative”, especially in the context of Dieudonne´’s
Lemma as in [Jac68, pp. 199, 239].
Lemma 6.1. The bilinear form τ on A(g) satisfies
(6.2) τ(a ⋄ a′, a′′) = τ(a, a′ ⋄ a′′) for all a, a′, a′′ ∈ A(g).
Proof. It suffices to verify this in the case a = S(X2), a′ = S(Y 2), and a′′ = S(Z2)
for X,Y, Z ∈ g. One can use the Jacobi identity to verify the following, where we
abbreviate ψ for the alternating trilinear form ψ(A,B,C) = K([AB], C) on g:
(6.3)
dimG
h∨ + 1
τ(a ⋄ a′, a′′) = −2(h∨)2ψ([XZ], [XY ], [Y Z]) + h∨ψ(X,Y, Z)2
− h∨E +K(X,Y )K(X,Z)K(Y, Z)
with
E = ψ(X,Y, [XZ])K(Y, Z) + ψ(X,Z, [Y Z])K(X,Y ) + ψ(Y,X, [Y Z])K(X,Z).
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Each of the four terms on the right side of (6.3) is unchanged when we swap X and
Z, and therefore the claim is verified. 
Remark 6.4. Here is another argument to show associativity of τ that works when G
has type E8. In that case, A(g) = ke⊕ V where V is an irreducible representation
of G (Lemma 7.2), the restriction f of τ to V is nondegenerate, and the space
(S3 V ∗)G of G-invariant cubic forms on V is 1-dimensional. It follows then that the
trilinear maps on V defined by sending v ⊗ v′ ⊗ v′′ to f(v · v′, v′′) and f(v, v′ · v′′)
agree up to a scalar factor, where f is the restriction of τ to V . The two cubic forms
are nonzero (Prop. 5.2(1)) and agree when v = v′ = v′′ is a generic element of V ,
so the two forms agree in general, i.e., f is associative with respect to the product
·, whence τ is associative with respect to the product ⋄ on A(g) by Prop. 10.13.
7. A(g) as a representation of G
The counit ε gives a direct sum decomposition A(g) = ke⊕V as a representation
of G. In this section, we show that V is irreducible when G is one of the groups
from Table 1. We use the notion of Weyl module recalled in §2.
Example 7.1 (A(sl2)). Suppose G is split of type A1, so g = sl2. By hypothesis,
chark is zero or at least 5, so the Weyl module V (4) of G with highest weight 4 is
irreducible over k. By dimension count,H(g)/k is V (4), and indeedH(g) = k⊕V (4)
because the submodule of H(g) generated by P (X2α˜) is a copy of V (4). As A(g)
does not meet V (4) (Example 3.5), it follows that A(sl2) = k as a vector space,
spanned by Idg, i.e., A(sl2) is identified with k as a k-algebra.
Lemma 7.2. For G and β as in Table 1,
H(g) = k ⊕ L(β)⊕ L(2α˜)
as a representation of G, where α˜ is the highest root and A(g) = k ⊕ L(β). In
particular, V is irreducible.
type of G A2 G2 F4 E6 E7 E8
Dual Coxeter number h∨ 3 4 9 12 18 30
Coxeter number h 3 6 12 12 18 30
Dominant weight β ω1 + ω2 2ω1 2ω4 ω1 + ω6 ω6 ω1
Dim. of irred. rep. L(β) 8 27 324 650 1539 3875
Table 1. Data for some exceptional groups G. The simple roots
in the formula for β are numbered as in [Bou02].
Proof. It suffices to verify this when k is algebraically closed, so in particular G
is split. When char k = 0, this is a weight calculation as in [Cd96], where L(β)
and L(2α˜) are denoted Y ∗2 and Y2 respectively. For general k, the Weyl modules
V (β) and V (2α˜) are irreducible over k because of our standing hypotheses on
the characteristic [Lu¨b01], and consequently for weight considerations H(g) has a
composition series with simple factors k, L(β), and L(2α˜). But these modules have
no nontrivial extensions between them [Jan03, II.4.13], so H(g) is a direct sum as
claimed.
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Finally, A(g) is a submodule of H(g) that properly contains k (Lemma 4.8) but
does not meet L(2α˜) (Example 3.5). 
In case k = C, we have S2 g ∼= k ⊕ L(2α˜) ⊕ B for some representation B, but
what is B? We have already addressed type A1 (where B = 0) and those from
Table 1 (where B is irreducible). For type D4 (the remaining case from Deligne’s
exceptional series defined in [Del96]), B is a sum of three inequivalent irreducible
representations. For all other types, i.e., those types not belonging to Deligne’s
exceptional series, B is a sum of two irreducibles. See [Vog99] and [LM06] for more
on this and related subjects.
8. Properties of A(g) for G exceptional
In this section, we prove some properties of A(g) for G exceptional, in the sense
of being from Table 1. These are the cases where the V of A(g) is an irreducible
representation of G, which is the underlying fact making the proof of the following
result so brief and uncomplicated.
Theorem 8.1. Suppose that G is one of the groups from Table 1. Then:
(1) τ is nondegenerate on A(g).
(2) If G is a compact real form, then τ is positive definite on A(g).
(3) A(g) is simple as a k-algebra.
(4) If G has type F4 or E8, then Aut(A(g)) = G.
Some authors would summarize the conclusion in (1) that A(g) has an associative
and nondegenerate symmetric bilinear form by saying “A(g) is metrized”.
For (4), the natural homomorphism G → Aut(A(g)) has a finite kernel; it is
injective if and only if G is adjoint. The point of (4) is that Aut(A(g)) is no bigger.
Proof. For (1), put r := (h∨ + 1)/(dimG) ∈ Q. Since h∨ ≤ h, 0 < r ≤ 1/2. Define
a map S+ : S2 g→ V by S+(p) = S(p)− ε(S(p)) e. Applying Example 5.3, we find:
(8.2) τ(S+(X2), S+(X2)) = r(1 − r)K(X,X)2 for X ∈ g.
Therefore τ is not zero on the irreducible representation V , so it is nondegenerate
on V , hence on all of A(g).
Suppose G is a compact real form, so every nonzero G-invariant bilinear form
on the irreducible representation V is definite, as can be seen by averaging. In
particular τ is definite on V , so positive definite on V by (8.2). Claim (2) follows.
For (3), we apply Proposition 10.3.
For (4), note that the number dimA(g) is not zero in k, so as in Example 10.12
Aut(A(g)) is the sub-group-scheme of GL(V ) preserving the commutative product
· on V (nonzero by Prop. 5.2(1)) as well as the G-invariant bilinear form. In case
G has type F4 or E8, it is known that G is the automorphism group of this product
by [GG15, Lemma 5.1, Remark 5.5, and §7]. 
Here is what happens when the argument in the proof of (4) is applied to G of
the other types in Table 1: For G adjoint of type E6, the argument shows that G
is the identity component of Aut(A(g)). For G of type G2 or E7, there is a copy
of SO7 or Sp56/µ2 in GL(V ) containing G and preserving a nontrivial linear map
L(β)⊗L(β)→ L(β); as G preserves a two-dimensional space of such products, the
argument provided here is inconclusive in these cases.
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For type A2, Aut(A(g)) is the orthogonal group O(g), whose identity component
has type D4, see Example 9.8.
In all of these cases except for A2, when G is a split real form, one can argue
on the level of Lie algebras that for every derivation D ∈ Lie(Aut(A(g))) and for
generic X ∈ g, there exists a T ∈ End(g) with T⊤ = −T such that D(S(X2)) =
2S(XT (X)). From this it can be shown that Lie(Aut(A(g))) = g, i.e., G is the
identity component of Aut(A(g)).
9. Construction #2: A(g) in End(V )
In this section, we leverage a common property of exceptional groups G observed
by Okubo to describe A(g) inside of End(B) for certain small B.
Let π : G→ GL(B) be a representation. Recall that, for G simple, the ring k[g]G
of G-invariant polynomial functions on g is a polynomial ring with homogeneous
generators, where the generators are defined over a localization of Z mapping to
k, hence have the same degree over k and C [Dem73, p. 297]. The generator of
smallest degree is X 7→ K(X,X) of degree 2, and therefore an identity of the form
Tr(π(X)2) = cpiK(X,X) for all X ∈ g, where cpi depends on π, as in Lemma 2.8(2)
is inevitable. Similarly, for G as in Table 1, the homogeneous generators of k[g]G
are X 7→ K(X,X) of degree 2, for type A2 one of degree 3, and no generators of
degree 4, and therefore there is an identity of the form Tr(π(X)4) = αpiK(X,X)
2
for X ∈ g, where αpi depends only on π.
In case k = C, Okubo calculated the value of αpi in [Oku79], see also [Mey83],
and we note that the same result holds over our more general k. Define R to be
the subring of Q obtained by adjoining to Z the inverses of all primes p such that
2 ≤ p < h+ 2.
Lemma 9.1. Suppose G is one of the types listed in Table 1 and that the repre-
sentation π : G→ GL(V ) is equivalent to H0(λ) or V (λ) over the algebraic closure
of k. Put µpi := 〈λ|λ+ 2δ〉. If the rational number
αpi :=
(6µpi − 1)µpi dimB
2(2 + dimG)(dimG)
belongs to R, then Tr(π(X)4) = αpiK(X,X)
2 for all X ∈ g.
Sketch of proof. Similar to the proof of Lemma 2.8. The key points are that the
map X 7→ Tr(π(X)4)− αpiK(X,X)
2 is a polynomial function on a split form of g
defined over R, and that it is the zero polynomial because that is true over C by
Okubo. 
Example 9.2. For the adjoint representation, we have
αAd =
5
2(2 + dimG)
,
which belongs to R for G as in Table 1. (In case G has type A2, αAd = 1/4. For
the other types, dimG + 2 is of the form 2x3y5z for some x, y, z.) Massaging a
formula for dimG in terms of h∨ from [Cd96, p. 9] or examining the polynomial in
[Oku79, 3.17] produces the remarkable formula:
(9.3) 4αAd(h
∨)2 = h∨ + 6.
(This is just one example of many families of formulas, compare for example [Del96],
[DG02], [LM02], and [LM06].)
12 MAURICE CHAYET AND SKIP GARIBALDI
Here is the promised embedding.
Proposition 9.4. If G has type A2, G2, F4, E6 or E7 and π : G → GL(B) is
the natural representation of dimension 3, 7, 26, 27, or 56 respectively, then the
G-equivariant homomorphism
σ : A(g) →֒ End(B)
defined via
(9.5) σ(S(XY )) = 6h∨π(X) • π(Y )−
1
2
K(X,Y ) IdB for X ∈ g
satisfies
(9.6) projpi(g)(σ(S(X
2)) • π(Y )) = π
(
S(X2)Y
)
for Y ∈ g.
Proof. The representation π is irreducible. Moreover, These choices of π have in
common that
µpi =
h∨ + 1
h∨ + 6
,
which by (9.3) is the same as
(9.7) h∨ =
2 + d
2(6µpi − 1)
=
µpidpi
4αpid
,
where we have abbreviated dpi := dimB and d := dimG.
Recall that S2 g = k ⊕ L(β) ⊕ L(2α˜) as a representation of G whereas, at least
in case k = C, End(B) and A(g) contain k and L(β) with multiplicity 1 and do
not contain L(2α˜). It follows that any G-equivariant linear map S2 g → End(B)
factors through S : S2 g → A(g). In particular, the map XY 7→ 6h∨π(X) • π(Y )−
1
2K(X,Y ) IdB does so, whence the map σ from (9.5) is well defined. This σ is
defined over R, and so it is also well defined for k.
We now verify (9.6). Linearizing Okubo’s identity gives
Tr(π(X)2π(Y )2) =−
µpidpi
6d
K([X,Y ], [X,Y ])
+
2αpi
3
K(X,Y )2 +
αpi
3
K(X,X)K(Y, Y ),
and linearizing this in Y gives
Tr((π(X)2 • π(Y ))π(Z)) =−
µpidpi
6d
K([X,Y ], [X,Z])
+
2αpi
3
K(X,Y )K(X,Z) +
αpi
3
K(X,X)K(Y, Z),
As K(Y, Z) = d
µpidpi
Tr(π(Y )π(Z)) (Lemma 2.8), we have
αpi
3
K(X,X)K(Y, Z) = Tr
((
dαpi
3µpidpi
K(X,X) IdB •π(Y )
)
π(Z)
)
.
We obtain
Tr
(((
π(X)2 −
dαpi
3µpidpi
K(X,X) IdB
)
• π(Y )
)
π(Z)
)
=
2αpi
3
K
((
µpidpi
4αpid
(adX)2 + P (X2)
)
Y, Z
)
.
Multiplying both sides by 6h∨ and applying (9.7) gives (9.6). 
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Example 9.8 (A(sl3)). The case g = sl3, which was included in Table 1 but
excluded from §5, so we now use the preceding construction to describe A(sl3). For
X,Y ∈ sl3, Tr(XY ) =
1
6K(X,Y ) by Lemma 2.8, so the embeddings σ : A(sl3) →
M3(k) is via
σ(S(X2)) = 18X2 − 3Tr(X2)I
and it is an isomorphism by dimension count. We define a product ∗ on M3(k) via
P ∗ Q := σ−1(P ) ⋄ σ−1(Q). Putting ε := 13 Tr for the counit and chasing through
the formulas, we find:
(9.9) P ∗Q =
[
1
2ε(P •Q)−
3
2ε(P )ε(Q)
]
I + ε(Q)P + ε(P )Q.
That is, M3(k) with the multiplication ∗ is of the form U(sl3, f) with notation as
in the appendix, where the multiplication on sl3 is taken to be identically zero and
f(P,Q) = 12ε(P •Q). This is the Jordan algebra constructed from the bilinear form
f as in [Jac68, pp. 13, 14], cf. Remark 10.5.
That is, among the algebras A(g) for G in Deligne’s exceptional series, the cases
A(sl2) and A(sl3) are unusual for being Jordan algebras and in particular power-
associative, whereas A(g) is not power-associative for other choices of g from Table
1 (Prop. 5.2(2)). It is natural, then, to ask what identities A(g) does satisfy in
those cases. It does not satisfy any polynomial identity of degree ≤ 4 that is not
implied by commutativity (Prop. 10.14). Moreover, in the next larger case where
G = G2, we verified using a computer that A(g) and also U(V, cf) for every c 6= 1
do not satisfy any degree 5 identity not implied by commutativity, leveraging the
classification of such identities from [Osb65, Th. 5].
In case G = G2 or E8, the G-module S
2 V has only 6 summands, which suggests
the existence of a polynomial identity of degree ≤ 7 in view of Example 10.15. In
the case of G2, experiments show that for random a ∈ A(g2), the 26 nonassociative
and commutative monomials of degree ≤ 7 in a are linearly dependent. It would
be interesting to have a clear description of the identities of degree ≤ 7 satisfied by
A(g2) and to verify whether the same identities hold for A(e8).
10. Appendix: adjoining a unit to a k-algebra
We carefully record in this appendix some details concerning adjoining a multi-
plicative identity to a k-algebra, because we do not know a good reference for this
material. Suppose we are given a k-algebra V that may not contain a multiplica-
tive identity. That is, V is a vector space over k together with a k-bilinear map
· : V × V → V , which we call the multiplication on V . Given a bilinear form f on
V , we define a unital k-algebra U(V, f) that has underlying vector space k⊕V and
multiplication
(10.1) (x0, x1)(y0, y1) = (x0y0 + f(x1, y1), x0y1 + y0x1 + x1 · y1)
for x0, y0 ∈ k and x1, y1 ∈ V . Then (1, 0) is the multiplicative identity in U(V, f)
and V is a subalgebra.
Remark 10.2. The construction U(V, f) is discussed from a different point of view in
Fox’s paper [Fox20, §5]. A specific example of this construction in earlier literature
comes from the 196883-dimensional Griess algebra V , whose automorphism group
is the Monster. Fox points out (Example 5.7) that various choices of f are used in
the literature when authors add a unit to V .
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Simplicity. In the literature, one commonly finds the more restrictive recipe U(V, 0)
for adjoining a unit to V (i.e., where f is identically zero), see for example [Sch94,
Ch. II]. This has the advantage of not introducing the parameter f , however it
has the disadvantage of always producing a non-simple algebra — V is an ideal in
U(V, 0) — and therefore it does not produce popular examples of simple algebras
like the n-by-n matrices over a field, the octonions, or Albert algebras. The follow-
ing proposition applies in those cases and shows that those algebras are simple.
Proposition 10.3. Suppose 1 < dim V < ∞ and f 6= 0. If there is a connected
algebraic group G ⊆ Aut(V ) acting irreducibly on V and preserving f , then U(V, f)
is simple as a k-algebra.
The proof of this is almost identical to that of [Pop95, Th. 5], which is the
analogous statement for V itself.
Remark 10.4. One could imagine generalizing the construction to add a further
parameter µ ∈ k and defining U(V, f, µ) to have the same underlying vector space
as U(V, f) but with multiplication rule
(x0, x1)(y0, y1) = (x0y0 + f(x1, y1), x0y1 + y0x1 + µx1y1).
It is easily seen, however, that U(V, f, µ) is isomorphic to U(V, µ−2f), so no gener-
ality would be gained.
Remark 10.5. In the case where the multiplication on V is identically zero, dimV >
1, and f is nondegenerate, the algebra U(V, f) is left and right simple and was
studied in [Jen60].
Power-associativity. A k-algebra A is power-associative if the subalgebra gener-
ated by any element a ∈ A is associative. It is strictly power-associative if A⊗kK is
power-associative for every field K containing k. We now focus on the case where A
is commutative, as is the algebra A(g) elsewhere in this paper and as is the algebra
U(V, f) when V is commutative and f is symmetric.
If A is power-associative, then in particular
(10.6) a(a(aa)) − (aa)(aa) = 0 for all a ∈ A.
When chark 6= 2, 3, 5, (10.6) is equivalent to A being strictly power-associative
[Alb48, Th. 1], cf. [Kok54, p. 364].
The property of whether U(V, f) is strictly power-associative is rather con-
strained.
Proposition 10.7. Suppose chark 6= 2, f is not alternating, and V is commuta-
tive. Under the hypotheses of Proposition 10.3, there is at most one c ∈ k so that
U(V, cf) is strictly power-associative.
Proof. In this proof we only write products using the product on V . We claim that
v and v · v are linearly independent for generic v ∈ V , i.e., for v in a nonempty
Zariski-open subset of V . Otherwise the map v 7→ v2/v defines a G-equivariant
linear map V → k, which by hypothesis is a nonzero constant µ. Then for any
v ∈ V , we have µ2v = (2v)2 = µ4v, a contradiction.
We now focus on (10.6) for a ∈ U(V, cf). Writing out a = (a0, a1) and expanding
a(a(aa))− (aa)(aa), we find (0, x+ cy) for
(10.8) x = a1(a1a
2
1)− a
2
1a
2
1 and y = a1f(a1, a
2
1)− f(a1, a1)a
2
1.
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By the previous paragraph, a1, a
2
1 are linearly independent for generic a1 ∈ V .
And f(a1, a1) is also nonzero for generic a1 ∈ V because f is not alternating, so
we conclude that y is not the zero polynomial on V . It follows that the polynomial
function x+ cy on V is identically zero for at most one value of c ∈ k. 
The following is a more technical version of the proposition that will be used in
the body of the paper.
Corollary 10.9. Suppose f is not alternating, V is commutative, and U(V, f)
contains a subalgebra B such that
(1) B is power-associative,
(2) (1, 0), b, b2 are linearly independent for some b ∈ B, and
(3) the restriction of f to (k(1, 0) +B) ∩ V is not zero.
Then:
(a) For every scalar c 6= 1, U(V, cf) is not power-associative.
(b) V is not power-associative.
Proof. The subalgebra of U(V, f) generated by B and (1, 0) also satisfies the hy-
potheses, so we may assume that B contains (1, 0) and B = k(1, 0)⊕ (B ∩ V ).
We argue that (10.6) fails for some a ∈ U(V, cf). Writing b from (2) as (b0, b1)
with b0 ∈ k and b1 ∈ V , we have by hypothesis that b1 and b
2
1 are linearly indepen-
dent, so a1, a
2
1 are linearly independent for generic a1 ∈ V . From this it follows,
as in the proof of the proposition, that the polynomial function y is not identically
zero on B ∩ V . But x + y is zero, so x + cy is not identically zero for c 6= 1, i.e.,
(a). Moreover, x is not identically zero, whence (b). 
Counit. For a k-algebra A with multiplicative identity e, we call a k-linear map
ε : A→ k such that ε(e) = 1 a counit. Such a map gives a direct sum decomposition
A = ke ⊕ V as vector spaces where V := ker ε and furthermore expresses A as an
algebra U(V, f) by setting
(10.10) f(v, v′) := ε(vv′) and v · v′ := vv′ − f(v, v′) for v, v′ ∈ V .
Conversely, every algebra U(V, f) has a natural counit, namely the projection of
k⊕V on its first factor. In this way, we may identify the notions of unital k-algebras
with a counit on the one hand and algebras of the form U(V, f) (with specified V
and f) on the other.
Additionally, a counit defines a bilinear form τ on A by setting
(10.11) τ(a, a′) := ε(aa′) for all a, a′ ∈ A.
Evidently, the direct sum decomposition A = k ⊕ V is an orthogonal sum with
respect to τ , i.e., τ(e, v) = 0 for all v ∈ V , and the restriction of τ to V is f .
From this it follows that τ is symmetric (resp. nondegenerate) if and only if f is
symmetric (resp. nondegenerate).
Example 10.12. In the special case where the integer dimA is not zero in k, there
is a natural counit ε : a 7→ 1dimA Tr(Ma), where we have written Ma ∈ End(A)
for the linear transformation b 7→ ab. Therefore there is a natural way of writing
A as U(V, f) for V and f as in (10.10). Moreover, every algebra automorphism of
A preserves ε, whence the group scheme Aut(A) is identified with the sub-group-
scheme of GL(V ) of transformations that preserve both the multiplication · and
the bilinear form f .
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Recall that a symmetric bilinear form on a k-algebra is called associative if it
satisfies (6.2).
Proposition 10.13. In the notation of the preceding four paragraphs, suppose that
τ is symmetric (e.g., this occurs if A is commutative). Then τ is associative (with
respect to the algebra A) if and only if f is associative (with respect to the algebra
V ).
Proof. Write elements a, a′, a′′ ∈ A as a = (a0, a1), etc. Then τ(aa
′, a′′)−τ(a, a′a′′) =
f(a1 · a
′
1, a
′′
1)− f(a1, a
′
1 · a
′′
1). 
The property of being metrized, i.e., of having a nondegenerate and associative
bilinear form, has the following interesting consequence.
Proposition 10.14. Let A be a commutative k-algebra where char k 6= 2, 3, 5 and
suppose that A is metrized. If A satisfies an identity of degree ≤ 4 not implied by
commutativity, then A satisfies the Jordan identity x(x2y) = x2(xy) and is power-
associative.
Proof. Writing ⊤ for the involution on End(A) corresponding to the nondegenerate
associative bilinear form on A, we have M⊤a = Ma and (MaMb)
⊤ = MbMa for
all a, b ∈ A. Note that the Jordan identity is equivalent to the assertion that
[Ma,Ma2 ] = 0 for all a ∈ A.
According to [Osb65, Th. 4], A satisfies (10.6) or
(7) 2((yx)x)x + yx3 = 3(yx2)x or
(8) 2(y2x)x − 2((yx)y)x− 2((yx)x)y + 2(x2y)y − y2x2 + (yx)2 = 0.
Identity (7) is equivalent to the statement 2M3x +Mx3 = 3MxMx2 . Applying ⊤ to
this identity, subtracting it, and dividing by 3, we obtain [Mx,Mx2] = 0.
For (10.6), replacing a with x + y, expanding, and taking the terms of degree
1 in y, we find Mx3 +MxMx2 + 2M
3
x = 4Mx2Mx. Applying ⊤ to this identity,
subtracting it, and dividing by 5 gives [Mx,Mx2] = 0.
Finally, if (8) holds, then replacing y with y + z and taking the terms of degree
1 in y and z, replacing y with x , and applying the same procedure as in previous
cases again gives [Mx,Mx2 ] = 0. 
For comparison, the situation when A is not assumed to be metrized is more
complicated, see [Osb68] and [CHP88].
The following example provides another positive statement.
Example 10.15. Let A be a commutative k-algebra that is metrized, and suppose
that the Aut(A)-module S2A has a composition series of length d. Define Pe :
SeA→ End(A) via
P (a1a2 · · · ae) :=
∑
permutations σ
Ma
σ(1)
Ma
σ(2)
· · ·Ma
σ(e)
This is Aut(A)-equivariant and its image He is contained in the space of symmetric
operators on A with respect to τ , which we identify with S2A. Setting H0 := k IdA
and Ie := H0 + H1 + · · · + He, we obtain an increasing chain of submodules 0 6=
I0 ( I1 ⊆ · · · so that Ie = Ie+1 for some e < d. That is, a symmetric expression∑
σ
aσ(1)(aσ(2)(aσ(3) · · · (aσ(e+1)b)) · · · ) ∈ A,
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where each summand is a product of at most d+1 terms, can be expressed in terms
of symmetric expressions in the a’s involving products of fewer terms.
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