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The importance of design in natural and engineered flow 
systems is undisputed. It is not only essential to life, but also 
plays a crucial role in our technological world. In Nature, it 
arises organically, spontaneously, and is the constructal path 
for systems to persist in time. The generation of the best 
design is the target of engineered flow systems. Fluid 
dynamics and thermodynamics have played a crucial role 
in the search for these flow designs. Analytical, numerical 
(CFD) and experimental studies played crucial roles in many 
technological breakthroughs. They provide the frameworks 
for understanding, simulating and interpreting flow 
phenomena.
This issue contains a selection of papers presented at the 
special session “Fluid Flow, Energy Transfer and Design” 
held at the 10th International Conference on Diffusion in 
Solids and Liquids in Paris, June 2014.
The first paper of this issue is focused on vascularization. In 
vascular design, flow bathes the containing volume almost 
uniformly, and is widely encountered in natural systems 
(river basins, lungs, etc.). Smart materials with advanced 
capabilities such as self-healing and self-cooling require 
bathing the entire volume with a healing agent or coolant 
fluid. Constructal theory focuses its attention on the 
relationship between the architecture of the flow system and 
its global performance, and Erdal Cetkin explores new 
constructal vascular designs for self-healing and self-cooling 
while decreasing the resistances to flow.
Over the years, many devices are developed for thermal 
management of systems such as heat sinks. Heat sinks are 
extensively used because are ease of use and provide a high 
heat transfer capability. Tunde Bello-Ochende study the 
performance of a cylindrical micro-pin fins with multiples 
arrays structures for maximum heat transfer. The results are 
obtained by combining the constructal design methodology 
with a numerical optimization technique.
Cement-based materials are envisaged in both surface and 
deep   geological  nuclear waste  repositories.   The  success 
Antonio F. Miguel : University of Évora, Portugal
Luiz A. O. Rocha: Federal University of Rio Grande do Sul, Brazil 
Andreas Öchsner: Griffith University, Australia
of this confinement and storage lays on precise estimations 
of physical and chemical properties, such as the diffusivity. 
Hugo Mercado-Mendoza and Sylivie Lorente review the 
progress made by INSA in developing a technique based    
on  “Electrochemical   Impedance   Spectroscopy”   to 
determine the diffusion coefficient through non saturated 
porous materials.
The ocean is an inexhaustible source of energy. Wave energy  
is  a promising but also a challenging form of renewable 
energy to harvest. Mateus Gomes and co-authors compare two 
types of physical constraints in the chimney of an oscillating 
water column device.
Nanofluids are solid suspensions of nanometer-size particles 
in a base liquid and find important applications in several areas 
including biomedicine, automobile, microelectronics, nuclear 
systems and power generation. These fluids are characterized 
by higher thermal conductivity and single-phase heat transfer 
coefficients than their base fluids. Mixed convection of 
Cu-water and Ag-water nanofluids in a square cavity is 
studied by Abdelkader Boutra and co-authors. The interest 
on soot formation stems mostly from environmental 
concerns on pollutant emission from combustion devices. 
Soot also contributes to thermal radiation loads on 
combustor liners and turbine blades. In the final paper of 
this issue, Nattan Caetano and co-authors investigate the 
soot formation in a flat flame burner using pre-mixed 
compressed natural gas and air.
The collection of the articles in this issue, along with a 
complementary and expansive volume devoted to the same 
subject¹, reflect and reaffirm the importance and relevance of 
the study of flow design in natural and man-made flow 
systems in the twenty-first century.
We would like to thank the authors for their efforts in 
preparing the special issue articles. We are indebted to the 
anonymous reviewers who participated in the edito-rial 
process. Thanks are also due to Dr. M. Domanski and Dr. I. 
Grzegorek, Managing Editors of Open Engineering for the 
invaluable help and guidance throughout.
1A. F. Miguel, L. A. O Rocha, A. Öchsner (editors) Fluid Flow, Energy 
Transfer and Design II, Defect and Diffusion Forum 362, Trans. Tech. 
Publications, Switzerland, 2015
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Abstract: Smart features such as self-healing and self-
cooling require bathing the entire volume with a coolant
or/and healing agent. Bathing the entire volume is an ex-
ample of point to area (or volume)ows. Point to areaows
cover all the distributing and collecting kinds of ows, i.e.
inhaling and exhaling, mining, river deltas, energy dis-
tribution, distribution of products on the landscape and
so on. The ow resistances of a point to area ow can be
decreased by changing the design with the guidance of
the constructal law, which is the law of the design evo-
lution in time. In this paper, how the ow resistances
(heat, uid and stress) can be decreased by using the con-
structal law is shown with examples. First, the validity of
two assumptions is surveyed: using temperature indepen-
dent Hess-Murray rule and using constant diameter ducts
where the duct discharges uid along its edge. Then, point
to area types of ows are explained by illustrating the re-
sults of two examples: uid networks and heating an area.
Last, how the structures should be vascularized for cool-
ing and mechanical strength is documented. This paper
shows that ow resistances can be decreased by morph-
ing the shape freely without any restrictions or generic al-
gorithms.
Keywords: constructal law; vascularization; point to area
ows; distributing ows; smart materials
1 Emergence of vascularization
Advanced capabilities such as self-healing and self-
cooling require bathing the entire volume with coolant
uid or healing agent [1–5], which can be achieved by vas-
cularization. In addition of being necessary for the ad-
vanced capabilities, vascularization is also essential to de-
crease the resistances of the distribution of energy, goods
and water [1, 6, 7]. In smart materials, the structure is
bathed with coolant or healing agent which is supplied
*Corresponding Author: Erdal Cetkin: Izmir Institute of Tech-
nology, Department of Mechanical Engineering, Urla, Izmir 35430,
Turkey, E-mail: erdalcetkin@iyte.edu.tr
from a reservoir to obtain the smart features. Similarly,
a factory distributes all its products to the cities located
around the world. All these ows are examples of ow
from a point to an area (or volume).
In addition, the peak temperature and the maximum
stress of a heated and mechanically loaded structure can
be kept under an allowable limit as its weight decreases
with vascularization [8, 9]. Therefore, the penalty of mov-
ing the structure decreases which is crucial for avionics.
Decreasing this penalty decreases the fuel consumption
which is also essential due to nite source of fuel supplies.
Vascularization is a necessity for the advanced aircrafts
and space shuttles because it promises to protect the ve-
hicles under great heat uxes and great mechanical loads
with being capable of repairing itself and being light and
robust at the same time.
There are two kinds of cooling requirements for a
structure: deterministic and random. The deterministic
are due to heat sources that are known which are steady.
However, random cooling requirements are unsteady and
diverse. Vascularization also protects the structure from
random heat sources [10]. Because random cooling re-
quirements are unpredictable, they are responsible of
damaging the structure which is designed to work under
an allowable temperature level.
Constructal law is the law of the design evolution in
time, and it was stated in 1996 by Adrian Bejan as “For a
nite size system to persist in time (to live), it must evolve
such a way that it provides easier access to the imposed
currents that ow through it” [11]. Constructal law is a
law because it is applicable for both animate and inani-
mate, i.e. it is valid for everything. Because it is a law, con-
structal law can be found in diverse elds such as biol-
ogy, geophysics, engineering, social dynamics and evolu-
tion of sports [1, 12–43]. Constructal law is also signicant
because it lls the gap of design parameter in thermal sci-
ences which is overlooked in the eld.
In this paper constructal vascularized structures are
used to enable advanced capabilities such as self-healing
and self-cooling while decreasing the resistances of ow
(heat, uid and stresses). Constructal designs can be de-
ned as the designs that perform the best in their en-
vironment (boundary conditions, initial conditions) with
the existence of constraints (size, shape, volume of mate-
rial). The power of constructal designs comes from pursu-
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ing the designs best ts to their environment without any
assumptions, design constraints and generic algorithms.
Constructal designs are free to vary and there is no opti-
mal design.
2 Validity of flow assumptions
The accuracy of the assumptions is crucial for the validity
of the results. Therefore, this section discusses the valid-
ity of two assumptions in uid ow problems. First, it is
questionedhowaduct should be shaped to discharge uid
along its length while the ow resistance is the smallest,
Figure 1. Second, the eect of temperature onHess-Murray
rule is uncovered by assuming the properties of the uid is
temperature dependent.
2.1 Tapered ducts
Imagine a duct which discharge uid along its length
which can be a model of a duct connected to a number of
users receiving the uid along its length, Figure 1 [44]. The
ow rate in the duct varies linearly m˙(x) = m˙x/L. The pres-
sure drops for laminar and turbulent ows are
∆P1 = C1
m˙
L
L∫
0
x
D4 dx
∆Pt = Ct m˙
2
L2
L∫
0
x2
D5 dx,
(1)
where C1 = 128/νpi and Ct = 32f /pi2ρ, and ν, ρ and f are
the kinematic viscosity, the density and the constant fric-
Figure 1: Supply duct with longitudinally distributed discharge: duct
with constant diameter (top) and tapered duct (bottom).
tion factor for turbulent ow in the fully developed and
fully rough regime,respectively [1]. m, L, x and D are the
massow rate that enters theduct, the length, thedistance
from the closed end of the duct, and the diameter, respec-
tively. The volume constraint is
Vol =
L∫
0
pi
4D
2dx. (2)
The pressure drops for laminar and turbulent ow regimes
along the duct with constant diameter are
∆P0,1 = C1
m˙L
2D40
∆P0,t = Ct
m˙2L
3D50
.
(3)
Now consider the duct shape is free to vary. By using varia-
tional calculus, pressure drops of Equation (1) can bemin-
imized subject to the volume constraint of Equation (2).
The tapered channel diameters and their pressure drops
for laminar and turbulent regimes are
∆Pmin,1 =
33pi2
45
C1m˙L3
Vol2
Dmin,1 =
(
16
3pi
Vol
L
)1/2 ( x
L
)1/6 (4)
∆Pmin,t = Ctm˙2pi5/2
(
7L
44Vol
)7/2
Dmin,t =
(
44
7pi
Vol
L
)1/2 ( x
L
)2/7
.
(5)
Dividing the minimized pressure drops of Equations (4)
and (5) by the pressure drops of Equation (1), for turbu-
lent and laminar ows respectively, shows the reduction
in the ow resistance by tapering the ducts in laminar and
turbulent ow regimes
∆Pmin,1
∆P0,1
= 3
32
43 = 0.84
∆Pmin,t
∆P0,t
= 3
(
7
11
)7/2
= 0.62. (6)
The results of Equation (6) show that the ow resistance
of the tapered ducts is smaller when the duct discharges
uid along its length. In laminar ow regime,modeling the
channel as a constant diameter duct would not aect the
results as much as in turbulent ow regime.
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2.2 Temperature dependence
Dendritic ow structures oer less resistance when bifur-
cations are accompaniedwith theHess-Murray rule for the
diameter ratio of the mother and daughter channels. The
concept is reviewed by assuming the general case of tem-
perature dependent properties [8]. In addition, themother
tube is connected to n identical daughter tubes, and the
ow regime can be laminar or turbulent. The uid volume
is xed. The pressure drop formula for laminar ow is
∆P = C1νim˙i
Li
D4i
, (7)
where νi is the kinematic viscosity corresponding to the
mean temperature Tme =
∫
TdVol/
∫
dVol.
The total ow volume and pressure drop area
Vol = piD
2
1
4 L1 + npi
D22
4 L2
∆P = Cν1m˙1
L1
D41
+ Cν2m˙2
L2
D42
, (8)
where m˙2 = m˙1/n. The diameter ratio for minimum ∆P in
laminar ow regime is
D1
D2
= n1/3
(
ν1
ν2
)1/6
. (9)
The pressure drop formula for fully developed and fully
rough turbulent ow is
∆P = Ctm˙
2
i
ρi
Li
D5i
, (10)
where ρi is the density of the uid corresponding to Tme.
The diameter ratio corresponding to the smallest ow re-
sistance in turbulent ow is
D1
D2
= n3/7
(
ρ2
ρ1
)1/7
. (11)
The eect of variable properties is felt through the ratios
(ν1/ν2)1/6 and (ρ2/ρ1)1/7 for laminar ow and turbulent
ow, respectively. Assumption of the uid with tempera-
ture independent properties is validwhen the temperature
variations are small enough.
3 Point to area flows: distribution
on the landscape
The distribution of uids, energy and products from a
source to the individuals is essential for life. Its importance
has increased with globalization because the production
Figure 2: The pressure drop of three competing designs divided by
the pressure drop of the design of stack of n elemental flow vol-
umes for turbulent flow regime.
eciency has increased with the mass production. Sim-
ilarly, the eciency of heaters increases as their size in-
creases [7, 45, 46]. Therefore, the distribution of hot water
to a number of users from a central heater, i.e. urban heat-
ing, became more ecient than individual heating. The
materials gathered around the world (area to point ow)
become end products in a factory, and these products are
distributed to millions of people every day (point to area
ow). These distributing and collecting types of ows can
performwith greater eciency if their ow resistances are
reduced [1]. The ow resistances cannot be eliminated but
they can be reduced to a limit. In heat engines this limit is
known as Carnot limit (Carnot eciency).
3.1 Fluid networks
In the case of distributing uid to a number of elemen-
tal volumes or users there are innite design possibili-
ties. However, the objective is to nd the design that corre-
sponds to the smallest resistance for a knownsize (number
of elemental volumes or users) [44, 47]. Depending on the
ow regime and other conditions there is a design which
achieves the smallest ow resistance, Figure 2 [44]. Fig-
ure 2 shows that as the number of elemental volumes in-
crease the ow resistance can be decreased by changing
the design. If the size of the elemental volume is xed, this
result means that as the size of the structure increases, the
design should be changed, i.e. the design of the miniature
structure should be dierent than the normal scale struc-
ture to achieve the smallest ow resistance possible.
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Figure 3: Tree-shaped line invasion of a conducting domain with assumed T- shaped bifurcations.
3.2 Heating of an area
Similar to distributing uid to an area and bathing the
area with uid, imagine that a conducting area is invaded
by heating, for instance, is bathed with a hot stream. The
conducting domain is two dimensional with the uniform
initial temperature (T0), conductivity (k) and thermal dif-
fusivity (α). The boundaries of the square are insulated.
Beginning with the time t = 0, lines of uniform tempera-
ture (T1) invade the conducting domain with the constant
speed V, Figure 3 [48]. Heat is transferred by thermal dif-
fusion from the invading lines to the conducting material.
The details of the solutionmethod can be seen in Ref. [48].
The temperature averaged over the square area is
Tavg = 1A
∫∫
A
Tdxdy (12)
and it rises from T0 to T1.
Figure 4 shows that S curve of the history of invad-
ing becomes steeper as the invading tree morphed freely .
The overall resistance to the heat ow is decreased just by
changing the shape of the invading tree as all the other pa-
rameters (total length of the tree, invading speed, bound-
ary conditions and initial conditions) are the same. Fig-
ure 4 emphasizes the importance of design parameter in
thermal sciences.
4 Vascularization for cooling and
mechanical strength
Vascularization increases the cooling performance of a
structure, and it decreases the mechanical strength of the
structure if the material is removed for the cooling chan-
nels. However, vascularization increases the mechanical
strength of the structure if the material of the structure is
xed, i.e. thematerial removed for the channels are placed
around the cooling channels. Constructal law states that
the material should be placed where it is needed the most
to decrease the resistance to its ow. This ow can be
ow of stresses [1, 49–51] as well as the ow of uid and
heat. Greater mechanical strength is promised by placing
the material away from the center where the material is
stressed the least in the case of a plate loaded with a uni-
form force from its below and the edge of this plate is a
no displacement boundary condition. A beam is an exam-
ple to how mechanical strength can be increased by vary-
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Figure 4: The S curve of tree invasion with free angles is steeper
(faster) than the S curve of tree invasion with xed branching an-
gles.
ing the shape of the beam when the amount of material is
xed.
4.1 Radial and tree-shaped channel
congurations
Here the thermal and mechanical performances of a
heated and mechanically loaded circular plate have in-
creased by embedding vascular structures in it. The di-
ameter and thickness of the plate are D and H, and their
ratio is xed D/H = 10, Figure 5a [8]. The total vol-
ume and the volume of the channels are xed. The plate
with radial cooling channels is subjected to uniformly dis-
tributed force and uniform heat ux, both acting from be-
low, Figure 5a. The dimensionless governing equations
(the mass conservation, the conservation of the momen-
tum for the uid domain, the energy equation, the gen-
eralized Hooke’s law and the conservation of momentum
equations for solid domain) were solved in a nite element
software¹. Mesh test was also performed to conrm mesh
independency of the results [8].
The heat ux and mechanical load which are sub-
jected from the bottom of the plate as shown in Figure 5a,
are xed. The pressure dierence between inlet and outlet
is nondimensinalized as [52, 53].
P˜max =
(
Pin − Pref
)
D2
µα , (13)
where µ and α are dynamic viscosity and thermal diusiv-
ity. The value of P˜max represents their dimensionless over-
1 See www.comsol.com for information about comsol multiphysics.
all pressure dierence. The ow is laminar in all the chan-
nels.
The purpose of morphing the shape is to decrease the
peak temperature and stress. Figure 5b shows the rela-
tion between the temperature, stress and number of ducts
when P˜max is 107 and 108. The maximum stress decreases
when the number of the cooling channels increases from
6 to 8 and then increases when the number of the cool-
ing ducts increases. The reason of this behavior is that the
maximum stress increases in the vicinity of the junctions
of the cooling ducts. Even though σmax is the minimum
when the number of the channels is 8, neighboring de-
signs (design of 6 cooling channels when P˜max = 107 and
design of 12 cooling channels when P˜max = 108) oer min-
imum peak temperatures. In summary, when P˜max is spec-
ied, it is possible to identify one design (or a group of sim-
ilar designs) that provides low peak stress and peak tem-
perature. However, there is no optimal design for all the
conditions.
4.2 Hybrid channel congurations
Consider a square platewith length L, thicknessH = 0.1L,
and embedded cooling channels, Figure 6a [9]. The plate is
subjected to a uniformly distributed force acting from be-
low, and it is heated uniformly. The volume of the struc-
ture and the ow volume are xed. Lg is the side of the
square area in which the grid cooling channels are embed-
ded. The grid channels are connected to theperipherywith
radial channels. Coolant enters or exits from the center of
the grid, and it is driven by the pressure dierence main-
tained between the inlet and outlet. The results were ob-
tained by solving the governing equations numerically as
discussed in the previous subsection.
Figure 6b shows the minimum peak temperatures
plotted against the peak stresses as Lg/L varies. The ef-
fect of the ow direction is weak. The smaller Tpeak and
σpeak values occur when Lg/L < 0.25. Peak stress is the
minimum when the design is a hybrid of grid and trees.
However, the peak temperature is the minimum when the
channels are congured as radial channels.
4.3 Concentrated heating
An important aspect to consider is the concentrated heat-
ing in the vascularized solid. Until now the heat genera-
tion eect was uniform. Here the eect of concentrating
the heat generation in a small area is documented. The
area of the heated spot is 1/16 of the square area of length
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Figure 5: (a) Radial cooling channel conguration embedded in the circular plate. (b) The eect of the number of cooling ducts on the maxi-
mum temperature and stress.
Figure 6: (a) Grid structure connected to the perimeter with radial channels, hybrid structure of a square slab. (b) Minimum peak tempera-
tures relative to their peak stresses as Lg/L varies.
Figure 7: (a) Peak temperature relative to Lg/L when the flow direction and the concentrated heat generation location change. (b) The tem-
perature distribution in the mid-plane of the slab.
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Figure 8: The average peak temperature in foure competing de-
signs.
Lg, Figure 7 [9]. The heating rate of the concentrated heat
generation is xed.
Figure 7 shows the temperature distribution when the
heat generation is concentrated in the center of the slab
and in the corner of the grid. Two designs are illustrated,
Lg/L = 0.25 and 0.5. The ow direction changes from in-
let in the center to outlet in the center. Figure 7 also shows
the evolution of the peak temperature as Lg/L increases.
When the concentrated heating is located in the center
of the slab, Tpeak decreases as Lg/L. When the concen-
trated heating is located in the corner of the grid, Tpeak
increases as Lg/L increases. The Tpeak value is the low-
est with Lg/L = 0.25 when the concentrated heating is in
the corner, and with Lg/L = 0.625when the concentrated
heating is in the center. In addition, when Lg/L = 0.375
the peak temperature becomes almost as low as the lowest
peak temperature obtained when the concentrated heat-
ing is located in the center or in the corner.
4.4 Moving hot spot
Consider a square plate of width and length L, and with
thickness of H = 0.1L, Figure 8 [10]. A structure of cool-
ing channels is embedded in this plate to keep it under its
maximumallowable temperature while the plate is heated
with a concentrated andmoving heat ux spot. The length
scale of the square footprint of the heating spot is0.1L and
it moveswith the constant speed ofW from one edge of the
plate to its other edge. Reference 8 documents the change
in the temperature for four possible beam paths. The vol-
ume of the solid structure and the volume of the coolant
uid are xed. Coolant enters or exits from the center of the
slab while the pressure dierence between the entrance
and exit is xed. The ow is incompressible with constant
properties and it is time dependent. The governing equa-
tions were solved as in the previous subsections.
Figure 8 shows the average peak temperature in four
competing designs. The error bars indicate the maximum
andminimumpeak temperatureswhen the dimensionless
time is greater than 0.1, i.e. after the entire beam enters
the plate surface. The peak temperatures for four dier-
ent possible beam paths are documented. Figure 8 also
shows that a plate heated by a moving beam with an un-
predictable path can be cooled to under an allowable tem-
perature level by embedding vascular cooling channels in
the plate. The eect of changing from no cooling to vascu-
lar cooling is dramatic.
5 Conclusions
The main conclusion of this paper is that the ow resis-
tances (heat, uid and stress) can be decreased with vas-
cularization by using the constructal law. However, there
is no design that is optimal. The design should be changed
to the new phase of the constructal design for the greatest
performance as the conditions (i.e., boundary conditions,
objectives and assumptions) change. This paper shows
that the design is live and should vary freely for the great-
est performance.
First, the assumptions of using temperature indepen-
dent Hess-Murray rule and using constant diameter ducts
where the duct discharges uid along its edge are valid in
which limits are documented. Then, point to area types of
ows are explained by illustrating the results of two exam-
ples: uid networks and heating of an area. These exam-
ples showed that the design should be varied freely for the
smallest ow resistances as the conditions change.
This paper shows that the cooling performance and
mechanical strength of a system which is heated and
loaded with a distributed force can be increased by em-
bedding vascular structures into it. The embedded vascu-
lar structure can be designed such that its cooling per-
formance and mechanical strength is the greatest for the
given conditions. The cooling of the system is also docu-
mented when the system is heated locally.
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Abstract: This paper shows the performance of a cylin-
drical micro-pin ns with multiples-arrays structures for
maximum heat transfer. The structures has a varying ge-
ometric sizes (diameter, height and spacing). The eects
of Reynolds number and thermal conductivity ratio on
the optimized geometric congurations and themaximum
heat transfer rate is documented. Two design congura-
tion were considered. Scales and computational uid dy-
namics analysis shows that the benets of varying n
height is minimal. Results show that performace is in-
creased when three rows of micro pin n heat sinks with a
reduced degree of freedom (xed height) when compared
to two rows ofmicro pin ns heat sink for the same amount
of material. The optimized diameters of the ns seems to
have greatest eect on perfomance of the heat sink.
Keywords: thermal conductivity; heat transfer rate;
gradient-based; geometry; micro-pin n; constructal de-
sign
Nomenclature
Cp Specic heat transfer, [J/kg]
D Pin diameter, [m]
h heat transfer coecient, [W/m2K]
H Pin height, [m]
k Thermal conductivity, [W/m.K]
L Length, [m]
L1 Width, [m]
n numbers of rows [-]
P Pressure, [Pa]
q Rate of heat transfer, [W/m2]
Q Dimensionless heat transfer rate, [-]
Re Reynolds number base on axial length, L[-]
*Corresponding Author: Tunde Bello-Ochende: Department
of Mechanical Engineering, University of Cape Town, Private
Bag X3, Rondebosch, 7701, South Africa, E-mail: tunde.bello-
ochende@uct.ac.za
Rth Thermal Resistance, [K/W]
s Intern spacing, [m]
T Temperature, [K]
U Velocity, [m/s]
u, v, w Velocities in the x, y, z directions, [m/s]
V Volume, [m3]
x, y, z Cartesian coordinates, [m]
Special characters
∆ Dierence, [-]
µ Dynamic viscosity, [kg/m.s]
ρ Density, [kg/m3]
γ Thermal conductivity ratio, [-]
λ Lagrange multiplier, [-]
Subscripts
1 First n row
2 Second n row
3 Third n row
f Fluid
inlet Inlet
max Maximum
opt Optimum
r Ratio
s Solid
w Wall
0 Free stream
1 Introduction
In the last decade there has been a considerable increase
in power and ability of various devices and machinery.
New concepts and ideas pushed for more versatile, e-
cient and powerful devices to be used to address rising
requirements in industry. More power and ability also in-
troduces the problem of an increase of heat of the various
components of these devices. Primarily, these components
would be the transistors and various other electronic com-
ponents in electronic devices; heat exchangers found in in-
dustrial applications and other plant and equipment such
turbines. Each of these components generates a consider-
able amount of heat due to the nature of their use, the u-
ids which they handle and their designs.
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Micro pin-n heat sinks are the more dominant in the
micro heat sink category as they prove to yield increased
heat dissipation characteristics under severe space and
acoustic restraints [1]. Nevertheless, design considerations
which include material selection, size and compactness
greatly inuences the heat dissipation rates that can be
achieved by these heat sinks. A new evolutional design
methodology known as constructal design handles all this
design consideration in a simple manner [2–4].
[5] investigated the convective heat transfer and pres-
sure drop phenomenon across a pin-nmicro heat sink by
comparing its thermal resistance to that of amicro channel
heat sink. They discovered that the thermo-hydraulic per-
formance of a cylindrical micro pin-n heat sink is supe-
rior to that of a micro channel heat sink as very high heat
uxes can be dissipated with low wall temperature rises
across the heat sink. Their results showed that for n di-
ameters larger than 50 µm, the thermal resistance is less
sensitive to changes in the n diameter and for increased
eciency short pins should be used.
[1] optimized a n heat sink by nding optimal geo-
metric design parameters that minimize the entropy gen-
eration rate for both an in-line and staggered congura-
tion. In-line arrangements gave lower entropy generation
rates for both low and high thermal conductivity heat sink
cases.
In a further study by [6] , the eects of geometric fac-
tors on the optimal design performance of pin-n heat
sinkswere examined by using the entropy generationmin-
imization scheme. They found that the thermal resistance
of these heat sinks increases with an increase in the side
and top clearance ratios resulting in a decrease in the en-
tropy generation rate. They also documented that the pin
height has an eect on the optimal entropy generation
rate of heat sinks. [7], conducted a comparative study into
the heat transfer performance of various n geometries.
The study consisted of ns having round, elliptical and
plate cross sections both for in-line and staggered congu-
rations. They found that round geometries out-performed
sharp-edged n shapeswith the circular n shape yielding
the highest Nusselt number and that of the parallel plate
having the lowest Nusselt number for the 110 ≤ Re ≤ 1320
range considered. It was also found that at lower pressure
drops, elliptical ns provide the best heat transfer perfor-
mance with the circular ns taking over at higher pres-
sure drops. Parallel plates however oered the best per-
formance in terms of pressure drop and pumping power
requirement.
[8] developed steady-state correlationspredictingheat
transfer performances of in-line and staggered pin-ns
from which they found optimal designs. They revealed a
dimensionless optimal pin-n pitch in the span-wise and
stream-wise direction of 0.135 and 0.173 respectively for
the in-line arrangement. For the staggered arrangement,
this dimensionless parameter was found to be 0.19 and 0.1
respectively. [9] developed a response surface methodol-
ogy to nd the optimal design parameters of a pin-n heat
sink. They documented that the n height and n diame-
ter are themain factors that aect the thermal resistance of
the heat sink while the pitch inuences its pressure drop
requirements. The conclusion that the most important de-
sign parameters aecting the thermal performance of pin-
n heat sink are the n-diameter and height was also sup-
ported by [10]. Their work entailed an optimal design of
pin-n heat sink using a grey- fuzzy logic based on orthog-
onal arrays.
This work seeks to determine the optimal geomet-
ric conguration of a multi-scale micro-pin n heat sink
which will result in the maximal heat transfer rate. The re-
sulting heat transfer across the cylindrical micro-pin ns
is by laminar forced convection of uniform, isothermal free
stream. The process is carried out using a gradient based
mathematical optimization under total xed volume and
manufacturing constraints. It’s important to note that the
work covered in this paper follows that of [11]. The dier-
ence lies in the fact that the constructal design methodol-
ogy has been combined with mathematical optimisation
and applied to a known micro-pin ns heat sink with two
and three rows.
2 Model
Consider a cylindrical micro pin ns heat sink con-
sisting of multiple rows of ns as shown in Fig-
ure 1a. The ow assembly consist of rows of micro
pin ns with diameter D1, D2, D3, D4, D5....Dn, and
heights H1, H2, H3, H4, H5, ....Hn, spaced at distance
s1, s2, s3, s4, ...sn, from each other with the aims to en-
hance the extractions of heat at the base of the thermal
conductivematerials. The swept length is L, and it is xed.
The ow assembly is bathed by a free stream that is uni-
form and isothermal with temperature T0 and velocity
U0, because of symmetry we select an elemental volume
comprising of two, three cylindrical micro pin ns on the
swept length L and width L1 as shown in Figure 1b. A
heat sink with dimensions of 1 mm×0.6 mm×1 mm is used
for the numerical computation. The base of the heat sink
is supplied with heat at a uniform temperature Tw. The
respective continuity, momentum and energy equations
governing the uid ow and heat transfer for the cooling
240 | T. Bello-Ochende
uid within the heat sink are:
∇(ρU) = 0 (1)
ρ(U ·∇U) + ∆P − µ∇2U = 0 (2)
ρCp(U ·∇T) − kf∇2T = 0. (3)
For the solidmaterial, themomentumand energy gov-
erning equations are:
U = 0, ks∇2T = 0, (4)
where U is the velocity vector, Cp, the specic heat of the
uids, µ the dynamic viscosity and kf and ks the thermal
conductivities of the uid and solid. These conservation
equations are solved over the fully discretized domain. A
one-dimensional uniform velocity with constant tempera-
ture is assumed at the inlet:
u(x, y, 0) = ν(x, y, 0) = 0;
w(x, y, z, 0) = U0;
T(x, y, 0) = T0. (5)
Zero normal stress at the outlet. No-slip, no-penetration
boundary condition is enforced on the n and wall sur-
faces. Symmetry boundary condition is applied to the do-
main to reasonably represent the physical and geometric
characteristics of ow through pin-n arrays. A constant
wall temperature Tw is imposed at the bottom of the mi-
cro pin-n. Uniform isothermal free stream (air) is used as
the working uid. Other ow-related assumptions imple-
mented include steady ow, laminar ow, incompressibil-
ity and constant uid and material properties.
The objective function or the measure of goodness of
thedesign is the total heat transfer rate. Thedimensionless
rate of heat transfer from the hot solid to the cold uid is
expressed as
Q = q/Lkf (Tw − T0)
, (6)
where q is the overall rate of heat transfer, Tw and T0 are
the wall and free-stream temperatures respectively.
3 Numerical formulation and
optimization
In this section the mass, momentum and energy conser-
vation Equations (1)-(5) are solved over the discretized
domain shown using the nite volume software¹ cou-
pled with the above-mentioned boundary conditions. A
1 Fluent Inc., Fluent Version 6 Manuals, Centerra Resource Park, 10
Cavendish Court, Lebanon, New Hampshire, USA, 2001.
(a)
(b)
Figure 1: (a) Physical model of micro nned heat sink. (b) Computa-
tional model of micro nned heat sink.
second-order upwind scheme was used in discretizing the
momentum equation while a SIMPLE algorithm was used
for the pressure velocity coupling. Convergence criteria
were set to less than1×10−4 for continuity andmomentum
residuals while the residual of energy was set to less than
1 × 10−7.
In order to verify the numerical model developed, grid
independence tests were carried out on the pin-n heat
sink. For the two row conguration, the test was carried
out on the pin-n heat sink, whose dimensions are given
in Table 1. The analysis was conducted for various control
volume mesh sizes until the deviation in dimensionless
heat transfer rate Q was negligible with the nest mesh
consisting of 615 000 cells. The maximum average dier-
ence of Q encountered when using a mesh having greater
than 159 768 cells was 2.2%, giving the condence that the
simulations carried out based on a 178 488-celled mesh
provide satisfactory numerical accuracy.
The validation of the CFD1 code used was carried out
by comparing the numerical results obtained using this
code with the analytical results obtained from the inves-
tigation carried out by [12] who analysed the performance
of a cylindrical pin n heat sink in laminar forced convec-
tion using thermal resistance network. The solution trends
were in agreement with previous work [12] with a relative
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dierence of between 5% to 21% as shown in Table 2a and
15% to 18% in Table 2b.
For the three row conguration, three mesh sizes of
147 546 cells, 182 358 cells and 605 300 cells respectively
were used for the verication procedure, it was found that
the maximum dierence in the dimensionless rate of heat
transfer Q between the three mesh sizes is <1%. This gives
condence that ameshwith 182 358 cells will give satisfac-
tory accuracy in the prediction of the heat transfer across
the n array.
3.1 Optimization problem
The objective of the optimization problem is to nd the
best geometric conguration of pin diameter, n height
(for case one) and inter n spacing that will maximize the
rate of heat transfer from the solid to the uid. The auto-
mated optimization problem was carried out in MATLAB²
coupled with the DYNAMIC-Q algorithm [13, 14], the mesh
generation code GAMBIT1 and a nite volume code1. De-
tailed discussion of the optimization procedure is outlined
in reference [10, 15, 16].
3.2 Constraints
Total Fin Volume Constraint: In heat sink design, weight
andmaterial cost of ns are limiting factors. Therefore, the
total volume of the cylindrical ns is xed to a constant
value.
V = V1 + V2 + ... + Vn = constant
∴
∑
Vi = Constant∑ piD2i
4 Hi = C (7)∑
D2i Hi =
4C
pi
for i = 1, 2 and 3...n,
where V is the volume of the ns and n the numbers of
rows of ns, and C a constant associated with the volume.
Manufacturing Restraint: Pin-n manufacturing and size
constraint allows for typical aspect ratios in the range of
0.5 and 4 [17, 18]. Considering fabrication techniques, inter
n spacing is limited to 50 microns [19, 20].
2 The MathWorks, Inc., MATLAB & Simulink Release Notes for
R2008a, 3 Apple Hill Drive, Natick, MA, 2008.
4 Scale analysis
Consider Figure 1a, let z be the n positions along the plate
and h be the heat transfer coecient, the question how
should rows of sequential ns be sized? We need to make
the shape of each n so that each n is ofminimumweight
that is maximum heat transfer rate density. Using scale
analysis, at the point of optimal conguration the scale of
convective heat transfer scales as that of conduction heat
transfer from the n, using the procedure outline for two
pin ns [2] formulti-scale nswith ve row,we havemath-
ematically,
ksD2 ∆TH ∼ hDH∆T . (8)
Next, if h depends on thenposition z along theplate such
that h1(z1) 6= h2(z2) 6= h3(z3) 6= h4(z4) 6= h5(z5). The
total heat transfer from the ns scale as(
h1D1H1∆T1 + h2D2H2∆T2 + h3D3H3∆T3
+ h4D4H4∆T4 + h5D5H5∆T5
)
(9)
∼ ks
(
D21
H1
∆T1 +
D22
H2
∆T2 +
D23
H3
∆T3
+ D
2
4
H4
∆T4 +
D25
H5
∆T5
)
.
Assuming that,
∆T1 ∼ ∆T2 ∼ ∆T3 ∼ ∆T4 ∼ ∆T5 = ∆T . (10)
Where ∆T is the temperature between successive ns,
Equation (9) is to be maximized subject to the total vol-
ume, scales as D21H1 + D22H2 + D23H3 + D24H4 + D25H5. We
seek the extremum of
ϕ = D
2
1
H1
+ D
2
2
H2
+ D
2
3
H3
+ D
2
4
H4
+ D
2
5
H5
+ λ
(
D21H1 + D22H2 + D23H3 + D24H4 + D25H5
)
,(11)
where λ is the Lagrange multiplier. From Equation (8) we
nd that the diameter of each n must scale as
D
H2 ∼
h
ks
. (12)
From Equations (9) and (10) we have
ϕ =(
D3/21 h1/21 + D3/22 h1/22 + D3/23 h1/23 + D3/24 h1/24 + D3/25 h1/25
)
+λ
(
D21h−5/21 + D22h−5/22 + D23h−5/23 + D24h−5/24 + D25h−5s/25
)
.
(13)
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Table 1: Heat sink dimensions used for the code validation process
D1 (mm) D2 (mm) H1 (mm) H2 (mm) s (mm) L1 (mm) L (mm) HT (mm)
0.15 0.25 0.3 0.6 0.2 0.6 1 1
Table 2: Validation of code for thermal resistance versus (a) pin diameter (b) pin height
(a)
D (mm) Present Study Rth (K/W) [12] Rth (K/W) Relative Dierence
1.0 122 148 0.21
1.5 92 92 0.00
2.0 66 66 0.00
2.5 51 48 0.05
(b)
H (mm) Present Study Rth (K/W) [12]] Rth (K/W) Relative Dierence
6 127 104 0.18
8 96 80 0.17
10 78 66 0.15
12 66 56 0.15
14 59 50 0.15
Minimizing ϕ with respect to D1, D2, D3, D4, D5 we have
that
D1 = −
3h1
5λ , D2 = −
3h2
5λ , D3 = −
3h3
5λ
D4 = −
3h4
5λ , D5 = −
3h5
5λ (14)
and D2D1
= h2h1
, D3D2
= h3h2
, D4D3
= h4h3
, D5D4
= h5h4
.
From Eqaution (10) we have that
D1
H21
∼ h1ks ,
D2
H22
∼ h2ks ,
D3
H23
∼ h3ks
D4
H24
∼ h4ks ,
D5
H25
∼ h5ks . (15)
Combining Equations (12) and (13) we have that the scale
of the height ratio is
H2
H1
∼ H3H2 ∼
H4
H3
∼ H5H4 ∼ 1. (16)
Similarly [2], if we make the assumption that the convec-
tive coecients is nearly the same (implying that the diam-
eters are nearly the same) for all the ns locations and we
maximizes Equation(9) subject to the volume constraints
we have that,(
H2
H1
=
(
∆T2
∆T1
)1/2
≤ 1, H3H2
=
(
∆T3
∆T2
)1/2
≤ 1,
H4
H3
=
(
∆T4
∆T3
)1/2
≤ 1, H5H4
=
(
∆T5
∆T4
)1/2
≤ 1,
)
(17)
and, (
D2
D1
∼
(
∆T2
∆T1
)
≤ 1, D3D2
∼
(
∆T3
∆T2
)
≤ 1,
D4
D3
∼
(
∆T4
∆T3
)
≤ 1, D5D4
∼
(
∆T5
∆T4
)
≤ 1,
)
(18)
for ∆T1 ≥ ∆T2 ≥ ∆T3 ≥ ∆T4 ≥ ∆T5.
The scale analysis result is a useful guide in mathematical
optimization that would be discuss in the next section. For
the numerical optimization the number of rows would be
limited to three.
5 Numerical results
5.1 Double row conguration
For the case when n is equal to two (double row), the op-
timization procedure was conducted using the DYNAMIC-
Q algorithm for Reynolds numbers ranging from 30 to 411
with the eect of Reynolds number Re on the pin-n geom-
etry. Geometric conguration and heat transfer capabili-
ties are investigated for the heat sink shown in Figure 1b.
Figure 2a shows that the optimal n-height ratio is in gen-
eral independent of Reynolds number. This is evident in
the insignicant change of the optimal n-height ratio
over the Re. This implies that for maximum heat transfer,
the pin-ns in the rst row should be slightly higher than
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the ns in the next row, these results also agrees with the
scale analysis prediction that D2D1 ∼
(H2
H1
)2 = ∆T2∆T1 ≤ 1, we
can see that the aspect ratio of all the geometric parame-
ters are less than 1 as shown in Figures 2a and 3a respec-
tively.
Results obtained from the optimization problem show
that the optimal spacing sopt between thepin-ns remains
unchanged regardless of the Reynolds number value ap-
plied across the length of the control volume. This con-
stant value coincides with the allowable spacing due to
manufacturing restraints.
Figure 2a also shows a small increase in the optimal
n-diameter ratio with Reynolds number. With an error of
less than 1%, the results can be correlated as:(
D2
D1
)
opt
= 0.464Re0.0314. (19)
The results further imply that the non-uniformity of the di-
ameters of ns in the various rows plays a vital role in the
heat transfer rate of pin-ns heat sinks. Furthermore, the
results show that at lower Re, the diameter of the pin-ns
in the rst row should be about twice the diameter of those
in the second row in order to achieve the maximum heat
transfer rate, while at higher Reynolds numbers it should
be about 1.8 times the diameter of those in the second row.
Figure 2b establishes the fact that the optimal rate of
heat transfer increases with an increase in Reynolds num-
ber. This relationship between the maximum (optimal) di-
mensionless rate of total heat transfer Q and Reynolds
number can be given by the expression:
Qmax = σRe0.323, (20)
where σ is a constant dependent on the thermal conduc-
tivity ratio γ and themicro pin geometry. The thermal con-
ductivity ratio is simply the ratio of the solid’s thermal con-
ductivity to that of the uid’s (γ = ks/kf ). The correlation
given in Equation (20) correlates with an error of less than
1% to the CFD results produced and it is in agreement with
the work published by [11]. For a xed thermal conductiv-
ity ratio of 100 and for microscale applications, the con-
stant σ was found to be 9.78.
The eect of the thermal conductivity ratio γ on the
maximized rate of heat transfer and the geometrical ratio
of the micro-pin ns was investigated. Figure 3a show that
the thermal conductivity ratio has no eect on the pin-n-
diameter ratio and height ratio. Their aspect ratio is less
than or equal to one as predicted in Equations (16), (17)
and (18).
Figure 3b shows that themaximized rate of heat trans-
fer increases as the thermal conductivity ratio increases.
However, at higher thermal conductivities (γ > 1000), the
rate of heat transfer approximately reaches a maximum
and as the thermal conductivity ratio increases, the heat
transfer rate is invariant with γ. This is due to the fact that
convection rather than conduction is the more dominant
medium thus rendering the thermal conductivity property
of little importance.
5.2 Triple row conguration
In case two that is when n equal to three, the vertically
arranged micro pin-ns form part of a three-row-nned
array with row-specic diameters D1, D2 and D3 respec-
tively. The various rows are spaced by a distance s1 and
s2 as depicted in Figure 1b. Uniform row height assump-
tion was made (from results obtained from n = 2 and scale
analysis). Therefore, H1 = H2 = H3.
The optimized geometric parameters (Figure 4a) pre-
dict that pin-ns in the rst row D1 should be larger than
the pin-ns in the next row with this decreasing diame-
ter trend continuing to the third row. It further shows that
the optimal trend of the respective pin diameters D1, D2
andD3 changes slightly as theReynoldsnumber across the
nned array increases. It indicates that as the uid velocity
is increased, the pin diameter of the ns in the rst row de-
creases slightly while the diameter of the ns in the third
row increases slowly. The pin diameters in the penultimate
row show independence with regard to an increasing Re.
An optimal search of the geometric parameters of the
heat sinks that maximizes the heat transfer rate showed
that as the Reynolds number increases, the dimensionless
heat transfer rate also increases. The results are shown
in Figure 4b; it explains the fact that the convective heat
transfer coecient is a strong function of the uid veloc-
ity. For a thermal conductivity ratio of 100, the relationship
between Reynolds number and the maximal rate of heat
transfer can be correlated within an error of 1% as:
Qmax = 8.45Re0.375. (21)
The eect of various materials on the maximised rate of
heat transfer of the heat sink was also investigated.
From Figure 5a, results show that for a Reynolds num-
ber of 123, the pin diameters for each row stay constant
with an increase in the conductivity ratio γ. This result im-
plies that solid-uid medium combination is insignicant
with regard to the geometric design of such heat sinks. It
shows that the design is robust with respect to the con-
ductivity ratio. In addition, it is intuitive that the mini-
mum allowable spacing due to manufacturing constraints
of 50 µm is the optimal spacing separating the pin-ns in
the various rows.
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(a) (b)
Figure 2: (a) The influence of Reynolds number on the optimized geometric conguration, for thermal conductivity ratio of 100 for double
row nned heat sink. (b) The maximized rate of heat transfer as a function of Reynolds number with the conductivity ratio γ equal to 100 for
double row nned heat sink.
(a) (b)
Figure 3: (a) The eect of the thermal conductivity ratio on the optimized geometric conguration of a double row nned heat sink at a
Reynolds number of 123. (b) The eect of the thermal conductivity ratio on the maximized rate of heat transfer at a Reynolds number of
123.
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(a) (b)
Figure 4: (a) The relationship between the optimal congurations for each n row as a function of Reynolds number for triple rows for a
thermal conductivity ratio of 100. (b) The relationship between the optimal dimensionless rate of heat transfer and Reynolds number for a
triple row heat sink for a thermal conductivity ratio of 100.
(a) (b)
Figure 5: (a) The eect of the thermal conductivity ratio on the optimized geometric Congurations for a triple row nned heat sink at a
Reynolds number of 123. (b) The eect of the conductivity ratio on the maximized heat transfer rate for a triple row micro heat sink for a
Reynolds number of 123.
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(a) (b)
Figure 6: (a) The eect of Reynolds number on the maximum heat transfer for both the optimized double row micro-pin ns and triple row
micro-pin ns heat sink. (b) he eect conductiviy ratio on the heat transfer for both the optimized double row micro-pin ns and triple row
micro-pin nned heat sink.
Table 3: Optimal results for various computational widths.
L1 (mm) D2/D1 D3/D2 Q
0.4 0.799 0.792 52.3
0.5 0.779 0.782 50.9
0.6 0.802 0.775 50.8
0.8 0.786 0.797 52.7
Figure 5b further shows that an increase in the ther-
mal conductivity ratio γ causes an increase in the maxi-
mal heat transfer rate. However, varying gradients of the
dimensionless heat transfer rate as a function of γ are ex-
perienced with higher positive gradients experienced at
lower γ (less than 500) and almost zero gradients for con-
ductivity ratios greater than 1 000. The results suggest that
a heat sinkdesigned to operatewithin amediumwhere the
conductivity ratio is about 400 will perform very well and
increasing the conductivity ratio will not signicantly in-
crease the dimensionless heat transfer rate.
Table 3 shows the optimal parameters for various com-
putational widths. The results show that optimal geomet-
ric design parameters are insensitive to the computational
width.
5.3 Comparison between triple rows
micro-pin ns to double row pin ns
Figures 6a and 6b shows the eect of Reynolds number
and conductiviy ratio on the heat transfer for both the
optimized double row ns and triple row micro pins, it
is observed that as the Reynolds number increases the
heat transfer rate also increases. The triple rows pin ns
have a larger heat transfer rate when compared to the dou-
ble rows micro pin ns for the same amount of material.
The same behaviour is observed for Figure 6b, that the
triples row micro pin ns gives a higher heat transfer as
the thermal conductivity ratio increases. It was found that
by adding a third rowof pin-ns, the rate of heat transfer is
enhancedwith enhancement greater than 10% achievable
for Re > 100. However, the enhancement rate decreases at
higher thermal conductivity ratio γ.
6 Conclusion
Thisworkhas demonstrated the eective use ofmathemat-
ics optimization coupled with geometric constraints for
the design of optimum micro-pin ns heat sinks for max-
imum heat removal capabilities. The numerical optimiza-
tion technique implemented shows that variable geometry
in the various rows of a nned arraywill bring aboutmaxi-
mized rate of heat transfer. However, itwas discovered that
the inuence of non-uniformnheight to the optimal solu-
tion is quite negligible. Themaximized heat transfer rate is
a result of a balanced conduction-convection ratio. Results
also proved that thermal conductivity ratio does not inu-
ence the optimal geometrical conguration of such heat
sinks. It was found that by adding a third row of pin-ns
with a reduced degree of freedom, the rate of heat transfer
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is enhanced with enhancement greater than 10% achiev-
able for Re > 100. Future work will include inserting the
micro-pin ns of dierent cross-sectional shape inside a
micro-channel heat sink and relaxing the axial length. The
optimal design of micro-pin ns heat sink is expected to
facilitate the heat ow for maximum heat transfer in the
design of heat exchangers for the cooling of electronic de-
vices.
Acknowledgement: The author acknowledges Mr F.U.
Ighalo, Profs J.P. Meyer and Adrian Bejan for their contri-
bution to this work, and the South African National Re-
search Foundation (NRF) for its nancial support.
References
[1] Khan W.A., Culham J.R., Yovanovich M.M., Optimization of pin-
n heat sinks using entropy generation minimization, IEEE
Trans. Compon. Packag. Technol., 2005, 28, 1–13.
[2] Bello-Ochende T., Meyer J.P., Bejan A., Constructal ducts with
wrinkled entrances Int. J. Heat Mass Transfer, 2009, 53, 3628–
3633.
[3] Bello-Ochende T., Meyer J.P., Ighalo F.U., Combined numerical
optimizationand constructal theory for thedesignof heat sinks,
Numer. Heat Tran. A, 2010, 58, 1–18.
[4] Lorenzini G., Biserni C., Garcia F.L., Rocha L.A.O., Geometric op-
timization of a convective T-shaped cavity on the basis of con-
structal theory, Int. J. Heat Mass Transfer, 2012, 5(23-24), 6951–
6958.
[5] Peles Y., Koşar A., Mishra C., Kuo C., Schneider B., Forced con-
vective heat transfer across a pin nmicro heat sink, Int. J. Heat
Mass Tran., 2005, 48, 3615–3627.
[6] Khan W.A., Yovanovich M.M., Optimization of pin-n heat sinks
in bypass flow using entropy generation minimization method,
(Proceedings of IPACK 2007), Vancouver, Canada, 2007.
[7] Soodphakdee D., Behnia M., Copeland D.W., A comparison of
n geometries for heatsinks in laminar forced convection: Part
I - round, elliptical, and plate ns in staggered and in-line con-
gurations, Int. J. Microcir. Elect. Packag., 2001, 24, 68–76.
[8] Tahat M., Kodah Z.H., Jarrah B.A., Probert S.D., Heat transfers
from pin-n arrays experiencing forced convection, Appl. En-
erg., 2000, 67, 419–442.
[9] Chiang K., Chang F., Application of response surface methodol-
ogy in the parametric optimization of a pin-n type heat sink,
Int. Comm. Heat Mass Tran., 2006, 33, 836–845.
[10] Chiang K., Chang F., Tsai T., Optimum design parameters of pin-
n heat sink using the grey- fuzzy logic based on the orthogonal
arrays, Int. Comm. Heat Mass Tran., 2006, 33, 744–752.
[11] Bello-Ochende T., Meyer J.P., Bejan A., Constructal multi-scale
pin-ns, Int. J. Heat Mass Transfer 2010, 53, 2773–2779.
[12] Khan W.A., Culham J.R., Yovanovich M.M., Performance of
shrouded pin-n heat sinks for electronic cooling, J. Thermo-
phys. Heat Transfer, 2006, 20, 408–414.
[13] Snyman J.A., Practical Mathematical Optimization: An Intro-
duction to Basic Optimization Theory and Classical and New
Gradient-Based Algorithms, Springer, New York, 2005.
[14] Snyman J.A., Hay A.M., The DYNAMIC-Q Optimization Method:
An Alternative to SQP? Comput. Math. Appl., 2002, 44, 1589–
1598.
[15] Ighalo F.U., Optimization of Micro-channels and Micro-pin-n
Heat Sinks with Computational Fluid Dynamics in Combination
with a Mathematical Optimization Algorithm, M.Eng. Thesis,
University of Pretoria, South Africa, 2011.
[16] Ighalo, F.U., Bello-Ochende, T., Meyer, J.P., Geometric optimiza-
tion of multiple-arrays of micropin-ns, (Proceeding of the 8th
ASME/JSME Thermal Engineering Joint Conference, AJTEC 2011),
Honolulu, Hawaii, United States of America, 2011.
[17] Achanta V. S., An experimental study of endwall heat transfer
enhancement for flow past staggered non-conducting pin n ar-
rays, PhD Thesis, Department ofMechanical Engineering, Texas
A & M University, U.S.A., 2003.
[18] Lyall M.E., Heat transfer from low aspect ratio pin ns, PhD The-
sis, Department of Mechanical Engineering, Virginia Polytech-
nic Institute and State University, 2006.
[19] Husain A., Kim K., Shape optimisation of micro-channel heat
sink for micro-electronic cooling, IEEE Trans. Compon. Packag.
Technol., 2008, 31, 322–330.
[20] Li J., Peterson G.P., Geometric optimisation of a micro heat sink
with liquid flow, IEEE Trans. Compon. Packag. Technol., 2006,
29, 145–154.
© 2015 H. Mercado-Mendoza and S. Lorente, licensee De Gruyter Open.
This work is licensed under the Creative Commons Attribution-NonCommercial-NoDerivs 3.0 License.
Open Eng. 2015; 5:206–212
Research Article Open Access
Hugo Mercado-Mendoza and Sylvie Lorente*
Impact of the pore solution on the aqueous diusion through
porous materials
Abstract: This paper reviews the main advances of our
group on the measurements of the diusion coecient
through partially saturated porous materials. The tech-
nique that we developed is based on the denition of
an equivalent electrical model reproducing the behavior
of the porous microstructure. The electrical characteris-
tics aremeasured bymeans of Electrochemical Impedance
Spectroscopy. After validating the approach on saturated
samples, the method was applied to partially saturated
materials. We showed that the pore solution ionic compo-
sition has not impact on the results, and documented the
eect of the pore size distribution on the macroscopic dif-
fusion coecient.
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1 Introduction
The diusion coecient is a macroscopic parameter that
depends on the characteristics of both the diusing
species and the porous material involved in the diusion
process [1–3]. This parameter is of extreme importance in
several domains. In nuclear engineering, the connement
of nuclear waste is done by means of cement-based ma-
terials, and its success depends on knowing the diusion
coecient. In civil engineering applications, species such
as chloride may invade the pore network of the material,
Hugo Mercado-Mendoza: Laboratoire ICube (INSA / Université de
Strasbourg), Département Mécanique, Equipe Génie Civil et Energé-
tique, 2 rue Boussingault, F-67000 Strasbourg, France
*Corresponding Author: Sylvie Lorente: Université de Toulouse,
UPS, INSA, LMDC (Laboratoire Matériaux et Durabilité des Construc-
tions), 135 Avenue de Rangueil, F-31077 Toulouse Cedex 04, France,
E-mail: lorente@insa-toulouse.fr
This paper was presented during 10th International Conference on
Diusion in Solids and Liquids, June 23-27, 2014, Paris, France.
reach the reinforcement bars of concrete structures and
trigger the initiation of corrosion.
Most techniques rely still today on saturated samples
[1, 4–11]. Yet, in-situ structures are hardly encountered in
saturated state. There is a strong need, not only in the do-
main of civil engineering but also in nuclear engineering
and nuclear waste disposal, to determine the relationship
between aqueous diusion coecients and the saturation
level of the materials. The objective of this paper is to re-
view the progressmade by our group in developing a tech-
nique based on Electrochemical Impedance Spectroscopy
to determine the diusion coecient through non satu-
rated porous materials.
2 Materials and methods
Two dierent kinds of materials were tested: TiO2 samples
as non-reactive porous material and cement pastes sam-
ples as reactive porous systems. The TiO2 ceramics was
chosen for being inert vis-à-vis chloride and alkali ions,
unlike concrete. Their geometry was cylindrical (110 mm
in diameter, 15 mm in thickness). The cement paste sam-
ples were based on type-I and type-V cement (i.e. blended
cement) with water-to-cement ratio of 0.4 and 0.43 respec-
tively. The samples were kept in humid chamber at con-
trolled temperature of 20◦C before being demolded after
24 hours. Then theywere kept in the same chamber for sev-
eral months. At the end of the curing period, the cylinders
were sawed into thin samples. The materials microstruc-
ture was characterized through apparent density and wa-
ter porosity measurements following the protocol [12]. Ta-
ble 1 gives the results obtained as an average of three mea-
surements.
Table 1: Microstructure characteristics.
Material Apparent density, kg/m3 Water porosity
type-I paste 1580 0.39
type-V paste 1594 0.37
TiO2 3571 0.4
Impact of the pore solution on the aqueous diusion through porous materials | 207
Figure 1: EIS cell.
Cement pastes samples were placed in chambers at con-
trolled relative humidity until equilibrium before being
tested with Electrochemical Impedance Spectroscopy.
Impedance measurements were performed with an
impedance analyzer (HP 4294A), with an amplitude of
the sinusoidal voltage of 200 mV, and a frequency range
of 40 – 110 106 Hz. The values of the measured impedance
were plotted on Nyquist plots, before analysis. Each elec-
trode was made of copper with a thin mattress of stainless
steel, and protected by a PVC envelope (see Figure 1). The
mattress of stainless steel was thick and exible enough
to ensure a very good contact with the sample when a
light compression was applied between the two PVC con-
tainers. The test lasted less than ve minutes per sample.
Every result presented in this paper corresponds to an av-
erage of 3 to 4 tests, one test per day, in a room at constant
temperature.
The Nernst-Einstein relation reads
µ = zFDbulkRT , (1)
where Dbulk is the diusion coecient in an innitely di-
luted solution, and µ is the ionic mobility, which is linked
to the electrical conductivity σ through [13]
µ = Fzσ. (2)
The formation factor Ff is the ratio of thepore solution con-
ductivity σbulk to the conductivity of thematerial saturated
with the same pore solution σmat. This ratio is the same as
the ratio of an ion diusion coecient in the pore solution
Dbulk to the diusion coecient of the same ion through
the material.
Ff =
σbulk
σmat
= DbulkD . (3)
[14, 15] gave a very good overview on the applicability of
the notion of formation factor to cementitious materials.
Indeed the formation factor corresponds to a global factor
characterizing the pore structure of the material. Dbulk is
available in books of chemistry (e.g. [13]), while the mate-
rial conductivity is obtained from
σmat = LARmat
, (4)
where A is the sample cross-section, and Rmat is the
saturated material electrical resistance. As shown in the
next section the value of Rmat depends on the type of
equivalent electrical circuit that is associated with the
Nyquist diagram. Whatever the electrical model chosen,
the impedance of the equivalent circuit is given by:
Z(ω) = Zreal(ω) + iZimag(ω). (5)
One of the biggest challenges in electrochemical
impedance spectroscopy is to propose an electrical model
that not only ts at best the experimental results, but also
corresponds to an actual description of thematerial tested.
The diculty lies in the fact that the solution of the prob-
lem is not unique, meaning that several electrical circuits
may correspond to the same diagram on the Nyquist plot
[16, 17]. The circuit is made of the assembly in series of two
blocks: one block describes thematerial, while the second
one represents the electrodes and their interface. The lat-
ter is built as the assembly in parallel of a resistance RE
and a constant phase element QE. The material itself can
be viewed as an assembly of simple electrical elements
(Figure 2). It is represented by a combination in parallel of
three ways to transfer electrical charges:
– The continuous conductive paths represent the frac-
tion of opened and connected pores. They are rep-
resented by a resistance in the equivalent electrical
model, RCCP which is the material resistance we are
interested in: Rmat.
– The solid matrix plays the role of non-ideal capacitor,
modeled by a constant phase element Qmat.
– The discontinuous pore paths are pore paths sepa-
rated by solid layers. The association in series of a re-
sistance RCP and a constant phase element QDP rep-
resents this path, where CP means continuous por-
tion and DP discontinuous point. The microstructure
model is then associated in series with the block rep-
resenting the contribution of the electrodes, as shown
in Figure 2.
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Figure 2: Electrical equivalent microstructural model.
Generally, the impedance of each simple element consti-
tuting the equivalent circuit is
Z(ω) = R (6)
for the resistance, and
Z(ω) = 1Q(iω)α (7)
for the constant phase element, where the constant Q is
the equivalent capacitance (1/|Z|) at ω = 1 rad/s. As a re-
sult, the equivalent impedance of the entire circuit is
Z(ω) =
(
1
Rmat
+ 1
RCP + 1QDP(iω)αDP
+ Qmat(iω)αmat
)−1
+
(
1
RE
+ QE(iω)αE
)−1
. (8)
Equation (8) represents both the sample of material
and the two electrodes constituting the experiment. This
equation contains nine unknowns: the three resistances
(Rmat , RCP , RE), the three equivalent capacitances (Q
terms), and the three α factors appearing in the constant
phase element expressions. The tting procedure consists
of solving the equation
Z(ω) − Zexp(ω) = 0, (9)
where the nine electrical characteristics (R, Q, α) are un-
known. The optimization is based on the Simplex algo-
rithm [18, 19]. The code was developed in the Matlab envi-
ronment. Finally, once Rmat is obtained, the diusion co-
ecient can be calculated from Equations (3) and (4).
Figure 3: Example of EIS results on TiO2 sample.
3 Impact of the pore solution
composition
Three samples of TiO2 disks were vacuum saturated (fol-
lowing the protocol [12]) with articial solutions presented
in Table 2.
Figure 3 presents an example of result corresponding
to the EIS test of TiO2 sample. Note that the minimum of
the imaginary part is obtained for a frequency of 61593 Hz,
leading to an overall material resistance of 126 Ω. The ca-
pacitive branch measured in the lower frequencies high-
light the eect of the interface between the electrodes and
the material. The capacitive loop obtained above ωmat is
typical of the material itself [20].
The samples saturated with the rst two solutions
were dried after the tests and vacuum saturated againwith
the same solution to which 20 g/L of NaCl was added. This
led respectively to ionic strengths of 0.496 mol/L for solu-
tion 1 + NaCl, and 0.586 mol/L for solution 2 + NaCl.
The formation factor Ff was determined in each case
from the EIS measurements. Its variation is small and in
the range of discrepancy of the experiments. The results
obtained are gathered in Figure 4. They show that the for-
mation factor of this non-reactive material is not aected
by a change in ionic strength, at least in the range of ionic
strengths tested. Extending this result to the value of the
diusion coecient of an ionic species thanks to Equa-
tion (3), means that the ionic diusion coecient will not
vary when the ionic strength of the pore solution changes,
thus will not vary when the pore solution concentration
of the various ions in presence change. Such results are in
agreement with previous works of our group (see for ex-
ample [21] and [3]).
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Table 2: Pore solutions
Solution Na+ (mol/m3) K+ (mol/m3) OH− (mol/m3) Ionic strength (mol/L)
Solution 1, from type-I cement paste 31.5 122.8 154.3 0.154
Solution 2, from type-V cement paste 70.6 173.9 244.6 0.245
Solution 3 127.6 510.6 638.3 0.638
Figure 4: Formation factors as a function of the ionic strength.
4 Impact of the saturation level
We present in Figure 5 the EIS results obtained for the
dierent water saturation levels, Sl in the case of a type
I cement paste. Because a test lasts less than 5 minutes,
we considered that the saturation state of the material re-
mained constant during the experiment.
When thewater saturation level Sl is 97.3%, the results
plotted in theNyquist diagram resemble the ones obtained
in the fully saturated state. The two capacitive loops be-
gin to appear clearly in the diagram when Sl = 0.67, while
the inexion of the experimental curve between the sec-
ond capacitive arc and the part due to electrodes interface
becomes smoother.
The diagram for Sl = 0.50 exhibits a drastic change.
One capacitive loop is still visible in the highest frequency
while the other loop seems to be mixed with what was a
tail due to the electrodes for higherwater saturation levels.
When Sl continues to decrease, the two capacitive arcs are
not detectable anymore.
Figure 5 also shows the numerical Nyquist plots cor-
responding to the Simplex algorithm optimization. The
model ts with very good accuracy the experimental re-
sults. The microstructure model chosen in this work is ro-
bust and describes the material behavior for all the water
saturation levels studied.
From the strict viewpoint of determining an ionic dif-
fusion coecient, the parameter of interest is the one char-
acterizing the continuous conductive paths, Rmat. When
the porous system is fully saturated or almost fully satu-
rated, the Rmat resistance corresponds to the value of the
equivalent circuit impedance for which the imaginary part
is null, for a frequency located between the two extreme
frequency values. Thismeans that there is noneed for a so-
phisticated model to obtain from the Nyquist diagram the
information with which the sample diusion coecient
can be calculated. Note that in practice the equivalent cir-
cuit impedance does not have a null imaginary part but
rather reaches a minimum value.
As shown in Figure 5, the Nyquist diagram shape
changes drastically when the water saturation level de-
creases. In this case, the electricalmodel is absolutely nec-
essary because the resistance cannot be extracted directly
from the plot, whereas Rmat remains a result from the
microstructure-basedmodel for any value of the water sat-
uration level.
The values of the formation factor are presented in Fig-
ure 6 as a function of the water saturation level together
with the chloride diusion coecient. The formation fac-
tor is a macroscopic parameter that accounts for the ge-
ometry of the porous system through the tortuosity of the
network, its constrictivity and connectivity [22, 23]. We see
from Figure 6 that it does not remain a constant because
its value depends on the electrical conductivity of the pore
network; this is why the formation factor gives not only a
global image of the pore network geometry but also of the
saturation state of the material.
The chloride diusion coecient decreases regularly
with the saturation level as it can be seen on the log di-
agram, which means that there is continuity in the liq-
uid fraction all over the sample. From a fully saturated
state to Sl = 0.18, the chloride diusion coecient de-
creases by three orders of magnitude, moving from about
1.8×10−11m2/s to 5.5×10−15m2/s in the case of the type I
cement pastes. The decrease in the diusion coecient is
sharper in the case of the cement pastes with mineral ad-
ditions (type V). The diusion coecient is of the same or-
der of magnitude when the samples are saturated, but one
order of magnitude lower than the type I pastes when the
saturation level is of 20%, even though the water poros-
ity of the samples is identical. The dierence in results is
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Figure 5: Experimental and modeled Nyquist plots for the dierent water saturation levels of type I cement paste; (a) Sl = 0.973, (b) Sl =
0.966, (c) Sl = 0.88, (d) Sl = 0.67, (e ) Sl = 0.50, (f) Sl = 0.30, (g) Sl = 0.18.
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Figure 6: Formation factor and chloride diusion coecient as a
function of the water saturation level.
to be found in the pore size distribution of such materi-
als. Type V cement pastes possess typically the same total
pore volume as type I (see Table 1). Yet, their pore size is
much smaller as mercury intrusion porosimetry tests can
demonstrate [24] and thismake themmore sensitive to dry-
ness.
5 Concluding remarks
The objective of this work was to review the progress of
our group on the impact of the pore solution on diu-
sion through saturated and non-saturated materials. The
method chosen to characterize diusion is based on the
electrical analogy between current transport and diu-
sive transport, and uses Electrochemical Impedance Spec-
troscopy.
The electrical equivalent model based on the material
microstructure proved to be robust over the entire range of
water saturation levels, capturing the main features of the
material microstructure.
Acknowledgement: This work was supported by a con-
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Nomenclature
A Sample cross section [m2]
Dbulk Diusion coecient in an innitely diluted solution,
[m2.s−1]
F Faraday constant, [C.mol−1]
Ff Formation factor, [-]
L Sample thickness, [m]
Q Equivalent capacitance of a constant phase
element, [F]
R Ideal gas constant, [J.mol−1.K−1]
R Electrical resistance, [Ω]
Sl Saturation level, [-]
T Temperature, [K]
Z(ω) Impedance [Ω]
z Valency of an ionic species, [-]
Greek letters
α Phase constant of a Q element, [-]
µ Electrochemical mobility of an ionic species,
[m2.s−1.V−1]
σ Electrical conductivity, [S.m−1]
ω Angular frequency, [rad.s−1]
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Abstract: The wave energy conversion into electricity has
been increasingly studied in the last years. There are sev-
eral proposed converters. Among them, the oscillatingwa-
ter column (OWC) device has been widespread evaluated
in literature. In this context, the main goal of this work
was to perform a comparison between two kinds of physi-
cal constraints in the chimney of the OWC device, aiming
to represent numerically the pressure drop imposed by the
turbine on the air flow inside the OWC. To do so, the con-
servation equationsofmass,momentumandoneequation
for the transport of volumetric fraction were solved with
the finite volumemethod (FVM). To tackle thewater-air in-
teraction, themultiphasemodel volume of fluid (VOF)was
used. Initially, an asymmetric constraint inserted in chim-
ney duct was reproduced and investigated. Subsequently,
a second strategywas proposed, where a symmetric physi-
cal constraint with an elliptical shapewas analyzed. It was
thus possible to establish a strategy to reproduce the pres-
sure drop in OWC devices caused by the presence of the
turbine, as well as to generate its characteristic curve.
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1 Introduction
Nowadays, the investments in exploration of new energy
sources are growing, especially in those called renewable
energy sources. Renewables aremainly focused on the uti-
lization of solar, wind, biomass and geothermal sources.
The diversification of sources should be a target to reach
in order to expand and vary the choice [1]. This kind of
energy can help to comply with the energetic demand of
the world, which had a global energy consumption in 2011
of nearly 1.6 × 107 MW, 60% higher than that consumed
in 1980 [2]. So far, the main source of energy to reach this
demand has been based on the consumption of fossil fu-
els. Among several ways to obtain energy from renewable
sources, the conversion of the oceanwave energy into elec-
trical power can be an attractive alternative for countries
with large coastal regions, such as Brazil.
Ocean energy sources can have different classifications.
Undoubtedly, the most relevant are the ocean tidal energy
(caused by interaction between the gravitational fields of
Sun and Moon), the ocean thermal energy (direct conse-
quence of solar radiation incidence), the ocean currents
energy (originated from the gradients of temperature and
salinity and tidal action) and, finally, the ocean wave en-
ergy (which results from thewind effect over the ocean sur-
face) [3].
The criterion used to classify Wave Energy Converters
(WEC), in most references, is associated with the installa-
tion depth of the device. In this context, theWECs are clas-
sified as: Onshore devices (with access by foot), Nearshore
devices (with water depths between 8 and 20 m), and Off-
shore devices (with water depths higher than 20m). Other
possible classification is related to the main operational
principle of the wave energy converters. The main oper-
ational physical principles mainly described in literature
are: Oscillating Water Column (OWC) devices, Floating
Bodies (or surging) devices and Overtopping devices [4].
In the present work, the main operational physical princi-
ple of OWC converter is numerically studied. The purpose
here is to consider, in the computationalmodel, a physical
constraint in the chimney outlet mimicking the effect of
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the turbine over the fluid flow inside the OWC device, and
its interactions with wave flow. This work will allow future
investigations about the turbine influence on the design
of an OWC chamber. An analogous approach was already
employed by Liu et al. [5]. Moreover, this study has the aim
to investigate the employment of two different physical re-
strictions in the outlet chimney of the OWC chamber. More
precisely, the influence of blunt body and elliptical shape
restrictions on the available power take off (PTO) is eval-
uated, in addition to determination of the mass flow rate
and pressure drop in the OWC device.
Different dimensions for each kind of physical constraint
are tested with the purpose to evaluate the effect of restric-
tion geometry on the ratio between the air mass flow rate
crossing the chimney and the internal pressure of the OWC
hydropneumatic chamber. For this analysis, the geometri-
cal characteristics of the OWC converter were kept fixed,
while the diameter of the physical constraint (d1) was var-
ied. Hence, it was possible to choose an optimal d1 value
for each kind of constraint. Subsequently, these optimal
values were used to study the incidence of a wave spec-
trum in real scale in the OWC converter, allowing the nu-
merical reproduction of a turbine characteristic curve. In
this sense, a strategy to reproduce the pressure drop in
OWCdevices caused by the presence of the turbine and the
generation of the turbine characteristic curve was estab-
lished.
The computational domains, composed by an OWC in-
serted into a wave tank, are generated in GAMBIT soft-
ware. The numerical simulations are performed in FLU-
ENT software, which is a Computational Fluid Dynamic
(CFD) package based on the Finite Volume Method (FVM).
More details about the FVM can be found in Versteeg
and Malalasekera [6]. The Volume of Fluid (VOF) multi-
phase model was adopted to treat adequately the water-
air interaction. The VOFmodel was developed by Hirt and
Nichols [7] and it is alreadyused inother numerical studies
related with wave energy (e.g. [8–12]). Furthermore, reg-
ular waves are generated in the wave tank, reaching to
the OWC converter and generating an alternate air flow
through its chimney.
2 Oscillating Water Column (OWC)
The Oscillating Water Column devices are, basically, hol-
low structures partially submerged,with an opening to the
sea below the water free surface, as can be seen in Fig-
ure 1. In accordance with Falcão [4], the electricity gen-
eration process has two stages: when the wave reaches
Figure 1: Oscillating Water Column (OWC) converter.
the structure, the column‘s internal air is forced to pass
through a turbine, as a direct consequence of the augmen-
tation of pressure inside the chamber. When the wave re-
turns to the ocean, the air again passes by the turbine,
but now being aspirated from the external atmosphere to-
wards the device chamber, due to the chamber internal
pressure decreasing. As a consequence, to enable use of
these opposite air movements, theWells turbine is usually
employed, which has the property of maintaining the ro-
tation direction irrespective of the flow direction. The tur-
bine/generator set is responsible for the electrical energy
production.
3 Computational domain
As aforementioned, the computational domain consists of
the OWC converter inserted into a wave tank. In addition,
to represent the pressure drop imposed to the airflow at
the OWC, two physical constraints were considered at the
chimney device.
Based on the period (T), height (H) and propagation depth
(h) of the wave, it is possible to define the length (LT) and
height (HT) of the wave tank (Figure 2). There is no general
rule to establish these dimensions, however some aspects
must be taken into account. Thewavepropagationdepth is
adopted as the wave tank mean water level, i.e., the wave
tank water depth (h). For the wave tank length it is nec-
essary to consider the wave length, as it is recommended
that the wave tank length is at least five times the wave
length. In this way, a numerical simulation without effects
of wave reflection can be performed, during a satisfactory
time interval and without an unnecessarily large increase
of the computational domain length (which would cause
an increase in the computational effort and in the process-
Numerical Analysis including Pressure Drop | 231
ing time). Regarding the wave tank height, the propaga-
tion depth and the height of the wave must be considered.
It is suggested to define the wave tank height as equal to
the propagation depth plus three times the wave height.
In the first strategy to represent the pressure drop, called
constraint A, a blunt body is placed at the OWC chimney,
as shown in Figure 3(a). For this case it is expected that
a greater influence of the restriction occurs during the air
compression, given its geometry is not symmetrical. The
geometry employed here is similar to restriction imposed
in the previous work of Conde and Gato [13].
The other physical restriction, called constraint B, pro-
posed in this work, has an elliptical geometry, as can be
seen in Figure 3(b). Due to its symmetry, the same airflow
resistance is caused during compression and decompres-
sion stages; this behavior is more realistic when compared
with the influence of the Wells turbine.
Some dimensions for the physical constraints were tested,
aiming to evaluate the ratio between the air mass flow rate
and the pressure inside the OWC hydropneumatic cham-
ber. In this analysis, the geometric characteristics of the
OWCdevicewere kept constant, being variable only the di-
ameter (d1) of the physical constraint. To do so, the opti-
mal geometry obtained by Gomes et al. [14] was adopted,
having the follow dimensions: H3 = 9.50 m; H1/L =
0.1346; L = 16.7097 m; H1 = 2.2501 m, l = 2.3176 m
e H2 = 6.9529 m; in addition, a real scale wave (period
T = 5.0 s, height H = 1.00 m, lenght λ = 37.50 m, and
deepth h = 10.00m) was generated.
For the constraint A the dimension d1 represents its di-
ameter, while the dimension d represents its length (see
Figure 3(a)). Analogously, for the constraint B, the dimen-
sion d1 is the ellipse axis lenght in thehorizontal direction,
while the dimension d defines the ellipse axis lenght in the
vertical direction (see Figure 3(b)).
3.1 Boundary Conditions and Mesh
As can be observed in Figure 2, the wave maker is placed
in the left side of the wave tank. For the regular wave gen-
eration the so-called Function Methodology [15] was em-
ployed. This methodology consists of applying the hori-
zontal (u) and vertical (w) components of wave velocity as
boundary conditions (velocity inlet) of the computational
model, by means of an User Defined Function (UDF) in
the FLUENTr software. These velocity components vary
as functions of space and time and are based on the Lin-
ear Theory of waves. So these wave velocity components
are given by:
u = H2 gk
cosh(kz + kh)
ω cosh(kh) cos(kx − ωt) (1)
w = H2 gk
sinh(kx + kh)
ω cosh(kh) sin(kx − ωt) (2)
where: H is the wave height (m); g is the gravitational ac-
celeration (m/s2); λ is the wave length (m); k is the wave
number, given by k = 2pi/λ(m − 1); h is the depth (m); T is
the wave period (s); ω is the frequency, given by ω = 2pi/T
(rad/s); x is the streamwise coordinate (m); t is the time
(s); and z is the normal coordinate (m).
Concerning the other boundary conditions, in the upper
surfaces of wave tank and chimney and above the wave
maker (dashed line in Figure 2) the atmospheric pressure
was considered (pressure outlet). In the bottom and right
side of computational domain the no slip and imperme-
ability conditions (wall) were adopted.
4 Mathematical model
The analysis consists in finding the solution of a water-air
mixture flow. For this, the conservation equations ofmass,
momentum and one equation for the transport of volumet-
ric fraction are solved via the finite volumemethod (FVM).
The conservation equation ofmass for an isothermal, lam-
inar and incompressible flowwith two phases (air andwa-
ter) is the following:
∂ρ
∂t +∇ · (ρv⃗) = 0 (3)
where ρ is themixture density [kg/m3] and v⃗ is the velocity
vector of the flow [m/s].
The conservation equation of momentum is:
∂
∂t (ρv⃗) +∇(ρv⃗v⃗) = −∇p +∇(τ) + ρg⃗ + F⃗ (4)
where: p is the pressure (N/m2), ρg⃗ and F⃗ are buoyancy
and external body forces (N/m3), respectively, and τ is the
deformation rate tensor (N/m2), which, for a Newtonian
fluid, is given by:
τ = µ
[︂(︁
∇v⃗ +∇v⃗T
)︁
− 23∇ · v⃗I
]︂
(5)
where µ is the dynamic viscosity (kg/(ms)), and I is a uni-
tary tensor; the second right-hand-side term is concerned
with the deviatoric tension (N/m2).
In order to deal with the air and water mixture flow and
to evaluate its interaction with the device, the Volume of
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Figure 2: Schematic representation of the computational domain.
Figure 3: Physical constraints at the OWC chimney: (a) blunt body (constraint A); (b) elliptical body (constraint B).
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Fluid (VOF) method is employed. The VOF is a multiphase
model used for fluid flowswith two ormore phases. In this
model, the phases are immiscible, i.e., the volume of one
phase cannot be occupied by another phase [16, 17].
In the simulations of this study, two different phases are
considered: air and water. Therefore, the volume fraction
concept (αq) is used to represent both phases inside one
control volume. In this model, the volume fractions are as-
sumed to be continuous in space and time and the sum of
volume fractions, inside a control volume, is always uni-
tary (0 ≤ αq ≤ 1). Consequently, if αwater = 0, the cell is
empty of water and full of air (αair = 1), and if the fluid has
amixture of air andwater, one phase is the complement of
the other, i.e., αair = 1 − αwater. Thus, an additional trans-
port equation for one of the volume fractions is required:
∂(ραq)
∂t +∇ ·
(︀
ραq v⃗
)︀
= 0 (6)
It is worth mentioning that the conservation equations of
mass and momentum are solved for the mixture. There-
fore, it is necessary to obtain values of density and viscos-
ity for the mixture, which can be written by:
ρ = αwaterρwater + αairρair (7)
µ = αwaterµwater + αairµair (8)
5 Numerical model
For the numerical simulation of the conservation equa-
tions of mass and momentum, a commercial code based
on the FVM is employed [18]. The solver is pressure-
based and all simulations were performed using ‘up-
wind’ and PRESTO for spatial discretizations of momen-
tum and pressure, respectively. The velocity-pressure cou-
pling is performed by the PISO method, while the GEO-
RECONSTRUCTIONmethod is employed to tackle with the
volumetric fraction. Moreover, under-relaxation factors of
0.3 and 0.7 are imposed for the conservation equations of
continuity andmomentum, respectively. More details con-
cerning the numericalmethodology can be obtained in the
works of Versteeg and Malalasekera [6] and Patankar [19].
The numerical simulations were performed using a com-
puter with two dual-core Intel processors with 2.67 GHz
clock and8GB rammemory. It usedMessagePassing Inter-
face (MPI) for parallelization. The processing time of each
simulation was approximately two hours.
It is important to emphasize that this numerical method-
ology was already validated in previous studies of this re-
Figure 4: The effect of diameter (d1) over the RMS available hydrop-
neumatic power for the two different studied constraints.
search group [14, 15]. Therefore, for the sake of brevity, this
validation will not be repeated in this study.
6 Results and Discussions
Five values for the dimension d1 were tested (Table 1), for
both constraints (A and B). For the constraint A, the value
of d was also changed, being considered d = 1m plus the
constraint radius (d1/2) for each case. For the constraint
B the value of d is constant, as noted in Table 1.
Figure 4 shows the effect of physical constraint diame-
ter (d1) over the root mean square (RMS) hydropneumatic
power (Phyd) for constraints A and B. For constraint A it
can be noticed that the increase of d1 leads to an increase
of Phyd−RMS in the device, especially for d1 ≥ 1.1176where
the magnitude of Phyd had a step increase. For constraint
B, results showed an increase of Phyd with the increase
of the diameter of the restriction (d1). However, the in-
crease of Phyd for constraint B is smoothed in comparison
with those reached for constraint A, especially in the range
1.1176 ≤ d1 ≤ 1.9176, where the highest magnitudes
of Phyd are achieved for both constraints. In other words,
results showed that the employment of different geome-
tries for each constraint also led to differences in available
power in the OWC device.
With the purpose to improve the comprehension about the
effect of d1 over the available power of the device, the tran-
sient mass flow rate for constraints A and B (Figure 5(a)
and Figure 5(b)), as well as transient pressure inside the
chamber for the same constraints (Figure 6(a) and Fig-
ure 6(b)) are shown.
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Table 1: Physical constraint dimensions.
Case
Constraint A Constraint B
d1[m] d [m] Area [m2] d1[m] d [m] Area [m2]
0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
1 0.3176 1.1588 0.3968 0.3176 2.0000 0.4988
2 0.7176 1.3588 1.1220 0.7176 2.0000 1.1272
3 1.1176 1.5588 2.0985 1.1176 2.0000 1.7555
4 1.5176 1.7588 3.3264 1.5176 2.0000 2.3838
5 1.9176 1.9588 4.8056 1.9176 2.0000 3.0121
For constraint A, a decrease of mass flow rate for every in-
stants of time with the augmentation of geometrical con-
straint can be seen (Figure 5(a)). This effect ismore evident
for constraint case 5, where a reduction of nearly 30% is
noticed for themass flow rate. Concerning the pressure in-
side the chamber, Figure 6(a) shows a strong increase of
pressure inside the chamber with the augmentation of the
restriction. For instance, for t = 27.0 s, the pressure in-
creases four times from restriction case 4 to restriction case
5. In this sense, the increase of pressure gradient from the
chamber to the chimney outlet for the casewith the largest
restriction compensates the decrease of mass flow rate. It
is worthy tomention that a minimal momentum for the air
flow is required to drive the turbine. As a consequence, the
imposition of a turbine with large turbine hub diameter
(d1) can be inviable in practical applications.
For constraint B, results of mass flow rate (Figure 5(b))
show that the elliptical restriction leads to similar mag-
nitudes for all values of d1 investigated, with slight dif-
ferences in peaks and values of mass flow rate. Concern-
ing the pressure inside the chamber, for constraint B (Fig-
ure 6(b)) themagnitude of pressures are similar in the inlet
and outlet of the air flow in the device,which is not noticed
for constraint A. This difference can be assigned to differ-
ences in the geometrical shape of constraints A and B. In
constraint A the geometry is asymmetric and inserted in
the chimney outlet, while constraint B is symmetric and
inserted in the center of chimney leading to a more sym-
metrical behavior of pressure inside the chamber.
In general, the results of power as a function of diameter
d1 show the importance of geometrical evaluation of tur-
bine inserted in the OWC chimney. For constraint A, the
highest diameter d1 evaluated leads to an available power
six times higher than that achieved with the lowest diam-
eter d1 studied. For both cases (constraints A and B) the
highest value of d1 leads to the highest available power in
the device. However, for constraint A and d1 > 1.5176 m
themass flow rate suffers a strong decrease. Moreover, the
(a)
(b)
Figure 5: Transient behavior of mass flow rate for all studied diam-
eters (cases 0 to 5, see Table 1) for: (a) constraint A; (b) constraint
B.
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(a) (b)
Figure 6: Transient behavior of pressure inside the chamber for all studied diameters (cases 0 to 5, see Table 1) for: (a) Constraint A; (b)
Constraint B.
pressure inside the chamber increases dramatically, being
necessary to decrease the pressure inside the chamber by
means of a by-pass valve in the OWC chamber.
Weber and Thomas [20] presented three dimensionless co-
efficients for the mass flow rate (flow coefficient), for the
pressure drop (pressure coefficient) and for the available
power (power coefficient). The effect of pressure coeffi-
cient (ψ) over the flowcoefficient (ϕ) andpower coefficient
(Π) has been described in literature,mainly into the exper-
imental framework [20].
Figure 7(a) shows the effect of pressure coefficient over the
flow coefficient, and Figure 7(b) depicts the effect of pres-
sure coefficient over the power coefficient. As aforemen-
tioned, these curves are constructed by means of simula-
tion of a wave spectrum for a pre-determined restriction
(d1 = 1.5176 m, which represents a condition where the
fluid flow inside the chamber does not suffer a strong re-
duction of mass flow rate nor a strong increase of pres-
sure inside the chamber). The results showed an almost
linear relation between the pressure coefficient and flow
coefficient, which represents adequately the characteris-
tic curve of a Wells turbine. For power coefficient, the be-
havior is also almost linear, except in regions of highest
pressure where the power begins to decrease. In general,
the behavior predicted numerically is similar to those ob-
tained experimentally in existing literature [20]. In this
sense, the employment of a restriction mimicking the ef-
fect of a turbine over the fluid flow seems an adequate
methodology to construct the characteristic turbine curve
for an OWC device.
7 Concluding remarks
In thepresentwork, anumerical studywasperformedwith
the purpose of comparing the imposition of two different
physical restrictions at the chimney outlet, mimicking the
effect of a turbine over the fluid flow inside an OWC cham-
ber device. The first strategy considered a bluff body in the
chimney outlet (constraint A) and the second approach
imposed an elliptical obstacle (constraint B) in the half
of chimney duct. The effect of geometry on the available
power take off in the device is evaluated. Subsequently,
the best geometries were submitted to wave flows under
different conditions in order to generate a turbine char-
acteristic curve. The conservation equations of mass, mo-
mentum and the volumetric fraction were solved with the
employment of a CFD package based on the Finite Volume
Method. To treat the interactionbetween thewater-airmix-
ture, the Volume of Fluid (VOF) method was used.
Results showed that the type of restriction affected the
available power as well as the transient behavior of the
air flow inside the chamber. On the one hand, constraint
B (elliptic form) led to similar magnitudes of mass flow
rate and pressure drop in the exhaustion and suction of
the air into the chamber. On the other hand, for constraint
A (bluff body), the pressure inside the chamber behaved in
an asymmetricway,with higher pressure dropmagnitudes
in the exhaustion than in the suction of the air through the
chimney. It was also noticed that twomain factorsmust be
taken into account to represent adequately the turbine by
means of an imposed restriction: the pressure inside the
chamber and themass flow rate. The combination of these
two parameters generated the available power in the de-
vice.
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(a) (b)
Figure 7:Wells characteristic curves represented by constraints A and B: (a) flow coeflcient (ϕ) as a function of pressure coeflcient (ψ); b)
power coeflcient (Π) as a function of pressure coeflcient.
The effect of restriction geometry, more precisely the pa-
rameter d1, on the available power in the OWC device was
also evaluated. The parameter d1 had a strong influence
on the available power in the OWC chimney. For constraint
A, for example, the largest diameter d1 evaluated led to an
available power six times greater than that achieved with
the lowest diameter d1 studied. Results allowed the deter-
mination of a theoretical recommendation for the param-
eter d1, which must be increased until a superior limit is
reached, where the momentum is enough to drive the tur-
bine, and where the pressure inside the chamber is not
large enough to supress the water movement inside the
chamber.
Lastly, the optimal value of d1 that maximizes the avail-
able power and at the same time does not cause a strong
reduction in the mass flow rate and excessive pressure in-
side the chamber was used to study the incidence of a
wave spectrum in real scale in the OWC converter, allow-
ing the construction of a turbine characteristic curve. In
this sense, it was possible to establish a strategy to repro-
duce the pressure drop in OWC devices caused by the pres-
ence of the turbine and to generate its characteristic curve,
as well as estimate the available power in the device. The
behavior found numerically here was similar to those ob-
tained experimentaly in literature [20]. Future studies will
use this methodology for geometric optimization of device
chamber.
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Nomenclature
d Length of constraint [m]
d1 Diameter of the constraint [m]
F⃗ External body forces [N/m3]
g Gravitational acceleration [m/s2]
h Propagation depth [m]
H Wave height [m]
H1 Height of the chamber [m]
H2 Height of the chimney [m]
H3 Lip submergence [m]
HT Height of the wave tank [m]
I Unitary tensor tension [N/m2]
k Wave number [m−1]
l Length of the chimney [m]
L Length of the chamber [m]
LT Length of the wave tank [m]
p Pressure [Pa]
PhydHydropneumatic power [W]
t Time [s]
T Wave period [s]
u Horizontal component of the velocity of the wave [m/s]
v Vertical component of the velocity of the wave [m/s]
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v⃗ Velocity vector [m/s]
x Streamwise coordinate [m]
z Normal coordinate [m]
Greek Letters
α Volume fraction [dimensionless]
λ Wave length [m]
µ Dynamic viscosity [Kg/ms]
ρ Mixture density [Kg/m3]
τ Deformation rate tensor [N/m2]
Π Power coefficient [dimensionless]
ω Frequency [rad/s]
ϕ Flow coefficient [dimensionless]
Pressure coefficient [dimensionless]
Acronyms
CFD Computational Fluid Dynamics
FVM Finite Volume Method
MPI Message Passing Interface
OWC Oscillating Water Column
PISO Pressure-Implicit with Splitting of Operators
PTO Power Take Off
RMS Root Mean Square
VOF Volume Of Fluid
WEC Wave Energy Converters
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Abstract: This paper reports a numerical study on mixed
convectionwithin a square enclosure, lledwith amixture
of water and Cu (or Ag) nanoparticles. It is assumed that
the temperature dierence driving the convection comes
from the side moving walls, when both horizontal walls
are kept insulated. In order to solve the general coupled
equations, a code based on the nite volume method is
used and it has been validated after comparison between
the present results and those of the literature. To make
clear the eect of the main parameters on uid ow and
heat transfer inside the enclosure, a wide range of the
Richardson number, taken from 0.01 to 100, the nanopar-
ticles volume fraction (0% to 10%), and the cavity inclina-
tion angle (0◦ to 180◦) are investigated. The phenomenon
is analyzed through streamlines and isotherm plots, with
special attention to the Nusselt number.
Keywords:mixed convection, lid-driven cavity; Cu and Ag
nanoparticles; water base uid; nite volume method
Nomenclature
Cp Specic heat, [J/kgK]
Gr Grashof number, Gr = gβρ2f ∆TH3/µ2f
H Cavity height, [m]
k Thermal conductivity, [W/mK]
N Normal direction to the wall
Nu Nusselt number
p* Pressure [Pa]
P Dimensionless pressure
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Pr Prandtl number, Pr = Cpµf /kf
Re Reynolds number, Re = ρfVlidH/µf
Ri Richardson number, Ri = Gr/Re2
T Temperature [K]
u, v Velocity components [m/s]
U, V Dimensionless velocity components
x, y Cartesian coordinates [m]
X, Y Dimensionless Cartesian coordinates
Greek letters
α Thermal diusivity [m2/s]
β Thermal expansion coecient [1/K]
θ Dimensionless temperature
µ Viscosity [kg/ms]
ρf Fluid density [kg/m3]
ϕ Nanoparticles volume fraction
Cavity inclination angle
Subscripts
c Cold
h Hot
nf Nanouid
s Solid particles
1 Introduction
Heat convection of nanouids, which are a mixture of
nanoparticles in a base uid such water and oil, has been
recently an active eld of research since they are used to
improve heat transfer. Compared to other techniques for
enhancingheat transfer in practical applications, nanou-
ids have the advantage of behaving like pure uids be-
cause of the nanometric size of introducing solid parti-
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Figure 1: Simulation domain with its boundary conditions.
cles. Thus, they are used as heat transfer uids for var-
ious applications, such as advanced nuclear systems or
micro/mini channel heat sinks, electronic equipment as
power transistors, printed wiring boards and chip pack-
ages mounted on computer mother boards.
To reveal the eects of such added nanoparticles on
the heat transfer, some papers deal with natural con-
vection of nanouids, in dierentially heated enclosures,
were very helpful [1–3]. The literature indicates that most
researches [4–6] were achieved using a closed congu-
ration whilst a little attention has been devoted to the
convection phenomenon within a moving wall enclosure
[7, 8].
As such, the aim of the present paper is to examine
the combined natural-forced convection heat transfer in a
square cavity lled with a nanouid in order to predict the
eect of theRichardsonnumber, the nanoparticles volume
fraction and the square inclination angle on uid ow and
heat transfer as well.
Referred to papers of Elif [9], Santra et al. [10] and
many others [11], the nanoparticles with a high thermal
conductivity (such as Ag and Cu) produce a great enhance-
ment in heat transfer rate. For this reason, Cu and Ag
nanoparticules are considered in the present investiga-
tion.
It is to note that this kind of congurations represents
an important industrial application such the shear mix-
ture, where we train the uid on both sides to generate a
mixture.
Table 1: Thermo-physical properties of the base fluid and the
nanoparticles at T = 25◦C.
Thermo-physical Fluid Phase Cu Ag
properties (water)
Cp (J/kgK) 4179 385 230
ρ (kg/m3) 997.1 8933 10500
k (W/mK) 0.613 401 418
β (1/K) 10−5 21 1.67 1.97
2 Problem’s statement and
Mathematical formulation
The physical model of the problem, along with its bound-
ary condition, is shown in Figure 1. A square inclined cav-
ity lled with (Cu or Ag)-water nanouid is considered,
such as the water and the Cu (or Ag) nanoparticles are
in thermal equilibrium. The side moving walls are main-
tained at a dierent constant temperatures θh and θc, re-
spectively, when the horizontal walls are kept insulated.
The owandheat transfer are steady and twodimensional.
The Richardson number (= Gr/Re2) is taken as 0.01, 1 and
100 to simulate the forced, mixed and natural convection,
respectively. The thermo-physical properties of the base
uid and the solid nanoparticles are given in Table 1. Con-
stant thermo-physical properties are considered for the
nanouid, whereas the density variation in the buoyancy
forces is determined using the Boussinesq approximation
[12].
The density, ρnf , the heat capacity, (ρCp)nf , the ther-
mal expansion coecient, (ρβ)nf , and the thermal diu-
sivity of the nanouid, αnf , are dened, respectively, as
follows [13]:
ρnf = (1 − ϕ)ρf + ϕρs , (1)
(ρCp)nf = (1 − φ)(ρCp)f + ϕ(ρCp)s , (2)
(ρβ)nf = (1 − ϕ)(ρβ)f + ϕ(ρβ)s , (3)
αnf =
knf
(ρCp)nf
. (4)
The eective viscosity µnf and the thermal conductivity knf
of the nanouid are determined according to Brinkman
[14], Equation 5, and Maxwell [15], Equation 6, models:
µnf =
µf
(1 − ϕ)2.5 , (5)
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knf
kf
= (ks + 2kf ) − 2ϕ(ks + kf )(ks + 2kf ) + ϕ(ks + kf )
. (6)
The dimensionless continuity, momentum (according to
horizontal and vertical directions) and energy equations
are given, respectively, as:
∂U
∂X +
∂V
∂Y = 0, (7)
U ∂U∂X + V
∂U
∂Y = −
∂P
∂X +
1
Re
µnf
ρnf νf
[
∂2U
∂X2 +
∂2U
∂Y2
]
(8)
+ Ri (ρβ)nfρnf βf
θ sinψ,
U ∂U∂X + V
∂V
∂Y = −
∂P
∂Y +
1
Re
µnf
ρnf νf
[
∂2V
∂X2 +
∂2V
∂Y2
]
(9)
+ Ri (ρβ)nfρnf βf
θ cosψ,
U ∂ϕ∂X + V
∂ϕ
∂Y =
αnf
αf
1
PrRe
[
∂2θ
∂X2 +
∂2θ
∂Y2
]
, (10)
where Re = ρfVwallH/µf is the Reynolds number,
Ri = Gr/Re2 the Richardson number and Pr = Cpρf /kf is
the Prandtl number.
The mean Nusselt number over the hot (or cold) wall
is given by the following expression:
|Nu|wall =
1∫
0
( knf
kf
)
∂θ
∂X
∣∣∣∣∣
X=0 or 1
dY . (11)
The mean Nusselt number inside the cavity is calculated
as:
Nu = Nuh + Nuc2 . (12)
3 Numerical procedure and
validation
The governing equations are discretized in space using the
nite volume method. As the momentum equation is for-
mulated in terms of primitive variables (U, V and P), the
iterative procedure includes a pressure correction calcula-
tion method, namely SIMPLER [16], to solve the pressure
velocity coupling. In fact, a regular two-dimensional -
nite dierencemesh is generated in the computational do-
main. Then, a square shaped control volume is generated
around each nodal point. The governing equations are
then integrated over each control volume. Subsequently,
the derivatives of the dependent variables on the faces of
the control volume in the resulting equations are replaced
by nite dierence forms written in terms of the nodal val-
ues of the dependent variables. A second-order central dif-
ference scheme is used for the diusion terms while a hy-
brid scheme, a combination of upwind and central dier-
ence schemes, is employed for the convective terms
citeb:16. Carrying out the same procedure for all the con-
trol volumes yields a system of algebraic equations with
nodal values of the dependent variables as unknowns.
The set of discretized equations are then solved iteratively
yielding the velocity, pressure, and temperature at the
nodal points. An under relaxation scheme is employed to
obtain converged solutions.
The adopted convergence criterion for the tempera-
ture, the pressure, and the velocity is given as:∑m
j=2
∑n
i=1
∣∣∣ϕζ+1i.j − ϕζi,j∣∣∣∑m
j=1
∑n
i=1
∣∣∣ϕζ+1i,j ∣∣∣ ≤ 106 , (13)
where both m and n are the numbers of grid points in the
x-and y-directions,respectively, ϕ is any of the computed
eld variables, and ζ is the iteration number.
The performance of the using code via the nanouid
convection problem in a conned enclosure is established
by comparing predictions with other numerical results
and by verifying the grid independence of the present re-
sults. First, the present results are consistent with previ-
ous computations, namely those of Oztop and Abu-Nada
[17] as shown in Table 2. The present results and those
reported by Oztop and Abu-Nada are in excellent agree-
ment since the maximum dierence between both results
is about 2%. Then, in order to determine an appropriate
grid for the numerical simulations, a grid independence
study is conducted for the dierent values of the Richard-
son number (0.01, 1 and 100) as shown in Table 3. The
calculations are performed for the Cu-water nanouid of
ϕ equals 0.02 with six dierent uniform mesh grids: 512,
712, 912, 1012, 1112, and 1212. It is observed that a 912
uniform mesh grid is adequate for a grid independent so-
lution. However, a ne structured mesh of 1012 is used to
avoid round-o error for all other calculations in this in-
vestigation.
4 Results and discussion
First of all, we investigate the convection phenomenon in-
side the square Cu (or Ag)-water nanouid cavity, of an in-
clination angle equals 0◦. The Richardson number is ad-
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Table 2: Average Nusselt number of the heat source compared with Oztop and Abu-Nada [17].
Ra ϕ Oztop and Abu-nada [17] Present study Relative gap (%)
0.00 1.004 1.005 0.10
0.05 1.122 1.128 0.53
103 0.10 1.251 1.248 0.24
0.15 1.423 1.419 0.28
0.20 1.627 1.621 0.37
0.00 2.010 2.032 1.08
0.05 2.122 2.109 0.61
104 0.10 2.203 2.199 0.18
0.15 2.283 2.291 0.35
0.20 2.363 2.382 0.80
0.00 3.983 3.992 0.22
0.05 4.271 4.256 0.35
105 0.10 4.440 4.389 1.16
0.15 4.662 4.680 0.38
0.20 4.875 4.861 0.29
Table 3: Average Nusselt number of the Cu-water nanofluid for dif-
ferent uniform grids. ϕ = 0.02, Pr = 6.2.
nodes Nu
Number Ri = 0.1 Ri = 1 Ri = 100
51×51 36.3109 16.0545 5.6052
71×71 43.7220 17.4163 5.8391
91×91 49.9145 17.9306 5.9436
101×101 53.1219 19.9059 6.2693
111×111 53.1216 19.9063 6.2697
121×121 53.1220 19.9062 6.2695
justed between 0.01 and 100 when the nanouid volume
fraction is xed at 0.02. The streamlines and the isotherm
patterns for various values of the Richardson number are
presented in Figure 2.
In the case of a dominant forced convection (Ri =
0.01), we note a single clockwise rotation cell transported
by the translationalmovement of the active walls. The bot-
tom left and the top right regions seem to be less stirred by
the ow; this behavior disappears gradually by increasing
the Richardson number.
With mixed convection (Ri = 1), we denote a com-
bined eect of the translational motion of the active walls
as well as that introduced by the thermal buoyancy forces
what causes, then, an extension lengthening of the cell
along the diagonal. The latter becomes horizontally ex-
tendedwhen adominatednatural convection (Ri = 100) is
considered, since the active walls eect is weak compared
to the thermal buoyancy forces. In the vicinity of the hor-
izontal and the vertical walls, the ow is generally unidi-
rectional. The Isotherm plots are also presented as a func-
tion of the Richardson number, as displayed in Figure 2(b).
In the vicinity of the active walls, the thermal boundary
layers are found to be less important with the increase of
the Richardson number. With the mixed convection case,
great temperature gradients are localized in the lower-left
and the upper-right parts of the active walls, with a pen-
etration of the hot uid within the cavity from the upper
side, (and vice versa for the cold uid). At Ri = 100, the
penetration of the heat into the center of the cavity is still
observed, whilst the isotherms become fully horizontal.
The eect of the nanoparticles volume fraction on the
uid ow and heat transfer has also been investigated
as plotted in Figure 3. Unlike the streamlines, where the
same uid motion is observed, it can be seen from the
isotherms that the increase of the latter to 10% leads to
the decrease of the thermal boundary layers thickness to
bemore compact near the active walls. This behavior is re-
ected in themeanNusselt number variations according to
the Cu and Ag nanoparticles volume fraction, for dierent
values of the Richardson number, shown in Figure 4. For
both nanouids, the last is found to be as a linear increas-
ing function of the nanoparticles volume fraction and de-
creases with the increase Richardson number. It is worth
noting that far from the natural convection mode, natural
convection (Ri = 100), the heat transfer is more important
for the Ag-water nanouid compared to the Cu-water one,
whatmakes the use of theAgnanoparticlesmore required.
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Figure 2: Streamlines (a) and Isotherms (b) for dierent values of the Richardson number. ϕ = 0.02, [ —- Cu-water, — Ag-water ].
Figure 3: Streamlines (a) and Isotherms (b) of the nanofluids for dierent values of the solid volume fraction. Ri = 1,[ — Cu-water, — Ag-
water ].
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Figure 4: Variation of the mean Nusselt number with the nanoparti-
cles volume fraction for dierent values of Ri.
Regarding, the cavity inclination angle eect, Figure 5 dis-
plays the mean Nusselt number as a function of the latter
(noted as ψ) and that, for dierent values of the Richard-
son number. As we can see and except for the natural con-
vection mode, the increase of the cavity inclination angle
has no signicant eect on heat transfer, since the maxi-
mum enhancement is found to be quietly over 0.2% than
that calculated into a non-inclined one.
However, for Ri = 100, the increase of the cavity in-
clination angle over 90◦ leads to the decrease of the heat
transfer rate to reach 69% for an inclination angle of 180◦,
compared to the case of a non-inclined one. To explain this
phenomenon, Figure 6 displays both the streamlines and
the isotherm plots for dierent inclination angles, rang-
ing from 90◦ to 180◦. It can be seen the appearance of a
mono-cellular structurewhen the inclination angle ranges
between 90◦ and 95◦. At 96◦ we denote the destruction of
this structure and the appearance of a central cell, with
two others near the active walls. By increasing the cavity
inclination angle, the central cell becomesmore important
to the detriment of the wall cells. This can be explained by
the fact that the vertical component of the wall velocity in-
creases, andacting strongly in the opposite directionof the
buoyancy forces. Consequently, the hot uid remains con-
ned near the hot wall when the cold uid near the cold
wall. As a result, the extent of the wall cells decreases and
so do the mean Nusselt number (Figure 5) when the wall
temperature gradient decreases as shown in the Isotherm
plots (Figure 6). The minimum heat transfer rate is ob-
tained for 180◦, where the active walls’ motion is in the
Figure 5: Nusselt number as a function of ψ for dierent values of
Ri.
opposite direction with the buoyancy forces (upward cold
and downward cold walls).
5 Conclusion
The analysis of the mixed convection phenomenon in a
side moving walls cavity, lled with a nanouid, was re-
alized through our paper. Taking into account the eects
of various parameters, such the Richardson number, the
nanoparticles volume fractions, and the inclination angle,
the results may resume as follows:
1. Heat transfer is a decreasing function of Richardson
number.
2. Heat transfer is improved by the addition of nanopar-
ticules to the base uid. This enhancement is more
pronounced by the increase of the nanoparticles vol-
ume fraction.
3. The type of the nanoparticles is a key factor for
heat transfer enhancement. Indeed, the highest val-
ues of the mean Nusselt number are obtained for Ag
nanoparticles.
4. Regarding the forced and mixed convection modes,
the inclination angle has no signicant eect on the
heat transfer.
5. In the case of the natural convection mode, and over
90◦, the inclination angle of the enclosure decreases
the heat transfer, the reduction is about 69% com-
pared to the case of a non-inclined one.
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Figure 6: Streamlines (a) and Isotherm plots (b) of the nanofluids for dierent values of the inclination angle. ϕ = 0.10, Ri = 100, [ —-
Cu-water, — Ag-water ].
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A comparison of experimental results of soot production in
laminar premixed flames
Abstract: Soot emission has been the focus of numerous
studies due to the numerous applications in industry, as
well as the harmful eects caused to the environment.
Thus, the purpose of this work is to analyze the soot for-
mation in a at ame burner using premixed compressed
natural gas and air, where these quasi-adiabatic ames
have one-dimensional characteristics. The measurements
were performed applying the light extinction technique.
The air/fuel equivalence ratiowas varied to assess the soot
volume fractions for dierent ame congurations. Soot
production along the amewas also analyzed bymeasure-
ments at dierent heights in relation to the burner surface.
Results indicate that soot volume fraction increases with
the equivalence ratio. The higher regions of the amewere
analyzed in order to map the soot distribution on these
ames. The results are incorporated into the experimen-
tal database for measurement techniques calibration and
for computational models validation of soot formation in
methane premixed laminar ames, where the equivalence
ratio ranging from 1.5 up to 8.
Keywords: soot volume fraction; light extinction tech-
nique; premixed at ame
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1 Introduction
Soot can be dened as the solid particulate matter pro-
duced during combustion [1]. The process of formation is
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based in the conversion and agglomeration of the carbon
atoms contained in the hydrocarbon fuel molecules. The
formation of soot is not completely understood due to the
complexity and velocity of this transformation. Soot is of
great interest in engineering, insofar as its formation in-
creases the radiated heat transfer, which can be a positive
to the considered system. The excessive presence of partic-
ulate in diesel engines is, an example, where soot is harm-
ful. These particles resulted from an inadequate combus-
tion process can become logged in the seat of valves, pre-
venting a proper seal in the combustion chamber and lead-
ing to a loss of compression in the cylinder. Another exam-
ple is gas turbines, where the presence of soot aects the
life of the blades due to abrasion for the contact.
The emission of this type of particulatematter into the
atmosphere causes great harm to the environment, since
there is a signicant deterioration in air quality. Also, in-
duce respiratory problems in humans and is associated
with the occurrence of cancer. On the other hand, in in-
dustrial heating equipment such as a boiler, the presence
of soot increases the heat exchange by radiation from the
ame to the system walls, whereas the solid material re-
sulting from the process absorbs and emits radiation at a
wide range in the wavelengths spectrum [2]. Thus, where
a large and uniform heat transfer is required, the presence
of soot in combustion is purposely induced.
To control the emission of soot in real combustion sys-
tems, it is necessary to understand the soot formation and
oxidation mechanisms. The basis of knowledge is the de-
velopment of models that can predict the particulate mat-
ter formation, and the validation of these models requires
information about the soot volume fraction. In this way,
optical techniques are generally employed to perform the
measurement of these quantities due the non- intrusive
probing.
Thenecessity for such information in the studyof com-
bustion was what motivated the present work, which was
developed in order to produce signicant results for future
calibration of measurement techniques and validation of
theoretical models in this subject. Hence, the main objec-
tive of this study is to analyze the production of soot in pre-
mixed laminar at ames of natural gas and air, measur-
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ing the soot volume fraction applying laser light extinction
technique in dierent ame heights for equivalence ratio
of 1.5 up to 8, nally, comparing the results with the liter-
ature.
2 Background
The eects of light scattering by particles have been in-
vestigated for more than a century, starting in 1861, even
before Maxwell proposed the theory of electromagnetism.
Lord Rayleigh applied Maxwell’s equations and formally
established the theory of Rayleigh scattering in 1881. Other
notable scientists who contributed to this line of research
include Lorenz in 1890, Mie in 1908, and Debye in 1909.
These last two extended the Rayleigh theory to incorpo-
rate large andnon-spherical particles. Previous studies ap-
plied the Rayleigh theory to monitor the mass concentra-
tion of the particulate of dierent sources, such as diesel
engines. In the last two decades, several researchers have
shown results on the extinction coecient from studies
using hydrocarbon fuels subjected to various combustion
conditions. These results are validated based on the use of
the light extinction technique and a resume of them was
made by Mulholland [3].
The light extinction technique is used in the region
of the ame itself, as well as in regions outside of it. For
situations that include the ame, the measurement of the
soot volume fraction is the main information that helps to
understand the development of the particulate material in
the combustion. Moreover, the measurement of soot vol-
ume fraction bymethods such as light extinction is of fun-
damental importance in the study of radiation transport in
combustion.
The determination of soot volume fraction based on
the light extinction technique with laser light was per-
formed previously [4]. This method is broadly employed
by the scientic community that investigates combustion,
since the results obtained are backed up by non-intrusive
measurements and generate instant and useful informa-
tion.
Several optical measurement techniques are cali-
brated using this method, for instance, the Laser Induced
Incandescence method, LII. It has been used to validate
the soot volume fraction obtained based on the LII 2D
technique in combustion systems with laminar diusion
ames. The LII technique presented dispersion in the
range of 5 to 10%, probably due to the dierence in par-
ticle size [5].
Other researchers contest the ndings in the literature
for the refractive index of soot particles, which is a key pa-
rameter in determining the extinction coecient [6]. Mea-
surements were performed for the wavelengths of 450, 630
and 1,000 nm using crude oil as fuel. Results have shown
that the extinction coecient for the three wavelengths
considered is constant, even though the particle number
concentration varied by a factor of 24 due to agglomera-
tion.
Measurements of acetylene premixed ames using
both light extinction and gravimetric techniques were per-
formed to obtain the soot volume fraction [4]. After cali-
bration, an extinction coecient of 8.6 was found and the
author states that this number canbeapplied as the extinc-
tion coecient for soot generated from the combustion of
various fuels for lighting systems that include the visible
spectrum. The conclusion is that simultaneous measure-
mentmethodsmust be employed formore accurate results
of the extinction coecient.
The light extinction technique was also used by in or-
der to verify the formation of soot into a diesel engine
cylinder [7]. The results were compared with other tech-
niques such as the LII and emission in two colors methods
to obtain an extinction coecient with less uncertainty.
Studies on the inuence of oxygen and air velocity
on soot formation employed the technique of laser light
extinction in a diusive acetylene ame with an annu-
lar coaxial injection of oxygen and air [8]. Oxygen enrich-
ment produces an increase in soot formation, as the use
of higher injection velocities of air in comparison to fuel.
Thus, a control of the amount of oxygen injected and the
air velocity can be useful tools for the control of soot pro-
duction.
Data of the concentration of soot in a non-premixed
turbulent ethylene ame were obtained by applying light
extinction and scattering technique [9]. The measure-
ments of soot volume fraction in several positions of the
ame were performed in the radial and axial direction. A
maximumsoot volume fraction of 1 ppmwas found among
all measurements.
The light extinction technique was also employed to
obtain quantitative values of the soot volume fraction
in sprayed biodiesel ames [10]. LII measurements were
made using the light extinction technique results for cal-
ibration, which showed a maximum 10% discrepancy be-
tween the results.
Furthermore, numerical models can be validated by
experimental results measured using the light extinction
technique. Authors such as [11, 12] used this technique
to validate theoretical models of soot formation using
methane and acetylene, respectively.
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3 Methodology
The transformation of fuel in soot after combustion takes
place in ve steps, as shown in the Figure 1. The fuel py-
rolysis forming the precursors through the processes of
cracking, coking and cyclization, in order to form poly-
cyclic aromatic hydrocarbons (PAH), which are composed
of ethane (C2H6). In sequence the Nucleation occurs when
a large molecule precipitates, forming a solid particle
which shape is considered as a sphere. In the coalescence
process, two particles unite to form a larger particle. The
surface grows up when the particle absorbs other compo-
nents, further increasing the size. Finally, the agglomera-
tion is the union of several of these previously formed par-
ticles, which results in a solid conglomerate [13].
The laser light extinction technique is based on the
Beer-Lambert Law which is an empirical relationship that
relates the absorption of light to the medium properties
that it passes through. Thus, measurements of light inten-
sity are performed without ame and with laser passing
through the ame, which the particles of soot in the laser
line of sight attenuate the initial intensity.When applied to
the light extinction technique for regionswithin the ame,
becomes [4]:
I
I0
= exp
(
xfνke
λ
)
. (1)
The approach consists in a burner, the light source, detec-
tion and control systems, as shown in the Figure 2. This ap-
paratus was constructed in order to ensure alignment be-
tween the components of the illumination and the detec-
tion system. The oweldwas characterized by the similar
way as done in previous works [14]. As result, a planar and
adiabatic ame is obtained.
Two owmeters were used to control the air and fuel
velocities in order to establish the equivalence ratio of the
mixture for each ame studied. The gas line from the CNG
(Compressed Natural Gas) tank was in 4 bar of pressure
and the compressed air line at 3 bar.
The owmeter used to measure the fuel ow has a
scale from 0.2 to 2.0 Sl.min−1 and another to air ranging
from 0.001 to 0.01 m3/s, both of Conaut 420, with 5% of
uncertainty.
For the detection system a photomultiplier tube was
used as photodetector, Hamamatsu, model 931 A. The de-
vice has a quantum eciency of approximately 3.75%,
with 2% of uncertainty, for the wavelength of 532 nm emit-
ted from a laser diode, continuous wave, of 1,000 mW
power, with an uncertainty of 10 mW.
Thephotomultiplier tubewas connected to ahigh volt-
age source, Fluke, model 415B, which provides a voltage
of 1,000 V to amplify the signal intensity. The signal is
captured by a digital datalogger multimeter, Agilent, con-
nected to a microcomputer. The HP BenchLink Data Log-
ger program is responsible for the interface,which enables
capture of the electrical signal from the photodetector.
A slit was used to prevent the light of the ame to
noise in the signal. An optical bandpass lter centered at
532±25 nm was used for further reducing the transmission
of ambient andame light. Thus, only the laser light inside
on the photodetector. Finally, a cylindrical lens was posi-
tioned after the lter to allow the entire area of the pho-
todetector to be illuminated homogeneously.
The study was conducted in a burner designed in pre-
viously studies [15]. The burner base allows the homoge-
neous mixture of air and fuel, which exits through a disc
of 32 mm in diameter with 1,639 holes of 0.5 mm, arranged
in a hexagonal pattern. A thermal bath provided water at
85◦C to traverses the entire perimeter of the perforated disc
in order to avoid the heat exchange between the ame and
the burner body, ensuring adiabatic conditions at the base
of the ame. This setting allows the development of at,
i.e., one-dimensional planar ames.
Themeasures were led in spreadsheet format, which
were processed using the program iWork Numbers, from
Apple, in order to process the results to yield the fν values.
The fuel used in the burner was CNG, which can be
easily found at gas stations. According to the supplier, this
gas consists of 91%CH4 (methane), 6.1%of C2H6 (ethane),
1.1% of C3H8 (propane), 0.4% of CO2 (carbon dioxide) and
1.4% of N2 (nitrogen). The caloric value of CNG is around
38.8 × 106 J/m3.
Table 1 presents the ame settings used in the exper-
iment. The ow rates are adjusted to the air pressure and
fuel lines, 3 and 4 bar, respectively. For all ame congu-
rations used, the Reynolds number was below 2,100 that
is the upper limit for laminar ows.
The light extinction technique is based on measuring
the intensity of the laser light that passes through a ame,
where part of the light is absorbed, scattered and atten-
uated due to the presence of particulate material. There-
fore, to measure the intensity of transmitted light, I. The
burner was positioned on a support, between the illumi-
nation and the detection system, to allow measurements
at dierent heights. The rst measurement was performed
at 5mm above the base of the ame. Subsequent measure-
ments weremade at intervals of 5mm.Measurements of I0
were obtained in the same way as for I, with the dierence
that the laser light focused directly on the photomultiplier
tube, without crossing the ame.
The eld of view was spatially calibrated using im-
ages of the burner nose these images were processed with
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Figure 1: Stages of the soot formation process [13].
Figure 2: Scheme of the experimental apparatus. 1) Fuel vessel, 2,
3, 4 and 5) Throttle pressure and flow, 6) Air compressor, 7 and 8)
Flowmeters, 9) Thermal bath, 10) Burner, 11) Diode laser, 12) Slit, 13)
Band-pass optical lter, 14) Cylindrical lenses, 15) Photomultiplier
tube, 16) High Voltage Supplier, 17) Datalogger Multimeter, 18)
Computer.
Adobe Photoshop CS5 software. The ame thickness, at
each height where measurements were made, was mea-
sured using the comparison with a known real dimension
present in the image. The process consists in comparing
the number of pixels thatmake up the amewith the num-
ber of pixels of a pattern with known size at the picture.
Thus, from the data of I and I0 obtained experimen-
tally, the knowledge of x and considering the assumption
of ke = 8.6 [4], values for fν could be obtained for the cho-
sen points of the ame and for the dierent equivalence
ratios as detailed in Table 1.
Soot particle size was considered smaller than the
laser light wavelength. Thus, the ames conguration is in
the Rayleigh regime, where the absorption section ismuch
larger than the scattering one,which allows the applicabil-
ity of the light extinction technique.Moreover, the light ab-
sorption occurs primarily by soot particles, not being veri-
ed for combustion products [16].
The values of I and I0 are given by the electric signal
which is measured by the datalogger, in terms of voltage.
These results were submitted to the Chauvenet criterion to
identify values that go beyond the mainstream trend. The
criterion species that a measured value can be rejected if
the probability of obtaining the deviation from the average
is less than 0.5n. Where n is the number of measurements
for each measured equivalence ratio.
3.1 Measurement uncertainty
The analysis of experimental uncertainty (u) caused by
random errors, which lies in result of the addition of small
independent and uncontrollable errors, such as errors of
measuring instruments, was performed by applying the
method of propagation of independent errors proposed by
Kline-McClintock.
This method was applied to the results of soot volume
concentration. For the error regarding themeasurement of
the ame width crossed by the laser light was considered
as ux = ±3 × 10−6 m. This value is consistent with the un-
certainty in measuring the pixel size during the ame im-
ages analysis. The uncertainty of the light extinction factor
was considered uke = ±1.5 [4]. The uncertainty for the av-
erage of values obtained in the light intensity acquisition
were considered directly of the electrical signal, in Volts,
as uI0 = uI = ±0.5%. It were made 600 measurements for
each ϕ and for each height above the burner considered in
this work. In this way, the value was obtained from the ra-
tio between the largest value of the measured RMS signal
amplitude, 200 mV, and the average of this signal, 1 mV,
where the major ratio value in all measurements was con-
sidered. The uncertainty related to thewavelength emitted
by the laser was considered uλ = ±10 nm, from manufac-
turer information. Thus, the maximum uncertainty in the
measurements of fν is about 8% for the results of thiswork.
A similar analysis was made for the equivalence ra-
tio uncertainties, using the associated of owmeters un-
certainties, that is 5%. Therefore, the uncertainty associ-
ated with the air owmeter to the largest ow used was 0.2
Sl.min−1 and with the fuel 0.15 Sl.min−1. Thus, the mea-
surement uncertainty in the equivalence ratio values of the
air/fuel mixtures is approximately 7%.
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Table 1: Flames congurations.
Flame case V´air V´comb V´fuel ϕ Re Uglobal(m/s)
1 0.0083 0.0011 1.5 708 0.49
2 0.0083 0.0015 2 736 0.51
3 0.0083 0.0018 2.44 765 0.53
4 0.0083 0.0026 4 823 0.57
5 0.0083 0.0035 5.3 890 0.62
6 0.0083 0.0053 8 1,024 0.71
Figure 3: Relationship between the fν formed for each ϕ used. The
following symbols represent the measuring height from the base of
the flame: (x) of 5 mm, (o) of 10 mm, (4) of 15 mm and () of 20 mm.
4 Results and discussion
The values of fν were obtained ondierent conditions, pre-
sented in the Table 1. Measurements were taken at sev-
eral heights, h, starting at the ame base. The measure-
ments were not possible at h = 0, due to the low soot con-
centration. This corroborates the fact of having a quasi-
stoichiometric region.
4.1 Behavior of fν as function of the
equivalence ratio and flame height
The behavior of fν as function of the equivalence ratio and
ame height is shown in the Figure 3. Values of ϕ smaller
than 1.5 are considered critical (ϕc) because there is virtu-
ally no soot, according to the literature [12, 17]. Therefore,
fν measurements were performed for ϕ ≥ 1.5.
In ames with equivalence ratio of 2 < ϕ < 4 was ob-
served a sharp increase in the values of fν. This increase
was greater as higher heights h were taken for the mea-
surement. This behavior was expected and is consistent
with the results presented previously. This occurs due to
excessive quantities of fuel in the ame whose conditions
are suitable to converting the carbonmolecules contained
in the gaseous fuel into soot particles. For values of the
equivalence ratio higher than ϕ = 4 there is a reduction in
the growth rate of fν, as observed for height measurement,
but not for an oxidation reason. This behavior is attributed
to the ame settings, which do not reach enough power,
area and temperatures for the production of soot. The rest
of the fuel is released in the form of unburned gases in the
exhaust.
The statement about the decline in the growth of fν for
very rich ames was based on the burner characteristics
and on the smell from the fuel present during themeasure-
ments for these ame congurations and by a toxic gas
detector. A gas analyzer or fuel mapping technique would
be useful to conrm this statement, but such alternatives
were not available in the moment of the measurements.
The fν values presented an increasing variation
throughout along the ame height, beginning in the
base from which the measurements were taken. Stronger
growth of fν was noticed until h ≈ 15 mm, where the
amount of soot increases up to 300% for equivalence ra-
tios above 4. Thereafter the increase in the value of fν is
only 20%. This occurs due to the fact that soot produced
at the ame bottom, in most part, becomes oxidized or in
other words is consumed at the top of the ame.
The observed behavior can be understood consider-
ing that the high exhaust gases temperature from the com-
bustion causes the carbon molecules coagulation. This
phenomenon leads to the formation of soot precursors
(PAH), which then pass through the nucleation process,
thus forming the particulate material. The highest fν,
0.172 ppm, is observed for the equivalence ration ϕ = 8,
which was obtained in greater height measurement of
20 mm.
4.2 Comparison of the results with literature
The results of fν obtained in this work were comparedwith
related studies in the literature, which performed experi-
mental studies and/or numerical modeling. These results
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Figure 4: Normalized fν values in function of the equivalence ratio
(ϕ − ϕc) for the present study (x), in comparison to the results of
[12], (4), [17] (), [19] (O) and [18] (o).
were normalized to allow comparison due to the fact that
no publicationswith the same conditions and/or fuel used
in this work.
Furthermore, as discussed in the previous section,
there is a critical value for the mixture equivalence ratio,
ϕc. Only for higher equivalence ratios, the formation of
soot begins to be observed. This critical value was used to
express the equivalence ratio of dierentworks in absolute
terms.
Figure 4 presents the comparison of fν normalized val-
ues (maximum fν value divided by the fν value for each
ϕ) with respect to the equivalence ratio in absolute values
(ϕ −ϕc), always used the maximum values of fν measured
whatever the ame height. A local study was also used as
basis of comparison, which developed amodel of soot for-
mation in a perfect stirred reactor, using n-heptane as fuel
[19].
The behavior is similar for all the results from the liter-
ature analyzed, where the soot volume fraction increases
as there is an increase in the equivalence ratio.
The increase in fν occurred in a more sharply way in
the experimental results obtained by Melton et al. [17],
D’Anna et al. [12] and Hadef et al. [18]. The last one used
ethylene as fuel and the others two, methane. This be-
havior is due to the ames conguration. These studies
have used other types of burners, which is capable of pro-
ducing ames of high power from high fuel rates. These
characteristics produceames concentrated in a small vol-
ume, reaching high temperatures, which favors the soot
formation. On the other hand, the burner available in this
study generates lowpower ames,which are important for
model validations. Thus, there are no favorable conditions
for the formation of soot that requires temperatures about
1,900 to be produced from methane [1].
The results of fν in this workwere compared to the the-
oretical results [19]. A very similar behavior was observed,
despite the dierent conditions in which they were ob-
tained. The correlation coecient between the results is
99%.
The tting curve containing the behavior of the results
measured in this work may be described by the following
equation, with the t coecient of R2 = 0.95,
fν = 0.26e0.98(ϕ−ϕc). (2)
This equation can be used to calculate intermediate val-
ues or points beyond themeasurement range used in order
works to serve as base for future studies that aim to simu-
late the soot production in the same burner conguration
used in this experiment.
5 Conclusions
The light extinction technique is a feasible way tomeasure
the soot volume fraction produced in premixed ames,
specially the at ames which has a steady distribution of
fν in the transversal axis. There was no soot formation in
the measurements made at the ame bottom, due to the
quasi-stoichiometric combustion character in this region.
The values of fν increased substantially in measure-
ments made in heights above of 15 mm upstream to the
burner surface. This behavior is consistent with the mech-
anisms of soot formation. For values of h higher than 15
mm, the growth of fν tends to stabilize, due to the oxida-
tion of the particulate matter produced.
The results found on the relationship between fν and
the equivalence ratio showed that the amount of soot in-
creases exponentially with the equivalent ratio. With re-
spect to mixtures of equivalency ratio greater than 4, ex-
cess fuel not burned is released in the exhaust gases, justi-
fying the tendency of stagnation in the production of par-
ticulate material in very rich mixtures.
The use of the laser light extinction technique to deter-
mine the soot volume fraction led to experimental results
similar to the ones obtained by the literature, when com-
pared with each other through normalized values. Com-
paring to the theoretical model developed in a theoretical,
the trend of increase of fν with respect to mixture compo-
sition used showed consistent results. The correlation be-
tween the results of the two studies lies at 99%.
Also, was proposed a representative equation for the
soot formation behavior as a function of equivalence ratio,
which showed a correlation factor of 0.95. Future studies
that require intermediate values in the fν range, or even
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beyond this range, may use this relation, considering the
uncertainty of 5%.
Measurements of fν in this workmay provide the basis
for further studies in combustion, such as the numerical
models validation of soot formation in premixed laminar
methaneames,with equivalence ratio ranging 1.5 up to 8.
Furthermore, numerical simulations in perfect stirred
reactor using natural gas as fuel can benet from the re-
sults of this work to validate models.
Nomenclature
I0 total intensity of light emitted by a laser, [mW]
I amount of transmitted light, [mW]
x ame thickness that the laser light crosses, [m]
fν soot volume fraction produced, [ppm]
ke light extinction coecient, [-]
V´air volumetric ow of air, [m3/s]
V´fuel volumetric ow of fuel, [m3/s]
Uglobal global velocity of gases, [m/s]
Re Reynolds number, [-]
h Flame height, [m]
u Uncertainty [-]
Greek letters
λ laser wavelength, [nm]
ϕ equivalence ratio, [-]
ϕc critical equivalence ratio, [-]
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