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Abstract
A methodology based on fractal interpolation functions is used in this work to define new real maps on the circle generalizing
the classical ones. A partition on the circle and a scale vector enable the modification of the definition and properties of the standard
periodic functions. The fractal analogues can be constructed even if the originals are not continuous. The new functions provide
Hilbert bases for the square integrable maps on the circle.
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1. Introduction
In this work, real fractal functions on the circle are defined. Every periodic mapping with integrable square is
endowed with a family of fractal interpolants generalizing the original. In this way, the fractal methodology provides
degrees of freedom to the classical functions on the circle. This procedure can be useful when some combined problem
is approached (approximation and optimization for instance). The diversity of the family allows us to choose the most
suitable element in order to satisfy the requirements. Apart from the construction described, the fundamental fact
proved here is the existence of a Hilbert basis of fractal maps on the circle. The procedures described are especially
useful for interpolation and approximation of periodic signals [8].
2. α-fractal functions
Let ∆ be a partition of the real compact interval I = [a, b], i.e. ∆ = {t0, t1, . . . , tN } satisfying a = t0 < t1
< · · · < tN = b. Let a set of data points {(tn, xn) ∈ I × R : n = 0, 1, 2, . . . , N } be given. Set In = [tn−1, tn] and let
Ln : I → In, n ∈ {1, 2, . . . , N } be contractive homeomorphisms such that
Ln(t0) = tn−1, Ln(tN ) = tn (1)
|Ln(c1)− Ln(c2)| ≤ l|c1 − c2| ∀c1, c2 ∈ I
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for some 0 ≤ l < 1. Let us consider C = I × R and let N continuous mappings Fn : C → R be given satisfying
Fn(t0, x0) = xn−1, Fn(tN , xN ) = xn, n = 1, 2, . . . , N
|Fn(t, x)− Fn(t, y)| ≤ r |x − y|, ∀t ∈ I,∀x, y ∈ R, and for some 0 ≤ r < 1.
Now define functions wn(t, x) = (Ln(t), Fn(t, x)),∀n = 1, 2, . . . , N . The next and other related results can be read
in [1–3,6].
Theorem 2.1. The Iterated Function System (IFS) {C, wn : n = 1, 2, . . . , N } defined above admits a unique attractor
G. G is the graph of a continuous function g : I → R which obeys g(tn) = xn for every n = 0, 1, 2, . . . , N.
The above mentioned function is called a Fractal Interpolation Function (FIF) corresponding to {(Ln(t), Fn(t, x))}Nn=1
and it is unique satisfying the functional equation [1]
g(t) = Fn(L−1n (t), g ◦ L−1n (t)), n = 1, 2, . . . , N , t ∈ In = [tn−1, tn]. (2)
The most widely studied fractal interpolation functions so far are defined by the IFS{
Ln(t) = an t + bn
Fn(t, x) = αnx + qn(t) (3)
where −1 < αn < 1. αn is called a vertical scaling factor of the transformation wn . Following the equalities (1),
an = tn − tn−1tN − t0 bn =
tN tn−1 − t0tn
tN − t0 , (4)
for every n = 1, 2, . . . , N . Let f ∈ C(I ) be a continuous function. We consider the case
qn(t) = f ◦ Ln(t)− αnb(t) (5)
where b is continuous, real and such that b(t0) = x0; b(tN ) = xN . The data are {(tn, f (tn)); n = 0, 1, . . . , N }.
It is easy to check that the required conditions are fulfilled. By this method one can define fractal analogues of any
continuous function (see [7,8]). In particular, we consider here the case
b(t) = v(t) f (t) (6)
where v : I → R is fixed (not depending on f ), continuous, v(t0) = v(tN ) = 1, and v(t) non-constant. In other
papers we have studied the case where b is equal to f except a change of independent variable. The present choice
b(t) = v(t) f (t) avoids the excessive similarity between f and the fractal function defined by means of the iterated
function system (see Fig. 1).
Definition 2.2. Let f α be the continuous function defined by the IFS (3)–(6). f α is the α-fractal function associated
with f with respect to b and the partition ∆.
According to (2), f α satisfies the fixed point equation
f α(t) = f (t)+ αn[( f α − v f ) ◦ L−1n (t)] ∀t ∈ In . (7)
Let us consider now the norm
‖ f ‖L2 =
(∫ b
a
| f |2dt
)1/2
.
Proposition 2.3. The α-fractal function of f ∈ C[a, b] with respect to ∆ and b = v f satisfies the following
inequality:
‖ f α − f ‖L2 ≤
|α|∞
1− |α|∞ ‖ f − v f ‖L2
where |α|∞ = max{|αn| : n = 1, 2, . . . , N }.
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Fig. 1. Graph of the α-fractal function of f (t) = e2t cos(10t), with respect to the partition∆ : −1 < −4/5 < · · · < 4/5 < 1, v(t) = −9t2 + 10
and αn = 0.3 ∀n = 1, . . . , 10.
Proof. It is a straightforward consequence of Eq. (7). See for instance [7] for a similar result in a different norm. 
Proposition 2.4. For f ∈ C[a, b],
‖ f α − f ‖L2 ≤
|α|∞
1− |α|∞ (1+ K )‖ f ‖L2
where K = ‖v‖∞.
Proof.
‖v f ‖2L2 =
∫ b
a
(v(t) f (t))2dt.
If ‖v‖∞ = K ,
‖v f ‖L2 ≤ K‖ f ‖L2 . (8)
Applying the former proposition the result is proven. 
We consider now the space of real 2pi -periodic continuous functions, identified with continuous maps on the circle
T,
C(2pi) = { f : [−pi, pi] → R; f continuous, f (−pi) = f (pi)}.
Theorem 2.5. Let Vα be the operator of C(2pi)
Vα : C(2pi) → C(2pi)
f ↪→ f α
(Vα = Vα∆ depends on∆ but sometimes we will omit the subindex in order to simplify the notation). The operator Vα
is linear and bounded with respect to the L2-norm. Besides, the operator norm
‖Vα‖2 = sup{‖Vα( f )‖L2 : ‖ f ‖L2 = 1, f ∈ C(2pi)}
satisfies
‖Vα‖2 ≤ (1+ K |α|∞)1− |α|∞ .
Proof. Let us consider
Vα : C(2pi) → C(2pi).
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The operator is linear since, by (7) ∀t ∈ In ,
f α(t) = f (t)+ αn( f α − v f ) ◦ L−1n (t)
gα(t) = g(t)+ αn(gα − vg) ◦ L−1n (t).
Multiplying the first equation by λ and the second by µ, the uniqueness of the solution of the fixed point equation
defining the FIF gives
(λ f + µg)α = λ f α + µgα ∀λ,µ ∈ R ∀ f, g ∈ C(2pi)
and Vα is linear. Besides, applying the previous proposition,
‖Vα( f )‖L2 ≤
|α|∞
1− |α|∞ (1+ K )‖ f ‖L2 + ‖ f ‖L2
and thus
‖Vα‖2 ≤ (1+ K |α|∞)1− |α|∞
and the operator is bounded with respect to the L2-norm. 
Theorem 2.6 (Linear and Bounded Transformation [9]). If an operator L : X → Y is linear and bounded, Y is
Banach and X is dense in X ′, then L can be extended to X ′ preserving the norm of L.
Note: For the elements of X ′ the extension is defined in the following way: if t ′ ∈ X ′ there exists a sequence tm ∈ X
tending to t ′. The image of t ′ is defined as the limit of Ltm [9].
Theorem 2.7. There exists an operator Vα : L2(2pi) → L2(2pi) linear and bounded whose restriction to C(2pi) is
Vα and such that ‖Vα‖2 = ‖Vα‖2.
Proof. We can consider Vα : C(2pi) → L2(2pi). The space C(2pi) is dense in L2(2pi) [5]. The extension is then an
immediate consequence of the previous theorem taking L = Vα , X = C(2pi), X ′ = L2(2pi) and Y = L2(2pi). 
Lemma 2.8. If f ∈ L2(2pi),
‖Vα( f )− f ‖L2 ≤ |α|∞‖Vα( f )− v f ‖L2 .
Proof. Let us prove first the result for f ∈ C(2pi).
According to the Eq. (7),
‖Vα( f )− f ‖2L2 =
N∑
n=1
∫ tn
tn−1
|αn|2|(Vα( f )− v f ) ◦ L−1n (t)|2dt.
The change of variable t˜ = L−1n (t) provides
‖Vα( f )− f ‖2L2 =
N∑
n=1
an|αn|2
∫ b
a
|(Vα( f )− v f )(t˜)|2dt˜
‖Vα( f )− f ‖2L2 ≤
N∑
n=1
an|α|2∞‖Vα( f )− v f ‖2L2 .
Since
N∑
n=1
an =
N∑
n=1
tn − tn−1
tN − t0 = 1
one has
‖Vα( f )− f ‖L2 ≤ |α|∞‖Vα( f )− v f ‖L2 . (9)
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For a general f ∈ L2(2pi), let us consider a sequence fm ∈ C(2pi) such that lim fm = f in the L2-norm
(using trigonometric polynomials for instance). This is possible due to the density of C(2pi) in L2(2pi). Then
lim ‖ fm − f ‖L2 = 0. According to the inequality (8),
‖v fm − v f ‖L2 ≤ K‖ fm − f ‖L2
and lim v fm = v f . Then, the continuity of Vα and ‖ · ‖L2 imply that
‖Vα( f )− f ‖L2 = lim ‖Vα( fm)− fm‖L2
and by (9) applied to fm , since Vα( fm) = Vα( fm) = f αm ,
‖Vα( f )− f ‖L2 ≤ lim |α|∞‖Vα( fm)− v fm‖L2 = |α|∞‖Vα( f )− v f ‖L2 . 
Lemma 2.9. If f ∈ L2(2pi),
‖Vα( f )− f ‖L2 ≤
|α|∞
1− |α|∞ (1+ K )‖ f ‖L2 . (10)
Proof. Using Lemma 2.8,
‖Vα( f )− f ‖L2 ≤ |α|∞‖Vα( f )− v f ‖L2 ≤ |α|∞(‖Vα( f )− f ‖L2 + ‖ f − v f ‖L2).
The inequality (8) implies that
‖Vα( f )− f ‖L2 ≤ |α|∞‖Vα( f )− f ‖L2 + |α|∞(1+ K )‖ f ‖L2
and the result is obtained. 
Lemma 2.10. If L is a linear operator from a Banach space into itself such that ‖L‖ < 1, then (I − L)−1 exists and
is bounded. Besides,
(I − L)−1 = I + L + L2 + · · · .
Theorem 2.11. If |α|∞ < 12+K , V
α
has a bounded inverse.
Proof. According to the inequality (10) and the hypothesis given,
‖I − Vα‖2 ≤ (1+ K )|α|∞1− |α|∞ < 1.
Lemma 2.10 ensures that Vα = I − (I − Vα) has a bounded inverse. 
Definition 2.12. In a normed space a set A is fundamental if every element of the space can be arbitrarily approached
by finite linear combinations of elements of A.
Theorem 2.13. If |α|∞ < 12+K , the system
Sα = {1α} ∪ {cosα(mt), sinα(mt)}m∈N
is fundamental in L2(2pi).
Proof. According to Theorem 2.11 for any g ∈ L2(2pi), there exists f ∈ L2(2pi) such that Vα( f ) = g. In that case,
if
f =
∞∑
j=0
c j p j
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Fig. 2. Classical (left) and fractal (right) trigonometric interpolants.
in terms of trigonometric polynomials (finite linear combinations of cos(mt) and sin(mt) where m = 0, 1, . . .). The
linearity and continuity of Vα imply
g = Vα( f ) =
∞∑
j=0
c j p
α
j ,
i.e. g is an infinite linear combination of elements of Sα and thus it can be arbitrarily approached by finite linear
combinations of elements of Sα . 
Corollary 2.14. If |α|∞ < 12+K , L2(2pi) owns a Hilbert basis of α-fractal trigonometric polynomials.
Proof. The system Sα can be orthonormalized and a Hilbert basis of L2(2pi) is obtained. 
Note: If α = 0, Eq. (7) implies that the fractal function f α agrees with f . In this way we obtain the classical set of
basic trigonometric polynomials as a particular case.
3. An application to data interpolation
Let us consider the circular data
D =
{
(0, 3),
(
2pi
3
,
√
3
)
,
(
4pi
3
, 4
)
, (2pi, 3)
}
.
The family of functions
pα(t) =
(
7+√3
3
)α
+
(
2−√3
3
)
cosα(t)+
(
3− 4√3
3
)
sinα(t),
where the fractal functions are defined by means of v(t) = cos(t) (see Section 2), the partition ∆ = {0, 2pi3 , 4pi3 , 2pi}
and α ∈ (−1, 1)3, is a system of interpolants of D. For α = 0 we obtain the classical trigonometric interpolation. The
coefficients can be computed by means of the Gauss formula [5]. In this particular case the coefficients were obtained
considering a linear combination of the family {1, cos(t), sin(t)} and imposing the conditions of data interpolation in
order to compute the corresponding scalars. Fig. 2 displays two elements of the family corresponding to α = 0 (left)
and α = (0.3, 0.3,−0.2) (right). Other examples are given in [4].
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