In wireless sensor networks, owing to the limited energy of the sensor node, it is very meaningful to propose a dynamic scheduling scheme with data management that reduces energy as soon as possible. However, traditional techniques treat data management as an isolated process on only selected individual nodes. In this article, we propose an aggressive data reduction architecture, which is based on error control within sensor segments and integrates three parallel dynamic control mechanisms. We demonstrate that this architecture not only achieves energy savings but also guarantees the data accuracy specified by the application. Furthermore, based on this architecture, we propose two implementations. The experimental results show that both implementations can raise the energy savings while keeping the error at an predefined and acceptable level. We observed that, compared with the basic implementation, the enhancement implementation achieves a relatively higher data accuracy. Moreover, the enhancement implementation is more suitable for the harsh environmental monitoring applications. Further, when both implementations achieve the same accuracy, the enhancement implementation saves more energy. Extensive experiments on realistic historical soil temperature data confirm the efficacy and efficiency of two implementations.
INTRODUCTION
Wireless sensor networks (WSNs), consisting of massive and different low-cost sensor nodes of different types (e.g., light sensor, temperature sensor, etc.) installed to detect physical properties, have been widely used in many application domains [Imielinski and Goel 1999; Cerpa et al. 2001; Kottapalli et al. 2003; Huang et al. 2004 ]. Due to the limited power supply and difficulties in harvesting ambient energy, low-power energy management obviously has become a critical research problem in WSNs. For example, in persistent surveillance and tracking applications, energy-efficient sensing schemes have to be developed to extend the lifetime of the network. Since energy consumption determines the lifetime of a sensor network, it is significant to explore how to save energy so as to extend the lifetime of the sensor network. Meanwhile, wireless communication consumes more power than any other activity [Pottie and Kaiser 2000; Raghunathan et al. 2002] . It is important to design protocols to minimize the amount of communication required by the sensor nodes while maintaining data accuracy.
In the past few years, many researchers were interested in this problem. The solutions proposed in Lee and Wong [2005] and Solis and Obraczka [2006] were focused on energy conservation by applying the data aggregation protocol, where a centroid node (i.e., the sensor node in a group to which all other sensors report their data periodically) collects and packs several communication packets into one packet. Most data aggregation methods achieve energy savings by taking advantage of the fact that most of the data packets sent to the centroid nodes share similar packet headers, which include framing information, destination address, error control codes, and so forth. Since these packets are very close to each other, combining them into a few packets would save a lot of energy. Generally, energy [Pantazis and Vergados 2007] savings in data aggregation have to be achieved by using a robust sensor node equipped with a strong power supply and relatively super computation capacity, which imply the complexity of practical design. Zheng et al. [2005] and Zhou and Roure [2007] propose that all the sensors cooperate on scheduling and routing their packets so that the data can be aggregated along the path. However, due to potential connectivity and reliability issues, the proposed aggregation approaches are not easy to achieve in practice.
To relax the strict requirements of hardware and design complexity, some researchers have proposed the scheme [Han et al. 2004; Vuran et al. 2004; Alippi et al. 2007] in which the sensors do not need to send and sense data continuously. Instead, they can fall into a sleeping state to save energy and use the sensed data to estimate the future outcome if a specific application is well studied. When the sensor node falls into the sleeping state, the prediction algorithm is the best way to get the future outcome. However, using the past or the last reading to predict the future sensing data will bring some errors to the sensor network system, which will lead to a decline in data accuracy. Therefore, how to predict future outcome accurately while reducing the sensor node sampling rate has become a challenging problem.
In this article, we propose a dynamic and systematic data reduction approach, called DR3, which is created based on three levels of communication reduction in the wireless sensor network architecture. This is motivated by the fact that in certain cases, the sensed data has some inherent correlation. We can use data correlation accompanied with efficient management to reduce the amount of data communication. Data reduction, which is different from data aggregation, reduces a significant amount of the data communicated among sensor nodes between/within sensor groups. It does not require all the sensor nodes to remain active most of the time, yet it achieves high accuracy of data even in situations where quality connectivity cannot be maintained. Let us take temperature sampling as an example. Assume that temperature ranging from 0 • C to 35 • C is uniformly distributed in an area. If sensor nodes are also placed uniformly in this area in a grid topology, a sensor's readings might have a relationship with the neighbor sensor node. The sensor's reading can be obtained by a neighbor sensor node or another sensor node. Meanwhile, the sensor's reading could obey a recognizable pattern during a certain period, especially in an environment monitoring application. Therefore, many sensor nodes can fall into a sleeping state instead of all the sensor nodes continuously sampling data and transmitting their sensing data to the group centroid used in conventional data aggregation. This characteristic motivates us to construct the DR3 system framework to explore the potential of data reduction extensively. Our goal extends the lifetime of the sensor network by a reduction approach.
The three-level data reduction methods in our design provide different selections of data reduction in terms of energy-saving efficiency. The upper-level data reduction method is built upon the methods at the lower level. Our design exploits data reduction from different levels, which still satisfies the sensing fidelity requirements. As mentioned earlier, the goal of our work is to reduce the unnecessary transmission in the wireless sensor network while keeping the error rate of sampling in a reasonable range. The sensor node can adjust the duty cycle to meet the data accuracy requirements. The main contributions of this work are as follows:
-To the best of our knowledge, this is the first design that supports self-adaptive centroid node selection and uses the centroid's reading to represent the group's reading, instead of waiting for all data to be ready to further reduce the communication packets in a wireless sensor network. -We propose a novel three-level data reduction architecture to achieve the energy savings in a wireless sensor network: dynamic centroid selection, duty cycle adjustment with machine-learning prediction, and correlative intergroup data reduction. -We propose two implementations of the three-level data reduction architecture, which can reduce the data communication and require less maintenance with the machine-learning method while keeping the data accuracy at an acceptable level. -We conduct experiments on analysis of the relative error of the prediction, lifetime of sensor node, and complexity of computation. The experimental results verify the efficacy and effectiveness of our proposed architecture.
The rest of this article is organized as follows: We describe the related work in Section 2, and then we depict the system framework, data management, and design goals in Section 3. We propose the overview of the DR3 architecture for our design in Section 4. We present the basic implementation of the DR3 architecture in Section 5. In Section 6, we present the prediction accuracy enhancement implementation of this architecture. We analyze the experiment results and performance in Section 7. We give the discussion of this article in Section 8, and we conclude this article in Section 9.
RELATED WORK
In a wireless sensor network, data aggregation has been widely used to reduce energy consumption [Lee and Wong 2005; Solis and Obraczka 2006] . Data aggregation is defined as the process of aggregating the data from multiple sensors to eliminate redundant transmission and provide fused information to the base station. Intanagonwiwat et al. [2000] have developed an energy-efficient data aggregation protocol called directed diffusion. Diffusion's communication paradigm is based on information sinks that broadcast requests, or interests, for relevant data. Nodes producing relevant information respond and data paths are formed. Data is aggregated when a node is part of various data paths. However, due to the broadcast of interest, the sensor network traffic increased. Sensor Protocols for Information via Negotiation (SPIN) is developed by Kulik et al. [2002] . In SPIN, all nodes have pieces of named information that they want to send to the rest of the nodes. Data transfers are first negotiated based on the names of items. Only requested items are exchanged. This avoids the cost of sending the data needlessly but incurs the overhead of engaging in the negotiation phase. Solis and Obraczka [2006] evaluate the performance of different in-network aggregation algorithms in terms of the tradeoffs between energy efficiency, data accuracy, and freshness. In wireless sensor network applications, the energy cost associated with switching operating status for transceivers is significantly large compared with the sensing consumption. It is wise to compress several packets into one or to aggregate the data collected from different packets into one data sector before transferring to a transceiver as shown in TAG [Madden et al. 2002] . Boulis et al. [2003] consider the challenging periodic aggregation problem in wireless ad hoc sensor networks (WASNs). A distributed estimation algorithm that can be applied to explore the energy−accuracy subspace for a subclass of periodic aggregation problems has been proposed. However, the flexibility of application is limited if data has a low correlated coefficient. Data compression can be applied to reduce the amount of information sent by source nodes. This scheme involves encoding information at nodes that generate data and decoding it at the sink [Pradhan and Ramchandran 2003; Tang and Raghavendra 2004; Xiong et al. 2004; Kandlur et al. 1994] . As compression techniques are general, those methods are not necessarily related to WSNs. Some typical sampling systems, such as habitat monitoring [Cerpa et al. 2001; Mainwaring et al. 2002] or other monitoring application [Goel and Imielinski 2001; Kijewski-Correa et al. 2006; Alippi et al. 2007] , make use of the data aggregation and compression techniques to save energy. Because data compression and aggregation, such as TAG, need to buffer a relatively large amount of sensing data from different locations, they are not quite suitable for time-critical monitoring applications and would impose some requirements on hardware.
Data prediction algorithms have also been proposed as an efficient strategy to reduce the data transmission in WSNs. Data prediction consists of building an abstraction of a sensed phenomenon, that is, a model describing data evolution. The model can predict the values sensed by sensor nodes within certain error boundaries and resides at both the sensors and the sink. To predict the data, both numerical approaches and empirical models have been implemented [Chu and Deshpande 2006; Hui and Cui 2007; Carvalho et al. 2011 ]. Hui and Cui [2007] utilize seven algorithms in three types to test the success rate of prediction algorithms. The simulation takes temperature data collected from an environment monitoring network deployed in the Palace Museum for 3 months as input. Results show that the autoregressive prediction algorithm has the best performance. A developed prediction model is proposed in Chu and Deshpande [2006] , which maintains a pair of dynamic prediction models; one of the models is deployed in the nodes of networks, and the other is deployed in the base stations. Both models update actual sampled data to keep synchronization when the prediction fails. However, this algorithm is limited because the probabilistic model is getting more and more complicated with the expansion of network scale.
Considering the multivariate spatial and temporal correlation, Carvalho et al. [2011] proposed a prediction model to improve the prediction accuracy and energy savings through data reduction techniques. Data reduction techniques have received researchers' widespread attention. Santini and Romer [2006] present a data reduction system that is as accurate as a centralized system achieved by static methods or other machine-learning techniques. A simple linear regression model was given in Matos et al. [2010] . In this model, the difficulty resulted from the prediction accuracy depending on only one variable. Based on the object tracking technique, Xu and Lee [2003] proposed a localized prediction mechanism that reduces energy consumption due to hierarchy topology. Silva et al. [2009] used the principal component analysis technique to reduce the multivariate dimensionality of data gathered by sensor nodes. In Seo et al. [2005] , several multivariate stream data reduction techniques, such as wavelet, sampling, hierarchical clustering, and singular value decomposition, were introduced into the data reduction system. Seo et al. [2005] evaluated these techniques for reducing the multivariate data traffic. In Qiu et al. [2006] , a regression model was designed to estimate the runtime of the distributed GA under the given configuration parameters. Research about exploiting the correlated data to balance accuracy and energy savings was also conducted. This model was utilized to find energy-efficient configurations of the algorithm. Empirical analysis results demonstrate the relationship between the configuration parameters and the quality of the search. Msechu and Giannakis [2012] developed a novel data reduction method that requires no intersensor collaboration and results in only a subset of the sensor measurements being transmitted to the fusion center (FC). In this model, with the censoring mechanism and the received uncensored data, FC-based estimators are derived for both deterministic (via maximum likelihood estimation) and random parameters (via maximum a posteriori probability estimation) for a linear Gaussian model, and each sensor decides separately whether to censor its acquired measurements based on a rule that promotes censoring of measurements with the least impact on the estimator mean-square error (MSE).
Our previous work [Zhang et al. 2011 ] has shown that a statistical approach can help predict the future sensing data under predefined tolerance. However, since the data processing center requires one to send numerous requests to predict the data both inside the group and between groups, the machine-learning approach in data reduction would consume a large amount of energy in packet dissemination.
PRELIMINARIES

System Framework
The strategies proposed in our DR3 framework are mainly motivated by a long lifetime environment monitoring application in which sustainability and data accuracy are of the most interest. We assume that each sensor node has the same energy, which is supplied by batteries. The WSN is made up of battery-operated sensor nodes with limited power, radio communication range, and transmission bandwidth. We intend to construct a system that can cover a large area for data acquisition while requiring less maintenance and complexity in data processing. These design requirements are quite critical for practical application, especially when an energy renovation technique is not applicable due to cost issues. In our system architecture, three levels of data management are carefully introduced and investigated to meet the requirements of applications. The DR3 framework is shown in Figure 1 .
We divide the sensing action into three levels. In the first level, we divide the original large-scale sensor network into a plurality of groups. Each group only needs to transmit the average reading of nodes in the group as reference to a powerful workstation. In each group, we can select a centroid sensor to represent a whole group's reading. After this process, we build a translation model to describe the relationship between the reading of a centroid sensor node and the average reading of a group (the reference of a group). This group only needs to send the approximation results of the translation model to a powerful workstation to represent its own sensing data. In this level, we only need to send one piece of sensing data to a powerful workstation to reduce the data transmission and the amount of sampled sensor nodes in the wireless sensor network. In this level, many sensor nodes can fall into a sleeping state, and only the centroid sensor node is kept active to save the energy consumption. During the second level, in environmental monitoring applications, the sampled data is subject to a certain distribution during a certain period, and the sensor node can use the past sensing data of this node to predict the future outcome. The centroid sensor node can reduce the sampling rate of the sensing schedule while keeping the system error at an acceptable level. That is, the centroid sensor node does not need to sample continuously; it can fall into sleeping status to save its energy. In the third level, group nodes, whose readings have high correlation with other groups, can utilize this correlation to predict a group's reading. The correlative group can remain inactive on a certain schedule to save its energy.
In order to prolong the WSN lifetime, three levels of the data reduction strategy should be adjusted to meet the requirements of different monitoring applications. As the centroid selection model and translation model in the first level, the prediction model in the second level, and the dividing method of correlated groups in the third level are interactive in the data reduction process, correlation among three different levels of the data reduction architecture can be made. The centroid selection model in the first level has great influence on the data accuracy of the gathered data. Therefore, if given a predefined tolerance system error and centroid selection model, we can improve the performance of the dividing method of correlated groups in the third level to obtain more accurate results. Given the centroid selection model and translation model in the first level and the dividing method of the correlated groups in the third level, we can also improve the prediction model in the second level to meet the requirements of the application.
To enable only one sensor's reading while calling other sensor nodes to sleep, the statistical approach is also introduced into our system to reduce the error of sampling during resampling cycles. For example, the sampling data is subject to uniform distribution during a certain period. We also rely on the interdependence of those group representative readings with the intention of switching off groups whose readings are highly correlated to other groups. This correlation implies that one group's data can be extracted from other data with an acceptable error rate. This achieves great energy savings for a large sensor network, especially for monitoring applications while maintaining data accuracy through a dynamic resample strategy.
Data Management in DR3
In order to achieve the energy savings, the design of a data management scheme in DR3 should meet some requirements. The first is to optimize the dynamic centroid selection. Dynamic centroid selection is a method to find the node whose reading is the best approximation to that of group interest. The second is to optimize the duty cycle. It is an approach to find the error rate of a group centroid's prediction at a given schedule. We intend to figure out the tradeoff between energy savings and the error rate in prediction. The third is to optimize the opportunity coupling, which is an idea to identify a correlated sensor group in a network, and thus reduce the sensing data from the whole network perspective. Several features are considered in terms of power conservation in our design.
Self-Adaptive Sensing: due to the dynamic nature of environment applications, requiring the sensor system to provide a continuous sensing service though the full-space coverage may not be necessary. However, its sensing frequency together with its length of prediction cycle will be self-adjusted according to system prediction accuracy. This feature becomes one of the most important issues in our data management scheme to study the energy conservation performance of our strategies.
Data Accuracy: instead of achieving long lifetime operation in a wireless sensor network, DR3 embraces consideration of data accuracy in sensing. An aggressive data management scheme tends to undermine the data integrity by throwing out some data that could be quite critical. A certain technique is exploited in DR3 to accommodate such scarification.
Flexibility: regardless of which platform is used, the DR3 scheme can be applied in different applications and is flexible in sensor architecture design. The sensor density, group topologies, and communication capability do not become an obstacle to its practice. Flexibility allows the architecture designer to choose different underlying software and hardware architecture optimized for their specifications.
In order to successfully implement those features into our system architecture, three levels of data management are carefully introduced and investigated to meet those requirements. We develop a prototype system by adding a combination of internal group and intergroup data reduction while trying to maintain data accuracy at an acceptable level.
Design Goals
Our design goal is to reduce data communication so as to achieve energy savings while keeping the data error rate at a tolerant level. The system design should simultaneously achieve performance guarantees as follows: -Energy efficiency: The sensor network can achieve energy savings as much as possible. -Communication efficiency: The data communication of this system should be as small as possible. -Data accuracy: The sensed data should meet accuracy requirements of the specific application.
DESIGN OF DR3
The proposed architecture can be categorized into three levels of data reduction. In this section, we describe the details of the data reduction strategy in each level.
Internal Group Data Reduction (IGDR)
In IGDR, instead of letting all the sensor nodes continuously transmit their sensing data to the group centroid, only one node, that is, the group centroid, will be active in sensing during a certain sensing schedule, while the remaining sensors are directed to a sleeping state. Because the majority of communication packets associated with originally active nodes have been compromised due to status switching, it can be anticipated that a large amount of energy could be saved for those sleeping nodes. To determine which node should be chosen as centroid, two factors are considered: the node's selected frequency and its reading error to the reference. The average of all the sensors' data in a group, the most typical reference metric in data aggregation, will be compared with each node's sensing data within the study group. The one whose reading has the least square error rate in sampling period has a high possibility to be chosen. This factor allows us to minimize the error of using one sensor node rather than conducting an operation on the whole local group. The node's selected frequency, that is, how many times it has been used as centroid, weighs into the final selection. The higher the frequency is, the better chance that the node would be picked. To bridge the gap between one centroid's reading and the reference (average group reading), the polynomial regression approach or other algorithms used in machine learning are introduced so that an approximation mapping function from one centroid node's reading into the reference can be constructed. This strategy fundamentally guarantees data stability and reliability in the sensor network.
Centroid
Selection. An algorithm for centroid node selection is proposed according to the relationship between interested data of a group and data from individual sensor nodes within a group. Our strategy is independent of the category of data to be aggregated or compressed; that is, what kind of data or which data we choose to apply our to data reduction strategy is not important. The average data within a group in each time slot will be used as a reference for simplification, but any other references can be chosen without any specific limitation.
Translation Model
Building. This section describes the statistical method used to compare the centroid node's sensing data to the group's average sensing data. The model function, whose input is the centroid's sensing data C(L), is built to bridge the difference between individual readings to the averages. By introducing the translation function, we expect to reduce the error rate caused by using one node's reading to approximate the group's average sensing data.
The critical problem in such approximation with finite samples is the model selection. It involves choosing the optimal model complexity for a given training sample. The training samples here refer to the centroid node's reading in the past n cycles. As a result, the number of training samples also determines the empirical risk for each model's complexity. Practical model building involves two tasks: an estimation of model parameters and an estimation of the prediction risk. The first task can be achieved via minimizing the empirical risk, that is, least-square fitting approach used in our work. The second can be done through data resampling, following the first task.
The first level of data reduction achieves both the centroid selection and translation model construction, and the latter establishes a solid basis for the second level of data reduction.
Adaptive Lower Duty Cycle Data Reduction (ALDCDR)
In ALDCDR, the centroid node can lower its operating duty cycle in the sensing schedule, meaning the centroid can even switch into sleeping status to save its energy. This idea comes from the fact that sensors' reading could form a recognizable pattern during a certain period, especially in the environmental monitoring application. Those patterns can be well approximated and used to predict future outcomes from sensor nodes if a specific application is well studied. As a result, following the model building schedule, we introduce the data resampling phase and prediction phase. In the data resampling phase, we try to achieve the latest data to update the model built in the training cycle. The arrangement of interchange between the resampling phase and prediction phase is shown in Figure 2 . In the prediction phase, the centroid node will switch off to conserve energy, and the assumed sensing results are generated through the predictor that has been updated. Except that a similar polynomial regression approach used in IGDR necessitates model selection and parameter optimization, it is wise to use an empirical model in specific applications, that is, environmental monitoring in our case, to save more energy related to computation and data storage. Based on the prediction accuracy provided by our empirical model, the sensor system will adjust its resample rate accordingly and ensure that a balance for accuracy and energy savings could be well maintained. Its sensing frequency together with its length of prediction cycle will be self-adjusted according to the system prediction accuracy. This feature becomes one of the most important issues in our data management scheme to study the energy conservation performance of our strategies.
Correlated Group Date Reduction (CGDR)
In CGDR, we intend to aggressively reduce sensing data that need to be communicated through the setting sensor group, whose sensing readings have high correlation with other groups on sleeping status. The sleep sensor group's sensing reading can be estimated using its correlated group's reading. This process obviously brings an additional estimation error for the true reading, but it could well be worthwhile when a large-scale sensor network embeds a significant amount of correlated sensor groups. The standard statistical sample correlation coefficient is used to measure the group correlation. The threshold of bias pair data correlation is the key in balancing the error and energy savings among groups. Its decision mainly depends on the duty cycle for each group and the environment stability in which a wireless sensor network is deployed. We propose using an error-to-energy-saving ratio as a metric to find out the optimal threshold of correlation under different duty-cycle setups and stabilities of environment. The results can eventually suggest a guideline in communication protocol design for other applications.
BASIC IMPLEMENTATION
A basic implementation of this architecture is given in this section. The centroid sensor node of each group should be selected to represent the group's reading. After the centroid sensor node has been selected, the critical problem is to build a translation model in the IGDR and a prediction model in the ALDCDR. Balancing the error and energy savings among groups, we give a basic implementation of the DR3. First, we describe how to build a translation model in IGDR. Second, we present the empirical model construction in ALDCDR and elaborate on an arrangement of the interchange between the resampling phase and prediction phase. This empirical model is used to predict the future outcome of the centroid sensor node. Third, we depict how to control the mode updating and resampling rate. Finally, we discuss how to divide the correlation group among the sensor groups in a large area.
Centroid Selection Algorithm
Our algorithm applies two necessary conditions to input data in order to determine empirically the optimal centroid node. Two conditions here refer to minimizing the empirical risk (by least square error) R and the frequency of a node's past winning 84:10 S. Zhang et al.
ALGORITHM 1:
The Selection Algorithm Input: The sensing data of each sensor node in a group; Output: The centroid node gets assigned; 1: Calculate the average Q j for each group at cycle j by taking average of all the data sampled from each sensor node; 2: The data is stored in a matrix for later comparison; 3: Calculatethe least square error for each sensor node i by taking the least square error function for the entire sensing schedule; 4: Identify the node as centroid node at schedule L; 5: C(L) = {i |argmin{utility function(e j (i), f re j (i)) }} 6: Update the frequency counter of selected centroid node 7: f re j (i) = f re j (i) + 1; 8: j = j + 1; in selection F. Given data from all sensor nodes within groups, those two conditions are applied repeatedly in our selection module to produce the winning centroid node for each sensing schedule, according to Algorithm 1. Given the specific sensing schedule L (L = 1, 2, . . . , N); the number of sensor nodes in a group, denoted as S i , (i = 1, 2, . . . , M); the number of cycles j; the past frequency of winning selection for each node, denoted as f re j (i); and the sensing data of each sensor node at cycle j, denoted as D i, j , the centroid selection algorithm performs the following steps iteratively: Note that if the least-square-error-based selection algorithm gives only an optimal selection for that specific schedule, the past frequency f re j (i) of nodes winning could help select the node that gets the most approximate results to the average data in a long timeframe. Now the centroid determination problem turns into an optimal utility function F(e j (i), f re j (i)) issue:
where j represents the number of cycles and N represents the total number of cycles. In practice, the utility function can vary based on the application purpose. We can adopt the polynomial regression approach to set the utility function.
Translation Model
In order to simplify the complexity degree of the translation model, a typical polynomial regression statistical approach with a model complexity from 1 to 2 will be used in our model construction. Intuitively, the centroid node's reading is proportional to the group average, which makes us believe the complexity of Equation (1) and (2) is sufficient to keep the approximation risk at a low level. Therefore, our approximation function can be expressed as follows:
where x represents the input of the estimator, and w denotes the model parameters. m, the model complexity, will range from 1 to 2 in order to find out the minimum of empirical risk defined via loss function;
where f m, j (x, w) represents the translation result from the estimator at each cycle j. It is noticed that the empirical risk depends on the selection of model and the number of training samples. Then the performance of such estimator requires careful selection of model parameters, model complexity degree, and number of inputs. However, the distribution of input data also affects system performance. Therefore, those raw data need to be preprocessed before entering into an estimator. The purpose of preprocessing is to offer fast convergence of parameters in the approximation process, which may increase model accuracy due to better fitting of input training samples.
Empirical Prediction Model Construction
In ALDCDR, an empirical model is to find those data that have strong correlation and arrange them in a certain way so that the future data can be extracted from the empirical or historical data. Depending on the duration of the system and data accuracy requirements of an application, the empirical models can be constructed in different ways. Here, we introduce an hourly based empirical model, which attempts for a better tradeoff between data accuracy and energy savings. An extended daily-based model could save energy but will reduce the sampling resolution. During the data training cycle, initial sensing differences between two adjacent hours are calculated and updated throughout the whole training cycle. A weighted moving average method is used to finalize those data variances for any hourly reading. For example, if the sensed data at 1 a.m. and 2 a.m. are 10F and 20F, respectively, the difference between 1 a.m. to 2 a.m. is 10F. At the end of the training cycle, a model is provided in which an empirical sensing data difference between any two hours' time can be estimated at the group centroid node.
Model Update and Resample Rate Adjustment
Once the sensor is in the resampling phase, the system will not only get a precise reading but also takes advantage of such an opportunity to refresh the empirical prediction model construction. The system compares the prediction output and the real sensing data. If the difference is below the system error tolerance level, the system is regarded as a good "hit" and the prediction model can be trusted. A gauge indicator is introduced to record the tolerance level hit rate, which is identified as the probability of hit over a certain period. Apparently, a larger hit rate means higher accuracy of the prediction model. Therefore, it is reasonable to reduce the resampling rate if the large hit rate is achieved to aggressively save energy for switching. However, if the difference between prediction output and sensed data is above our system error tolerance, it is called a "failure." If the failure rate increases, the system needs to raise its resampling rate to compensate for the loss in accuracy by scarifying energy savings.
Compared with the regression model, the advantage of using an empirical prediction model in this application is that it simplifies data processing while introducing a reliable reference base for prediction. As a result, the hardware expense can be minimized to accommodate the cost issue. Usage of error tolerance, specified by the user application, is then a key issue in error control. Data resampling, after the centroid node switches on to sense after a certain cycle beat, helps to update the predictor's status when sensor nodes are in sleeping status. This process makes it possible to reduce the error rate if the frequency of interchange between two phases is well controlled. A higher resampling rate requires higher-frequency phase interchange. However, a higher data resampling rate to update the estimator requests larger volume of sensing data, which makes the resulting node burst more energy in sensor status switching and calculation. Therefore, a tradeoff between accuracy and energy savings related to different resampling rates exists for optimization. The system tolerance parameter will take the responsibility of impacting the phase interchange.
Correlated Group Division Calculation
In CGDR, our group division based on the correlated coefficient is done at the central base station, where all the groups' readings are collected and processed. The highly correlated groups are determined based on their reported data. This kind of information is then distributed to sensor groups through the network. As a result, the calculation burden is shifted away from the sensor network while it potentially provokes a significant delay in message distribution and will not be necessary to realize our data reduction purpose. We propose to pursue predefined analysis of those groups that have potential to be highly correlated. Intuitively, sensor groups within a certain distance range can have the highest correlated coefficient. If we can predefine those divisions that include most of the high correlated group by setting a frontier, local calculation and communication can be achieved to reduce the delay and improve synchronization.
PREDICTION ACCURACY ENHANCEMENT IMPLEMENTATION
In the DR3 framework, the challenging issue is how to cut down the amount of sensed data that are transmitted to the base station while keeping the error rate in a reasonable range.
In our basic implementation model of the DR3 architecture, we try to reduce the computation energy consumption and prediction error by introducing the application of the empirical model. That is, we prefer the temperature to change in a relatively stable way. However, in some hostile environmental monitoring applications, the environment maybe be influenced by other factors, for example, human factors. Take soil temperature monitoring application as an example. You may find out the temperature could change dramatically during a certain period, which could cause a big prediction error if the system is not able to respond immediately. So, in order to improve the robustness of this architecture, another promising solution to reduce the system error is to take advantage of the machine-learning method, such as a support vector machine or a neural network method, to predict such a change. We believe that a more complicated implementation model incorporating numerical data analysis can improve the performance of this architecture.
In IGDR, the crucial task is the centroid selection and the translation model construction. If the selected centroid sensor node cannot represent the group's average reading and the translation model cannot reflect the relationship between the centroid reading and the average of the group, the architecture error will increase and the system performance will decrease. In ALDCDR, the most important issue is to build a prediction model and adjust the resampling rate according to the predefined accuracy. We can investigate the statistics characteristic of the sensed data. The sensed data may be subjected to a certain distribution. We can use this feature to generate future outcomes from the sensor node in the specified application. So, apart from the polynomial regression approach, we can use the machine-learning method to build the translation model and prediction model, such as ANN.
Since the artificial neural network has a strong nonlinear capability, it can be used to approximate any nonlinear function with arbitrary accuracy. Therefore, we use ANN to build the translation mode and prediction model in DR3. We choose the common and well-known back-propagation algorithm for training neural networks. An advanced implementation (i.e., enhancement implementation) of this architecture is shown next. 
Artificial Neural Network
An artificial neural network (ANN) [Hopfield 1988 ] is usually defined as a network composed of a large number of simple processors (neurons) that are massively interconnected, operate in parallel, and learn from experience (examples). The overall block diagram of the present proposal in the adaptive artificial neural network is shown in Figure 3 . The first layer has input neurons, which send data via synapses to the second layer of neurons, and then via more synapses to the third layer of output neurons. The second layer is called a hidden layer. More complex systems will have more layers of neurons, with some having increased layers of hidden neurons. The synapses store parameters called "weights" that manipulate the data in the calculations. Neural networks are used for modeling complex relationships between inputs and outputs or for finding data patterns.
Back-Propagation Neural Network Translation Model Building
Sometimes, in order to meet the demands of high precision of environmental monitoring applications, we can build an advanced model to express the relationship between centroid sensing data and the group average data. As ANN has stronger nonlinear capability, we use the back-propagation neural network to build the translation model to express the relationship.
The back-propagation algorithm has been proposed by Rumelhart and McClelland [1986] . The goal of the back-propagation neural network is to find a function that best maps a set of inputs to its correct output. Now, we take the back-propagation neural network to build a translation model. In order to describe the process of building a translation model clearly, we take a three-layer back-propagation network to depict the back-propagation algorithm. This back-propagation learning algorithm can be divided into two phases: propagation and weight update. The process of model establishment is described next.
Let X = {x 1 , x 2 , . . . , x i , . . . , x n }, j = 1, . . . , M be the inputs of the network and T = {t 1 , t 2 , . . . , t k , . . . , t N }, k = 1, . . . , N be the desired outputs or correct outputs. So, the number of nodes in the input layer is M, and the number of nodes in the output layer is N. Suppose the number of nodes of the hidden layer is Q, Y = y 1 , y 2 , . . . , y k , . . . , y N , k = 1, . . . , N, which represents the actual value of the output layer, and E represents the discrepancy or error. Let w j,k represent the weight between the jth node of the input layer and the kth node of the hidden layer. We use θ k to denote the threshold's value of the kth node of the hidden layer and w k,i to denote the weight between the kth node of the hidden layer and the jth node of the output layer. Let a j be the threshold's value of the jth node of the output layer, and y k represents the actual value of the kth node of the output layer. We use φ(x) to denote the activation function of the hidden layer and ψ(x) to denote the activation function of the output layer.
There are many differentiable activation functions, such as identity function, binary step function, bipolar step function, sigmoidal function, and ramp function. We use the most common sigmoidal function as the activation function of our system. This function is shown here:
(4)
The shape of this function is an S-type. This function value is between 0 and 1. It is vertically translated to normalize from 0 to 1. The sigmoidal function is very close to 1 for large positive numbers and very close to 0 for large negative numbers. This function allows a smooth transition between the low and high output of the neuron. We can see that the output value depends only on the activation function, which in turn depends on the values of the inputs and their respective weights. In the hidden layer and output layer, we can use the same activation function.
In order to build a relationship between the centroid readings and the group's average, let all the nodes sampled in several cycles construct a training dataset. The centroid sensing data can used as the input data in the training phase of the backpropagation neural network. The group average data is used as output data. Initially, the weights will be set randomly. The signal forward-propagation process is described as follows:
We first fetch a sample X from the training dataset, which is composed of centroid node sensing data, and the input value net i of the ith node of a hidden layer can be computed as follows:
The output value o i of the ith node of the hidden layer is defined as
Let s k represent the input value of the kth node of the output layer, and then
The output value of the kth node of the output layer can be computed efficiently,
where f (x) represents the differentiable activation function.
A common method for measuring the discrepancy between desired output value t k and the actual value y k is using the squared error measure. To sample x, the error criterion function can be calculated as follows:
Sometimes, the distribution of input data also affects the convergence of the neural network. Therefore, the raw data need to be preprocessed before being input into the model. The purpose of the preprocess is to offer the rational input data in the training process, which may increase the convergence speed of the model due to the better-fitting input training data. Owing to the preprocess, it can improve the performance of the system. In order to avoid the different magnitudes of components of the input vector, we can normalize the input vector to improve the performance of the model.
For example, we can use the following formula to normalize the dataset:
where max(x) is the maximum value of the input vector x and min(x) is the minimum value of the input vector x. If we want to get the original input vector, we only need to make a reverse linear conversion:
where max(x) is the maximum value of the input vector x and min(x) is the minimum value of the input vector x.
As mentioned previously, the raw data can be preprocessed before entering into the network. The preprocess phase can be divided into two phases. The abnormal data can be thrown in the first phase, and the sensing data can be normalized in the second phase. There are many normalization methods to handle the input vector, such as the linear conversion method or mean-variance method, and so on. We use Equation (10) to preprocess the data. We can also use other methods to preprocess the input data to improve the accuracy of the model.
Next, the error back-propagation process is represented as follows: If the error exceeds a predefined value, we must adjust the weight and threshold parameters so as to reduce the error. Because the error depends on the weight and threshold parameters, the goal of the training process is to adjust the weights and thresholds in order to minimize the error.
, according to the error gradient descent, we can get the following formulas to adjust the weights, respectively:
where η is a learning rate, and its value is set between 0 and 1.
PROOF. In order to calculate w k,i and a k , we must compute the derivative of E with respect to w k,i and a k . We have
and then, we can conclude that
Since s k is just the sum over all products w k,i o i , the partial derivative of the sum with respect to a weight w k,i is just the corresponding input o i . Similarly, the partial derivative of the sum with respect to an input value o i is just the weight w k,i . So,
and then,
Because the partial derivative of the sigmoidal function with respect to an input x is
we have
We can see that from Equations (5), (14), (15), (16), (17), and (18), the adjustment to each weight will be
According to Theorem 6.1,
, we can get the simple expression of the ∂ E ∂w k,i as follows:
So,
Based on the same principle, we obtain
We can use Equations (21) and (22) to train an ANN with two layers. Now, for training the ANN with three layers, we will compute w i, j and θ i .
According to the error situation, we also adjust the node thresholds of the hidden layer and output layer, respectively. THEOREM 6.2. Let − ∂ E ∂net i = δ h (k), and we can get
where η is also a learning rate.
PROOF. For the purpose of calculating w i, j and θ i , we must find the derivative of E with respect to w i, j and θ i . In order to achieve error backward, we need to calculate the derivative of E with respect to y k . We have
where
and
According to Theorem 6.2, − ∂ E ∂net i = δ h (k), that is,
we can get
Therefore, we can adjust the weights and thresholds to obtain the desired output value. The formulas are listed as follows:
where t is the number of training or a time point. This process is a supervised learning process, in which the weights of the interconnections can be updated. The supervised learning paradigm is applicable to the sensed data. If the network computes an output vector that matches the target, nothing is done. If there is an error (a difference between the output and the target), then the weights are adjusted to reduce this error. This process continues to adjust weights and thresholds until the E x meets the predefined error.
When all of the sample training is completed, we get the translation model. According to this model, we can get a better function approximation from one centroid node reading to the group average.
Back-Propagation Neural Network Prediction Model Construction
In ALDCDR, the centroid sensor node is not always sampling data. It can fall into sleep status to save its energy. We use the back-propagation neural network to build a higheraccuracy prediction model to produce the future outcome data. This idea comes from the fact that the time series of sensors' reading data could be subject to a recognizable pattern and the ANN has a strong ability to adapt to the data changes of the sensor network.
In our proposed prediction model, the number of hidden layers is based on the the system situation. In the resampling phase of the ALDCDR, the latest sensor data is used as the input data of the prediction back-propagation neural network in the training cycle, and the current sensor data is used as the output of the back-propagation neural network prediction model in the training cycle. In the data resampling phase, we must utilize the latest data to update the model build in the training cycle. In the prediction phase, we make use of the latest data as the input data of the model to generate the future data. Now, according to the general back-propagation algorithm of the ANN [Rumelhart and McClelland 1986] , the learning algorithm of this neural network is formulated in Algorithm 2.
In artificial neural network training cycles, the learning rate affects the convergence speed and accuracy. If the learning rate is too small, the convergence can easily be guaranteed, but the convergence speed is too slow. If the learning rate is too large, the learning speed is very fast, but it can lead to oscillation or divergence. So the learning rate is an important factor in the algorithm. Faced with this situation, we adopt some strategies to improve the performance of the back-propagation learning in the ANN. In this article, we apply a simple way to improve the convergence speed of the algorithm. We use the variable learning rate η to train the network. When the network error falls fast, we increase the learning rate. When the error is close to the global minimum, we reduce the learning rate. According to the previous statement and analysis, the learning rate can be expressed in Equation (34):
In order to cope with overlearning of the neural work, we can add a momentum factor parameter to revise the thresholds' and weights' updating process. With a variable learning rate that is mixed with the momentum factor, the reliability of the backpropagation learning algorithm can be improved.
After added the momentum factor and variable learning rate, the weight updating process is listed as follows: O − I − O(); Calculate the input data and output data of the neuron nodes of the output layer;
Compute error (T − O) at the node of the output layer; while the accuracy of the sample is not satisfied Delta − O − H3(); Compute changed weight quantity for all weights from the third hidden layer to output layer and changed threshold quantity for thresholds of the output layer;
Delta − H3 − H2(); Compute changed weight quantity for all weights from the second hidden layer to the third hidden layer and changed threshold quantity for thresholds of the third hidden layer;
Delta − H2 − H1(); Compute changed weight quantity for all weights from the first hidden layer to the second hidden layer and changed threshold quantity for thresholds of the second hidden layer;
Delta − H1 − I(); Compute changed weight quantity for all weights from the input layer to the first hidden layer and changed threshold quantity for thresholds of the first hidden layer; Update the weights and thresholds in the network H − I − O(); After updated weights and thresholds, calculate the input data and output data of the neuron nodes of the hidden layer;
O − I − O(); Calculate the input data and output data of the neuron nodes of the output layer;
Compute error (T − O) at the node of the output layer; end while end for end while where α represents the momentum factor. The threshold updating process is shown below.
Through the fast back-propagation algorithm with variable learning rate mixed with momentum factor, the convergence speed of the ANN can be improved. In ALDCDR, these strategies are introduced, and the accuracy of the prediction can be kept high when the sampling rate is very low, thereby saving more energy and improving performance of the system.
The remaining part of this advanced implementation is the same as the basic implementation. That is, correlation group division calculation and resampling rate adjustment of the prediction model are achieved by the methods that are introduced in the basic implementation.
EXPERIMENT AND PERFORMANCE EVALUATION
The architecture is implemented on our newly constructed test bed with more than 100 sensor nodes, which provides a realistic controllable environment as shown in Figure 4 . The design is implanted on Berkeley TinyOS/Micaz systems, and scanning light patterns will be projected onto the test bed for sensors to detect sensors that are divided into several groups according to space proximity. The sensor data are sent to a powerful workstation where complicated and energy consumption calculations will be performed. The evaluation results allow further analysis to optimize the overall system.
Experiment Settings
To evaluate the performance of three levels of data reduction strategies, a simulation program over a maximum of 1,000 nodes is carried out to emulate the deployment of nodes over a large area that is divided into 100 regions. The data feed is collected from the Arizona Meteorological Network. The whole 1,500×500 m 2 area being monitored is divided into 100 groups as shown in Figure 5 . The sensor nodes are deployed into those groups according to the initial density setup. Each group has 10 sensor nodes. According to our experiment, we do not observe a notable difference for the positions of sensor nodes in each group. We also assume that each sensor node has the same energy. The soil temperature will be sampled once per hour and 24 hours per day. Their full record of the soil temperature data in the past 10 years allows us to test extensively the efficiency of our strategy. Over 100 groups of data are exploited to verify the performance of our strategies under different system settings. Their sampling data, sampled every hour, is treated continuously, which provides flexibility for our experimental control.
All sources vary their intensity according to the data provided by trying to mimic the environment hour by hour. The total cycles of evaluation are about 9,000, approximately more than 1 year's worth of readings, which is large enough to reduce the unsystematic risk caused by a limited sample size. At this moment, we have not considered the effect of switching off correlated sensor groups, as IGDR and ALDCDR level considerations have focused on the accuracy of the prediction and translation models created. To prevent unexpected errors at the initial state, we start with the training schedule right from the beginning, during which both the translation model and predictions continue to feed the inputs, sensor nodes' sensing at each cycle, and to construct and train their model separately. In our experiments, the back-propagation neural network translation model has three layers: one input layer, one hidden layer, and one output layer. The back-propagation neural network prediction model has five layers: one input layer, three hidden layers, and one output layer. The number of hidden layers of two ANN models can be changed with the system situation. The number of nodes of two ANN models on the input layer is 24, the number of nodes of two ANN models on each hidden layer is 24, and the number of nodes of two ANN models on the output layer is 1.
Performance Evaluation
7.2.1. Estimation Error Analysis. In this section, we evaluate the architecture error rates on different key design parameters for the two implementations, which include the density of sensor nodes in each group, error tolerance of the translation model and prediction mode, and the frequency of state interchange between the resampling phase and prediction phase. We regard the section of prediction accuracy enhancement as the advanced implementation of this architecture. Although those three parameters are not independent, separate study of their effects could provide us better insight into improving system performance. The methods used to calculate the error rate are described in the methodology section. 7.2.2. Relative Error of Prediction Versus Resampling Rate. In order to evaluate the performance of two implementations of this architecture, we introduce the concepts of resampling rate and prediction relative error. The resampling rate expression is shown as follows:
where rescycles represents the length of the resampling cycle of the resampling phase, and precycles represents the length of the prediction cycle of the prediction phase in ALDCDR. In fact, the resampling rate RSRation is the ratio of the length of resampling cycle to the length of prediction cycle in ALDCDR. Next, we give the prediction relative error an expression. Assume we use prv to represent the prediction value, and trv represents the true value; then, the prediction relative error is
where |.| represents the absolute value. During such an evaluation process, the frequency of status interchange between the resampling phase and prediction phase can be changed, while the density of sensor nodes in each group and number of groups are both set to be constants. We first use 48 unit cycles at the beginning of each test to build a translation model in IGDR. In ALDCDR, the centroid sensor node continually interchanges the status between the resampling phase and prediction phase. The length of resampling cycle and prediction cycle will be self-adjusted according to system prediction accuracy so as to save energy. The longer the length of the prediction cycle is, the more energy the system will save, whereas the prediction error may increase. So, we must keep a balance between the prediction error and energy savings among groups. In order to achieve the performance comparison analysis of two implementations of this architecture, rescycles is set to a fixed value 24 or 48, and so on. predcycles increases from 24 to 144 at a step of 24. Because we attempt to achieve aggressive energy savings, the minimum length of prediction phase is set to be 1. When the length of the resampling cycle is 24, the results of two implementations of this architecture are shown in Figure 6(a) . Figure 6 (a) shows the results of prediction relative error, where the length of resampling cycles is 24 and the length of prediction cycle is 24, 48, 72, . . . , and so on. The resampling rate RSRation is a ratio of 24 to the value of the length of prediction cycles. As observed from the simulation results, along with the increase in the length of prediction cycles, the relative error of prediction also increases for basic implementation. However, with the increase in the length of prediction cycles, the relative error of prediction is kept stable for advanced implementation. From Figure 6 (a), we can conclude that the relative error of prediction of the advanced implementation is less than basic implementation and the advanced implementation has better robustness. The prediction relative error for basic implementation ranges from 0.35 to 2.4. The prediction relative error for advanced implementation is around 0.35, a highly affordable error for a sensor system targeting for long-term usage. With such a low level of prediction relative error, it will be more flexible for the system to choose other appropriate parameters.
When the length of resampling cycle is 48 and the length of resampling cycles is 24, 48, 72, . . . , and so on, the results of the two implementations of this architecture are shown in Figure 6(b) . The resampling rate RSRation is a ratio of 48 to the value of the length of prediction cycles.
From Figure 6 (b), we can find that the relative error of prediction also increases with the increase of the length of prediction cycles. The prediction relative error for basic implementation ranges from 0.25 to 2.1. The prediction relative error for advance implementation is around 0.3. When the length of prediction cycles is relatively long, the relative error of prediction of advanced implementation is about one-fifth of the basic implementation. With the increase in the length of prediction cycles, the resampling rate is decreased, and the relative error of prediction increased faster for basic implementation. When the length of prediction cycles is 24, the difference of relative error between the basic implementation and the advanced implementation is not very large and the relative error value is at an acceptable level. It is stated that the advanced implementation has better robustness. Hence, for some environmental monitoring applications where the environment changes in a relatively stable way, the basic implementation is a good way to solve it. 7.2.3. Lifetime of Sensor Node Versus Resampling Rate. The relative error of prediction is determined by the resampling rate, whereas the resampling rate determines the frequency interchange between the resampling phase and the prediction phase, which is a key effect to energy savings by our system.
During our simulation experiments, we steadily increase the resampling rate and then measure the lifetime of the sensor nodes by sensor system. The results are shown in Figure 7 . In Figure 7 , the length of resampling cycle is 24 or 48, and the length of prediction cycles is 24, 48, 72, . . . , and so on. Hence, we use the "Resampling Rate(24/x)" for representing the ratio of the length of resampling cycles to the length of prediction cycles, which means the length of resampling cycles is 24 and the length of prediction cycles is varied. The "Resampling Rate(48/x)" adopts the same expression as the "Resampling Rate(24/x)." From Figure 7 , we can see that there are three types of lines. The line marked with "o" represents the "Resampling Rate(24/x)," the line marked with triangles represents the "Resampling Rate(24/x)," and the dotted line represents the result of all the nodes with sampling rate at 10%, respectively.
From an intuitive perspective, the lifetime of sensor nodes decreases when the resampling rate becomes higher due to the fact that the sampling activity must consume energy. From the result, we can see that with the increased resampling rate, the lifetime of sensor nodes rapidly decreases. However, the lifetime assisted with the three-level data reduction we built is longer than the lifetime of the nodes that all nodes sampled at 10%. 7.2.4. Prediction Accuracy Versus Complexity of Computation. We use ANN to build the translation model in IGDR and the prediction model in ALDCDR to improve the accuracy of the system so as to improve the performance of this architecture. However, the ANN model has higher complexity of computation than the basic implementation. It sacrifices the computation complexity to improve the accuracy of the system.
In order to explain the influence of prediction accuracy on the complexity of computation, we define the risk tolerance. The risk tolerance is a predefined value, which represents the difference between the actual value of the sample data and the output value of the output layer in the training phase of the neural network. If we use Y to represent the output value of the output layer, and T represents the actual value of the sample data in the training phase of the neural network, the risk tolerance is defined as follows:
where i represents the number of nodes in the output layer of the neural network.
The actual values of the sample data and the output value of the output layer are regularization values. We statistically analyze the average number of iterations in the training phase of their ANN model for different risk tolerance. The results are shown in Figure 8 . In Figure 8 , the left y-axis represents the number of ANN algorithm iterations of the translation model, and the right y-axis represents the number of ANN algorithm iterations of the prediction model. When the risk tolerance increases from 0.02 to 0.18, the number of iterations of the ANN algorithm in the translation model and the prediction model decreases from 6,000 to 2,400, and from 120 to 45, respectively. As we can see from the figure, as the risk tolerance increases, the average number of iterations in the training phase is reduced. Owing to the increased risk tolerance, the convergence speed of the ANN of the translation model and prediction model is increased. Therefore, the average number of iterations is reduced. That is, with the increased risk tolerance, the complexity of computation decreases. The average number of ANN algorithm iterations of the translation model and prediction model would not be too small if the risk tolerance is increased.
These results indicate that our system can be tuned at a range of risk tolerance for different energy savings while keeping the stable energy-saving efficiency. This feature provides flexibility for users to adjust the system under different application domains.
DISCUSSIONS
The proposed three-level data reduction can not only function separately but also support each other. In IGDR, the effective selection of centroid nodes not only affects the accuracy of representative data of a group but also influences the successful integration of the three-level data. So, the centroid selection algorithm is very critical to the prototype system. In the prediction phase of the ALDCDR, the future outcome is influenced by the accuracy of the translation model. It is important to build an accurate translation model after choosing a reliable centroid sensor for the second level of the data reduction scheme. In CGDR, the correlation group division calculation is also influenced by the centroid nodes' effective selection. The highly correlated groups are determined based on their representative data.
From the experiment results, we can find that the error rate increases with the decrease of resampling rate. If the length of the prediction phase extends and the length of the resampling cycles remains unchanged, the system error increases. In summary, the accuracy of the system is influenced by three-level data reduction. When the density of sensor nodes remains unchanged in each group, the error tolerance and the frequency of state interchange between the resampling phase and prediction phase are the same, and the enhancement implementation has relatively high data accuracy compared with the basic implementation. This is because the ANN has stronger nonlinear capability and can be adjusted according to the changes of the environmental monitoring application. In the case of a low resampling rate, we can use the ANN to build a translation model and prediction model to achieve a highly accurate prediction.
CONCLUSIONS
In this article, a system framework offering three levels of data reduction is proposed to minimize energy consumption in wireless sensor networks, especially for long lifetime applications. Two kinds of implementations of this architecture are given. The lower level of the data reduction scheme serves as the basis for the higher level. The basic implementation of this architecture has relatively low complexity, while keeping the system error at a tolerant level. The prediction accuracy of the enhancement implementation of this architecture has high reliability. Therefore, the basic implementation is fit for stable environmental monitoring applications, and the enhancement implementation of this architecture is more suitable for applications with high data accuracy requirements. Although the ANN prediction model has relatively high algorithm complexity, this model can adjust to the dynamic changes of the system and predict the changes of the system. The ANN prediction model sacrifices time complexity to improve the accuracy of the system. We adopt appropriate parameters to save energy according to the accuracy requirement of a system.
Our system implementations can be extended to a much larger-scale wireless sensor network. The potential benefits for a system to extend the lifetime by two to five times with the prediction error in an acceptable level are demonstrated through our extensive simulations. Due to the flexibility of sensor architecture design, no matter what platform is used, we think that the DR3 scheme can be applied in different applications. As our future work, we will consider the routing and connectivity issues for three-level data reduction scheme integration to improve the network's robustness.
