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Abstract. Nonconvex optimization arises in many areas of computational science and engineering. However, most non-
convex optimization algorithms are only known to have local convergence or subsequence convergence properties. In this paper,
we propose an algorithm for nonconvex optimization and establish its global convergence (of the whole sequence) to a critical
point. In addition, we give its asymptotic convergence rate and numerically demonstrate its efficiency.
In our algorithm, the variables of the underlying problem are either treated as one block or multiple disjoint blocks. It
is assumed that each non-differentiable component of the objective function, or each constraint, applies only to one block of
variables. The differentiable components of the objective function, however, can involve multiple blocks of variables together.
Our algorithm updates one block of variables at a time by minimizing a certain prox-linear surrogate, along with an
extrapolation to accelerate its convergence. The order of update can be either deterministically cyclic or randomly shuffled for
each cycle. In fact, our convergence analysis only needs that each block be updated at least once in every fixed number of
iterations. We show its global convergence (of the whole sequence) to a critical point under fairly loose conditions including, in
particular, the Kurdyka- Lojasiewicz (KL) condition, which is satisfied by a broad class of nonconvex/nonsmooth applications.
These results, of course, remain valid when the underlying problem is convex.
We apply our convergence results to the coordinate descent iteration for non-convex regularized linear regression, as well
as a modified rank-one residue iteration for nonnegative matrix factorization. We show that both applications have global
convergence. Numerically, we tested our algorithm on nonnegative matrix and tensor factorization problems, where random
shuffling clearly improves to chance to avoid low-quality local solutions.
Key words. nonconvex optimization, nonsmooth optimization, block coordinate descent, Kurdyka- Lojasiewicz inequality,
prox-linear, whole sequence convergence
1. Introduction. In this paper, we consider (nonconvex) optimization problems in the form of
minimize
x
F (x1, · · · ,xs) ≡ f(x1, · · · ,xs) +
s∑
i=1
ri(xi),
subject to xi ∈ Xi, i = 1, . . . , s,
(1.1)
where variable x = (x1, · · · ,xs) ∈ Rn has s blocks, s ≥ 1, function f is continuously differentiable, functions
ri, i = 1, · · · , s, are proximable1 but not necessarily differentiable. It is standard to assume that both f and
ri are closed and proper and the sets Xi are closed and nonempty. Convexity is not assumed for f , ri, or
Xi. By allowing ri to take the ∞-value, ri(xi) can incorporate the constraint xi ∈ Xi since enforcing the
constraint is equivalent to minimizing the indicator function of Xi, and ri can remain proper and closed.
Therefore, in the remainder of this paper, we do not include the constraints xi ∈ Xi. The functions ri can
incorporate regularization functions, often used to enforce certain properties or structures in xi, for example,
the nonconvex `p quasi-norm, 0 ≤ p < 1, which promotes solution sparsity.
Special cases of (1.1) include the following nonconvex problems: `p-quasi-norm (0 ≤ p < 1) regularized
sparse regression problems [10, 32, 40], sparse dictionary learning [1, 38, 57], matrix rank minimization [47],
matrix factorization with nonnegativity/sparsity/orthogonality regularization [27,33,45], (nonnegative) ten-
sor decomposition [29,53], and (sparse) higher-order principal component analysis [2].
Due to the lack of convexity, standard analysis tools such as convex inequalities and Feje´r-monotonicity
cannot be applied to establish the convergence of the iterate sequence. The case becomes more difficult when
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1A function f is proximable if it is easy to obtain the minimizer of f(x) + 1
2γ
‖x− y‖2 for any input y and γ > 0.
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the problem is nonsmooth. In these cases, convergence analysis of existing algorithms is typically limited
to objective convergence (to a possibly non-minimal value) or the convergence of a certain subsequence of
iterates to a critical point. (Some exceptions will be reviewed below.) Although whole-sequence convergence
is almost always observed, it is rarely proved. This deficiency abates some widely used algorithms. For
example, KSVD [1] only has nonincreasing monotonicity of its objective sequence, and iterative reweighted
algorithms for sparse and low-rank recovery in [17, 32, 39] only has subsequence convergence. Some other
methods establish whole sequence convergence by assuming stronger conditions such as local convexity (on
at least a part of the objective) and either unique or isolated limit points, which may be difficult to satisfy
or to verify. In this paper, we aim to establish whole sequence convergence with conditions that are provably
satisfied by a wide class of functions.
Block coordinate descent (BCD) (more precisely, block coordinate update) is very general and widely
used for solving both convex and nonconvex problems in the form of (1.1) with multiple blocks of variables.
Since only one block is updated at a time, it has a low per-iteration cost and small memory footprint. Recent
literature [8, 26,35,42,48,50] has found BCD as a viable approach for “big data” problems.
1.1. Proposed algorithm. In order to solve (1.1), we propose a block prox-linear (BPL) method,
which updates a block of variables at each iteration by minimizing a prox-linear surrogate function. Specif-
ically, at iteration k, a block bk ∈ {1, . . . , s} is selected and xk = (xk1 , · · · ,xks) is updated as follows:
xki = x
k−1
i , if i 6= bk,
xki ∈ arg min
xi
〈∇xif(xk−16=i , xˆki ),xi − xˆki 〉+ 12αk ‖xi − xˆki ‖2 + ri(xi), if i = bk,
for i = 1, . . . , s, (1.2)
where αk > 0 is a stepsize and xˆ
k
i is the extrapolation
xˆki = x
k−1
i + ωk(x
k−1
i − xprevi ), (1.3)
where ωk ≥ 0 is an extrapolation weight and xprevi is the value of xi before it was updated to xk−1i . The
framework of our method is given in Algorithm 1. At each iteration k, only the block bk is updated.
Algorithm 1: Randomized/deterministic block prox-linear (BPL) method for problem (1.1)
1 Initialization: x−1 = x0.
2 for k = 1, 2, · · · do
3 Pick bk ∈ {1, 2, . . . , s} in a deterministic or random manner.
4 Set αk, ωk and let x
k ← (1.2).
5 if stopping criterion is satisfied then
6 Return xk.
While we can simply set ωk = 0, appropriate ωk > 0 can speed up the convergence; we will demonstrate
this in the numerical results below. We can set the stepsize αk =
1
γLk
with any γ > 1, where Lk > 0 is the
Lipschitz constant of ∇xif(xk−16=i ,xi) about xi. When Lk is unknown or difficult to bound, we can apply
backtracking on αk under the criterion:
f(xk) ≤ f(xk−1) + 〈∇xif(xk−1),xki − xk−1i 〉+
1
2γαk
‖xki − xk−1i ‖2.
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Special cases. When there is only one block, i.e., s = 1, Algorithm 1 reduces to the well-known
(accelerated) proximal gradient method (e.g., [7, 22, 41]). When the update block cycles from 1 through
s, Algorithm 1 reduces to the cyclic block proximal gradient (Cyc-BPG) method in [8, 56]. We can also
randomly shuffle the s blocks at the beginning of each cycle. We demonstrate in section 3 that random
shuffling leads to better numerical performance. When the update block is randomly selected following the
probability pi > 0, where
∑s
i=1 pi = 1, Algorithm 1 reduces to the randomized block coordinate descent
method (RBCD) (e.g., [35, 36,42,48]). Unlike these existing results, we do not assume convexity.
In our analysis, we impose an essentially cyclic assumption — each block is selected for update at least
once within every T ≥ s consecutive iterations — otherwise the order is arbitrary. Our convergence results
apply to all the above special cases except RBCD, whose convergence analysis requires different strategies;
see [35,42,48] for the convex case and [36] for the nonconvex case.
1.2. Kurdyka- Lojasiewicz property. To establish whole sequence convergence of Algorithm 1, a key
assumption is the Kurdyka- Lojasiewicz (KL) property of the objective function F .
A lot of functions are known to satisfy the KL property. Recent works [4, section 4] and [56, section 2.2]
give many specific examples that satisfy the property, such as the `p-(quasi)norm ‖x‖p with p ∈ [0,+∞], any
piecewise polynomial functions, indicator functions of polyhedral set, orthogonal matrix set, and positive
semidefinite cone, matrix rank function, and so on.
Definition 1.1 (Kurdyka- Lojasiewicz property). A function ψ(x) satisfies the KL property at point
x¯ ∈ dom(∂ψ) if there exist η > 0, a neighborhood Bρ(x¯) , {x : ‖x − x¯‖ < ρ}, and a concave function
φ(a) = c · a1−θ for some c > 0 and θ ∈ [0, 1) such that the KL inequality holds
φ′(|ψ(x)− ψ(x¯)|)dist(0, ∂ψ(x)) ≥ 1, for any x ∈ Bρ(x¯) ∩ dom(∂ψ) and ψ(x¯) < ψ(x) < ψ(x¯) + η, (1.4)
where dom(∂ψ) = {x : ∂ψ(x) 6= ∅} and dist(0, ∂ψ(x)) = min{‖y‖ : y ∈ ∂ψ(x)}.
The KL property was introduced by  Lojasiewicz [34] for real analytic functions. Kurdyka [31] extended it
to functions of the o-minimal structure. Recently, the KL inequality (1.4) was further extended to nonsmooth
sub-analytic functions [11]. The work [12] characterizes the geometric meaning of the KL inequality.
1.3. Related literature. There are many methods that solve general nonconvex problems. Methods
in the papers [6,15,18,21], the books [9,43], and in the references therein, do not break variables into blocks.
They usually have the properties of local convergence or subsequence convergence to a critical point, or
global convergence in the terms of the violation of optimality conditions. Next, we review BCD methods.
BCD has been extensively used in many applications. Its original form, block coordinate minimization
(BCM), which updates a block by minimizing the original objective with respect to that block, dates back
to the 1950’s [24] and is closely related to the Gauss-Seidel and SOR methods for linear equation systems.
Its convergence was studied under a variety of settings (cf. [23, 46, 51] and the references therein). The
convergence rate of BCM was established under the strong convexity assumption [37] for the multi-block case
and under the general convexity assumption [8] for the two-block case. To have even cheaper updates, one can
update a block approximately, for example, by minimizing an approximate objective like was done in (1.2),
instead of sticking to the original objective. The work [52] is a block coordinate gradient descent (BCGD)
method where taking a block gradient step is equivalent to minimizing a certain prox-linear approximation
of the objective. Its whole sequence convergence and local convergence rate were established under the
assumptions of a so-called local Lipschitzian error bound and the convexity of the objective’s nondifferentiable
part. The randomized block coordinate descent (RBCD) method in [36, 42] randomly chooses the block to
update at each iteration and is not essentially cyclic. Objective convergence was established [42,48], and the
violation of the first-order optimization condition was shown to converge to zero [36]. There is no iterate
convergence result for RBCD.
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Some special cases of Algorithm 1 have been analyzed in the literature. The work [56] uses cyclic updates
of a fixed order and assumes block-wise convexity; [13] studies two blocks without extrapolation, namely,
s = 2 and xˆki = x
k−1
i , ∀k in (1.2). A more general result is [5, Lemma 2.6], where three conditions for whole
sequence convergence are given and are met by methods including averaged projection, proximal point, and
forward-backward splitting. Algorithm 1, however, does not satisfy the three conditions in [5].
The extrapolation technique in (1.3) has been applied to accelerate the (block) prox-linear method for
solving convex optimization problems (e.g., [7,35,41,48]). Recently, [22,56] show that the (block) prox-linear
iteration with extrapolation can still converge if the nonsmooth part of the problem is convex, while the
smooth part can be nonconvex. Because of the convexity assumption, their convergence results do not apply
to Algorithm 1 for solving the general nonconvex problem (1.1).
1.4. Contributions. We summarize the main contributions of this paper as follows.
• We propose a block prox-linear (BPL) method for nonconvex smooth and nonsmooth optimization.
Extrapolation is used to accelerate it. To our best knowledge, this is the first work of prox-linear
acceleration for fully nonconvex problems (where both smooth and nonsmooth terms are nonconvex)
with a convergence guarantee. However, we have not proved any improved convergence rate.
• Assuming essentially cyclic updates of the blocks, we obtain the whole sequence convergence of
BPL to a critical point with rate estimates, by first establishing subsequence convergence and then
applying the Kurdyka- Lojasiewicz (KL) property. Furthermore, we tailor our convergence analysis
to several existing algorithms, including non-convex regularized linear regression and nonnegative
matrix factorization, to improve their existing convergence results.
• We numerically tested BPL on nonnegative matrix and tensor factorization problems. At each cycle
of updates, the blocks were randomly shuffled. We observed that BPL was very efficient and that
random shuffling avoided local solutions more effectively than the deterministic cyclic order.
1.5. Notation and preliminaries. We restrict our discussion in Rn equipped with the Euclidean
norm, denoted by ‖ · ‖. However, all our results extend to general of primal and dual norm pairs. The
lower-case letter s is reserved for the number of blocks and `, L, Lk, . . . for various Lipschitz constants. x<i
is short for (x1, . . . ,xi−1), x>i for (xi+1, . . . ,xs), and x 6=i for (x<i,x>i). We simplify f(x<i, xˆi,x>i) to
f(x 6=i, xˆi). The distance of a point x to a set Y is denoted by dist(x,Y) = infy∈Y ‖x− y‖.
Since the update may be aperiodic, extra notation is used for when and how many times a block is
updated. Let K[i, k] denote the set of iterations in which the i-th block has been selected to update till the
kth iteration:
K[i, k] , {κ : bκ = i, 1 ≤ κ ≤ k} ⊆ {1, . . . , k}, (1.5)
and let
dki ,
∣∣K[i, k]∣∣,
which is the number of times the i-th block has been updated till iteration k. For k = 1, . . . , we have
∪si=1K[i, k] = [k] , {1, 2, . . . , k} and
∑s
i=1 d
k
i = k.
Let xk be the value of x after the kth iteration, and for each block i, x˜ji be the value of xi after its jth
update. By letting j = dki , we have x
k
i = x˜
j
i .
The extrapolated point in (1.2) (for i = bk) is computed from the last two updates of the same block:
xˆki = x˜
j−1
i + ωk(x˜
j−1
i − x˜j−2i ), where j = dki , (1.6)
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Table 1.1
Summary of notation
Notion Definition
s the total number of blocks
bk the update block selected at the k-th iteration
K[i, k] the set of iterations up to k in which xi is updated; see (1.5)
dki
∣∣K[i, k]∣∣: the number of updates to xi within the first k iterations
xk the value of x after the k-th iteration
x˜ji the value of xi after its j-th update; see (1.8a)
Lk the gradient Lipschitz constant of the update block at the k-th iteration; see (2.1)
L˜ji the gradient Lipschitz constant of block i at its j-th update; see (1.7a) and (1.8b)
ωk the extrapolation weight used at the k-th iteration
ω˜ji the extrapolation weight used at the j-th update of xi; see (1.7b) and (1.8c)
for some weight 0 ≤ ωk ≤ 1. We partition the set of Lipschitz constants and the extrapolation weights into
s disjoint subsets as
{Lκ : 1 ≤ κ ≤ k} = ∪si=1{Lκ : κ ∈ K[i, k]} , ∪si=1{L˜ji : 1 ≤ j ≤ dki }, (1.7a)
{ωκ : 1 ≤ κ ≤ k} = ∪si=1{ωκ : κ ∈ K[i, k]} , ∪si=1{ω˜ji : 1 ≤ j ≤ dki }. (1.7b)
Hence, for each block i, we have three sequences:
value of xi : x˜
1
i , x˜
2
i , . . . , x˜
dki
i , . . . ; (1.8a)
Lipschitz constant : L˜1i , L˜
2
i , . . . , L˜
dki
i , . . . ; (1.8b)
extrapolation weight : ω˜1i , ω˜
2
i , . . . , ω˜
dki
i , . . . . (1.8c)
For simplicity, we take stepsizes and extrapolation weights as follows
αk =
1
2Lk
, ∀k, ω˜ji ≤
δ
6
√
L˜j−1i /L˜
j
i , ∀i, j, for some δ < 1. (1.9)
However, if the problem (1.1) has more structures such as block convexity, we can use larger αk and ωk; see
Remark 2.2. Table 1.1 summarizes the notation. In addition, we initialize x˜−1i = x˜
0
i = x
0
i , ∀i.
We make the following definitions, which can be found in [49].
Definition 1.2 (Limiting Fre´chet subdifferential [30]). A vector g is a Fre´chet subgradient of a lower
semicontinuous function F at x ∈ dom(F ) if
lim inf
y→x,y 6=x
F (y)− F (x)− 〈g,y − x〉
‖y − x‖ ≥ 0.
The set of Fre´chet subgradient of F at x is called Fre´chet subdifferential and denoted as ∂ˆF (x). If x 6∈
dom(F ), then ∂ˆF (x) = ∅.
The limiting Fre´chet subdifferential is denoted by ∂F (x) and defined as
∂F (x) = {g : there is xm → x and gm ∈ ∂ˆF (xm) such that gm → g}.
If F is differentiable2 at x, then ∂F (x) = ∂ˆF (x) = {∇F (x)}; see [30, Proposition 1.1] for example, and if F
is convex, then ∂F (x) = {g : F (y) ≥ F (x)+〈g,y−x〉, ∀y ∈ dom(F )}. We use the limiting subdifferential for
2A function F on Rn is differentiable at point x if there exists a vector g such that limh→0
|F (x+h)−F (x)−g>h|
‖h‖ = 0
5
general nonconvex nonsmooth functions. For problem (1.1), it holds that (see [4, Lemma 2.1] or [49, Prop.
10.6, pp. 426])
∂F (x) = {∇x1f(x) + ∂r1(x1)} × · · · × {∇xsf(x) + ∂rs(xs)}, (1.10)
where X1 ×X2 denotes the Cartesian product of X1 and X2 .
Definition 1.3 (Critical point). A point x∗ is called a critical point of F if 0 ∈ ∂F (x∗).
Definition 1.4 (Proximal mapping). For a proper, lower semicontinuous function r, its proximal
mapping proxr(·) is defined as
proxr(x) = arg min
y
1
2
‖y − x‖2 + r(y).
As r is nonconvex, proxr(·) is generally set-valued. Using this notation, the update in (1.2) can be written
as (assume i = bk)
xki ∈ proxαkri
(
xˆki − αk∇xif(xk−16=i , xˆki )
)
1.6. Organization. The rest of the paper is organized as follows. Section 2 establishes convergence
results. Examples and applications are given in section 3, and finally section 4 concludes this paper.
2. Convergence analysis. In this section, we analyze the convergence of Algorithm 1. Throughout
our analysis, we make the following assumptions.
Assumption 1. F is proper and lower bounded in dom(F ) , {x : F (x) < +∞}, f is continuously
differentiable, and ri is proper lower semicontinuous for all i. Problem (1.1) has a critical point x
∗, i.e.,
0 ∈ ∂F (x∗).
Assumption 2. Let i = bk. ∇xif(xk−16=i ,xi) has Lipschitz continuity constant Lk with respect to xi, i.e.,
‖∇xif(xk−16=i ,u)−∇xif(xk−16=i ,v)‖ ≤ Lk‖u− v‖, ∀u,v, (2.1)
and there exist constants 0 < ` ≤ L <∞, such that ` ≤ Lk ≤ L for all k.
Assumption 3 (Essentially cyclic block update). In Algorithm 1, within any T consecutive iterations,
every block is updated at least one time.
Our analysis proceeds with several steps. We first estimate the objective decrease after every iteration
(see Lemma 2.1) and then establish a square summable result of the iterate differences (see Proposition 2.2).
Through the square summable result, we show a subsequence convergence result that every limit point of
the iterates is a critical point (see Theorem 2.3). Assuming the KL property (see Definition 1.1) on the
objective function and the following monotonicity condition, we establish whole sequence convergence of our
algorithm and also give estimate of convergence rate (see Theorems 2.7 and 2.9).
Condition 2.1 (Nonincreasing objective). The weight ωk is chosen so that F (x
k) ≤ F (xk−1), ∀k.
We will show that a range of nontrivial ωk > 0 always exists to satisfy Condition 2.1 under a mild
assumption, and thus one can backtrack ωk to ensure F (x
k) ≤ F (xk−1), ∀k. Maintaining the monotonicity
of F (xk) can significantly improve the numerical performance of the algorithm, as shown in our numerical
results below and also in [44,55]. Note that subsequence convergence does not require this condition.
We begin our analysis with the following lemma. The proofs of all the lemmas and propositions are
given in Appendix A.
Lemma 2.1. Take αk and ωk as in (1.9). After each iteration k, it holds
F (xk−1)− F (xk) ≥c1L˜ji‖x˜j−1i − x˜ji‖2 − c2L˜ji (ω˜ji )2‖x˜j−2i − x˜j−1i ‖2 (2.2)
≥c1L˜ji‖x˜j−1i − x˜ji‖2 −
c2L˜
j−1
i
36
δ2‖x˜j−2i − x˜j−1i ‖2, (2.3)
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where c1 =
1
4 , c2 = 9, i = bk and j = d
k
i .
Remark 2.1. We can relax the choices of αk and ωk in (1.9). For example, we can take αk =
1
γLk
, ∀k,
and ω˜ji ≤ δ(γ−1)2(γ+1)
√
L˜j−1i /L˜
j
i , ∀i, j for any γ > 1 and some δ < 1. Then, (2.2) and (2.3) hold with c1 =
γ−1
4 , c2 =
(γ+1)2
γ−1 . In addition, if 0 < infk αk ≤ supk αk < ∞ (not necessary αk = 1γLk ), (2.2) holds with
positive c1 and c2, and the extrapolation weights satisfy ω˜
j
i ≤ δ
√
(c1L˜
j−1
i )/(c2L˜
j
i ),∀i, j for some δ < 1, then
all our convergence results below remain valid.
Note that dki = d
k−1
i + 1 for i = bk and d
k
i = d
k−1
i ,∀i 6= bk. Adopting the convention that
∑q
j=p aj = 0
when q < p, we can write (2.3) into
F (xk−1)− F (xk) ≥
s∑
i=1
dki∑
j=dk−1i +1
1
4
(
L˜ji‖x˜j−1i − x˜ji‖2 − L˜j−1i δ2‖x˜j−2i − x˜j−1i ‖2
)
, (2.4)
which will be used in our subsequent convergence analysis.
Remark 2.2. If f is block multi-convex, i.e., it is convex with respect to each block of variables while
keeping the remaining variables fixed, and ri is convex for all i, then taking αk =
1
Lk
, we have (2.2) holds
with c1 =
1
2 and c2 =
1
2 ; see the proof in Appendix A. In this case, we can take ω˜
j
i ≤ δ
√
L˜j−1i /L˜
j
i , ∀i, j for
some δ < 1, and all our convergence results can be shown through the same arguments.
2.1. Subsequence convergence. Using Lemma 2.1, we can have the following result, through which
we show subsequence convergence of Algorithm 1.
Proposition 2.2 (Square summable). Let {xk}k≥1 be generated from Algorithm 1 with αk and ωk
taken from (1.9). We have
∞∑
k=1
‖xk−1 − xk‖2 <∞. (2.5)
Theorem 2.3 (Subsequence convergence). Under Assumptions 1 through 3, let {xk}k≥1 be generated
from Algorithm 1 with αk and ωk taken from (1.9). Then any limit point x¯ of {xk}k≥1 is a critical point of
(1.1). If the subsequence {xk}k∈K¯ converges to x¯, then
lim
K¯3k→∞
F (xk) = F (x¯) (2.6)
Remark 2.3. The existence of finite limit point is guaranteed if {xk}k≥1 is bounded, and for some
applications, the boundedness of {xk}k≥1 can be satisfied by setting appropriate parameters in Algorithm
1; see examples in section 3. If ri’s are continuous, (2.6) immediately holds. Since we only assume lower
semi-continuity of ri’s, F (x) may not converge to F (x¯) as x→ x¯, so (2.6) is not obvious.
Proof. Assume x¯ is a limit point of {xk}k≥1. Then there exists an index set K so that the subsequence
{xk}k∈K converging to x¯. From (2.5), we have ‖xk−1 − xk‖ → 0 and thus {xk+κ}k∈K → x¯ for any κ ≥ 0.
Define
Ki = {k ∈ ∪T−1κ=0 (K + κ) : bk = i}, i = 1, . . . , s.
Take an arbitrary i ∈ {1, . . . , s}. Note Ki is an infinite set according to Assumption 3. Taking another
subsequence if necessary, Lk converges to some L¯i as Ki 3 k → ∞. Note that since αk = 12Lk ,∀k, for any
k ∈ Ki,
xki ∈ arg min
xi
〈∇xif(xk−16=i , xˆki ),xi − xˆki 〉+ Lk‖xi − xˆki ‖2 + ri(xi). (2.7)
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Note from (2.5) and (1.6) that xˆki → x¯i as Ki 3 k →∞. Since f is continuously differentiable and ri is lower
semicontinuous, letting Ki 3 k →∞ in (2.7) yields
ri(x¯i) ≤ lim infKi3k→∞
(
∇xif(xk−16=i , xˆki ),xki − xˆki 〉+ Lk‖xki − xˆki ‖2 + ri(xki )
)
(2.7)
≤ lim inf
Ki3k→∞
(
∇xif(xk−16=i , xˆki ),xi − xˆki 〉+ Lk‖xi − xˆki ‖2 + ri(xi)
)
, ∀xi ∈ dom(F )
=〈∇xif(x¯),xi − x¯i〉+ L¯i‖xi − x¯i‖2 + ri(xi), ∀xi ∈ dom(F ).
Hence,
x¯i ∈ arg min
xi
〈∇xif(x¯),xi − x¯i〉+ L¯i‖xi − x¯i‖2 + ri(xi),
and x¯i satisfies the first-order optimality condition:
0 ∈ ∇xif(x¯) + ∂ri(x¯i). (2.8)
Since (2.8) holds for arbitrary i ∈ {1, . . . , s}, x¯ is a critical point of (1.1).
In addition, (2.7) implies
〈∇xif(xk−16=i , xˆki ),xki − xˆki 〉+ Lk‖xki − xˆki ‖2 + ri(xki ) ≤ 〈∇xif(xk−16=i , xˆki ), x¯i − xˆki 〉+ Lk‖x¯i − xˆki ‖2 + ri(x¯i).
Taking limit superior on both sides of the above inequality over k ∈ Ki gives lim sup
Ki3k→∞
ri(x
k
i ) ≤ ri(x¯i). Since
ri is lower semi-continuous, it holds lim infKi3k→∞
ri(x
k
i ) ≥ ri(x¯i), and thus
lim
Ki3k→∞
ri(x
k
i ) = ri(x¯i), i = 1, . . . , s.
Noting that f is continuous, we complete the proof.
2.2. Whole sequence convergence and rate. In this subsection, we establish the whole sequence
convergence and rate of Algorithm 1 by assuming Condition 2.1. We first show that under mild assumptions,
Condition 2.1 holds for certain ωk > 0.
Proposition 2.4. Let i = bk. Assume proxαkri is single-valued near x
k−1
i − αk∇xif(xk−1) and
xk−1i 6∈ arg min
xi
〈∇xif(xk−1),xi − xk−1i 〉+
1
2αk
‖xi − xk−1i ‖2 + ri(xi), (2.9)
namely, progress can still be made by updating the i-th block. Then, there is ω¯k > 0 such that for any
ωk ∈ [0, ω¯k], we have F (xk) ≤ F (xk−1).
By this proposition, we can find ωk > 0 through backtracking to maintain the monotonicity of F (x
k).
All the examples in section 3 satisfy the assumptions of Proposition 2.4. The proof of Proposition 2.4 involves
the continuity of proxαkri and is deferred to Appendix A.4.
Under Condition 2.1 and the KL property of F (Definition 1.1), we show that the sequence {xk} converges
as long as it has a finite limit point. We first establish a lemma, which has its own importance and together
with the KL property implies Lemma 2.6 of [5].
The result in Lemma 2.5 below is very general because we need to apply it to Algorithm 1 in its general
form. To ease understanding, let us go over its especial cases. If s = 1, n1,m = m and β = 0, then (2.11) below
with α1,m = αm and A1,m = Am reduces to αm+1A
2
m+1 ≤ BmAm, which together with Young’s inequality
gives
√
αAm+1 ≤
√
α
2 Am +
1
2
√
αBm. Hence, if {Bm}m≥1 is summable, so will be {Am}m≥1. This result can
be used to analyze the prox-linear method. The more general case of s > 1, ni,m = m, ∀i and β = 0 applies
8
to the cyclic block prox-linear method. In this case, (2.11) reduces to
∑s
i=1 αi,m+1A
2
i,m+1 ≤ Bm
∑s
i=1Ai,m,
which together with the Young’s inequality implies
√
α
s∑
i=1
Ai,m+1 ≤
√
s
√√√√ s∑
i=1
αi,m+1A2i,m+1 ≤
sτ
4
Bm +
1
τ
s∑
i=1
Ai,m, (2.10)
where τ is sufficiently large so that 1τ <
√
α. Less obviously but still, if {Bm}m≥1 is summable, so will be
{Ai,m}m≥1, ∀i. Finally, we will need β > 0 in (2.11) to analyze the accelerated block prox-linear method.
Lemma 2.5. For nonnegative sequences {Ai,j}j≥0, {αi,j}j≥0, i = 1, . . . , s, and {Bm}m≥0, if
0 < α = inf
i,j
αi,j ≤ sup
i,j
αi,j = α <∞,
and
s∑
i=1
ni,m+1∑
j=ni,m+1
(
αi,jA
2
i,j − αi,j−1β2A2i,j−1
) ≤ Bm s∑
i=1
ni,m∑
j=ni,m−1+1
Ai,j , 0 ≤ m ≤M, (2.11)
where 0 ≤ β < 1, and {ni,m}m≥0,∀i are nonnegative integer sequences satisfying: ni,m ≤ ni,m+1 ≤ ni,m +
N, ∀i,m, for some integer N > 0. Then we have
s∑
i=1
ni,M2+1∑
j=ni,M1+1
Ai,j ≤ 4sN
α(1− β)2
M2∑
m=1
Bm +
(
√
s+
4β
√
αsN
(1− β)√α
)
s∑
i=1
ni,M1∑
j=ni,M1−1+1
Ai,j , for 0 ≤M1 < M2 ≤M.
(2.12)
In addition, if
∑∞
m=1Bm <∞, limm→∞ ni,m =∞,∀i, and (2.11) holds for all m, then we have
∞∑
j=1
Ai,j <∞, ∀i. (2.13)
The proof of this lemma is given in Appendix A.5
Remark 2.4. To apply (2.11) to the convergence analysis of Algorithm 1, we will use Ai,j for ‖x˜j−1i −x˜ji‖
and relate αi,j to Lipschitz constant L˜
j
i . The second term in the bracket of the left hand side of (2.11) is used
to handle the extrapolation used in Algorithm 1, and we require β < 1 such that the first term can dominate
the second one after summation.
We also need the following result.
Proposition 2.6. Let {xk} be generated from Algorithm 1. For a specific iteration k ≥ 3T , assume
xκ ∈ Bρ(x¯), κ = k−3T, k−3T+1, . . . , k for some x¯ and ρ > 0. If for each i, ∇xif(x) is Lipschitz continuous
with constant LG within B4ρ(x¯) with respect to x, i.e.,
‖∇xif(y)−∇xif(z)‖ ≤ LG‖y − z‖, ∀y, z ∈ B4ρ(x¯),
then
dist(0, ∂F (xk)) ≤ (2(LG + 2L) + sLG) s∑
i=1
dki∑
j=dk−3Ti +1
‖x˜j−1i − x˜ji‖. (2.14)
We are now ready to present and show the whole sequence convergence of Algorithm 1.
Theorem 2.7 (Whole sequence convergence). Suppose that Assumptions 1 through 3 and Condition
2.1 hold. Let {xk}k≥1 be generated from Algorithm 1. Assume
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1. {xk}k≥1 has a finite limit point x¯;
2. F satisfies the KL property (1.4) around x¯ with parameters ρ, η and θ.
3. For each i, ∇xif(x) is Lipschitz continuous within B4ρ(x¯) with respect to x.
Then
lim
k→∞
xk = x¯.
Remark 2.5. Before proving the theorem, let us remark on the conditions 1–3. The condition 1 can be
guaranteed if {xk}k≥1 has a bounded subsequence. The condition 2 is satisfied for a broad class of applications
as we mentioned in section 1.2. The condition 3 is a weak assumption since it requires the Lipschitz continuity
only in a bounded set.
Proof. From (2.6) and Condition (2.1), we have F (xk) → F (x¯) as k → ∞. We consider two cases
depending on whether there is an integer K0 such that F (x
K0) = F (x¯).
Case 1: Assume F (xk) > F (x¯), ∀k.
Since x¯ is a limit point of {xk} and according to (2.5), one can choose a sufficiently large k0 such
that the points xk0+κ, κ = 0, 1, . . . , 3T are all sufficiently close to x¯ and in Bρ(x¯), and also the differences
‖xk0+κ − xk0+κ+1‖, κ = 0, 1, . . . , 3T are sufficiently close to zero. In addition, note that F (xk) → F (x¯) as
k → ∞, and thus both F (x3(k0+1)T ) − F (x¯) and φ(F (x3(k0+1)T ) − F (x¯)) can be sufficiently small. Since
{xk}k≥0 converges if and only if {xk}k≥k0 converges, without loss of generality, we assume k0 = 0, which is
equivalent to setting xk0 as a new starting point, and thus we assume
F (x3T )− F (x¯) < η, (2.15a)
Cφ
(
F (x3T )− F (x¯))+ C s∑
i=1
d3Ti∑
j=1
‖x˜j−1i − x˜ji‖+
s∑
i=1
‖x˜d3Tii − x¯i‖ ≤ ρ, (2.15b)
where
C =
48sT
(
2(LG + 2L) + sLG
)
`(1− δ)2 ≥
√
s+
4δ
√
3sTL
(1− δ)√` . (2.16)
Assume that x3mT ∈ Bρ(x¯) and F (x3mT ) < F (x¯) + η, m = 0, . . . ,M for some M ≥ 1. Note that from
(2.15), we can take M = 1. Letting k = 3mT in (2.14) and using KL inequality (1.4), we have
φ′(F (x3mT )− F (x¯))
(2(LG + 2L) + sLG) s∑
i=1
d3mTi∑
j=d
3(m−1)T
i +1
‖x˜j−1i − x˜ji‖
 ≥ 1, (2.17)
where LG is a uniform Lipschitz constant of ∇xif(x),∀i within B4ρ(x¯). In addition, it follows from (2.4)
that
F (x3mT )− F (x3(m+1)T ) ≥
s∑
i=1
d
3(m+1)T
i∑
j=d3mTi +1
(
L˜ji
4
‖x˜j−1i − x˜ji‖2 −
L˜j−1i δ
2
4
‖x˜j−2i − x˜j−1i ‖2
)
. (2.18)
Let φm = φ(F (x
3mT )− F (x¯)). Note that
φm − φm+1 ≥ φ′(F (x3mT )− F (x¯))[F (x3mT )− F (x3(m+1)T )].
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Combining (2.17) and (2.18) with the above inequality and letting C˜ = 2(LG + 2L) + sLG give
s∑
i=1
d
3(m+1)T
i∑
j=d3mTi +1
(
L˜ji
4
‖x˜j−1i − x˜ji‖2 −
L˜j−1i δ
2
4
‖x˜j−2i − x˜j−1i ‖2
)
≤ C˜(φm − φm+1)
s∑
i=1
d3mTi∑
j=d
3(m−1)T
i +1
‖x˜j−1i − x˜ji‖.
(2.19)
Letting Ai,j = ‖x˜j−1i − x˜ji‖, αi,j = L˜ji/4, ni,m = d3mTi , Bm = C˜(φm − φm+1), and β = δ in Lemma 2.5, we
note d
3m(T+1)
i − d3mTi ≤ 3T and have from (2.12) that for any intergers N and M ,
s∑
i=1
d
3(M+1)T
i∑
j=d3NTi +1
‖x˜j−1i − x˜ji‖ ≤ CφN + C
s∑
i=1
d3NTi∑
j=d
3(N−1)T
i +1
‖x˜j−1i − x˜ji‖, (2.20)
where C is given in (2.16). Letting N = 1 in the above inequality, we have
‖x3(M+1)T − x¯‖ ≤
s∑
i=1
‖x˜d
3(M+1)T
i
i − x¯i‖
≤
s∑
i=1
d3(M+1)Ti∑
j=d3Ti +1
‖x˜j−1i − x˜ji‖+ ‖x˜d
3T
i
i − x¯i‖

≤Cφ1 + C
s∑
i=1
d3Ti∑
j=1
‖x˜j−1i − x˜ji‖+
s∑
i=1
‖x˜d3Tii − x¯i‖
(2.15b)
≤ ρ.
Hence, x3(M+1)T ∈ Bρ(x¯). In addition F (x3(M+1)T ) ≤ F (x3MT ) < F (x¯) + η. By induction, x3mT ∈
Bρ(x¯),∀m, and (2.20) holds for all M . Using Lemma 2.5 again, we have that {x˜ji} is a Cauchy sequence
for all i and thus converges, and {xk} also converges. Since x¯ is a limit point of {xk}, we have xk → x¯, as
k →∞.
Case 2: Assume F (xK0) = F (x¯) for a certain integer K0.
Since F (xk) is nonincreasingly convergent to F (x¯), we have F (xk) = F (x¯), ∀k ≥ K0. Take M0 such that
3M0T ≥ K0. Then F (x3mT ) = F (x3(m+1)T ) = F (x¯), ∀m ≥ M0. Summing up (2.18) from m = M ≥ M0
gives
0 ≥
∞∑
m=M
s∑
i=1
d
3(m+1)T
i∑
j=d3mTi +1
(
L˜ji
4
‖x˜j−1i − x˜ji‖2 −
L˜j−1i δ
2
4
‖x˜j−2i − x˜j−1i ‖2
)
=
∞∑
m=M
s∑
i=1
d
3(m+1)T
i∑
j=d3mTi +1
L˜ji (1− δ2)
4
‖x˜j−1i − x˜ji‖2 −
s∑
i=1
∑
j=d3mTi
L˜ji δ
2
4
‖x˜j−1i − x˜ji‖2. (2.21)
Let
am =
s∑
i=1
d
3(m+1)T
i∑
j=d3mTi +1
‖x˜j−1i − x˜ji‖2, SM =
∞∑
m=M
am.
Noting ` ≤ L˜ji ≤ L, we have from (2.21) that `(1− δ2)SM+1 ≤ Lδ2(SM − SM+1) and thus
SM ≤ γM−M0SM0 , ∀M ≥M0,
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where γ = Lδ
2
Lδ2+`(1−δ2) < 1. By the Cauchy-Schwarz inequality and noting that am is the summation of at
most 3T nonzero terms, we have
s∑
i=1
d
3(m+1)T
i∑
j=d3mTi +1
‖x˜j−1i − x˜ji‖ ≤
√
3T
√
am ≤
√
3T
√
Sm ≤
√
3Tγ
m−M0
2 SM0 , ∀m ≥M0. (2.22)
Since γ < 1, (2.22) implies
∞∑
m=M0
s∑
i=1
d
3(m+1)T
i∑
j=d3mTi +1
‖x˜j−1i − x˜ji‖ ≤
√
3TSM0
1−√γ <∞,
and thus xk converges to the limit point x¯. This completes the proof.
In addition, we can show convergence rate of Algorithm 1 through the following lemma.
Lemma 2.8. For nonnegative sequence {Ak}∞k=1, if Ak ≤ Ak−1 ≤ 1, ∀k ≥ K for some integer K, and
there are positive constants α, β and γ such that
Ak ≤ α(Ak−1 −Ak)γ + β(Ak−1 −Ak), ∀k, (2.23)
we have
1. If γ ≥ 1, then Ak ≤
(
α+β
1+α+β
)k−K
AK , ∀k ≥ K;
2. If 0 < γ < 1, then Ak ≤ ν(k −K)−
γ
1−γ , ∀k ≥ K, for some positive constant ν.
Theorem 2.9 (Convergence rate). Under the assumptions of Theorem 2.7, we have:
1. If θ ∈ [0, 12 ], ‖xk − x¯‖ ≤ Cαk,∀k, for a certain C > 0, α ∈ [0, 1);
2. If θ ∈ ( 12 , 1), ‖xk − x¯‖ ≤ Ck−(1−θ)/(2θ−1),∀k, for a certain C > 0.
Proof. When θ = 0, then φ′(a) = c,∀a, and there must be a sufficiently large integer k0 such that
F (xk0) = F (x¯), and thus F (xk) = F (x¯),∀k ≥ k0, by noting F (xk−1) ≥ F (xk) and limk→∞ F (xk) = F (x¯).
Otherwise F (xk) > F (x¯),∀k. Then from the KL inequality (1.4), it holds that c · dist(0, ∂F (xk)) ≥ 1, for
all xk ∈ Bρ(x¯), which is impossible since dist(0, ∂F (x3mT ))→ 0 as m→∞ from (2.14).
For k > k0, since F (x
k−1) = F (xk), and noting that in (2.4) all terms but one are zero under the
summation over i, we have
s∑
i=1
dki∑
j=dk−1i +1
√
L˜j−1i δ‖x˜j−2i − x˜j−1i ‖ ≥
s∑
i=1
dki∑
j=dk−1i +1
√
L˜ji‖x˜j−1i − x˜ji‖.
Summing the above inequality over k from m > k0 to ∞ and using ` ≤ L˜ji ≤ L,∀i, j, we have
√
Lδ
s∑
i=1
‖x˜d
m−1
i −1
i − x˜d
m−1
i
i ‖ ≥
√
`(1− δ)
s∑
i=1
∞∑
j=dm−1i +1
‖x˜j−1i − x˜ji‖, ∀m > k0. (2.24)
Let
Bm =
s∑
i=1
∞∑
j=dm−1i +1
‖x˜j−1i − x˜ji‖.
Then from Assumption 3, we have
Bm−T −Bm =
s∑
i=1
dm−1i∑
j=dm−T−1i +1
‖x˜j−1i − x˜ji‖ ≥
s∑
i=1
‖x˜d
m−1
i −1
i − x˜d
m−1
i
i ‖.
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which together with (2.24) gives Bm ≤
√
Lδ√
`(1−δ) (Bm−T −Bm). Hence,
BmT ≤
( √
Lδ√
Lδ +
√
`(1− δ)
)
B(m−1)T ≤
( √
Lδ√
Lδ +
√
`(1− δ)
)m−`0
B`0T ,
where `0 = min{` : `T ≥ k0}. Letting α =
( √
Lδ√
Lδ+
√
`(1−δ)
)1/T
, we have
BmT ≤ αmT
(
α−`0TB`0T
)
. (2.25)
Note ‖xm−1 − x¯‖ ≤ Bm. Hence, choosing a sufficiently large C > 0 gives the result in item 1 for θ = 0.
When 0 < θ < 1, if for some k0, F (x
k0) = F (x¯), we have (2.25) by the same arguments as above and
thus obtain linear convergence. Below we assume F (xk) > F (x¯), ∀k. Let
Am =
s∑
i=1
∞∑
j=d3mTi +1
‖x˜j−1i − x˜ji‖,
and thus
Am−1 −Am =
s∑
i=1
d3mTi∑
j=d
3(m−1)T
i +1
‖x˜j−1i − x˜ji‖.
From (2.17), it holds that
c(1− θ)(F (x3mT )− F (x¯))−θ ≥ ((2(LG + 2L) + sLG)(Am−1 −Am))−1,
which implies
φm = c
(
F (x3mT )− F (x¯))1−θ ≤ c (c(1− θ)(2(LG + 2L) + sLG)(Am−1 −Am)) 1−θθ . (2.26)
In addition, letting N = m in (2.20), we have
s∑
i=1
d
3(M+1)T
i∑
j=d3mTi +1
‖x˜j−1i − x˜ji‖ ≤ Cφm + C
s∑
i=1
d3mTi∑
j=d
3(m−1)T
i +1
‖x˜j−1i − x˜ji‖,
where C is the same as that in (2.20). Letting M →∞ in the above inequality, we have
Am ≤ C1φm + C1(Am−1 −Am) ≤ C1c (c(1− θ)(2(LG + 2L) + sLG)(Am−1 −Am))
1−θ
θ + C1(Am−1 −Am),
where the second inequality is from (2.26). Since Am−1 −Am ≤ 1 as m is sufficiently large and ‖xm − x¯‖ ≤
Ab m3T c, the results in item 2 for θ ∈ (0, 12 ] and item 3 now immediately follow from Lemma 2.8.
Before closing this section, let us make some comparison to the recent work [56]. The whole sequence
convergence and rate results in this paper are the same as those in [56]. However, the results here cover more
applications. We do not impose any convexity assumption on (1.1) while [56] requires f to be block-wise
convex and every ri to be convex. In addition, the results in [56] only apply to cyclic block prox-linear
method. Empirically, a different block-update order can give better performance. As demonstrated in [16],
random shuffling can often improve the efficiency of the coordinate descent method for linear support vector
machine, and [54] shows that for the Tucker tensor decomposition (see (3.10)), updating the core tensor
more frequently can be better than cyclicly updating the core tensor and factor matrices.
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3. Applications and numerical results. In this section, we give some specific examples of (1.1)
and show the whole sequence convergence of some existing algorithms. In addition, we demonstrate that
maintaining the nonincreasing monotonicity of the objective value can improve the convergence of accelerated
gradient method and that updating variables in a random order can improve the performance of Algorithm
1 over that in the cyclic order.
3.1. FISTA with backtracking extrapolation. FISTA [7] is an accelerated proximal gradient method
for solving composite convex problems. It is a special case of Algorithm 1 with s = 1 and specific ωk’s. For
the readers’ convenience, we present the method in Algorithm 2, where both f and g are convex functions,
and Lf is the Lipschitz constant of ∇f(x). The algorithm reaches the optimal order of convergence rate
among first-order methods, but in general, it does not guarantee monotonicity of the objective values. A
restarting scheme is studied in [44] that restarts FISTA from xk whenever F (xk+1) > F (xk) occurs3. It is
demonstrated that the restarting FISTA can significantly outperform the original one. In this subsection,
we show that FISTA with backtracking extrapolation weight can do even better than the restarting one.
Algorithm 2: Fast iterative shrinkage-thresholding algorithm (FISTA)
1 Goal: to solve convex problem minx F (x) = f(x) + g(x)
2 Initialization: set x0 = x1, t1 = 1, and ω1 = 0
3 for k = 1, 2, . . . do
4 Let xˆk = xk + ωk(x
k − xk−1)
5 Update xk+1 = arg minx〈∇f(xˆk),x− xˆk〉+ Lf2 ‖x− xˆk‖2 + g(x)
6 Set tk+1 =
1+
√
1+4t2k
2 and ωk+1 =
tk−1
tk+1
We test the algorithms on solving the following problem
min
x
1
2
‖Ax− b‖2 + λ‖x‖1,
where A ∈ Rm×n and b ∈ Rm are given. In the test, we set m = 100, n = 2000 and λ = 1, and we generate
the data in the same way as that in [44]: first generate A with all its entries independently following standard
normal distribution N (0, 1), then a sparse vector x with only 20 nonzero entries independently following
N (0, 1), and finally let b = Ax + y with the entries in y sampled from N (0, 0.1). This way ensures the
optimal solution is approximately sparse. We set Lf to the spectral norm of A
∗A and the initial point
to zero vector for all three methods. Figure 3.1 plots their convergence behavior, and it shows that the
proposed backtracking scheme on ωk can significantly improve the convergence of the algorithm.
3.2. Coordinate descent method for nonconvex regression. As the number of predictors is larger
than sample size, variable selection becomes important to keep more important predictors and obtain a more
interpretable model, and penalized regression methods are popularly used to achieve variable selection. The
work [14] considers the linear regression with nonconvex penalties: the minimax concave penalty (MCP) [58]
and the smoothly clipped absolute deviation (SCAD) penalty [20]. Specifically, the following model is
considered
min
β
1
2n
‖Xβ − y‖2 +
p∑
j=1
rλ,γ(βj), (3.1)
3Another restarting option is tested based on gradient information
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Fig. 3.1. Comparison of the FISTA [7], the restarting FISTA [44], and the proposed method with backtracking ωk to
ensure Condition 2.1.
where y ∈ Rn and X ∈ Rn×p are standardized such that
n∑
i=1
yi = 0,
n∑
i=1
xij = 0, ∀j, and 1
n
n∑
i=1
x2ij = 1, ∀j, (3.2)
and MCP is defined as
rλ,γ(θ) =
{
λ|θ| − θ22γ , if |θ| ≤ γλ,
1
2γλ
2, if |θ| > γλ, (3.3)
and SCAD penalty is defined as
rλ,γ(θ) =

λ|θ|, if |θ| ≤ λ,
2γλ|θ|−(θ2+λ2)
2(γ−1) , if λ < |θ| ≤ γλ,
λ2(γ2−1)
2(γ−1) , if |θ| > γλ.
(3.4)
The cyclic coordinate descent method used in [14] performs the update from j = 1 through p
βk+1j = arg min
βj
1
2n
‖X(βk+1<j , βj ,βk>j)− y‖2 + rλ,γ(βj),
which can be equivalently written into the form of (1.2) by
βk+1j = arg min
βj
1
2n
‖xj‖2(βj − βkj )2 +
1
n
x>j
(
X(βk+1<j ,β
k
≥j)− y
)
βj + rλ,γ(βj). (3.5)
Note that the data has been standardized such that ‖xj‖2 = n. Hence, if γ > 1 in (3.3) and γ > 2 in
(3.4), it is easy to verify that the objective in (3.5) is strongly convex, and there is a unique minimizer. From
the convergence results of [51], it is concluded in [14] that any limit point4 of the sequence {βk} generated by
(3.5) is a coordinate-wise minimizer of (3.1). Since rλ,γ in both (3.3) and (3.4) is piecewise polynomial and
thus semialgebraic, it satisfies the KL property (see Definition 1.1). In addition, let f(β) be the objective of
(3.1). Then
f(βk+1<j ,β
k
≥j)− f(βk+1≤j ,βk>j) ≥
µ
2
(βk+1j − βkj )2,
4It is stated in [14] that the sequence generated by (3.5) converges to a coordinate-wise minimizer of (3.1). However, the
result is obtained directly from [51], which only guarantees subsequence convergence.
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where µ is the strong convexity constant of the objective in (3.5). Hence, according to Theorem 2.7 and
Remark 2.1, we have the following convergence result.
Theorem 3.1. Assume X is standardized as in (3.2). Let {βk} be the sequence generated from (3.5)
or by the following update with random shuffling of coordinates
βk+1
pikj
= arg min
β
pik
j
1
2n
‖xpikj ‖
2(βpikj − β
k
pikj
)2 +
1
n
x>pikj
(
X(βk+1
pik<j
,βkpik≥j
)− y)βpikj + rλ,γ(βpikj ),
where (pik1 , . . . , pi
k
p) is any permutation of (1, . . . , p), and rλ,γ is given by either (3.3) with γ > 1 or (3.4) with
γ > 2. If {βk} has a finite limit point, then βk converges to a coordinate-wise minimizer of (3.1).
3.3. Rank-one residue iteration for nonnegative matrix factorization. The nonnegative matrix
factorization can be modeled as
min
X,Y
‖XY> −M||2F , s.t. X ∈ Rm×p+ , Y ∈ Rn×p+ , (3.6)
where M ∈ Rm×n+ is a given nonnegative matrix, Rm×p+ denotes the set of m× p nonnegative matrices, and
p is a user-specified rank. The problem in (3.6) can be written in the form of (1.1) by letting
f(X,Y) =
1
2
‖XY> −M||2F , r1(X) = ιRm×p+ (X), r2(Y) = ιRn×p+ (Y).
In the literature, most existing algorithms for solving (3.6) update X and Y alternatingly; see the
review paper [28] and the references therein. The work [25] partitions the variables in a different way:
(x1,y1, . . . ,xp,yp), where xj denotes the j-th column of X, and proposes the rank-one residue iteration
(RRI) method. It updates the variables cyclically, one column at a time. Specifically, RRI performs the
updates cyclically from i = 1 through p,
xk+1i = arg min
xi≥0
‖xi(yki )> + Xk+1<i (Yk+1<i )> + Xk>i(Yk>i)> −M‖2F , (3.7a)
yk+1i = arg min
yi≥0
‖xk+1i (yi)> + Xk+1<i (Yk+1<i )> + Xk>i(Yk>i)> −M‖2F , (3.7b)
where Xk>i = (x
k
i+1, . . . ,x
k
p). It is a cyclic block minimization method, a special case of [51]. The advantage
of RRI is that each update in (3.7) has a closed form solution. Both updates in (3.7) can be written in the
form of (1.2) by noting that they are equivalent to
xk+1i = arg min
xi≥0
1
2
‖yki ‖2‖xi − xki ‖2 + (yki )>
(
Xk+1<i (Y
k+1
<i )
> + Xk≥i(Y
k
≥i)
> −M)>xi, (3.8a)
yk+1i = arg min
yi≥0
1
2
‖xk+1i ‖2‖yi − yki ‖2 + y>i
(
Xk+1<i (Y
k+1
<i )
> + xk+1i (y
k
i )
> + Xk>i(Y
k
>i)
> −M)>xk+1i . (3.8b)
Since f(X,Y) + r1(X) + r2(Y) is semialgebraic and has the KL property, directly from Theorem 2.7, we
have the following whole sequence convergence, which is stronger compared to the subsequence convergence
in [25].
Theorem 3.2 (Global convergence of RRI). Let {(Xk,Yk)}∞k=1 be the sequence generated by (3.7) or
(3.8) from any starting point (X0,Y0). If {xki }i,k and {yki }i,k are uniformly bounded and away from zero,
then (Xk,Yk) converges to a critical point of (3.6).
However, during the iterations of RRI, it may happen that some columns of X and Y become or approach
to zero vector, or some of them blow up, and these cases fail the assumption of Theorem 3.2. To tackle with
the difficulties, we modify the updates in (3.7) and improve the RRI method as follows.
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Fig. 3.2. Some images in the Swimmer Dataset
Our first modification is to require each column of X to have unit Euclidean norm; the second modifica-
tion is to take the Lipschitz constant of ∇xif(Xk+1<i ,xi,Xk>i,Yk+1<i ,Yk≥i) to be Lki = max(Lmin, ‖yki ‖2) for
some Lmin > 0; the third modification is that at the beginning of the k-th cycle, we shuffle the blocks to a
permutation (pik1 , . . . , pi
k
p). Specifically, we perform the following updates from i = 1 through p,
xk+1
piki
= arg min
x
pik
i
≥0, ‖x
pik
i
‖=1
Lk
piki
2
‖xpiki − x
k
piki
‖2 + (ykpiki )
>(Xk+1
pik<i
(Yk+1
pik<i
)> + Xkpik≥i(Y
k
pik≥i
)> −M)>xpiki , (3.9a)
yk+1
piki
= arg min
y
pik
i
≥0
1
2
‖ypiki ‖
2 + y>piki
(
Xk+1
pik<i
(Yk+1
pik<i
)> + Xkpik>i(Y
k
pik>i
)> −M)>xk+1
piki
. (3.9b)
Note that if piki = i and L
k
i = ‖yki ‖2, the objective in (3.9a) is the same as that in (3.8a). Both updates in
(3.9) have closed form solutions; see Appendix B. Using Theorem 2.7, we have the following theorem, whose
proof is given in Appendix C.1. Compared to the original RRI method, the modified one automatically has
bounded sequence and always has the whole sequence convergence.
Theorem 3.3 (Whole sequence convergence of modified RRI). Let {(Xk,Yk)}∞k=1 be the sequence
generated by (3.9) from any starting point (X0,Y0). Then {Yk} is bounded, and (Xk,Yk) converges to a
critical point of (3.6).
Numerical tests. We tested (3.8) and (3.9) on randomly generated data and also the Swimmer
dataset [19]. We set Lmin = 0.001 in the tests and found that (3.9) with pi
k
i = i,∀i, k produced the same final
objective values as those by (3.8) on both random data and the Swimmer dataset. In addition, (3.9) with
random shuffling performed almost the same as those with piki = i,∀i on randomly generated data. However,
random shuffling significantly improved the performance of (3.9) on the Swimmer dataset. There are 256
images of resolution 32 × 32 in the Swimmer dataset, and each image (vectorized to one column of M) is
composed of four limbs and the body. Each limb has four different positions, and all images have the body
at the same position; see Figure 3.2. Hence, each of these images is a nonnegative combination of 17 images:
one with the body and each one of another 16 images with one limb. We set p = 17 in our test and ran (3.8)
and (3.9) with/without random shuffling to 100 cycles. If the relative error ‖Xout(Yout)> −M‖F /‖M‖F
is below 10−3, we regard the factorization to be successful, where (Xout,Yout) is the output. We ran the
three different updates for 50 times independently, and for each run, they were fed with the same randomly
generated starting point. Both (3.8) and (3.9) without random shuffling succeed 20 times, and (3.9) with
random shuffling succeeds 41 times. Figure 3.3 plots all cases that occur. Every plot is in terms of running
time (sec), and during that time, both methods run to 100 cycles. Since (3.8) and (3.9) without random
shuffling give exactly the same results, we only show the results by (3.9). From the figure, we see that (3.9)
with fixed cyclic order and with random shuffling has similar computational complexity while the latter one
can more frequently avoid bad local solutions.
3.4. Block prox-linear method for nonnegative Tucker decomposition. The nonnegative Tucker
decomposition is to decompose a given nonnegative tensor (multi-dimensional array) into the product of a
17
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Fig. 3.3. All four cases of convergence behavior of the modified rank-one residue iteration (3.9) with fixed cyclic order and
with random shuffling. Both run to 100 cycles. The first plot implies both two versions fail and occurs 5 times among 50; the
second plot implies both two versions succeed and occurs 16 times among 50; the third plot implies random version succeeds
while the cyclic version fails and occurs 25 times among 50; the fourth plot implies cyclic version succeeds while the random
version fails and occurs 4 times among 50.
core nonnegative tensor and a few nonnegative factor matrices. It can be modeled as
min
C≥0,A≥0
‖C ×1 A1 . . .×N AN −M‖2F , (3.10)
where A = (A1, . . . ,AN ) and X ×i Y denotes tensor-matrix multiplication along the i-th mode (see [29]
for example). The cyclic block proximal gradient method for solving (3.10) performs the following updates
cyclically
Ck+1 = arg min
C≥0
〈∇Cf(Cˆk,Ak),C − Cˆk〉+ L
k
c
2
‖C − Cˆk‖2F , (3.11a)
Ak+1i = arg min
Ai≥0
〈∇Aif(Ck+1,Ak+1<i , Aˆki ,Ak>i),A− Aˆk〉+
Lki
2
‖A− Aˆk‖2F , i = 1, . . . , N. (3.11b)
Here, f(C,A) = 12‖C×1 A1 . . .×N AN −M‖2F , Lkc and Lki (chosen no less than a positive Lmin) are gradient
Lipschitz constants with respect to C and Ai respectively, and Cˆk and Aˆki are extrapolated points:
Cˆk = Ck + ωkc (Ck − Ck−1), Aˆki = Aki + ωki (Aki −Ak−1i ), i = 1, . . . N. (3.12)
with extrapolation weight set to
ωkc = min
ωk, 0.9999
√
Lk−1c
Lkc
 , ωki = min
ωk, 0.9999
√
Lk−1i
Lki
 , i = 1, . . . N, (3.13)
18
0 200 400 600 800 1000
10−4
10−3
10−2
10−1
100
Iterations
R
el
at
iv
e 
Er
ro
r
 
 
No extrapolation
With extrapolation
Fig. 3.4. Relative errors, defined as ‖Ck ×1 Ak1 . . .×N AkN −M‖F /‖M‖F , given by (3.11) on Gaussian randomly
generated 80×80×80 tensor with core size of 5×5×5. No extrapolation: Cˆk = Ck, Aˆk = Ak, ∀k; With extrapolation: Cˆk, Aˆk
set as in (3.12) with extrapolation weights by (3.13).
where ωk is the same as that in Algorithm 2. Our setting of extrapolated points exactly follows [54]. Figure
3.4 shows that the extrapolation technique significantly accelerates the convergence speed of the method.
Note that the block-prox method with no extrapolation reduces to the block coordinate gradient method
in [52].
Since the core tensor C interacts with all factor matrices, the work [54] proposes to update C more
frequently to improve the performance of the block proximal gradient method. Specifically, at each cycle, it
performs the following updates sequentially from i = 1 through N
Ck+1,i = arg min
C≥0
〈∇Cf(Cˆk,i,Ak+1<i ,Ak≥i),C − Cˆ
k,i〉+ L
k,i
c
2
‖C − Cˆk,i‖2F , (3.14a)
Ak+1i = arg min
Ai≥0
〈∇Aif(Ck+1,i,Ak+1<i , Aˆki ,Ak>i),A− Aˆk〉+
Lki
2
‖A− Aˆk‖2F . (3.14b)
It was demonstrated that (3.14) numerically performs better than (3.11). Numerically, we observed that the
performance of (3.14) could be further improved if the blocks of variables were randomly shuffled as in (3.9),
namely, we performed the updates sequentially from i = 1 through N
Ck+1,i = arg min
C≥0
〈∇Cf(Cˆk,i,Ak+1pik<i ,A
k
pik≥i
),C − Cˆk,i〉+ L
k,i
c
2
‖C − Cˆk,i‖2F , (3.15a)
Ak+1
piki
= arg min
A
pik
i
≥0
〈∇A
pik
i
f(Ck+1,i,Ak+1
pik<i
, Aˆkpiki
,Akpik>i
),A− Aˆk〉+ L
k
i
2
‖A− Aˆk‖2F , (3.15b)
where (pik1 , pi
k
2 , . . . , pi
k
N ) is a random permutation of (1, 2, . . . , N) at the k-th cycle. Note that both (3.11)
and (3.15) are special cases of Algorithm 1 with T = N + 1 and T = 2N + 2 respectively. If {(Ck,Ak)} is
bounded, then so are Lkc , L
k,i
c and L
k
i ’s. Hence, by Theorem 2.7, we have the convergence result as follows.
Theorem 3.4. The sequence {(Ck,Ak)} generated from (3.11) or (3.15) is either unbounded or con-
verges to a critical point of (3.10).
We tested (3.14) and (3.15) on the 32 × 32 × 256 Swimmer dataset used above and set the core size
to 24 × 17 × 16. We ran them to 500 cycles from the same random starting point. If the relative error
‖Cout ×1 Aout1 . . . ×N AoutN −M‖F /‖M‖F is below 10−3, we regard the decomposition to be successful,
where (Cout,Aout) is the output. Among 50 independent runs, (3.15) with random shuffling succeeds 21
times while (3.14) succeeds only 11 times. Figure 3.5 plots all cases that occur. Similar to Figure 3.3, every
plot is in terms of running time (sec), and during that time, both methods run to 500 iterations. From
the figure, we see that (3.15) with fixed cyclic order and with random shuffling has similar computational
complexity while the latter one can more frequently avoid bad local solutions.
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Fig. 3.5. All four cases of convergence behavior of the method (3.15) with fixed cyclic order and with random shuffling.
Both run to 500 iterations. The first plot implies both two versions fail and occurs 25 times among 50; the second plot implies
both two versions succeed and occurs 7 times among 50; the third plot implies random version succeeds while the cyclic version
fails and occurs 14 times among 50; the fourth plot implies cyclic version succeeds while the random version fails and occurs
4 times among 50.
4. Conclusions. We have presented a block prox-linear method, in both randomized and deterministic
versions, for solving nonconvex optimization problems. The method applies when the nonsmooth terms, if
any, are block separable. It is easy to implement and has a small memory footprint since only one block
is updated each time. Assuming that the differentiable parts have Lipschitz gradients, we showed that the
method has a subsequence of iterates that converges to a critical point. Further assuming the Kurdyka-
 Lojasiewicz property of the objective function, we showed that the entire sequence converges to a critical
point and estimated its asymptotic convergence rate. Many applications have this property. In particular,
we can apply our method and its convergence results to `p-(quasi)norm (p ∈ [0,+∞]) regularized regression
problems, matrix rank minimization, orthogonality constrained optimization, semidefinite programming, and
so on. Very encouraging numerical results are presented.
Acknowledgements. The authors would like to thank three anonymous referees for their careful re-
views and constructive comments.
Appendix A. Proofs of key lemmas. In this section, we give proofs of the lemmas and also propo-
sitions we used.
A.1. Proof of Lemma 2.1. We show the general case of αk =
1
γLk
,∀k and ω˜ji ≤ δ(γ−1)2(γ+1)
√
L˜j−1i /L˜
j
i , ∀i, j.
Assume bk = i. From the Lipschitz continuity of ∇xif(xk−16=i ,xi) about xi, it holds that (e.g., see Lemma
2.1 in [56])
f(xk) ≤ f(xk−1) + 〈∇xif(xk−1),xki − xk−1i 〉+
Lk
2
‖xki − xk−1i ‖2. (A.1)
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Since xki is the minimizer of (1.2), then
〈∇xif(xk−16=i , xˆki ),xki−xˆki 〉+
1
2αk
‖xki−xˆki ‖2+ri(xki ) ≤ 〈∇xif(xk−16=i , xˆki ),xk−1i −xˆki 〉+
1
2αk
‖xk−1i −xˆki ‖2+ri(xk−1i ).
(A.2)
Summing (A.1) and (A.2) and noting that xk+1j = x
k
j ,∀j 6= i, we have
F (xk−1)− F (xk)
=f(xk−1) + ri(xk−1i )− f(xk)− ri(xki )
≥〈∇xif(xk−16=i , xˆki )−∇xif(xk−1),xki − xk−1i 〉+
1
2αk
‖xki − xˆki ‖2 −
1
2αk
‖xk−1i − xˆki ‖2 −
Lk
2
‖xki − xk−1i ‖2
=〈∇xif(xk−16=i , xˆki )−∇xif(xk−1),xki − xk−1i 〉+
1
αk
〈xki − xk−1i ,xk−1i − xˆki 〉+ (
1
2αk
− Lk
2
)‖xki − xk−1i ‖2
≥− ‖xki − xk−1i ‖
(‖∇xif(xk−16=i , xˆki )−∇xif(xk−1)‖+ 1αk ‖xk−1i − xˆki ‖)+ ( 12αk − Lk2 )‖xki − xk−1i ‖2
≥− ( 1
αk
+ Lk
)‖xki − xk−1i ‖ · ‖xk−1i − xˆki ‖+ ( 12αk − Lk2 )‖xki − xk−1i ‖2
(1.6)
= − ( 1
αk
+ Lk
)
ωk‖xki − xk−1i ‖ · ‖xk−1i − x˜d
k−1
i −1
i ‖+ (
1
2αk
− Lk
2
)‖xki − xk−1i ‖2
≥1
4
( 1
αk
− Lk
)‖xki − xk−1i ‖2 − (1/αk + Lk)21/αk − Lk ω2k‖xk−1i − x˜dk−1i −1i ‖2
=
(γ − 1)Lk
4
‖xki − xk−1i ‖2 −
(γ + 1)2
γ − 1 Lkω
2
k‖xk−1i − x˜d
k−1
i −1
i ‖2.
Here, we have used Cauchy-Schwarz inequality in the second inequality, Lipschitz continuity of∇xif(xk−16=i ,xi)
in the third one, the Young’s inequality in the fourth one, the fact xk−1i = x˜
dki−1
i to have the third equality,
and αk =
1
γLk
to get the last equality. Substituting ω˜ji ≤ δ(γ−1)2(γ+1)
√
L˜j−1i /L˜
j
i and recalling (1.8) completes the
proof.
A.2. Proof of the claim in Remark 2.2. Assume bk = i and αk =
1
Lk
. When f is block multi-convex
and ri is convex, from Lemma 2.1 of [56], it follows that
F (xk−1)− F (xk)
≥Lk
2
‖xki − xˆki ‖2 + Lk〈xˆki − xk−1i ,xki − xˆki 〉
(1.6)
=
Lk
2
‖xki − xk−1i − ωk(xk−1i − xd
k−1
i −1
i )‖2 + Lkωk〈xk−1i − xd
k−1
i −1
i ,x
k
i − xk−1i − ωk(xk−1i − xd
k−1
i −1
i )〉
=
Lk
2
‖xki − xk−1i ‖2 −
Lkω
2
k
2
‖xk−1i − xd
k−1
i −1
i ‖2.
Hence, if ωk ≤ δ
√
L˜j−1i /L˜
j
i , we have the desired result.
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A.3. Proof of Proposition 2.2. Summing (2.4) over k from 1 to K gives
F (x0)− F (xK) ≥
s∑
i=1
K∑
k=1
dki∑
j=dk−1i +1
(
L˜ji
4
‖x˜j−1i − x˜ji‖2 −
L˜j−1i δ
2
4
‖x˜j−2i − x˜j−1i ‖2
)
=
s∑
i=1
dKi∑
j=1
(
L˜ji
4
‖x˜j−1i − x˜ji‖2 −
L˜j−1i δ
2
4
‖x˜j−2i − x˜j−1i ‖2
)
≥
s∑
i=1
dKi∑
j=1
L˜ji (1− δ2)
4
‖x˜j−1i − x˜ji‖2
≥
s∑
i=1
dKi∑
j=1
`(1− δ2)
4
‖x˜j−1i − x˜ji‖2,
where we have used the fact d0i = 0,∀i in the first equality, x˜−1i = x˜0i ,∀i to have the second inequality, and
L˜ji ≥ `,∀i, j in the last inequality. Letting K → ∞ and noting dKi → ∞ for all i by Assumption 3, we
conclude from the above inequality and the lower boundedness of F in Assumption 1 that
s∑
i=1
∞∑
j=1
‖x˜j−1i − x˜ji‖2 <∞,
which implies (2.5).
A.4. Proof of Proposition 2.4. From Corollary 5.20 and Example 5.23 of [49], we have that if
proxαkri is single valued near x
k−1
i −αk∇xif(xk−1), then proxαkri is continuous at xk−1i −αk∇xif(xk−1).
Let xˆki (ω) explicitly denote the extrapolated point with weight ω, namely, we take xˆ
k
i (ωk) in (1.6). In
addition, let xki (ω) = proxαkri
(
xˆki (ω)− αk∇xif(xk−16=i , xˆki (ω))
)
. Note that (2.4) implies
F (xk−1)− F (xk(0)) ≥ ‖xk−1 − xk(0)‖2 (2.9)> 0. (A.3)
From the optimality of xki (ω), it holds that
〈∇xif(xk−16=i , xˆki (ω)),xki (ω)− xˆki (ω)〉+
1
2αk
‖xki (ω)− xˆki (ω)‖2 + ri(xki (ω))
≤〈∇xif(xk−16=i , xˆki (ω)),xi − xˆki (ω)〉+
1
2αk
‖xi − xˆki (ω)‖2 + ri(xi), ∀xi.
Taking limit superior on both sides of the above inequality, we have
〈∇xif(xk−1),xki (0)− xk−1i 〉+
1
2αk
‖xki (0)− xk−1i ‖2 + lim sup
ω→0+
ri(x
k
i (ω))
≤〈∇xif(xk−1),xi − xk−1i 〉+
1
2αk
‖xi − xk−1i ‖2 + ri(xi), ∀xi,
which implies lim sup
ω→0+
ri(x
k
i (ω)) ≤ ri(xki (0)). Since ri is lower semicontinuous, lim inf
ω→0+
ri(x
k
i (ω)) ≥ ri(xki (0)).
Hence, lim
ω→0+
ri(x
k
i (ω)) = ri(x
k
i (0)), and thus lim
ω→0+
F (xk(ω)) = F (xk(0)). Together with (A.3), we conclude
that there exists ω¯k > 0 such that F (x
k−1)− F (xk(ω)) ≥ 0, ∀ω ∈ [0, ω¯k]. This completes the proof.
A.5. Proof of Lemma 2.5. Let am and um be the vectors with their i-th entries
(am)i =
√
αi,ni,m , (um)i = Ai,ni,m .
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Then (2.11) can be written as
‖am+1  um+1‖2 + (1− β2)
s∑
i=1
ni,m+1−1∑
j=ni,m+1
αi,jA
2
i,j ≤ β2‖am  um‖2 +Bm
s∑
i=1
ni,m∑
j=ni,m−1+1
Ai,j . (A.4)
Recall
α = inf
i,j
αi,j , α = sup
i,j
αi,j .
Then it follows from (A.4) that
‖am+1  um+1‖2 + α(1− β2)
s∑
i=1
ni,m+1−1∑
j=ni,m+1
A2i,j ≤ β2‖am  um‖2 +Bm
s∑
i=1
ni,m∑
j=ni,m−1+1
Ai,j . (A.5)
By the Cauchy-Schwarz inequality and noting ni,m+1 − ni,m ≤ N, ∀i,m, we have s∑
i=1
ni,m+1−1∑
j=ni,m+1
Ai,j
2 ≤ sN s∑
i=1
ni,m+1−1∑
j=ni,m+1
A2i,j (A.6)
and for any positive C1,
(1 + β)C1‖am+1  um+1‖
 s∑
i=1
ni,m+1−1∑
j=ni,m+1
Ai,j

≤
s∑
i=1
ni,m+1−1∑
j=ni,m+1
(
4− (1 + β)2
4sN
‖am+1  um+1‖2 + (1 + β)
2C21sN
4− (1 + β)2 A
2
i,j
)
≤4− (1 + β)
2
4
‖am+1  um+1‖2 + (1 + β)
2C21sN
4− (1 + β)2
s∑
i=1
ni,m+1−1∑
j=ni,m+1
A2i,j . (A.7)
Taking
C1 ≤
√
α(1− β2)(4− (1 + β)2)
4sN
, (A.8)
we have from (A.6) and (A.7) that
1 + β
2
‖am+1  um+1‖+ C1
s∑
i=1
ni,m+1−1∑
j=ni,m+1
Ai,j ≤
√√√√‖am+1  um+1‖2 + α(1− β2) s∑
i=1
ni,m+1−1∑
j=ni,m+1
A2i,j . (A.9)
For any C2 > 0, it holds√√√√β2‖am  um‖2 +Bm s∑
i=1
ni,m∑
j=ni,m−1+1
Ai,j
≤β‖am  um‖+
√√√√Bm s∑
i=1
ni,m∑
j=ni,m−1+1
Ai,j
≤β‖am  um‖+ C2Bm + 1
4C2
s∑
i=1
ni,m∑
j=ni,m−1+1
Ai,j
≤β‖am  um‖+ C2Bm + 1
4C2
s∑
i=1
ni,m−1∑
j=ni,m−1+1
Ai,j +
√
s
4C2
‖um‖. (A.10)
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Combining (A.5), (A.9), and (A.10), we have
1 + β
2
‖am+1  um+1‖+C1
s∑
i=1
ni,m+1−1∑
j=ni,m+1
Ai,j ≤ β‖am  um‖+C2Bm + 1
4C2
s∑
i=1
ni,m−1∑
j=ni,m−1+1
Ai,j +
√
s
4C2
‖um‖.
Summing the above inequality over m from M1 through M2 ≤M and arranging terms gives
M2∑
m=M1
(
1− β
2
‖am+1  um+1‖ −
√
s
4C2
‖um+1‖
)
+
(
C1 − 1
4C2
) M2∑
m=M1
s∑
i=1
ni,m+1−1∑
j=ni,m+1
Ai,j
≤β‖aM1  uM1‖+ C2
M2∑
m=M1
Bm +
1
4C2
s∑
i=1
ni,M1−1∑
j=ni,M1−1+1
Ai,j +
√
s
4C2
‖uM1‖ (A.11)
Take
C2 = max
(
1
2C1
,
√
s√
α(1− β)
)
. (A.12)
Then (A.11) implies
√
α(1− β)
4
M2∑
m=M1
‖um+1‖+ C1
2
M2∑
m=M1
s∑
i=1
ni,m+1−1∑
j=ni,m+1
Ai,j
≤β
√
α‖uM1‖+ C2
M2∑
m=M1
Bm +
1
4C2
s∑
i=1
ni,M1−1∑
j=ni,M1−1+1
Ai,j +
√
s
4C2
‖uM1‖, (A.13)
which together with
∑s
i=1Ai,ni,m+1 ≤
√
s‖um+1‖ gives
C3
s∑
i=1
ni,M2+1∑
j=ni,M1+1
Ai,j =C3
M2∑
m=M1
s∑
i=1
ni,m+1∑
j=ni,m+1
Ai,j
≤β
√
α‖uM1‖+ C2
M2∑
m=M1
Bm +
1
4C2
s∑
i=1
ni,M1−1∑
j=ni,M1−1+1
Ai,j +
√
s
4C2
‖uM1‖,
≤C2
M2∑
m=1
Bm + C4
s∑
i=1
ni,M1∑
j=ni,M1−1+1
Ai,j , (A.14)
where we have used ‖uM1‖ ≤
∑s
i=1Ai,ni,M1 , and
C3 = min
(√
α(1− β)
4
√
s
,
C1
2
)
, C4 = β
√
α+
√
s
4C2
. (A.15)
From (A.8), (A.12), and (A.15), we can take
C1 =
√
α(1− β)
2
√
sN
≤ min
{√
α(1− β2)(4− (1 + β)2)
4sN
,
√
α(1− β)
2
√
s
}
,
where the inequality can be verified by noting (1 − β2)(4 − (1 + β)2) − (1 − β)2 is decreasing with respect
to β in [0, 1]. Thus from (A.12) and (A.15), we have C2 =
1
2C1
, C3 =
C1
2 , C4 = β
√
α +
√
sC1
2 . Hence, from
(A.14), we complete the proof of (2.12).
If limm→∞ ni,m =∞,∀i,
∑∞
m=1Bm <∞, and (2.11) holds for all m, letting M1 = 1 and M2 →∞, we
have (2.13) from (A.14).
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A.6. Proof of Proposition 2.6. For any i, assume that while updating the i-th block to xki , the value
of the j-th block (j 6= i) is y(i)j , the extrapolated point of the i-th block is zi, and the Lipschitz constant of
∇xif(y(i)6=i,xi) with respect to xi is L˜i, namely,
xki ∈ arg min
xi
〈∇xif(y(i)6=i, zi),xi − zi〉+ L˜i‖xi − zi‖2 + ri(xi).
Hence, 0 ∈ ∇xif(y(i)6=i, zi) + 2L˜i(xki − zi) + ∂ri(xki ), or equivalently,
∇xif(xk)−∇xif(y(i)6=i, zi)− 2L˜i(xki − zi) ∈ ∇xif(xk) + ∂ri(xki ), ∀i. (A.16)
Note that xi may be updated to x
k
i not at the k-th iteration but at some earlier one, which must be
between k − T and k by Assumption 3. In addition, for each pair (i, j), there must be some κi,j between
k − 2T and k such that
y
(i)
j = x
κi,j
j , (A.17)
and for each i, there are k − 3T ≤ κi1 < κi2 ≤ k and extrapolation weight ω˜i ≤ 1 such that
zi = x
κi2
i + ω˜i(x
κi2
i − xκ
i
1
i ). (A.18)
By triangle inequality, (y
(i)
6=i, zi) ∈ B4ρ(x¯) for all i. Therefore, it follows from (1.10) and (A.16) that
dist(0, ∂F (xk))
(A.16)
≤
√√√√ s∑
i=1
‖∇xif(xk)−∇xif(y(i)6=i, zi)− 2L˜i(xki − zi)‖2
≤
s∑
i=1
‖∇xif(xk)−∇xif(y(i)6=i, zi)− 2L˜i(xki − zi)‖
≤
s∑
i=1
(
‖∇xif(xk)−∇xif(y(i)6=i, zi)‖+ 2L˜i‖xki − zi‖
)
≤
s∑
i=1
(
LG‖xk − (y(i)6=i, zi)‖+ 2L˜i‖xki − zi‖
)
≤
s∑
i=1
(LG + 2L)‖xki − zi‖+ LG∑
j 6=i
‖xkj − y(i)j ‖
 , (A.19)
where in the fourth inequality, we have used the Lipschitz continuity of ∇xif(x) with respect to x, and the
last inequality uses L˜i ≤ L. Now use (A.19), (A.17), (A.18) and also the triangle inequality to have the
desired result.
A.7. Proof of Lemma 2.8. The proof follows that of Theorem 2 of [3]. When γ ≥ 1, since 0 ≤
Ak−1 −Ak ≤ 1,∀k ≥ K, we have (Ak−1 −Ak)γ ≤ Ak−1 −Ak, and thus (2.23) implies that for all k ≥ K, it
holds that Ak ≤ (α+ β)(Ak−1 −Ak), from which item 1 immediately follows.
When γ < 1, we have (Ak−1 − Ak)γ ≥ Ak−1 − Ak, and thus (2.23) implies that for all k ≥ K, it holds
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that Ak ≤ (α+ β)(Ak−1 −Ak)γ . Letting h(x) = x−1/γ , we have for k ≥ K,
1 ≤(α+ β)1/γ(Ak−1 −Ak)A−1/γk
=(α+ β)1/γ
(
Ak−1
Ak
)1/γ
(Ak−1 −Ak)A−1/γk−1
≤(α+ β)1/γ
(
Ak−1
Ak
)1/γ ∫ Ak−1
Ak
h(x)dx
=
(α+ β)1/γ
1− 1/γ
(
Ak−1
Ak
)1/γ (
A
1−1/γ
k−1 −A1−1/γk
)
,
where we have used nonincreasing monotonicity of h in the second inequality. Hence,
A
1−1/γ
k −A1−1/γk−1 ≥
1/γ − 1
(α+ β)1/γ
(
Ak
Ak−1
)1/γ
. (A.20)
Let µ be the positive constant such that
1/γ − 1
(α+ β)1/γ
µ = µγ−1 − 1. (A.21)
Note that the above equation has a unique solution 0 < µ < 1. We claim that
A
1−1/γ
k −A1−1/γk−1 ≥ µγ−1 − 1, ∀k ≥ K. (A.22)
It obviously holds from (A.20) and (A.21) if
(
Ak
Ak−1
)1/γ ≥ µ. It also holds if ( AkAk−1 )1/γ ≤ µ from the
arguments (
Ak
Ak−1
)1/γ
≤ µ⇒Ak ≤ µγAk−1 ⇒ A1−1/γk ≥ µγ−1A1−1/γk−1
⇒A1−1/γk −A1−1/γk−1 ≥ (µγ−1 − 1)A1−1/γk−1 ≥ µγ−1 − 1,
where the last inequality is from A
1−1/γ
k−1 ≥ 1. Hence, (A.22) holds, and summing it over k gives
A
1−1/γ
k ≥ A1−1/γk −A1−1/γK ≥ (µγ−1 − 1)(k −K),
which immediately gives item 2 by letting ν = (µγ−1 − 1) γγ−1 .
Appendix B. Solutions of (3.9). In this section, we give closed form solutions to both updates in
(3.9). First, it is not difficult to have the solution of (3.9b):
yk+1pii = max
(
0,
(
Xk+1pi<i (Y
k+1
pi<i )
> + Xkpi>i(Y
k
pi>i)
> −M)>xk+1pii ) .
Secondly, since Lkpii > 0, it is easy to write (3.9a) in the form of
min
x≥0, ‖x‖=1
1
2
‖x− a‖2 + b>x + C,
which is apparently equivalent to
max
x≥0, ‖x‖=1
c>x, (B.1)
which c = a− b. Next we give solution to (B.1) in three different cases.
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Case 1: c < 0. Let i0 = arg maxi ci and cmax = ci0 < 0. If there are more than one components
equal cmax, one can choose an arbitrary one of them. Then the solution to (B.1) is given by xi0 = 1 and
xi = 0,∀i 6= i0 because for any x ≥ 0 and ‖x‖ = 1, it holds that
c>x ≤ cmax‖x‖1 ≤ cmax‖x‖ = cmax.
Case 2: c ≤ 0 and c 6< 0. Let c = (cI0 , cI−) where cI0 = 0 and cI− < 0. Then the solution to (B.1)
is given by xI− = 0 and xI0 being any vector that satisfies xI0 ≥ 0 and ‖xI0‖ = 1 because c>x ≤ 0 for any
x ≥ 0.
Case 3: c 6≤ 0. Let c = (cI+ , cIc+) where cI+ > 0 and cIc+ ≤ 0. Then (B.1) has a unique solution given
by xI+ =
cI+
‖cI+‖
and xIc+ = 0 because for any x ≥ 0 and ‖x‖ = 1, it holds that
c>x ≤ c>I+xI+ ≤ ‖cI+‖ · ‖xI+‖ ≤ ‖cI+‖ · ‖x‖ = ‖cI+‖,
where the second inequality holds with equality if and only if xI+ is collinear with cI+ , and the third
inequality holds with equality if and only if xIc+ = 0.
Appendix C. Proofs of convergence of some examples. In this section, we give the proofs of the
theorems in section 3.
C.1. Proof of Theorem 3.3. Through checking the assumptions of Theorem 2.7, we only need to
verify the boundedness of {Yk} to show Theorem 3.3. Let Ek = Xk(Yk)> −M. Since every iteration
decreases the objective, it is easy to see that {Ek} is bounded. Hence, {Ek + M} is bounded, and
a = sup
k
max
i,j
(Ek + M)ij <∞.
Let ykij be the (i, j)-th entry of Y
k. Thus the columns of Ek + M satisfy
a ≥ eki + mi =
p∑
j=1
ykijx
k
j , ∀i, (C.1)
where xkj is the j-th column of X
k. Since ‖xkj ‖ = 1, we have ‖xkj ‖∞ ≥ 1/
√
m, ∀j. Note that (C.1) implies
each component of
∑p
j=1 y
k
ijx
k
j is no greater than a. Hence from nonnegativity of X
k and Yk and noting
that at least one entry of xkj is no less than 1/
√
m, we have ykij ≤ a
√
m for all i, j and k. This completes the
proof.
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