This paper presents analytical criteria for local activity in reaction-diffusion Cellular Nonlinear Network (CNN) cells [Chua, 1997 [Chua, , 1999 with four local state variables. As a first application, we apply the criteria to a Hodgkin-Huxley CNN, which has cells defined by the equations of the cardiac Purkinje fiber model of morphogenesis that was first introduced in [Noble, 1962] to describe the long-lasting action and pace-maker potentials of the Purkinje fiber of the heart. The bifurcation diagrams of the Hodgkin-Huxley CNN's supply a possible explanation for why a heart with a normal heart-rate may stop beating suddenly: The cell parameter of a normal heart is located in a locally active unstable domain and just nearby an edge of chaos. The membrane potential along a fiber is simulated in a Hodgkin-Huxley CNN by a computer. As a second application, we present a smoothed Chua's circuit (SCC) CNN. The bifurcation diagrams of the SCC CNN's show that there does not exist a locally passive domain, and the edges of chaos corresponding to different fixed-cell parameters are significantly different. Our computer simulations show that oscillatory patterns, chaotic patterns, or divergent patterns may emerge if the selected cell parameters are located in locally active domains but nearby the edge of chaos. This research demonstrates once again the effectiveness of the local activity theory in choosing the parameters for the emergence of complex (static and dynamic) patterns in a homogeneous lattice formed by coupled locally active cells.
Introduction
Nature abounds with complex patterns and structures emerging from homogeneous media. Many of these phenomena can be modeled and studied via the cellular neural/nonlinear network (CNN) paradigm. Understanding and controlling such patterns are essential for both theoretical study and practical applications. Although the research on emergence and complexity has gained immense momentum during the past decade [Holland, 1998; Haken, 1997; Nicolis & Prigogine, 1989; Noyes, 1976] , the determination, prediction, and control of the complex patterns generated from highdimensional nonlinear systems are still far from perfect. The recent local activity theory [Chua, 1997 [Chua, , 1999 asserts that a wide spectrum of complex behaviors may exist if the corresponding cell parameters of CNN's are chosen on or nearby the edge of chaos. That theory has been successfully applied to research on complex patterns and structures generated from CNN's assosciated with four well-known reaction-diffusion equations [Dogaru & Chua, 1998a , 1998b , 1998c Min et al., 1999] .
In the previous research [Chua, 1997; Min et al., 1999] , the analytical criteria for testing the local activity of the CNN's with one, two, and three local state variables have been presented. The criteria have been used to describe the bifurcation diagrams of the corresponding CNN's, in particular finding the edge of chaos domains (see [Dogaru & Chua 1998a , 1998b , 1998c Min et al., 1999] ).
In this paper, the analytic criteria for testing the local activity of the CNN's with four state variables, and one port (i.e. one diffusion coefficient) are set up. As the first application of our theory, we select the modified Hodgkin-Huxley Equationsthe cardiac Purkinje fiber (CPF ) equations which have been used successfully to describe the behavior of the cardiac Purkinje fiber [Noble, 1962; Cronin, 1984] . After mapping the CPF equations to each cell of a CNN, which is then called the HodgkinHuxley CNN (similar to [Chua et al., 1995] ), we choose the sodium equilibrium potential (denoted by E Na ) and the potassium equilibrium potential (denoted by E K ) as cell parameters for calculating the bifurcation diagrams since E Na and E K depend on the corresponding ionic concentrations which are not constants in vivo [Nobel, 1979] . It is interesting to find that the cell parameter of a normal heart is located in the locally active unstable domain but nearby an edge of chaos domain. Roughly speaking, our computer simulation shows that as the values of E Na and E K are increased, the frequency of the heartbeat (corresponding to the periodic frequency of the membrane potential described via the CPF equations) also increases. However the amplitude of the membrane potential decreases until the heart stops beating; conversely as the values of E Na and E K are decreased, the frequency of the heartbeat is also decreased until the heart stops beating. These phenomena can be explained well via the corresponding bifurcation diagrams.
For the second application of the criteria, we propose a four-dimensional smoothed Chua's circuit (SCC ) and map it into the cells of a CNN. Our computer calculations show that the bifurcation diagrams of the SCC CNN's do not have locally passive domains, and hence the SCC CNN is locally active for all parameters. Our extensive computer simulations show that if the chosen cell parameters are nearby the edge of chaos and are located in a locally active unstable region, the corresponding patterns of SCC CNN's may show chaotic, periodic, or unbounded characteristics. The extremely complex behaviors of the SCC equations (CNN's) can be explored via the local activity theory. This paper is organized as follows: Section 2 presents the analytic criteria for the local activity in one-port CNN cells. Section 3 introduces the SCC CNN and calculates the edges of chaos of the CNN's and the SCC CNN's, respectively. The computer simulations of the dynamic patterns of the Hodgkin-Huxley CNN's and the SCC CNN's are given in Sec. 4. The concluding remarks are in Sec. 5.
Local Activity Test for
One-port CNN Cell 
The corresponding CNN cell impedance Z Q (s) is given by [Chua, 1997 [Chua, , 1998 ]
= s 3 + K 1 s 2 + L 1 s + ∆ 1 s 4 + T s 3 + Ks 2 + Ls + ∆ .
Lemma 2.1. [Chua, 1997] A one-port Reaction Diffusion CNN cell is locally active at a cell equilibrium point Q ∆ = (V 1 ,Ī 1 ) if, and only if, its cell impedance Z Q (s) at Q satisfies at least one of the following four conditions:
1. Z Q (s) has a pole in Re[s] > 0. 2. Z * Q (iω) + Z Q (iω) < 0 for some ω = ω 0 , where ω 0 is any real number. 3. Z Q (s) has a simple pole s = iω ρ on the imaginary axis, where its associated residue
is either a complex number or a negative real number. 4. Z Q (s) has a multiple pole on the imaginary axis.
In the following subsections, we will give the analytical criteria for the above four conditions for a general one-port CNN cell with four state variables and one diffusion coefficient.
2.1. Analytical criteria for condition 1 in Lemma 2.1
First, let us recall some concepts and definitions (for example see [Arnold, 1988; Marden, 1966] ). Let
be a polynomial with real coefficients a 0 , a 1 , . . . , a n−1 .
Definition 2.1. We denote by H n the set of all coefficient vectors a ∈ R n of real Hurwitz polynomials
Lemma 2.3. The boundary of H n , denoted by ∂H n , consists of a ∈ R n such that p(s, a) has at least one root in iR (imaginary axis), and where all other roots are in C − = {s ∈ Z : Re[s] < 0}. 
Theorem 2.1. A necessary condition for
to satisfy condition 1 of Lemma 2.1 is
A sufficient condition for Z Q (s) to satisfy condition 1 of Lemma 2.1 is that Z Q (s) satisfies condition (I ) and
Proof. Let p(a, s) = s 4 + T s 3 + Ks 2 + Ls + ∆. The necessary condition can be obtained from Lemmas 2.2-2.4. If conditions (I) and (II) hold, then each root of p(a, s) is also a pole of Z Q (s).
Analytical criteria for
condition 2 in Lemma 2.1
Condition 2 in Lemma 2.1 is equivalent to
Let
(i) If T − K 1 < 0, then it follows from Eqs. (4) and (5) that
(ii) If T − K 1 = 0, then by Eqs. (4) and (5) we conclude that
On the other hand, if
Substituting (6) into (5), we obtain
It follows from Eqs. (7) and (8) that
Therefore we have
It follows from Eqs. (4) and (9) that
On the other hand, if ∆∆ 1 ≥ 0 then by solvingḣ(λ * ) = 0, we obtain that
From Eqs. (4), (9)- (11), we conclude that
Summarizing (III)-(XIV), we have the following
Theorem 2.2. Z * Q (iω) + Z Q (iω) < 0 for some ω = ω 0 ∈ R if, and only if, at least one of the following conditions holds:
and
where λ * i s and h(λ * i ) s are determined via Eqs. (9 )-(11 ), respectively.
Analytical criteria for
Condition 3 in Lemma 2.1
Let us set up the criteria via the following four steps. First let us recall
(i) Z Q (s) has four simple poles s = ±iω 1 , ±iω 2 on the imaginary axis. In this case, g(s) has, from (12), the form:
Consequently, we obtain
From (14), we have
Substituting (16) into (15), we obtain
Solving Eq. (17), we have
Substituting (18) into (16), we get
Formulas (18) and (19) imply that
From formula (18), we have
It follows from (14), (20) and (21) that
Similarly, we also conclude that
(ii) Z Q (s) has a simple pole s = 0 and two conjugate poles ±iω on the imaginary axis. In this case, it follows, from (12), that ∆ 1 = 0 and g(s) has the form:
From Eqs. (12) and (23), the residue of Z Q (s) at the pole s = 0 is
Consequently, we conclude from Eqs. (22) and (24) On the other hand, from Eqs. (12), (22) and (23), the residue of Z Q (s) at the pole
Therefore, it follows from Eqs. (22) and (25) that
(iii) Z Q (s) has a simple pole s = 0. In this case, we conclude from (12) that ∆ 1 = 0 and g(s) has the form:
where a 1 ∈ R\{0}, a 2 ∈ Z\{0}, and a 2 =ā 3 . Equation (26) implies that
The residue of Z Q (s) at the pole s = 0 is
Therefore, it follows from Eqs. (27) and (28) 
Consequently,
Equation (
Substituting (34) into (33), we obtain that
Solving (35), we obtain that
Equation (36) implies that
Substituting (36) into (30) and (32), we conclude that
The residue of Z Q (s) at the poles s = ω i s is
It follows from Eqs. (33), (36)- (39) that
In (XXIII) and (XXIV), the ω i s are defined by (36).
Summarizing (XV)-(XXIV), we obtain the following
Theorem 2.3. Z Q (s) satisfies Condition 3 in Lemma 2.1 if, and only if, at least one of the following conditions holds.
Analytical criteria for
Condition 4 in Lemma 2.1
If Z Q (s) has a multiple pole on the imaginary axis, then we have the following cases. (B) Z Q (s) has two multiple nonzero poles ±iω. In this case, g(s) in formula (13) has the form
It follows from (40) that
Summarizing (XXV)-(XXVIII), we have the following
Theorem 2.4. Z Q (s) has a multiple pole on the imaginary axis if, and only if, at least one of the following condition holds.
Bifurcation Diagrams for Two CNN Equations
The above analytical criteria for local activity allow us precisely to describe the bifurcation diagrams of CNN's with four state variables. That is, we can precisely locate locally active domains, locally passive domains, and edge of chaos domains. In Sec. 3.1 we first introduce the so-called Hodgkin-Huxley CNN equations, which originated from the well-known Noble model of the cardiac Purkinje Fiber (see [Noble, 1962] ) and is a modification of the original Hodgkin-Huxley (H-H) equations [Hodgkin & Huxley, 1951a , 1951b , 1951c . Second, we calculate the bifurcation diagrams of the Hodgkin-Huxley CNN's. In Sec. 3.2, we will propose a fourth-order smoothed Chua's circuit (SCC) CNN, which can be regarded as a generalization of the standard third-order Chua's circuit. In our model, the original piecewise-linear function of the standard Chua's circuit has been replaced by a smooth approximation so that a well-defined Jacobian matrix is obtained. Furthermore, the order of the dynamics has been increased by one to be comparable to the Hodgkin-Huxley CNN under the criteria presented in Sec. 2. The bifurcation diagrams of the SCC CNN's are then determined. The bifurcation diagrams show that the corresponding SCC CNN's do not have any locally passive domain. In other words, it is locally active for all parameters.
Cardiac Purkinje fiber CNN equations and corresponding bifurcation diagrams
The cardiac Purkinje Fiber (CPF) equations introduced by [Noble, 1962] have been used to describe the action pacemaker potentials of the Purkinje fibers of the heart. The behavior of the equation corresponds quite well with the observed behavior of the Purkinje fibers. The original CPF equations have the form
where (45) and E Na , E k and C m are sodium equilibrium potential, potassium equilibrium potential and membrane capacity, respectively. The other terms are defined as follows,
where V is equal to the membrane potential E minus the resting potential E r (for brevity, call V the membrane potential). The trajectory of the original CPF equations is shown in Fig. 1 , which agrees with the corresponding trajectory given in [Noble, 1962] . Let us map the original CPF equations into a two-dimensional 4 × 30 Hodgkin-Huxley CNN, which is a discrete version of the CPF partial differential equation with one diffusion coefficient D 1 , [Chua, 1999] .
where parameters a and b are considered to be the relevant parameter space, and γ is an additional parameter to observe the effect of small disturbances on the bifurcation diagrams of the Hodgkin-Huxley CNN's. In component form, Eqs. (52)- (55) becomė
where
and 2 corresponds to a 120 × 120 matrix. The cell equilibrium points Q i s of Eqs. (56)- (59) can only be solved numerically via the equations:
The cell coefficients a m, n (Q i ) s are defined via the corresponding Jacobian matrix
where 
Using Theorems 2.1-2.4, the locally passive domains with respect to the equilibrium points for the Hodgkin-Huxley CNN can be numerically calculated via computer programs. These domains with respect to two cell equilibrium points (denoted by Q 1 and Q 2 ) with different cell parameters were calculated numerically and are shown in Figs. 2(a)-2(f), respectively. Since the equilibrium points Q 1 and Q 2 cannot be expressed analytically, they are obtained via the "fsolve" tool from Matlab, taking different initial iterate values. However, some calculated Q 1 s and Q 2 s are the same (for example, see the cell equilibrium points labeled by No. 5 in Table 1 in Sec. 4.1). In fact, when the parameter b is less than 100, the calculations which produced the bifurcation diagrams given in Figs. 2(b ), 2(d ) and 2(f ) are not believed to be accurate, since the Matlab tool "fsolve" often warned that the corresponding matrix condition number (used to find the equilibrium points ) is very large. Fortunately our computer simulations using physiological relevant parameters and initial conditions indicate that a parameter set (a, b) located in the edge of chaos domains shown in Figs. 2(a ) , 2(c ) and 2(e ) always corresponds to an attractive equilibrium point. And, a parameter set (a, b) located in a locally active domain shown in the same diagrams always corresponds to an attractive oscillatory solution. The initial state values (V (0), m(0), h(0), n(0)) are chosen such that
which are permitted from the physiological point of view (see [Noble, 1962 [Noble, , 1979 Cronin, 1987 ] ).
Consequently, we do not believe that the following results will be in essence affected by the abovementioned errors. From the bifurcation diagrams it can be concluded:
• The cell parameter value (40, 100) of a normal heart is located in the locally active (unstable) domain with respect to the cell equilibrium points Q 1 and Q 2 , respectively, and nearby the edge of chaos with respect to the equilibrium point Q 2 .
• For any fixed parameter value γ, the bifurcation diagrams with respect to the equilibrium points Q 1 and Q 2 are quite different if the parameter b is larger than 100. Roughly speaking, our computer simulation shows that the cell equilibrium points which are located in the locally passive domains (blue) or in the edge of chaos domains (red) with respect to the equilibrium point Q 1 seem to be globally attractive. This result may explain why a heart with an approximately normal rate can stop suddenly (see the next section for details).
• A small perturbation of the parameter γ (±1.5%) does not cause the bifurcation diagrams to be noticeably changed. The same conclusion also holds for the case where the parameter C m is disturbed. These facts may be interpreted as an indication of the robustness of the heart.
Remark 3.1. The symbols Q 1 and Q 2 have only formal meaning in the sense in which they are generated by the numerical calculations.
Smoothed Chua circuit CNN and corresponding bifurcation diagrams
We first introduce the SCC as follows: 
where α, β, a and b are parameters. Let us map the SCC equations to a twodimensional 15 × 15 SCC CNN with one diffusion constant D 1 :
i, j = 1, 2, . . . , 15 .
In component form, Eqs. (77)- (80) becomė
and 2 corresponds to a 225 × 225 matrix. The cell equilibrium points Q i s of Eqs. (81)- (84) can be determined via the equations:
From Eqs. (85)- (92), we first conclude that for any parameter group {α, β, a, b}, there exists at least one cell equilibrium point
On the other hand, any other cell equilibrium point Q i = (x 1 , x 2 , x 3 , x 4 ) must satisfy the following equations x 2 = 0 (94)
Consequently, we get the following (97 ) have an infinite number of nonzero solutions. Otherwise Proof. If a = b = −1, then any x 1 is a solution of Eq. (96). Therefore (i) is true. Otherwise let
Then Eq. (96) has two nonzero solutions if, and only if,ġ
Remark 3.2. If Q 2 is a nonzero equilibrium point, then Q 3 = −Q 2 is also an equilibrium point. In order to guarantee the existence of nonzero equilibrium points Q 2 and Q 3 , the parameters a and b have to satisfy the Constraint condition:
Using Constraint condition (98), the admissible parameter domain for the real equilibrium points Q 2 and Q 3 is shown in Fig. 3 .
On the other hand, the cell coefficients a m, n (Q i ) s are defined via the corresponding Jacobian matrix
, and
, a 12 = α, a 21 = 1, a 22 = −1, a 23 = 1, a 32 = −β, a 44 = −α ,
.
(100) Fig. 3 . The parameter constraint domain (coded with magenta color) of the real equilibrium points Q2 and Q3.
From Eq. (3), the corresponding CNN cell impedance Z Q (s) has the form
where Remark 3.3.
(i) Eq. (101) is a special form of Eq. (3) where
agrams of the SCC CNN with respect to the equilibrium points Q 2 and Q 3 = −Q 2 are the same.
Using Theorems 2.1-2.4, and equalities (102)-(106), the locally active domains, locally passive domains and edges of chaos with respect to the equilibrium points Q 1 and Q 2 (resp. Q 3 ) with different cell parameters are shown in Figs. 4-6, respectively. From these graphs, it can be concluded that:
• For all selected parameter sets, the corresponding bifurcation diagrams do not have locally passive domains.
• If the parameter set (α, β) = (10, 5) is changed into (α, β) = (10, 15), then the corresponding bifurcation diagrams with respect to the equilibrium points Q 1 and Q 2 (resp. Q 3 ) generate a new narrow edge of chaos region, respectively.
• If the parameter set (α, β) = (10, 15) is changed into (α, β) = (5, 10), then the edge of chaos in the corresponding bifurcation diagrams with respect to the equilibrium points Q 1 and Q 2 (resp. Q 3 ) expands and forms a connected domain. 
Simulations of CNN Dynamics
As applications of the analytic criteria for the local activity theory to practical CNN equations, we will demonstrate, in the following subsections, the periodic dynamic patterns, static patterns, divergent patterns and chaotic patterns of the HodgkinHuxley CNN's (equations) and the SCC CNN's (equations) via computer simulations. Periodic boundary conditions are chosen for all simulations. In order to display the complex dynamic behaviors of CNN's, we use the pseudo-color code in [Chua, 1997] for the components V i, j , m i, j h i, j , and n i, j (resp. x 1i, j , x 2i, j , x 3i, j , x 4i, j ) of the solution defined by Eqs. (52)- (55) [resp. Eqs. (77)- (80)], that is, we use the code given in Fig. 7. 
Simulations of the Hodgkin-Huxley CNN Dynamics
First let us examine a 4 × 30 Hodgkin-Huxley CNN and select the diffusion parameter D 1 = 10 −3 and the parameter γ = 1. The strand-like CNN Roughly speaking, as the parameters a and b are increased, the frequency of the heartbeat also increases until reaching a critical value, and then the heart stops beating. On the other hand, as a and b are decreased, the frequency of the heartbeat also decreases until the heart stops beating. Our simulation results are listed in Table 1 and some of the graphs of the simulations are shown in Figs. 8-25. Now let us discuss some results in detail:
• Patterns generated by parameter set No. 1. The parameter set selected from a normal heart is located in the locally active domain and nearby an edge of chaos with respect to the equilibrium point Table 1 . Figure 10 demonstrates the effect of the "pacemaker" cell on our simulated "cardiac Purkinje fiber". The left-most cell was set to a state out of phase with the rest of the fiber. As the dynamics evolve, the left-most cell begins to influence its immediate neighbors, which is apparent by t = 900. It is by this diffusion mechanism that a traveling wave can arise although the diffusion coefficient is apparently too small to trigger the wave in our simulations. Determining the appropriate diffusion coefficient will be the subject of future research.
• Patterns generated by parameter set No. 2. The parameter set is located in the locally active domain and very near the edge of chaos with respect to the equilibrium point Q 2 [see Figs. 2(c ) and 2(d )]. Figures 11 and 12 show that these periodic patterns of the Hodgkin-Huxley CNN are different from those of the CPF equations with the normal parameters (see Fig. 8 ). In particular the frequency of the heartbeat is only about 44 beats/min. Figure 13 demonstrates the evolution of the periodic patterns of the Hodgkin-Huxley CNN over one period. The following initial condition is chosen:
(110) Figure 13 shows that the membrane potential wave travels into the "cardiac Purkinje fiber" and the first column of cells also seem to play the role of a "pacemaker." The effect is obviously different from that of the Hodgkin-Huxley CNN with the normal parameter (see Fig. 10 ). Table 1 .
• Patterns generated by parameter set No. 3. The parameter set is located in the locally passive domain and very near the edge of chaos with respect to the equilibrium point Q 2 [see Figs. 2(c ) and 2(d )]. Figures 14 and 15 show that these patterns of the Hodgkin-Huxley CNN converge sharply to the corresponding equilibrium points, that is, the heart quickly stops beating. Figure 16 demonstrates the evolution of the convergent patterns of the Hodgkin-Huxley CNN over the time interval [0, 3000] . We choose the same initial condition given by formulas (107)-(110). Our simulation demonstrates that Q 1 is an unstable equilibrium point and Q 2 is a globally attractive equilibrium point.
• Patterns generated by parameter set No. 4. The parameter set is located in the locally active domain and far from the edge of chaos with respect to the equilibrium point Q i s [see Figs. 2(c ) and
. Figures 17 and 18 show that these periodic patterns of the Hodgkin-Huxley CNN are quite different from those of the CPF equations with the normal parameters (see Fig. 8 ). In particular the frequency of the heartbeat is as high as about 160 beats/min. Figure 19 demonstrates the evolution of the periodic patterns of the Hodgkin-Huxley CNN over one period. We choose the following initial condition: Figure 19 shows the membrane potential along the "cardiac Purkinje fiber" and the first column of cells seem to play the role of a "pacemaker." The behavior is obviously different from that of the Hodgkin-Huxley CNN with the normal parameter (see Fig. 10 ). If the cell parameter b is decreased to 88 which is located in the edge of chaos domain, the heart will stop beating (see No. 5 in Table 1 ).
• Patterns generated by parameter set No. 6. The parameter set is located in the locally active domain and very near the edge of chaos with respect to the equilibrium point Q 1 [see Figs. 2(c) and
. Figures 20 and 21 show that these periodic patterns of the Hodgkin-Huxley CNN are quite different from those of the original CPF equations (see Fig. 8 ). The frequency of the heartbeat is about 80 beats/min. Figure 22 demonstrates the evolution of the periodic patterns of the Hodgkin-Huxley CNN over one period. The following initial condition is chosen:
Analytical Criteria for Local Activity of Reaction-Diffusion CNN 1321 Fig. 15 . Graphs of the time evolution of the components V (1, 1), m(1, 1), h(1, 1), and n(1, 1) of the states of the HodgkinHuxley CNN generated by the parameter set No. 3 listed in Table 1 . Fig. 16 . Evolution of the patterns of the state variables V (i, j)'s of the Hodgkin-Huxley CNN generated by the parameter set No. 3 listed in Table 1 over the time interval [0, 3000]. Table 1 . Figure 22 shows that the membrane potential wave travels into the "cardiac Purkinje fiber" and the first column of cells seem to play the role of a "pacemaker." The effect is obviously different from that of the Hodgkin-Huxley CNN with the normal parameter (see Fig. 10 ). show that these patterns of the Hodgkin-Huxley CNN converge sharply to the corresponding equilibrium points, that is, the heart quickly stops beating. Figure 25 demonstrates the evolution of the convergent patterns of the Hodgkin-Huxley CNN over the time interval [0, 3000] . We choose the same initial condition given by formulas (111)-(114). Our simulation demonstrates that Q 1 is an unstable equilibrium point and Q 2 is a globally attractive equilibrium point.
Simulations of the SCC CNN Dynamics
Now let us deal with the 15 × 15 SCC CNN's with periodic boundary condition and choose, in Eqs. (77)- (80) Table 1 .
Firstly, let us simulate the dynamics of the SCC equations. Since the behaviors of the SCC equations are in fact unknown and are much more easily simulated than those of the corresponding SCC CNN's. Our simulation results are listed in Table 2 . Furthermore Figs. 26 and 27 exhibit, respectively, periodic trajectories and chaotic trajectories which are generated via the SCC equations numbered by 3, 20, 22, 8, 14, and 15 listed in Table 2 . Secondly, let us give five examples of the corresponding 15×15 SCC CNN's with periodic boundary conditions.
• Patterns generated by parameter set No. 3. The parameter set is located in the locally active domain and nearby the edge of chaos with respect to the equilibrium point Q 2 [see Figs. 5(c) and 5(d) ]. Figure 28 shows the evolution of the periodic patterns of the local state variables of the SCC CNN over three periods. The diffusion parameter D 1 is selected as 0.01. The initial condition is chosen as follows. Table 1 . Fig. 29(a) . The graphs of the time evolution of the components are exhibited in Fig. 29(b) . These figures show that the dynamics of the SCC CNN demonstrate a periodic characteristic which are similar to the one of the corresponding SCC equations [see Fig. 26(a) ].
• Patterns generated by parameter set No. 23. The parameter set is located in the edge of chaos domain with respect to the equilibrium point Q 2 . The evolution of the convergent patterns of the local state variables of the SCC CNN over the time interval [0, 80] is shown in Fig. 30 . The diffusion parameter D 1 is selected as 0.01. The following initial condition is chosen:
x 1i, j (0) = 0.031031, if 7 ≤ i ≤ 9 and j = 8 or 7 ≤ j ≤ 9 and i = 8 −0.031031, otherwise .
x 2i, j (0) = 0, if 7 ≤ i ≤ 9 and j = 8 or 7 ≤ j ≤ 9 and i = 8 0, otherwise .
x 3i, j (0) = −0.031031, if 7 ≤ i ≤ 9 and j = 8 or 7 ≤ j ≤ 9 and i = 8 0.031031, otherwise .
x 4i, j (0) = 0.093193, if 7 ≤ i ≤ 9 and j = 8 or 7 ≤ j ≤ 9 and i = 8 −0.093193, otherwise . Table 2 . (c) The trajectories generated by the parameter set No. 22 listed in Table 2 . The blue colored star represents the initial point of the corresponding trajectory and the green one stands for the ending point of the corresponding simulation. Fig. 27 . Trajectories of the state variables x1, x2, x3, and x4 of the SCC equations demonstrate chaotic character. (a) The trajectories generated by the parameter set No. 8 listed in Table 2 . (b) The trajectories generated by the parameter set No. 14 listed in Table 2 . (c) The trajectories generated by the parameter set No. 15 listed in Table 2 . The blue colored star represents the initial point of the corresponding trajectory and the green one stands for the ending point of the corresponding simulation.
Analytical Criteria for Local Activity of Reaction-Diffusion CNN 1333 Fig. 28 . Evolution of periodic patterns of the 15 × 15 SCC CNN generated by the parameter set No. 3 listed in Table 2 over the time interval [0, 4] . Table 2 over the time interval [0, 80] . Fig. 31(a) . The graphs of the time evolution of the components are exhibited in Fig. 31(b) . These figures demonstrate that the SCC CNN produces static patterns. Furthermore, if we choose the initial condition from those given by Eqs. (115)- (118), we can obtain divergent (unbounded) patterns (see Figs. 32 and 33 ).
x 1i, j (0) = 1, if 7 ≤ i ≤ 9 and j = 8 or 7 ≤ j ≤ 9 and i = 8
x 2i, j (0) = 1, if 7 ≤ i ≤ 9 and j = 8 or 7 ≤ j ≤ 9 and i = 8
x 3i, j (0) = 1, if 7 ≤ i ≤ 9 and j = 8 or 7 ≤ j ≤ 9 and i = 8
x 4i, j (0) = 1, if 7 ≤ i ≤ 9 and j = 8 or 7 ≤ j ≤ 9 and i = 8 Table 2 over the time interval [0, 30] .
• Patterns generated by parameter set No. 8. The parameter set is located in the locally active domain and near to the edge of chaos with respect to the equilibrium point Q 2 . Figure 34 shows the evolution of the chaotic patterns of the local state variables of the SCC CNN over the time interval [0, 40] . The diffusion parameter D 1 is selected to be 0.01. The initial condition is chosen from these given by Eqs. (115) Fig. 35(a) . The graphs of the time evolution of the components are exhibited in Fig. 35(b) . These figures demonstrate that the SCC CNN generates chaotic patterns.
• Patterns generated by parameter set No. 14. The parameter set is located in the locally active domain and near to the edge of chaos with respect to the equilibrium point Q 2 . The evolution of the chaotic patterns of the local state variables of the SCC CNN over the time interval [0, 40] is shown in Fig. 36 . The diffusion parameter D 1 is selected to be 0.01. The initial condition is chosen from those given by (115) Fig. 37(a) . The graphs of the time evolution of the components are exhibited in Fig. 37(b) . These figures demonstrate that the SCC CNN generates chaotic patterns
Concluding Remarks
Based on the four conditions for local activity of CNN cells presented in [Chua, 1997 [Chua, , 1999 , we present analytical criteria for CNN's with four state variables and one diffusion coefficient. Our criteria Table 2 over the time interval [0, 40] . consists of Theorems 2.1-2.4, which can be easily implemented by a computer program to produce bifurcation diagrams for the corresponding CNN's. We introduced the Hodgkin-Huxley CNN based on the cardiac Purkinje fiber equations and described the corresponding bifurcation diagrams of such CNN's. Although no chaotic phenomenon is observed, the cell parameters which cause the heart to stop beating are always located nearby the edge of chaos domains. We also find that the changes in the sodium equilibrium potential E Na (corresponding to the parameter a) cause greater changes to the frequency of the heartbeat than those of the potassium potential E K (corresponding to the parameter −b) (see the parameter set Nos. 2, 3, 6 and 7 listed in Table 1 ). The parameter value (a, b) = (58, 100) seems to play an extraordinary role. At this value, the frequency of the heartbeat is about 80 beats/min. However, if the parameter is changed to (a, b) = (58.5, 100), the heart will stop beating. This computer simulation seems to be able to provide some insight into why it is possible that a patient with non-normal electrocardiogram but approximate normal frequency of the heartbeat might suddenly die without warning.
We also presented a so-called smoothed Chua circuit equation and the corresponding CNN. The bifurcation diagrams of the SCC CNN for the parameter sets selected show that no locally passive domain exists. Our computer simulation exhibit the extremely complex behaviors possible in the SCC CNN's. Oscillatory patterns, convergent (static) patterns, and divergent (unbounded) patterns can be obtained if the parameter sets are chosen on the edge of chaos domain. In particular, emergence of complex patterns may exist if the corresponding cell parameters of the SCC equations (CNN's) are chosen in the locally active unstable domain but nearby the edge of chaos domains.
In summary, this research confirms once again that the local activity theory [Chua, 1997 [Chua, , 1999 provides a practical and explicit analytical tool for determining a subset of the cell parameter space where complexity may emerge.
