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LOCAL WELL-POSEDNESS OF PERIODIC FIFTH ORDER KDV TYPE
EQUATIONS
YI HU AND XIAOCHUN LI
Abstract. In this paper, the local well-posedness of periodic fifth order dispersive equation
with nonlinear term P1(u)∂xu+ P2(u)∂xu∂xu. Here P1(u) and P2(u) are polynomials of u.
We also get some new Strichartz estimates.
1. Introduction
In this paper, we consider the following Cauchy problem on the fifth order dispersive
equations:
(1.1)
{
∂tu+ ∂
5
xu+ P1(u)∂xu+ P2(u)∂xu∂xu = 0
u(x, 0) = φ(x), x ∈ T, t ∈ R .
where P1 and P2 are polynomials.
Theorem 1.1. The Cauchy problem (1.1) is locally well-posed provided that the initial data
φ ∈ Hs for s > 1.
The index s = 1 is sharp for (1.1) to be well-posed (See Section 2). If the nonlinear term
P2(u)∂xu∂xu in (1.1) is removed, then we may get a better regularity condition on s. More
precisely, we have
Theorem 1.2. Let P1 be a polynomial of degree k ≥ 2. Then the Cauchy problem
(1.2)
{
∂tu+ ∂
5
xu+ P1(u)ux = 0
u(x, 0) = φ(x), x ∈ T, t ∈ R .
is locally well-posed if the initial data φ ∈ Hs for s > 1/2.
Even for P1 = 0 in (1.1), the sharp regularity condition is still s ≥ 1. In this case, the
following well-posedness can be established.
Theorem 1.3. The Cauchy problem
(1.3)
{
∂tu+ ∂
5
xu+ P2(u)∂xu∂xu = 0
u(x, 0) = φ(x), x ∈ T, t ∈ R .
is locally well-posed provided that the initial data φ ∈ Hs for s > 1.
Remark 1.1. If P2 is a polynomial of degree 0 or 1, then Theorem 1.3 holds for the endpoint
s = 1.
This work was partially supported by an NSF grant DMS-0801154.
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If P1 is a polynomial of degree 1, the local well-posedness of (1.2) for s > 0 was proved by
Bourgain in [3]. Moreover, in the same paper, Bourgain proved (1.1) is locally well-posed if
s is sufficiently large. Only the lower order derivative of u is allowed in the nonlinear term
of (1.1), because the ill-posedness of
(1.4)
{
∂tu+ ∂
5
xu+ u
2∂2xu = 0
u(x, 0) = φ(x), x ∈ T, t ∈ R .
even for smooth initial data φ was observed by Bourgain in [3]. Theorem 1.1 is still true even
if polynomials P1 and P2 are replaced by sufficiently smooth functions. One may utilize the
ideas in [8] to obtain this result. For technical simplicity, in this paper, we do not provide
the details on the general smooth nonlinear terms. In what follows, we only need to prove
Theorem 1.2 and Theorem 1.3, since Theorem 1.1 can be done similarly. The higher order
dispersive equations associated with smooth nonlinear terms will be studied in our next paper.
As we did in [8], in order to prove Theorem 1.2 and Theorem 1.3, we need to build up
some Stricharz inequalities. Let Kd,p,N be the best constant satisfying
(1.5)
∥∥∥∥∥
N∑
n=−N
ane
2πitnd+2πixn
∥∥∥∥∥
Lpx,t(T×T)
≤ Kd,p,N
(
N∑
n=−N
|an|
2
) 1
2
.
This is the periodic Strichartz inequality associated to higher order dispersive equations.
First L6 estimate can be established.
Theorem 1.4. Let Kd,p,N be defined as in (1.5). If d is odd, then for any ε > 0, there exists
a constant C independent of N such that
(1.6) Kd,6,N ≤ CN
ε .
Second, for large p we have sharp estimates (up to a factor of N ε).
Theorem 1.5. Let Kd,p,N be defined as in (1.5). If p ≥ p0, then for any ε > 0, there exists
a constant C independent of N such that
(1.7) Kd,p,N ≤ CN
1
2
−
(d+1)
p
+ε .
Here p0 is given by
(1.8) p0 =
{
(d− 2)2d + 6 if d is odd
(d− 1)2d + 4 if d is even
In terms of the language of discrete restriction, Theorem 1.5 is equivalent to
(1.9)
N∑
n=−N
∣∣∣f̂(n, nd)∣∣∣2 ≤ CN1− 2(d+1)p +ε‖f‖2p′ for p ≥ p0 .
Here f is a periodic function on T2, f̂ is Fourier transform of f on T2, d ≥ 3 is an integer,
p ≥ 2 and p′ = p/(p − 1). The d = 2 case was investigated by Bourgain [1]. It was proved
by Bourgain in [2] that Kd,4,N ≤ C and K3,6,N ≤ N
ε. The results for large p and d = 3 were
established in [8]. The main ideas utilized in this paper come from [7] and [8].
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2. Two Counter Examples
In this section, we give two examples showing that the indices 12 in Theorem 1.2 and 1 in
Theorem 1.3 are sharp. More precisely, one has analytic ill-posedness in (1.2) if s < 12 and in
(1.3) if s < 1. The two examples provided in this section are simple modifications of those
in [3] and [4].
First consider (1.2) and take P1(u) = u
2. Define the iterates u(0) and u(1) by
∂tu
(0) + ∂5xu
(0) = 0, u(0)(x, 0) = φ(x),(2.10)
∂tu
(1) + ∂5xu
(1) +
(
u(0)
)2
∂xu
(0) = 0, u(1)(x, 0) = φ(x).(2.11)
In order for (1.2) to be locally wellposed, we must have
(2.12) sup
0<t<δ
∥∥∥u(1)∥∥∥
Hsx
<∞
for some positive small δ.
Let N be a (large) positive integer and let
(2.13) φ(x) =
ε
N s
eiNx +
ε
N s
e−iNx
be a specific initial value. Obviously φ ∈ Hs. Then u(0) in (2.10) equals
(2.14)
ε
N s
eiNxe−iN
5t +
ε
N s
e−iNxeiN
5t.
Thus in (2.11), the nonlinear term
(
u(0)
)2
∂xu
(0) can be expressed as
(2.15) iε3N1−3s
(
eiNxe−iN
5t − e−iNxeiN
5t + ei3Nxe−i3N
5t − e−i3Nxei3N
5t
)
.
A simple calculation, via a use of (2.15) and Duhamel’s formula, allows us to represent u(1)
as
(2.16) u(1)(x, t) =
(
εN−s − iε3N1−3st
)
e−iN
5teiNx + · · · .
The remaining term ”· · · ” in (2.16) is of the form
(2.17)
∑
ℓ 6=1
Cℓe
iℓNxfℓ(t)
where fℓ’s are functions of the time variable t only. Henceforth using the definition of H
s
norm, we obtain
(2.18) ‖u(1)‖Hsx ≥ Cε
3N1−2st .
This shows s must be at least 12 , since otherwise
∥∥u(1)∥∥
Hsx
would blow up as N goes to
infinity, which contradicts (2.12). This example can be simply modified for the case when
P1(u) = u
2k. Hence s = 1/2 is the best regularity condition for (1.2) to be well-posed.
Next we consider (1.3) and take P2(u) = u. Define the iterates u
(0) and u(1) by
∂tu
(0) + ∂5xu
(0) = 0, u(0)(x, 0) = φ(x),(2.19)
∂tu
(1) + ∂5xu
(1) + u(0)
(
∂xu
(0)
)2
= 0, u(1)(x, 0) = φ(x).(2.20)
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Similarly, local well-posedness implies (2.12). Take the same initial value as in (2.13), so for
(2.19) we get the same u(0) as in (2.14). Thus in (2.20), the nonlinear term u(0)
(
∂xu
(0)
)2
can be expressed as
(2.21)
u(0)
(
∂xu
(0)
)2
= ε3N2−3s
(
eiNxe−iN
5t + e−iNxeiN
5t − ei3Nxe−i3N
5t − e−i3Nxei3N
5t
)
.
Again by (2.21) and Duhamel’s formula, one may represent u(1) as
(2.22) u(1)(x, t) =
(
εN−s − iε3N2−3st
)
e−iN
5teiNx + · · · .
Here ”· · · ” is of the form (2.17). From (2.22), we get immediately
(2.23) ‖u(1)‖Hsx ≥ Cε
3N2−2st ,
which implies s ≥ 1, since otherwise
∥∥u(1)∥∥
Hsx
would blow up as N goes to infinity, which
contradicts (2.12). This example can be also generalized to the general polynomial case.
3. Proof of Theorem 1.4
Via a direct calculation, we reduce the problem to count the number of integral solutions
of
(3.1)
{
n1 + n2 + n3 = A
nd1 + n
d
2 + n
d
3 = B .
Here A,B are fixed constants such that |A| ≤ 3N and |B| ≤ 3Nd. Write n3 = A− n1 − n2
in the second equation and we then obtain
(3.2) nd1 + n
d
2 + (A− n1 − n2)
d = B .
Applying the binomial theorem, we get
(3.3) −
d−1
2∑
k=1
C(d, k)nk1n
k
2(n
d−2k
1 + n
d−2k
2 ) +
d−1∑
k=1
C(d, k)Ad−k(−1)k(n1 + n2)
k = B −Ad .
Here C(d, k) stands for the binomial coefficient. Since d − 2k is odd, n1 + n2 is a factor of
the left hand side of (3.3). Henthforth we have
(3.4) (n1 + n2)|(B −A
d) .
By symmetry, we get immediately that n1 + n2, n2+ n3 and n1 + n3 are divisors of B −A
d.
Therefore Theorem 1.4 follows since there are at most N ε divisors of B−Ad. This completes
the proof of Theorem 1.4.
In the end of this section, let us state a useful theorem on L4 estimate, proved by Bourgain
in [2]. A consequence of Theorem 3.1 is, in terms of Xs,b defined as in Definition 7.1,
X0, d+1
4d
⊂ L4loc.
Theorem 3.1. For any function f on T2,
(3.5) ‖f‖4 ≤ C
 ∑
m,n∈Z
(1 + |n−md|)
d+1
2d |f̂(m,n)|2
1/2 .
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4. Proof of Theorem 1.5
The argument in this section is a modification of those in [7] and [8]. For the sake of
self-containedness, we present all details here. To prove Theorem 1.5, we need to introduce
a level set. Let FN be a periodic function on T
2 given by
(4.1) FN (x, t) =
N∑
n=−N
ane
2πinxe2πin
dt ,
where {an} is a sequence with
∑
n |an|
2 = 1 and (x, t) ∈ T2. For any λ > 0, set a level set
Eλ to be
(4.2) Eλ =
{
(x, t) ∈ T2 : |FN (x, t)| > λ
}
.
To obtain the desired estimate for the level set, let us first state a lemma on Weyl’s sums.
Lemma 4.1. Suppose that t ∈ T satisfies |t − a/q| ≤ 1/q2, where a and q are relatively
prime. Then if q ≥ Nd−1,
(4.3)
∣∣∣∣∣
N∑
n=1
e2πitn
d+2πiP (n)
∣∣∣∣∣ ≤ CN−d21−d+1+εq21−d .
Here P is a real polynomial of degree no more than d− 1, and the constant C is independent
of t, P , a/q and N .
The proof of Lemma 4.1 relies on Weyl’s squaring method. See [9] or [11] for details. Also
we need the following lemma proved in [1].
Lemma 4.2. For any integer Q ≥ 1 and any integer n 6= 0, and any ε > 0,
∑
Q≤q<2Q
∣∣∣∣∣∣
∑
a∈Pq
e
2πia
q
n
∣∣∣∣∣∣ ≤ Cεd(n,Q)Q1+ε .
Here Pq is given by
(4.4) Pq = {a ∈ N : 1 ≤ a ≤ q and (a, q) = 1}
and d(n,Q) denotes the number of divisors of n less than Q and Cε is a constant independent
of Q,n.
Proposition 4.1. Let KN be a kernel defined by
(4.5) KN (x, t) =
N∑
n=−N
e2πitn
d+2πixn .
For any given positive number Q with Nd−1 ≤ Q ≤ Nd, the kernel KN can be decomposed
into K1,Q +K2,Q such that
(4.6) ‖K1,Q‖∞ ≤ C1N
−d21−d+1+εQ2
1−d
.
and
(4.7) ‖K̂2,Q‖∞ ≤
C2N
ε
Q
.
Here the constants C1, C2 are independent of Q and N .
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Proof. We can assume that Q is an integer, since otherwise we can take the integer part of
Q. For a standard bump function ϕ supported on [1/200, 1/100], we set
(4.8) Φ(t) =
∑
Q≤q≤5Q
∑
a∈Pq
ϕ
(
t− a/q
1/q2
)
.
Clearly Φ is supported on [0, 1]. We can extend Φ to other intervals periodically to obtain a
periodic function on T. For this periodic function generated by Φ, we still use Φ to denote
it. Then it is easy to see that
(4.9) Φ̂(0) =
∑
q∼Q
∑
a∈Pq
FRϕ(0)
q2
=
∑
q∼Q
φ(q)
q2
FRϕ(0)
is a constant independent of Q. Here φ is Euler phi function, and FR denotes Fourier
transform of a function on R. Also we have
(4.10) Φ̂(k) =
∑
q∼Q
∑
a∈Pq
1
q2
e−2πi
a
q
kFRϕ(k/q
2) .
Applying Lemma 4.2 and the fact that Q ≤ Nd, we obtain
(4.11)
∣∣∣Φ̂(k)∣∣∣ ≤ N ε
Q
,
if k 6= 0.
We now define that
K1,Q(x, t) =
1
Φ̂(0)
KN (x, t)Φ(t), and K2,Q = KN −K1,Q .
(4.6) follows immediately from Lemma 4.1 since intervals Ja/q = [
a
q +
1
100q2 ,
a
q +
1
50q2 ]’s are
pairwise disjoint for all Q ≤ q ≤ 5Q and a ∈ Pq.
We now prove (4.7). In fact, represent Φ as its Fourier series to get
K2,Q(x, t) = −
1
Φ̂(0)
∑
k 6=0
Φ̂(k)e2πiktKN (x, t) .
Thus its Fourier coefficient is
K̂2,Q(n1, n2) = −
1
Φ̂(0)
∑
k 6=0
Φ̂(k)1{n2=nd1+k}
(k) .
Here (n1, n2) ∈ Z
2 and 1A is the indicator function of a measurable set A. This implies that
K̂2,Q(n1, n2) = 0 if n2 = n
d
1, and if n2 6= n
d
1,
K̂2,Q(n1, n2) = −
1
Φ̂(0)
Φ̂(n2 − n
d
1) .
Applying (4.11), we estimate K̂2,Q(n1, n2) by∣∣∣K̂2,Q(n1, n2)∣∣∣ ≤ CN ε
Q
,
since Nd−1 ≤ Q ≤ Nd. Henceforth we obtain (4.7). Therefore we complete the proof.

Now we can state our theorem on the level set estimates.
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Theorem 4.1. For any positive numbers ε and Q ≥ Nd−1, the level set defined as in (4.2)
satisfies
(4.12) λ2 |Eλ|
2 ≤ C1N
−d21−d+1+εQ2
1−d
|Eλ|
2 +
C2N
ε
Q
|Eλ|
holds for all λ > 0. Here C1 and C2 are constants independent of N and Q.
Proof. Notice that if Q ≥ Nd, (4.12) becomes trivial since Eλ = ∅ if λ ≥ CN
1/2. So we can
assume that Nd−1 ≤ Q ≤ Nd. For the function FN and the level set Eλ given in (4.1) and
(4.2) respectively, we define f to be
f(x, t) =
FN (x, t)
|FN (x, t)|
1Eλ(x, t) .
Clearly
λ|Eλ| ≤
∫
T2
FN (x, t)f(x, t)dxdt .
By the definition of FN , we get
λ|Eλ| ≤
N∑
n=−N
anf̂(n, n
d) .
Utilizing Cauchy-Schwarz’s inequality, we have
λ2|Eλ|
2 ≤
N∑
n=−N
∣∣∣f̂(n, nd)∣∣∣2 .
The right hand side can be written as
(4.13) 〈KN ∗ f, f〉 .
For any Q with Nd−1 ≤ Q ≤ Nd, we employ Proposition 4.1 to decompose the kernel KN .
We then have
(4.14) λ2|Eλ|
2 ≤ |〈K1,Q ∗ f, f〉|+ |〈K2,Q ∗ f, f〉|
From (4.6) and (4.7), we then obtain
(4.15)
λ2|Eλ|
2 ≤ C1N
−d21−d+1+εQ2
1−d
‖f‖21 +
C2N
ε
Q
‖f‖22
≤ C1N
−d21−d+1+εQ2
1−d
|Eλ|
2 +
C2N
ε
Q
|Eλ| ,
as desired. Therefore, we finish the proof of Theorem 4.1. 
Corollary 4.1. If λ ≥ 2C1N
1
2
− 1
2d
+ε
, then
(4.16) |Eλ| ≤
CN2
d−1−d+ε
λ2d+2
.
Here C1 is the constant C1 in Theorem 4.1 and C is a constant independent of N and λ.
Proof. Since λ ≥ 2C1N
1
2
− 1
2d
+ε
, we simply take Q satisfies 2C1N
−d21−d+1+εQ2
1−d
= λ2. Then
Corollary 4.1 follows from Theorem 4.1. 
Remark 4.1. Corollary 4.1 is also true even if nd in (4.1) is replaced by nd + P (n), where
P is a polynomial in Z[x] whose degree is no more than d− 1.
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We now are ready to finish the proof of Theorem 1.5. We only prove the case when d is
odd. The even case can be done similarly by using Ad,4,N ≤ C. In fact, let p ≥ (d− 2)2
d +6
and write ‖F‖pp as
(4.17) p
∫ 2C1N 12− 12d +ε
0
λp−1|Eλ|dλ+ p
∫ 2N1/2
2C1N
1
2−
1
2d
+ε
λp−1|Eλ|dλ .
Observe that Ad,6,N ≤ N
ε implies
(4.18) |Eλ| ≤
N ε
λ6
.
Thus the first term in (4.17) is bounded by
(4.19) CN
( 1
2
− 1
2d
)(p−6)+ε
≤ CN
p
2
−(d+1)+ε ,
since p ≥ (d− 2)2d + 6. From (4.16), the second term is majorized by
(4.20) CN
p
2
−(d+1)+ε .
Putting both estimates together, we complete the proof of Theorem 1.5.
5. A Lower bound of Kd,p,N
In this section we show that N
1
2
− d+1
p is the best upper bound of Kd,p,N if p ≥ 2(d + 1).
Hence (1.7) can not be improved substantially, and it is sharp up to a factor of N ε.
For b ∈ N, let S(N ; b) be defined by
(5.1) S(N ; b) =
∫
T2
∣∣∣∣∣
N∑
n=−N
e2πitn
d+2πixn
∣∣∣∣∣
2b
dxdt .
Proposition 5.1. Let S(N ; b) be defined as in (5.1). Then
(5.2) S(N ; b) ≥ C
(
N b +N2b−(d+1)
)
.
Here C is a constant independent of N .
Proof. The proof is based on a standard argument in additive number theory. Clearly S(N ; b)
is equal to the number of solutions of
(5.3)
{
n1 + · · ·+ nb = m1 + · · ·+mb
nd1 + · · ·+ n
d
b = m
d
1 + · · ·+m
d
b
with nj,mj ∈ {−N, · · · , N} for all j ∈ {1, · · · , b}. For each (m1, · · · ,mb), we may obtain a
solution of (5.3) by taking (n1, · · · , nb) = (m1, · · · ,mb). Thus
(5.4) S(N ; b) ≥ N b .
To derive a further lower bound for S(N ; b), we set Ω to be
(5.5) Ω =
{
(x, t) : |x| ≤
1
60N
, |t| ≤
1
60Nd
}
.
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If (x, t) ∈ Ω and |n| ≤ N , then
(5.6)
∣∣∣tnd + xn∣∣∣ ≤ 1
30
.
Henceforth if (x, t) ∈ Ω,
(5.7)
∣∣∣∣∣
N∑
n=−N
e2πitn
d+2πixn
∣∣∣∣∣ ≥
∣∣∣∣∣Re
N∑
n=−N
e2πitn
d+2πixn
∣∣∣∣∣ ≥
N∑
n=−N
cos
(
(2pitnd + 2pixn)
)
≥ CN .
Consequently, we have
(5.8) S(N ; b) ≥
∫
Ω
∣∣∣∣∣
N∑
n=−N
e2πitn
d+2πixn
∣∣∣∣∣
2b
dxdt ≥ CN2b|Ω| ≥ CN2b−(d+1) .

Proposition 5.2. Let p ≥ 2 be even. Then Kd,p,N satisfies
(5.9) Kd,p,N ≥ C
(
1 +N
1
2
− d+1
p
)
.
Here C is a constant independent of N .
Proof. Let p = 2b since p is even. Setting an = 1 for all n in the definition of Kd,p,N , we get
(5.10) S(N ; b) ≤ Kpd,p,N(2N)
b .
Consequently, by Proposition 5.1, we conclude (5.9). 
6. Estimates of S(N ; b)
We have the following estimates for S(N ; b). The d = 3 case was proved by Hua. The
method of Hua is different from what we utilize in this paper.
Theorem 6.1. Let S(N ; b) be defined as in (5.1) and d ≥ 3 be odd. Then
(6.1) S(N ; b) ≤ CN2b−(d+1)+ε
holds provided b ≥ max{2d−1 + 1, 2d−2(d− 5) + 3}.
By Proposition 5.1, we see that the estimate (6.1) is (almost) sharp. The desired upper
bound for S(N ; d+ 1) is not yet obtained. We now prove Theorem 6.1.
Proof. Let Gλ be the level set given by
(6.2) Gλ =
{
(x, t) ∈ T2 : |KN (x, t)| ≥ λ
}
.
Here KN is the function defined as in (4.5).
let f = 1GλKN/|KN | and we then have
(6.3) λ|Gλ| ≤
N∑
n=−N
f̂(n, nd) = 〈fN ,KN 〉 ,
where fN is a rectangular Fourier partial sum defined by
(6.4) fN (x, t) =
∑
|n1|≤N
|n2|≤Nd
f̂(n1, n2)e
2πn1xe2πin2t .
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Employing Proposition 4.1 for KN , we estimate the level set Gλ by
(6.5) λ|Gλ| ≤ |〈fN ,K1,Q〉|+ |〈fN ,K2,Q〉|
for any Q ≥ Nd−1. From (4.6) and (4.7), λ|Gλ| can be bounded further by
(6.6) C
N−d21−d+1+εQ21−d‖fN‖1 + ∑
|n1|≤N
|n2|≤Nd
∣∣∣K̂2,Q(n1, n2)f̂(n1, n2)∣∣∣
 .
Thus from the fact that L1 norm of Dirichlet kernel DN is comparable to logN , (4.7), and
Cauchy-Schwarz inequality, we have
(6.7) λ|Gλ| ≤ CN
−d21−d+1+εQ2
1−d
|Gλ|+
CN
d+1
2
+ε
Q
|Gλ|
1/2 ,
for all Q ≥ Nd−1. For λ ≥ 2CN1−2
1−d+ε, take Q to be a number satisfying
2CN−d2
1−d+1+εQ2
1−d
= λ
and then we obtain
(6.8) |Gλ| ≤
CN2
d−d+1
λ2d+2
.
Notice that
(6.9) ‖KN‖6 ≤ N
1
2Kd,6,N ≤ N
1
2
+ε .
Henceforth by (6.3) we majorize |Gλ| by
(6.10) |Gλ| ≤
CN3+ε
λ6
.
For b ≥ 2d−1 + 1, we now estimate S(N ; p) by
(6.11) S(N ; b) ≤ C
∫ 2N
2CN1−21−d+ε
λ2b−1|Gλ|dλ+ C
∫ 2CN1−21−d+ε
0
λ2b−1|Gλ|dλ .
From (6.8), the first term in the right hand side of (6.11) can be bounded by CN2b−d−1+ε.
From (6.10), the second term is clearly bounded by N2b−d−1+ε. Putting both estimates
together,
(6.12) S(N ; b) ≤ CN2b−(d+1)+ε ,
as desired. Therefore, we complete the proof. 
7. Estimates for the nonlinear term
For any measurable function u on T× R, we define the space-time Fourier transform by
(7.1) û(n, λ) =
∫
R
∫
T
u(x, t)e−inxe−iλtdx dt
and set
〈x〉 := 1 + |x| .
We now introduce the Xs,b space, initially used by Bourgain.
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Definition 7.1. Let I be an time interval in R and s, b ∈ R. Let Xs,b(I) be the space of
functions u on T× I that may be represented as
(7.2) u(x, t) =
∑
n∈Z
∫
R
û(n, λ)einxeiλtdλ for (x, t) ∈ T× I
with the space-time Fourier transform û satisfying
(7.3) ‖u‖Xs,b(I) =
(∑
n
∫
〈n〉2s〈λ+ n5〉2b|û(n, λ)|2dλ
)1/2
<∞ .
Here the norm should be understood as a restriction norm.
We should take the time interval to be [0, δ] for a small positive number δ, and abbreviate
‖u‖Xs,b(I) as ‖u‖s,b for any function u restricted to T× [0, δ]. We also define
(7.4) ‖u‖Ys := ‖u‖s, 1
2
+
(∑
n
〈n〉2s
(∫
|û(n, λ)| dλ
)2) 12
.
Let ψ be a bump function supported in [−2, 2] with ψ(t) = 1, |t| ≤ 1, and let ψδ be
ψδ(t) = ψ(t/δ) .
For any w which is a nonlinear function of u, the nonlinear operator N is given by
(7.5) Nu = −ψδ(t)
∫ t
0
e−(t−τ)∂
5
xw(x, τ)dτ.
Lemma 7.1. The nonlinear term N satisfies
(7.6) ‖Nu‖Ys ≤ C
‖w‖s,− 1
2
+
(∑
n
〈n〉2s
(∫
|ŵ(n, λ)|
〈λ+ n5〉
dλ
)2) 12 ,
where C is a constant independent of δ.
Proof. Represent w as its space-time inverse Fourier transform so that we write
(7.7) Nu(x, t) = −ψδ(t)
∫ t
0
e−(t−τ)∂
5
x
(∑
n
∫
ŵ(n, λ)einxeiλτdλ
)
dτ ,
which is equal to
− ψδ(t)
∑
n
∫
ŵ(n, λ)
∫ t
0
e−(t−τ)(in)
5
einxeiλτdτdλ
=− ψδ(t)
∑
n
∫
ŵ(n, λ)einxe−in
5t e
i(λ+n5)t − 1
i(λ+ n5)
dλ .
We decompose the nonlinear term Nu into three parts, denoted by N1,N2,N3 respectively.
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Nu(x, t) =− ψδ(t)
∑
n
∫
|λ+n5|≤ 1
100δ
ŵ(n, λ)einxe−in
5t
∑
k≥1
(it)k
k!
(λ+ n5)k−1dλ
+ iψδ(t)
∑
n
∫
|λ+n5|> 1
100δ
ŵ(n, λ)
λ+ n5
einxeiλtdλ
− iψδ(t)
∑
n
(∫
|λ+n5|> 1
100δ
ŵ(n, λ)
λ+ n5
dλ
)
einxe−in
5t
:=N1u+N2u+N3u.
First we estimate N2. Using Fourier series expansion for ψ, we get
ψδ(t) =
∑
m∈Z
Cme
imt/δ .
Here the coefficients Cm’s satisfy
Cm ≤ C(1 + |m|)
−100 .
Hence N2u can be represent as
(7.8) N2u = i
∑
m
Cm
∑
n
einx
∫
|λ+n5|> 1
100δ
ŵ(n, λ)
λ+ n5
ei(λ+m/δ)tdλ
By a change of variables (λ+m/δ) 7→ λ,
(7.9) N2u = i
∑
m
Cm
∑
n
einx
∫
|λ−m
δ
+n5|> 1
100δ
ŵ(n, λ−m/δ)
λ− mδ + n
5
eiλtdλ
Thus we estimate
(7.10) ‖N2u‖
2
s, 1
2
≤ C
∑
m
(1 + |m|)−50
∑
n
〈n〉2s
∫
|λ−m
δ
+n5|> 1
100δ
〈λ+ n5〉 |ŵ(n, λ−m/δ)|2
|λ− mδ + n
5|2
dλ .
Changing variables again, we obtain
(7.11) ‖N2u‖
2
s, 1
2
≤ C
∑
m
(1 + |m|)−50
∑
n
〈n〉2s
∫
|λ+n5|> 1
100δ
〈λ+ mδ + n
5〉 |ŵ(n, λ)|2
〈λ+ n5〉2
dλ .
Notice that |λ+ n5| > 1100δ implies
(7.12) 〈λ+
m
δ
+ n5〉 ≤ 200m〈λ+ n5〉 .
We obtain immediately
(7.13) ‖N2u‖s, 1
2
≤ C‖w‖s,− 1
2
.
On the other hand,∑
n
〈n〉2s
(∫
|N̂2u(n, λ)|dλ
)2
≤ C
∑
m
〈m〉−5
∑
n
〈n〉2s
(∫
|λ−m
δ
+n5|> 1
100δ
|ŵ(n, λ−m/δ)|dλ
|λ− mδ + n
5|
)2
,
which is clearly bounded by
(7.14)
∑
n
〈n〉2s
(∫
|ŵ(n, λ)|dλ
〈λ+ n5〉
)2
.
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Putting (7.13) and (7.14) together, we have
(7.15) ‖N2u‖Ys ≤ C
‖w‖s,− 1
2
+
(∑
n
〈n〉2s
(∫
|ŵ(n, λ)|
〈λ+ n5〉
dλ
)2) 12 .
We now estimate N1. Let An be defined by
(7.16) An =
∫
|λ+n5|≤ 1
100δ
ŵ(n, λ)(λ + n5)k−1dλ .
Then N1u can be written as
(7.17) N1u(x, t) = −
∑
k≥1
ik
k!
tkψδ(t)
∑
n
Ane
inxe−in
5t .
Hence the space-time Fourier transform of N1u satisfies
(7.18)
∣∣∣N̂1u(n, λ)∣∣∣ ≤∑
k≥1
1
k!
|An|
∣∣∣FR(ψ˜δ)(λ+ n5)∣∣∣ ,
where ψ˜δ(t) = t
kψδ(t). Using the definition of Fourier transform, we have∣∣∣FR(ψ˜δ)(λ+ n5)∣∣∣ ≤ Cδk+1k3〈δ(λ+ n5)〉−3 .
Thus
‖N1u‖
2
Ys ≤
∑
k≥1
C
k5
∑
n
〈n〉2s|An|
2δ2k
∫
δ2〈λ+ n5〉〈δ(λ + n5)〉−6dλ
+
∑
k≥1
C
k5
∑
n
〈n〉2s|An|
2δ2k
(∫
δ〈δ(λ + n5)〉−3dλ
)2
≤
∑
k≥1
C
k5
∑
n
〈n〉2s|An|
2δ2k .
Clearly An is bounded by
(7.19) |An| ≤ Cδ
−k
∫
|ŵ(n, λ)|
〈λ+ n5〉
dλ .
Henceforth, we obtain
(7.20) ‖N1u‖Ys ≤ C
(∑
n
〈n〉2s
(∫
|ŵ(n, λ)|
〈λ+ n5〉
dλ
)2) 12
.
Similarly, we may obtain
(7.21) ‖N3u‖Ys ≤ C
(∑
n
〈n〉2s
(∫
|ŵ(n, λ)|
〈λ+ n5〉
dλ
)2) 12
.
Therefore we complete the proof.

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8. Local well-posedness of (1.2)
We now start to derive the local well-posedness of (1.2). For this purpose, we only need
to consider the well-posedness of the Cauchy problem:
(8.1)
{
ut + ∂
5
xu+
(
uk −
∫
T
ukdx
)
ux = 0
u(x, 0) = φ(x), x ∈ T, t ∈ R
.
Here k ≥ 2 and we only need to consider the monomial case without loss of generality. This
is because the gauge transform
(8.2) u(x, t) := v
(
x−
∫ t
0
∫
T
vk(y, τ)dydτ, t
)
can be used here for reducing the well-posedness problem of (1.2) to the well-posedness of
(8.1). This gauge transform was employed in [4].
Let w be the nonlinear function defined by
(8.3) w =
(
uk −
∫
ukdx
)
ux .
We need the following estimate on the nonlinear function w, in order to establish a contraction
on the space {u : ‖u‖Ys ≤M} for some M > 0. We postpone the proof of Proposition 8.1 to
Section 9.
Proposition 8.1. For s > 1/2, there exists θ > 0 such that, for the nonlinear function w
given by (8.3),
(8.4) ‖w‖s,− 1
2
+
(∑
n
〈n〉2s
(∫
|ŵ(n, λ)|
〈λ+ n5〉
dλ
)2) 12
≤ Cδθ‖u‖k+1Ys .
Here C is a constant independent of δ and u.
By applying Duhamel principle, the corresponding integral equation associated to (8.1) is
(8.5) u(x, t) = e−t∂
5
xφ(x)−
∫ t
0
e−(t−τ)∂
5
xw(x, τ)dτ,
where w is defined as in (8.3).
Since we are only seeking for the local well-posedness, we may use a bump function to
truncate time variable. Then it suffices to find a local solution of
u(x, t) = ψδ(t)e
−t∂5xφ(x) − ψδ(t)
∫ t
0
e−(t−τ)∂
5
xw(x, τ)dτ.
Let T be an operator given by
(8.6) Tu(x, t) := ψδ(t)e
−t∂5xφ(x)− ψδ(t)
∫ t
0
e−(t−τ)∂
5
xw(x, τ)dτ.
The first term (the linear term) and the second term (the nonlinear term)in (8.6) are denoted
by Lu and Nu, respectively. Henceforth Tu can be represented as Lu+Nu.
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Lemma 8.1. The linear term L satisfies
(8.7) ‖Lu‖Ys ≤ C‖φ‖Hs .
Here C is a constant independent of δ.
Proof. Notice that
L̂u(n, λ) = φ̂(n)FRψδ(λ+ n
5) = φ̂(n)δFRψ
(
δ(λ+ n5)
)
,
Thus from the definition of Ys norm,
‖Lu‖Ys =
(∑
n
∫
〈n〉2s〈λ+ n5〉
∣∣∣φ̂(n)δFRψ (δ(λ+ n5))∣∣∣2 dλ
) 1
2
+
(∑
n
〈n〉2s
(∫ ∣∣∣φ̂(n)δFRψ (δ(λ+ n5))∣∣∣ dλ)2
) 1
2
.
Since ψ is a Schwartz function, its Fourier transform is also a Schwartz function. Using the
fast decay property for the Schwartz function, we have
‖Lu‖Ys ≤ C
(∑
n
〈n〉2s
∣∣∣φ̂(n)∣∣∣2) 12 = C‖φ‖Hs .

Proposition 8.2. Let s > 1/2 and T be the operator defined as in (8.6). Then there exits
a positive number θ such that
(8.8) ‖Tu‖Ys ≤ C
(
‖φ‖Hs + δ
θ‖u‖k+1Ys
)
.
Here C is a constant independent of δ.
Proof. Since Tu = Lu + Nu, Proposition 8.2 follows from Lemma 8.1, Lemma 7.1 and
Proposition 8.1. 
Proposition 8.2 yields that for δ sufficiently small, T maps a ball in Ys into itself. Moreover,
we write (
uk −
∫
T
ukdx
)
ux −
(
vk −
∫
T
vkdx
)
vx
=
(
uk −
∫
T
ukdx
)
(u− v)x +
(
(uk − vk)−
∫
T
(uk − vk)dx
)
vx
which equals to
(8.9)
(
uk −
∫
T
ukdx
)
(u− v)x +
k−1∑
j=0
(
(u− v)uk−1−jvj −
∫
T
(u− v)uk−1−jvjdx
)
vx .
For k + 1 terms in (8.9), repeating similar argument as in the proof of Proposition 8.1, one
obtains, for s > 1/2,
(8.10) ‖Tu− Tv‖Ys ≤ Cδ
θ
‖u‖kYs + k−1∑
j=1
‖u‖k−1−jYs ‖v‖
j+1
Ys
 ‖u− v‖Ys .
16 YI HU AND XIAOCHUN LI
Henceforth, for δ > 0 small enough, T is a contraction and the local well-posedness follows
from Picard’s fixed-point theorem.
9. Proof of Proposition 8.1
From the definition of w in (8.3), we may write ŵ(n, λ) as
(9.1)
∑
m+n1+···+nk=n
n1+···+nk 6=0
m
∫
û(m,λ− λ1 − · · · − λk)û(n1, λ1) · · · û(nk, λk)dλ1 · · · dλk.
By duality, there exists a sequence {An,λ} satisfying
(9.2)
∑
n∈Z
∫
R
|An,λ|
2dλ ≤ 1 ,
and ‖w‖s,− 1
2
is bounded by
(9.3) ∑
m+n1+···+nk=n
n1+···+nk 6=0
∫
〈n〉s|m|
〈λ+ n5〉
1
2
|û(m,λ−λ1−· · ·−λk)|·|û(n1, λ1)| · · · |û(nk, λk)||An,λ|dλ1 · · · dλkdλ.
Since the Xs,b is a restriction norm, we may assume that u is supported in T × [0, δ].
Moreover, we may assume that |û|∨ is supported in a δ-sized time interval (see [7]). Without
loss of generality we can also assume |n1| ≥ |n2| ≥ · · · ≥ |nk|.
The trouble occurs mainly because of the factor |m| resulted from ∂xu. The idea is that
either the factor 〈λ+ n5〉−
1
2 can be used to cancel |m|, or |m| can be distributed to some of
û’s. More precisely, we consider three cases.
|m| < 1000k2|n2| ;(9.4)
1000k2|n2| ≤ |m| ≤ 100k|n1| ;(9.5)
|m| > 100k|n1| .(9.6)
9.1. Case (9.4). This is the simplest case. In fact, in this case, it is easy to see that
(9.7) 〈n〉s|m| ≤ C〈n1〉
s〈n2〉
1
2 〈m〉
1
2 .
Let
F (x, t) =
∑
n
∫
|An,λ|
〈λ+ n5〉
1
2
eiλteinxdλ ;(9.8)
G(x, t) =
∑
n
∫
〈n〉
1
2 |û(n, λ)|eiλteinxdλ(9.9)
H(x, t) =
∑
n
∫
〈n〉s|û(n, λ)|eiλteinxdλ(9.10)
U(x, t) =
∑
n
∫
|û(n, λ)|eiλteinxdλ(9.11)
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Then using (9.7), we can estimate (9.3) by
(9.12)
C
∑
m+n1+···+nk=n
∫
F̂ (n, λ)Ĝ(m,λ−λ1−· · ·−λk)Ĥ(n1, λ1)Ĝ(n2, λ2)
k∏
j=3
Û(nj , λj)dλ1 · · · dλkdλ ,
which clearly equals
C
∫
T×R
F (x, t)G(x, t)2H(x, t)U(x, t)k−2dxdt .
Apply Ho¨lder inequality to majorize it by
C‖F‖4‖G‖
2
6+‖H‖4‖U‖
k−2
6(k−2)− .
Since U is supported on T× [−2δ, 2δ], one more use of Ho¨lder inequality yields
(9.13) (9.3) ≤ Cδθ‖F‖4‖G‖
2
6+‖H‖4‖U‖
k−2
6(k−2) .
We list some useful local embedding facts on Xs,b.
X0, 3
10
⊆ L4x,t , X0+, 1
2
+ ⊆ L
6
x,t , (t local)(9.14)
Xα, 1
2
⊆ Lqx,t, 0 < α <
1
2
, 2 ≤ q <
6
1− 2α
(t local),(9.15)
X 1
2
−α, 1
2
−α ⊆ L
q
tL
r
x, 0 < α <
1
2
, 2 ≤ q, r <
1
α
.(9.16)
The two embedding results in (9.14) are consequences of the discrete restriction estimates
on L4 (Theorem 3.1) and L6 (Theorem 1.4) respectively. (9.15) and (9.16) follow by inter-
polation. (9.14) yields
‖F‖4 ≤ C‖F‖0, 3
10
≤ C
(∑
n
∫
|An,λ|
2dλ
)1/2
≤ C ,
and
‖H‖4 ≤ C‖H‖0, 3
10
≤ C‖u‖s, 1
2
≤ C‖u‖Ys .
(9.15) implies
‖G‖6+ ≤ C‖G‖0+, 1
2
≤ C‖u‖s, 1
2
≤ C‖u‖Ys .
Using (9.16), we get
‖U‖6(k−2) ≤ C‖U‖ 1
2
−, 1
2
− ≤ C‖u‖s, 1
2
≤ C‖u‖Ys .
Henceforth, we have, for the case (9.4),
(9.17) (9.3) ≤ Cδθ‖u‖k+1Ys .
9.2. Case (9.5). In this case, we should further consider two subcases.
|m+ n1| ≤ 1000k
2|n2|(9.18)
|m+ n1| > 1000k
2|n2|(9.19)
In the subcase (9.18), we use the triangle inequality to get
(9.20) |n| = |m+ n1 + n2 + · · ·+ nk| ≤ C|n2|
Hence, we have
(9.21) 〈n〉s|m| ≤ C〈n2〉
s〈m〉
1
2 〈n1〉
1
2 .
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Thus this subcase can be treated exactly the same as the case (9.4). We omit the details.
For the subcase (9.19), observe that
(9.22) n5 − (m5 + n51 + · · · + n
5
k) = (m+ n1)
5 −m5 − n51 +B ,
where B is given by
(9.23) 5(m+ n1)
4b+ 10(m+ n1)
3b2 + 10(m + n1)
2b3 + 5(m+ n1)b
4 + b5 .
Here b = n2 + · · ·+ nk. Clearly we can estimate B by
(9.24) |B| ≤ 100k(m + n1)
4|n2| .
On the other hand, notice that
(9.25) (m+ n1)
5 −m5 − n51 = 5(m+ n1)mn1(m
2 + n21 +mn1) .
This implies
(9.26)
∣∣(m+ n1)5 −m5 − n51∣∣
≥
15
4
|m+ n1||m||n1|max{|m|, |n1|}
2
≥ 90k2(m+ n1)
4|n2| .
From (9.24) and (9.26), we get
(9.27)
∣∣n5 − (m5 + n51 + · · ·+ n5k)∣∣ ≥ C|m||n1|2〈n2〉 ≥ C|m|3 .
Henceforth, at least one of following statements must hold:∣∣λ+ n5∣∣ ≥ C|m|3 ,(9.28) ∣∣(λ− λ1 − · · · − λk) +m5∣∣ ≥ C|m|3 ,(9.29)
∃i ∈ {1, · · · , k} such that |λi + n
5
i | ≥ C|m|
3 .(9.30)
For (9.28), (9.3) can be bounded by
(9.31) ∑
m+n1+···+nk=n
∫
〈n1〉
s|û(m,λ− λ1 − · · · − λk)||û(n1, λ1)| · · · |û(nk, λk)||An,λ|dλ1 · · · dλkdλ.
Let F1 be defined by
(9.32) F1(x, t) =
∑
n
∫
|An,λ|e
iλteinxdλ .
Then we represent (9.31) as
(9.33)
∑
m+n1+···+nk=n
∫
F̂1(n, λ)Û (m,λ−λ1−· · ·−λk)Ĥ(n1, λ1)
k∏
j=2
Û(nj, λj)dλ1 · · · dλkdλ .
Here H and U are functions defined in (9.10) and (9.11) respectively. Clearly (9.33) equals
(9.34)
∫
T×R
F1(x, t)H(x, t)U(x, t)
kdxdt .
Utilizing Ho¨lder inequality, we estimate it further by
(9.35) ‖F1‖2‖H‖4‖U‖
k
4k ≤ Cδ
θ‖u‖k+1Ys .
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This yields the desired estimate for the subcase (9.28).
For the subcase of (9.29), (9.3) is estimated by∑
m+n1+···+nk=n
∫
〈n1〉
s|An,λ|
〈λ+ n5〉
1
2
〈(λ− λ1 − · · · − λk) +m
5〉
1
2 |û(m,λ− λ1 − · · · − λk)|
·|û(n1, λ1)| · · · |û(nk, λk)|dλ1 · · · dλkdλ ,
which is equal to
(9.36)
∫
T×R
F (x, t)G(x, t)H(x, t)Uk−1(x, t)dxdt .
Apply Ho¨lder inequality to control (9.36) by
(9.37) ‖F‖4‖G‖4‖H‖4‖U‖
k−1
4(k−1) ≤ Cδ
θ‖u‖k+1Ys .
This completes the estimate for the subcase (9.29).
For the contribution of (9.30), we only consider |λ2+n
5
2| ≥ C|m|
3 without loss of generality
for i ∈ {2, · · · , k}. This is because the |λ1 + n
5| ≥ C|m|3 case can be handled similarly as
(9.29). Hence, in this case, (9.3) can be bounded by∑
m+n1+···+nk=n
∫
〈n1〉
s|An,λ|
〈λ+ n5〉
1
2
〈λ2 + n
5
2〉
1
2 |û(m,λ− λ1 − · · · − λk)|
k∏
j=1
|û(nj, λj)|dλ1 · · · dλkdλ.
Now set a function I by
(9.38) I(x, t) =
∑
n
∫
〈λ+ n5〉
1
2 |û(n, λ)|eiλteinxdλ .
Then we estimate (9.3) by
(9.39)
∫
T×R
F (x, t)H(x, t)I(x, t)Uk−1(x, t)dxdt ,
which is majorized by
(9.40) ‖F‖4‖H‖4‖I‖2‖U‖
k−1
∞ .
Notice this time we cannot simply use Ho¨lder’s inequality to get δ as we did before because
there is no way of making any above 4 or 2 even a little bit smaller. But this can be fixed as
follows.
First observe that
‖u‖0,0 ≤ δ
1/2‖u‖L2xL∞t ≤ Cδ
1/2‖u‖0, 1
2
+ ,
for u is supported in a δ-sized interval in time variable. Thus by interpolation, we get
(9.41) ‖u‖0, 3
10
≤ Cδ
1
5
−‖u‖0, 1
2
.
Since U can be assumed to be a function supported in a δ-sized time interval, we may put
the same assumption to H. Henceforth, we have
(9.42) ‖H‖4 ≤ C‖H‖0, 3
10
≤ Cδ
1
5
−‖H‖0, 1
2
≤ Cδ
1
5
−‖u‖Ys .
Also note that
(9.43) ‖I‖2 ≤ ‖u‖0, 1
2
≤ ‖u‖Ys .
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and
(9.44) ‖U‖∞ ≤ C‖u‖Ys .
From (9.42), (9.43) and (9.44), we can estimate (9.3) by Cδ
1
5
−‖u‖k+1Ys as desired. Therefore
we finish our discussion for the case (9.5).
9.3. Case (9.6). In this case, let us further consider two subcases.
|m|4 ≤ 1000k2|n2|
4|n3|(9.45)
|m|4 > 1000k2|n2|
4|n3|(9.46)
For the contribution of (9.45), we observe that from (9.45),
|m| ≤ C|n1|
1/2|n2|
1/2|n3|
1/4 ,
since |n2| ≤ |n1|. This implies immediately
(9.47) 〈n〉s|m| ≤ C|m|s+1 ≤ 〈m〉s〈n1〉
1/2〈n2〉
1/2〈n3〉
1/4.
Introduce a new function H1 defined by
(9.48) H1(x, t) =
∑
n
∫
R
〈n〉1/4|û(n, λ)|eiλteinxdλ .
As before, in this case, we bound (9.3) by
(9.49)
∫
T×R
F (x, t)H(x, t)G2(x, t)H1(x, t)U
k−3(x, t)dxdt .
Then Ho¨lder inequality yields
(9.50) (9.3) ≤ Cδθ‖F‖4‖H‖4‖G‖
2
6+‖H1‖6+‖U‖
k−3
∞ .
Clearly
‖H1‖6+ ≤ C‖u‖ 1
4
+, 1
2
≤ C‖u‖Ys .
Hence we obtain the desired estimate for the subcase (9.45).
We now turn to the contribution of (9.46). Clearly we have
(9.51)
n5 − (m5 + n51 + · · ·+ n
5
k)
= 5m4(n1 + b) + 10m
3(n1 + b)
2 + 10m2(n1 + b)
3 + 5m(n1 + b)
4
+ 5(n1 + b)n1b(n
2
1 + b
2 + n1b) +O(n
4
2n3) ,
since |n2| ≥ |n3| ≥ · · · ≥ |nk|. From (9.6), (9.46), (9.51) and n1 + b 6= 0, we have
(9.52)
∣∣n5 − (m5 + n51 + · · ·+ n5k)∣∣ ≥ C|m|4 .
This is similar to (9.27). Hence again we reduce the problems to (9.28), (9.29), and (9.30),
which are all done in Subsection 9.2. Therefore we finish the case of (9.6).
Putting all cases together, we obation
(9.53) ‖w‖s,− 1
2
≤ Cδθ‖u‖k+1Ys .
The desired estimate
(9.54)
(∑
n
〈n〉2s
(∫
|ŵ(n, λ)|
〈λ+ n5〉
dλ
)2) 12
≤ Cδθ‖u‖k+1Ys
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can be obtained similarly, and we omit the details. Therefore we complete the proof of
Proposition 8.1 by combining (9.53) and (9.54).
10. Local well-posedness of (1.3)
We now start to derive the local well-posedness of (1.3). Without loss of generality, we
only need to consider the well-posedness of the Cauchy problem:
(10.1)
{
ut + ∂
5
xu+ u
kuxux = 0
u(x, 0) = φ(x), x ∈ T, t ∈ R
.
Now let w be the nonlinear function defined by
(10.2) w = ukuxux .
As before, we need the following estimate on the nonlinear function w, in order to establish
a contraction on the space {u : ‖u‖Ys ≤ M} for some M > 0. A proof of Proposition 10.1
will appear in Section 11.
Proposition 10.1. For s > 1, there exists θ > 0 such that, for the nonlinear function w
given by (10.2),
(10.3) ‖w‖s,− 1
2
+
(∑
n
〈n〉2s
(∫
|ŵ(n, λ)|
〈λ+ n5〉
dλ
)2) 12
≤ Cδθ‖u‖k+2Ys .
Here C is a constant independent of δ and u.
By applying Duhamel principle, we reduce the problem to the well-posedness of corre-
sponding integral equation associated to (10.1)
(10.4) u(x, t) = e−t∂
5
xφ(x)−
∫ t
0
e−(t−τ)∂
5
xw(x, τ)dτ,
where w is defined as in (10.2). Using the local smooth truncation, we only need to seek a
local solution of
u(x, t) = ψδ(t)e
−t∂5xφ(x) − ψδ(t)
∫ t
0
e−(t−τ)∂
5
xw(x, τ)dτ.
Let T1 be an operator given by
(10.5) T1u(x, t) := ψδ(t)e
−t∂5xφ(x)− ψδ(t)
∫ t
0
e−(t−τ)∂
5
xw(x, τ)dτ.
Proposition 10.2. Let s ≥ 1 and T1 be the operator defined as in (10.5). Then there exits
a positive number θ such that
(10.6) ‖T1u‖Ys ≤ C
(
‖φ‖Hs + δ
θ‖u‖k+2Ys
)
.
Here C is a constant independent of δ.
Proof. Since Tu = Lu + Nu, Proposition 10.2 follows from Lemma 8.1, Lemma 7.1 and
Proposition 10.1. 
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Proposition 10.2 yields that for δ sufficiently small, T maps a ball in Ys into itself. By a
similar argument as in the proof of Proposition 10.1, one obtains, for s ≥ 1,
(10.7) ‖T1u− T1v‖Ys ≤ δ
θC(‖u‖Ys , ‖v‖Ys)‖u− v‖Ys .
Here C(‖u‖Ys , ‖v‖Ys) is a real number depending on ‖u‖Ys and ‖v‖Ys . Henceforth, for δ > 0
sufficiently small, T1 is a contraction and the local well-posedness follows from Picard’s fixed-
point theorem. This completes the proof of Theorem 1.1.
11. Proof of Proposition 10.1
We only present details for proving
(11.1) ‖w‖s,− 1
2
≤ Cδθ‖u‖k+2Ys .
The estimates for the extra term(∑
n
〈n〉2s
(∫
|ŵ(n, λ)|
〈λ+ n5〉
dλ
)2) 12
≤ Cδθ‖u‖k+2Ys
are similar, and we omit the details. For simplicity, we assume δ = 1.
From the definition of w in (10.2), we may write ŵ(n, λ) as
(11.2) ∑
m1+m2+n1+···+nk=n
m1m2
∫
û(m1, λ− µ− λ1 − · · · − λk)û(m2, µ)
k∏
j=1
û(nj , λj)dµdλ1 · · · dλk.
Notice that
(11.3) w =
1
k + 1
∂xu
k+1∂xu .
Hence for free we can put additional conditions for m1,m2, n1, · · · , nk:
(11.4) m1 + n1 + · · ·+ nk 6= 0
and
(11.5) m2 + n1 + · · ·+ nk 6= 0 .
Without loss of generality, we assume that
(11.6) |m1| ≥ |m2| and |n1| ≥ · · · ≥ |nk| .
Henceforth, by duality, ‖w‖s,− 1
2
is bounded by
(11.7)
∑
m1+m2+n1+···+nk=n
m2+n1+···+nk 6=0
|m1|≥|m2|
|n1|≥···≥|nk|
∫
〈n〉s|An,λ||m1||m2|
〈λ+ n5〉
1
2
|û(m1, λ− µ− λ1 − · · · − λk)||û(m2, µ)|
· |û(n1, λ1)| · · · |û(nk, λk)|dµdλ1 · · · dλkdλ.
Here the sequence {An,λ} satisfying
(11.8)
∑
n∈Z
∫
R
|An,λ|
2dλ ≤ 1 ,
FIFTH ORDER KDV TYPE EQUATIONS 23
Carrying on the similar idea as before, we want to either distribute m1,m2 into some û’s
or get some decay factor to cancel m1. More precisely, let us consider two cases.
|m1 +m2| ≤ 1000k
2|n1| ;(11.9)
|m1 +m2| > 1000k
2|n1| ;(11.10)
11.1. Case (11.9). In this subcase, we have
(11.11) |n|s ≤ C|n1|
s
since n = m1 +m2 + n1 + · · · + nk and |n1| ≥ · · · ≥ |nk|. Hence we may distribute n
s into
û(n1, λ1) so that (11.7) is estimated by
(11.12)
∫
|F (x, t)||G1(x, t)|
2|H(x, t)||U(x, t)|k−1dxdt ,
where F,H, and U are functions defined as in (9.8), (9.10) and (9.11), respectively, and G1
is given by
(11.13) G1(x, t) =
∑
n
∫
|n||û(n, λ)|eiλteinxdλ .
By a use of Ho¨lder inequality and s ≥ 1, we dominate (11.12) by
(11.14) ‖F‖4‖G1‖
2
4‖H‖4‖U‖
k−1
∞ ,
which is clearly bounded by C‖u‖k+2Ys , as desired.
11.2. Case (11.10). In this case, we have
(11.15) |m1| ≥ 500k
2|n1| .
First we consider the subcase |m2| ≤ |n1|. In this subcase, we get
(11.16)
n5 − (m51 +m
5
2 + n
5
1 + · · ·+ n
5
k)
=5m41(n1 + b2) + 10m
3
1(n1 + b2)
2 + 10m21(n1 + b2)
3 + 5m1(n1 + b2)
4
+ 5(n1 + b2)n1b2(n
2
1 + b
2
2 + n1b2) +O(m
4
2n2) +O(n
4
2m2) +O(n
4
2n3) ,
where b2 = m2 + n2 + · · · + nk. Since m2 + n1 + · · · + nk 6= 0, n1 + b2 6= 0. Notice that in
this case |n1| ≪ |m1|. Then we have either
max{m42|n2|, n
4
2|m2|, n
4
2|n3|} ≥
1
100m
4
1(11.17)
or |n5 − (m51 +m
5
2 + n
5
1 · · ·+ n
5
k)| ≥ m
4
1 .(11.18)
(11.17) implies
(11.19)
〈n〉s|m1||m2| ≤ C|m1|
s|m1||m2| ≤ Cmax{|n1|
s|n2|
s/4|m1||m2|, |n1|
s/4|n2|
s|m1||m2|} .
Henceforth we estimate (11.7) by
(11.20)
∫
|F (x, t)||G1(x, t)|
2|H(x, t)||H2(x, t)||U(x, t)|
k−2dxdt ,
where H2 is defined by
(11.21) H2(x, t) =
∑
n
∫
〈n〉s/4|û(n, λ)|eiλteinxdλ .
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Using Ho¨lder inequality, we have
(11.22) ‖F‖4‖G1‖
2
6‖H‖4‖H2‖6‖U‖
k−2
∞ ≤ C‖u‖
k+2
Ys
,
since s > 1. This finishes the case of (11.17). If (11.18) holds, then one of the following
statements must be true:
|λ+ n5| ≥ m41(11.23)
|λ− µ− λ1 − · · · − λk +m
5
1| ≥ m
4
1(11.24)
|µ+m52| ≥ m
4
1(11.25)
∃j ∈ {1, · · · , k} , |λj + n
5
j | ≥ m
4
1(11.26)
The cases (11.23), (11.24), (11.25) and (11.26) can be done similarly as the cases (9.28), (9.29)
and (9.30). We omit the details. This completes the discussion on the subcase |m2| ≤ |n1|.
We now turn to the subcase |m2| > |n1|. In this subcase, observe that
(11.27)
n5 − (m51 +m
5
2 + n
5
1 + · · ·+ n
5
k)
=5m41(m2 + b1) + 10m
3
1(m2 + b1)
2 + 10m21(m2 + b1)
3 + 5m1(m2 + b1)
4
+ 5(m2 + b1)m2b1(m
2
2 + b
2
1 +m2b1) +O(n
4
1n2)
=5(m2 + b1)m1(m1 +m2 + b1)
(
m21 + (m2 + b1)
2 +m1(m2 + b1)
)
+ 5(m2 + b1)m2b1(m
2
2 + b
2
1 +m2b1) +O(n
4
1n2) ,
where b1 = n1 + · · ·+ nk. . Notice that, from (11.10),
(11.28)
∣∣5(m2 + b1)m1(m1 +m2 + b1) (m21 + (m2 + b1)2 +m1(m2 + b1))∣∣
≥ 2000k2|m2 + b1||m1|
3〈n1〉 .
Clearly we also have
(11.29) |5(m2 + b1)m2b1(m
2
2 + b
2
1 +m2b1)| ≤ 15k|m2 + b1||m1|
3|n1| .
Since m2 + b1 6= 0, we reduce the problem to either
n41|n2| ≥
1
100 |m1|
3〈n1〉(11.30)
or |n5 − (m51 +m
5
2 + n
5
1 · · ·+ n
5
k)| ≥ m
3
1 .(11.31)
Notice that from (11.30), we obtain
(11.32) 〈n〉s|m1||m2| ≤ C|m1|
s+1|m2| ≤ |m1||m2||n1|
s|n2|
s/3 .
Then the desired estimate follows by using the same method as in (11.19). The case (11.31)
can be handled exactly the same as the case (11.18). Hence we complete the proof for the
subcase |m2| > |n1|. Therefore the discussion on Case (11.10) is done.
References
[1] J.Bourgain, Fourier transform restriction phenomena for certain lattice subsets and applications to non-
linear evolution equations. Part I: Schro¨dinger equations, GAFA, Vol. 3, No. 2, 1993, 107-156.
[2] J.Bourgain, Fourier transform restriction phenomena for certain lattice subsets and applications to non-
linear evolution equations. Part II: The KDV-equations, GAFA, Vol. 3, No. 3, 1993, 209-262.
[3] J. Bourgain, On the Cauchy problem for periodic KdV-type equations, J. of Fourier Analysis and Appl.,
Kahane Special Issue, 1995, 17-86.
FIFTH ORDER KDV TYPE EQUATIONS 25
[4] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, and T. Tao, Multilinear estimates for periodic KdV
equations, and applications. J. Funct. Anal. 211, (2004),173-218.
[5] J. Colliander, M. Keel, G. Staffilani, H. Takaoka, and T. Tao, Sharp global well-posedness results for
periodic and non-periodic KdV and mKdV on R and T. JAMS, 16 (2003), 705-749.
[6] J. Colliander, G. Staffilani, H. Takaoka. Global wellposedness of the KdV equation below L2, Math. Res.
Lett. 6 (1999), 755-778.
[7] Y. Hu and X. Li, Discrete Fourier restriction associated with Schro¨dinger equations, preprint.
[8] Y. Hu and X. Li, Discrete Fourier restriction associated with KdV equations, preprint.
[9] L. K. Hua, Additive theory of prime numbers, translations of math. monographs, Vol. 13, AMS, 1965.
[10] C. Kenig, G. Ponce and L. Vega, A biliner estimate with applications to the KdV equations, JAMS, Vol.
9, No. 2 (1996), 573-603.
[11] H. L. Montgomery, Ten lectures on the interface between analytic number theory and harmonic analysis,
CBMS, No. 84, AMS, 1994.
[12] I. M. Vinogradov, The method of trigonometrical sums in the theory of numbers, Intersci. Publishers,
ING., New York, 1954.
Yi Hu, Department of Mathematics, University of Illinois at Urbana-Champaign, Urbana,
IL, 61801, USA
E-mail address: yihu1@illinois.edu
Xiaochun Li, Department of Mathematics, University of Illinois at Urbana-Champaign, Ur-
bana, IL, 61801, USA
E-mail address: xcli@math.uiuc.edu
