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RESUME 
Soit {N(t),t > 0}, un processus de Poisson homogene de taux A > 0 et {Yn}neN une 
suite de variables aleatoires independantes, identiquement distribuees et independantes 
du processus {N(t),t > 0}. Le processus stochastique {X(t),t > 0} est un processus de 
Poisson nitre s'il admet la representation suivante : 
N(t) 
X(t) = Y,™(t,rn,Yn) (X(t)=0 si N(t) = 0) 
n = l 
ou w (t, T, y) est une fonction de reponse, { r n } n £ N sont les instants d'arrivee des evenements 
dans l'intervalle [0,£] et {Yn}n€^ sont les amplitudes des signaux qui leur sont associes. 
L'objectif vise a modeliser le debit d'un fleuve ou d'une riviere a partir de ce processus. 
Particulierement, si X(t) represente le debit d'un fleuve ou d'une riviere, une fonction de 
reponse qui semble appropriee a cette fin est donnee par 
w (t, rn, Yn) = Yn(t - rn)
ke-^T^c, 
ou les variables aleatoires {Yn}neN sont distribuees comme une variable aleatoire Y de loi 
exponentielle de parametre /JL, les parametres c, A et fi devant etre estimes. II appert que 
le modele avec k — 0, generalement utilise en hydrologie, est. sensiblement ameliore, ce 
dernier modele etant plus conforme a ce qui est observe sur les releves hydrographiques. 
Le modele est en outre utilise pour prevoir le debit de ce meme fleuve une journee suivant 
l'observation la plus recente du debit. Une application au fleuve Delaware, situe dans le 
nord-est des Etats-Unis, est faite. 
Dans un second temps, est defini un processus stochastique derive du processus de Poisson 
nitre et qui consiste a ne considerer que le dernier evenement s'etant produit dans l'in-
tervalle [0, t] plutot que de considerer l'ensemble des evenements dans cet intervalle. Des 
formules generales sont etablies, entre autres des formules pour la moyenne et la variance 
a l'instant t. Particulierement, le modele avec la fonction de reponse ci-haut est ajuste au 
fleuve Delaware. L'esperance conditionnelle du debit, etant donne l'histoire du processus 
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dans l'intervalle [0,t], est utilisee comme estimateur du debit le lendemain de l'observation 
la plus recente. 
Dans la seconde partie de la presente these, une chaine de Markov, consideree comme une 
discretisation du processus d'Ornstein-Uhlenbeck et dont l'espace des etats est { 0 , 1 , . . . , N}, 
est etudiee. Les probability de transition 
1 1 1 
Pi,i+i = | (1 - ci), piti-i = - (1 + ci) et piti = - , 
ou c < 1/(N — 1) est une constante, dependent de l'etat dans lequel se trouve le processus, 
Pij etant la probabilite que le processus passe de l'etat i a l'etat j . La probabilite d'un 
endroit de premier passage, soit la probabilite que le processus atteigne la frontiere N 
avant 0, est calculee. Ensuite, le meme probleme est resolu dans le cas ou l'espace des 
etats est {—M,..., 0 , . . . , N} et ou les probabilites de transition peuvent varier selon que 
le processus est dans la partie positive ou negative de l'axe. Finalement, une expression 
pour le nombre moyen de transitions requises pour que le processus atteigne l'une ou l'autre 
des frontieres, dans le cas ou l'espace des etats est { 0 , 1 , . . . , N}, est donnee. 
vm 
ABSTRACT 
Let {N(t), t > 0} be a time homogeneous Poisson process with rate A > 0, and {Yn}n&N be 
a sequence of independent and identically distributed random variables also independent of 
the process {N(t),t > 0}. The stochastic process {X(t),t > 0} is a filtered Poisson process 
if it may be writen in the following way : 
N(t) 
x(t) = j2w(t> r«>Y") (*(*) = ° i f N(t) = °) 
n = l 
where w (t,r,y) is a response function, { r n } n e N are the arrival times of the events of the 
Poisson process in the interval [0, t] and {l"n}n6N are the amplitudes of the signals. The 
aim is to model a river flow based on this process. Particularly, if X(t) represents the river 
flow, a response function which seems to be appropriate to this end is given by 
w (t,rn,Yn) = Yn(t - T„)
fce-C-^)/c 
where the random variables {^n}neN
 a r e distributed as the random variable Y which is 
assumed to be exponentially distributed with parameter /z, the parameters c, A and it 
having to be estimated. It appears that the model with k = 0, widely used in hydrology, 
is noticeably improved, the above model being more in agreement with what is observed 
in real-life hydrographs. Besides, the model is used to forecast the river flow one day after 
the latest observed flow. Application is made to the Delaware River data, located in the 
northeast of the United States. 
Next, a stochastic process is defined from the filtered Poisson process. This process takes 
into account only the last event that occured in the interval [0,t], rather than taking into 
account the whole set of the events in the same interval. General formulas are established, 
for the mean and the variance at time t among others. Particularly, the model with the 
above response function is fitted to the Delaware River data. The conditional expectation 
of the flow, given the history of the process in the interval [0, t], is used as an estimator of 
the flow on the day following the latest observation. 
ix 
In the second part of the present thesis, a Markov chain, with state space { 0 , 1 , . . . , iV} 
and which can be considered as a discrete version of the Ornstein-Uhlenbeck process, is 
studied. For this chain, the transition probabilities 
1 1 1 
Pi,i+1 = | (! - ci) > Pi,i-l = 4 (1 + ci) a n d P^ = 2 ' 
where c < 1/(N— 1) is a constant, depend on the current state of the process, pij being the 
probability that the process moves from state i to state j . A first hitting place probability, 
namely the probability that the process hits N before 0, is explicitly computed. Then, 
the same problem is solved when the state space is {—M,... ,0,... ,N} and when the 
transition probabilities may vary given that the state of the process is positive or negative. 
Finally, an expression for the average number of transitions required for the process to hit 
either one of the boundaries, in the case when the state space is { 0 , 1 , . . . , N}, is given. 
X 
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AVANT-PROPOS 
Cette these, dont le sujet general porte sur les probabilities appliquees, comporte deux par-
ties distinctes et separees. Dans la premiere partie, un processus de Poisson filtre est utilise 
arm de modeliser le debit d'un fleuve ou d'une riviere. II s'agit done de modelisation sto-
chastique. Dans la seconde partie, une version discrete du processus d'Ornstein-Uhlenbeck 
est introduite. Des expressions pour la probability de l'endroit de premier passage ainsi 
que pour le nombre moyen de transitions requises pour atteindre l'une ou l'autre des fron-
tieres sont donnees. De ces travaux, quatre articles ont ete tires dont un est accepte pour 
publication dans la revue Applied Mathematical Modeling. 
1 
PREMIERE PARTIE 
Le processus de Poisson ni tre comme 
modele pour le debit d 'un fleuve 
INTRODUCTION 
Un processus stochatique {X(t),t > 0} est un processus de Poisson filtre s'il admet, pour 
t > 0, la representation suivante : 
N(t) 
X(t) = J^w(t^n,Yn) (X(t)=0 si N(t)=0) 
n=l 
ou {N(t),t > 0} est un processus de Poisson homogene de taux A, {yn}n£N
 u n e s u i * e de 
variables aleatoires independantes, identiquement distributes et independantes du proces-
sus {N(t),t > 0} tandis que w (•,-,•), la fonction de reponse, est une fonction a valeurs 
reelles. L'interpretation generalement admise des differentes variables est la suivante : si 
Tn represente l'instant d'arrivee d'un evenement, Yn est Pamplitude du signal qui lui est 
associe et w (£, r n , Yn) en est l'amplitude a un instant ulterieur t. X (t) est ainsi la somme 
des signaux, a l'instant t, associes a chacun des evenements se produisant a l'interieur de 
l'intervalle [0,t). 
Les processus de Poisson nitres furent utilises dans de nombreuses applications (se referer 
a Parzen, 1962, p. 144). Particularement, Yoon et Kavvas (2003) ont propose un processus 
de Poisson filtre pour modeliser les precipitations de pluie alors que Rahman et Grigoriu 
(1993) l'ont utilise dans le cas des secousses sismiques. 
L'objectif vise maintenant a modeliser le debit d'une riviere ou d'un fleuve. II est rai-
sonnable de penser que les fluctuations du debit d'une riviere sont la resultante des effets 
2 
combines de l'ensemble des signaux (des precipitations de pluie par exemple) sur l'inter-
valle de temps [0,t] (Weiss, 1977). Differentes fonctions de response ont ete proposees, par 
exemple Claps et al. (2005) et Murrone et al. (1997) ont considere une combinaison lineaire 
de fonctions delta de Dirac et de fonctions exponentielles. 
Une fonction de reponse largement utilisee en hydrologie est donnee par 
w(t,rn,Yn)=Yne-^-
T^c 
ou c est un parametre positif a estimer (Weis, 1977; Koch, 1985; Konecny, 1992; Seidou 
et al. 2002). Particulierement, Lefebvre et al. (2003) ont utilise ce modele pour prevoir 
les sommets du debit du fieuve Delaware aux Etats-Unis, lequel modele fut par la suite 
ameliore par Lefebvre (2005 a). Toutefois, les sommets successifs du debit d'une riviere ou 
d'un fieuve etant faiblement correles, il est difficile de prevoir de fagon precise l'occurrence 
de ces differents sommets. Une telle fonction de reponse peut cependant s'averer efficace 
pour prevoir le debit d'une riviere a court terme. Selon ce modele, si a un instant r n Un 
evenement de precipitation survient, l'accroissement du debit de la riviere correspondant 
sera Yn et cet accroissement sera instantane. A un temps ulterieur t > r n , l'effet residuel 
de l'evenement sera Yne^
(-t"Tn^c, c'est-a-dire que la decroissance dans le temps se fait de 
fagon exponentielle alors que le maximum est atteint a l'instant r n . Or, en observant 
un releve hydrographique, il appert que, de fagon generale, l'accroissement du debit d'une 
riviere, suite a un evenement, s'etale dans le temps avant d'atteindre un maximum pour 
ensuite decroitre. Pour cette raison, le modele suivant est propose et sera l'objet d'etude 
du premier chapitre : 
w (t, r n , Yn) = Yn(t - rn)
fce-(*-T»>/c, (1) 
ou k est un parametre positif devant etre estime. 
Dans un premier temps, bien que le parametre k puisse prendre une valeur quelconque dans 
l'intervalle [0, +oo), les cas particuliers ou k = 0 et k = 1 seront etudies de fagon a mettre 
en evidence l'infiuence de ce parametre sur le modele. En outre, pour k G N et pour 5 > 0, 
une formule exacte de l'esperance conditionnelle E [X(t + 5)\A(t)] sera obtenue, ou A(t) 
3 
denote l'ensemble des r n et Yn dans l'intervalle [0,4], c'est-a-dire Vhistoire du processus. 
Cette esperance conditionnelle servira d'estimateur pour le debit de la riviere a l'instant 
t + 5. Les differents moments du processus seront aussi calcules, a savoir l'esperance, la 
variance ainsi que le coefficient de correlation de X(t) et X(t + 5). Une application des 
resultats au fleuve Delaware sera presentee. 
Si le temps entre deux evenements successifs est suffisamment long (et la constante c 
suffisamment petite), les evenements anterieurs au plus recent peuvent etre negliges. II 
s'ensuit done que 
X{t) ^YN{t){t-rN{t))
ke<t-T^)lc (X(t)=0 si N(t) = 0). (2) 
Dans le second chapitre, un processus {X(i),t > 0} derive du processus de Poisson nitre 
sera introduit. Si w (t, r , y) est une fonction de reponse, alors le processus considere sera 
defini comme suit : 
X(t) = X(0)+w(t,rN{t),Ym), t>0, 
X(0) etant une variable aleatoire independante du processus {N(t),t > 0}. Des expressions 
generates pour les differents moments seront obtenues. Le cas particulier de la fonction (1) 
sera etudie et ajuste au fleuve Delaware. II sera mis en evidence le fait que ce processus 
ameliore grandement les previsions. 
4 
C H A P I T R E 1 
LE PROCESSUS DE POISSON FILTRE 
Dans ce chapitre, le processus de Poisson filtre avec la fonction de reponse definie en (1) 
est utilise pour modeliser le debit d'un fieuve. Les differents parametres sont ajustes au 
cas du fieuve Delaware. 
1.1 Resultats theoriques 
Les calculs qui concernent la modelisation du debit du fieuve Delaware s'appuient sur 
les propositions presentees dans cette section. La proposition 1 est une generalisation 
multidimensionnelle du cas bidimensionnel (se referer a Parzen, 1962, p. 153). 
Proposit ion 1 Soit {N(t),t > 0} un processus de Poisson homogene de taux A > 0 et 
{^n}„£N une suite de variables aleatoires independantes, identiquement distributes et in-
dependantes du processus {N(t),t > 0}. Alors, pour tout ensemble de points tm > tm-\ > 
... > t\ > to = 0, m > 1, et pour tout nombre reel {UJ} = 1 m, le processus de Poisson 
filtre X (t) = Yln=i w {tiTmYn) admet pour fonction caracteristique conjointe la fonction 
$x(ti),...,x(tra) («i. • • •,
 um) = I I I exP / E TT eiUjw{tj,T,Y) _ ^ dr 
oil Y est une variable aleatoire distribute comme les variables Yn. 
Preuve. La fonction de reponse w (t,T,y) peut etre consideree comme prenant la valeur 
nulle pour tout instant t inferieur a r , c'est-a-dire que 
w (t,r,y) — 0 si t < T. 
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Ainsi, 
m N(tm) m N{tm) 
ou 
S ( r , y ) : = ^ « j w ( t j , r , y ) . 
i=i 
Pour obtenir une expression pour la fonction caracteristique conjointe, il suffit de condi-
tionner sur le nombre d'evenements se realisant a l'interieur de l'intervalle compact [0,£m]. 
En definissant 
^X(h),...,X(tm) («!,•••> "m) := E [e
lZ] , 
+00 
$X(tl),...,X(tm) («1, • • • ,Um) = J2
EieiZ\N(tm)-N(0)=k] 
xP[N(tm)-N(0) = k}. (3) 
fe=0 
Or, la distribution conjointe des instants tm > r^ > T^-\ > • • • > T\ > 0 de realisation 
des evenements, connaissant le nombre k d'evenements s'etant produits dans l'intervalle 
[0, i m ] , est celle de k variables ordonnees, independantes et uniformes sur l'intervalle [0,tm] 
(se referer, par exemple, a Lefebvre, 2005, p. 277 ou a Ross, 2003, p. 303). 
Soit 
77 := E \ j'Zti^TiX) N(tm) - JV(0) = k 
et 0 < Si < 52 < • • • < Sfe < tm un ensemble points. Pour calculer l'esperance condi-
tionnelle 77, il suffit de conditionner sur l'evenement A = {TI = s\,..., rjt = Sk} et d'ecrire 
d'abord 




N(tm)-N(0) = k,A 
N(tm)-N{0) = k,A 
6 
laquelle equation peut §tre ecrite, par independance, 
k 
•n (s1,...,sk) = l[E[e
i^^ 
i = i 
En utilisant le fait que la fonction de densite conjointe des variables TJ, sachant que k 
evenements se sont realises dans l'intervalle [0,£m], est donnee par 
/ r i , . . . , r f c ( s i , . . . , S f c | N(tm) =k) = 
et considerant que la fonction 77 ( s i , . . . , Sk) est symetrique, 
fc!_ 
tt 
rtm ptm ftm rtm 
V = / / • • • / v{si,...,Sk)fT1,...,Tk{si,...,Sk)dsi...dsk 
JO J Si J S2 JSfc—1 
= W I •• r](si,...,sk)dsi...dsk. 
lm JO JO 
Ainsi, si U est une variable aleatoire uniforme sur l'intervalle [0, ^m] ? 
E[eiZ\N{tm)-N{0) = k] = E 
EK 
I tm Jo 
K i = l 
N(tm) - N(0) = k 
k 
E J *{T,Y) dr 






+ 0 0 






E H * . * J
 s ( ^ ) dr 
exp f A /""* E p 5 ^ y > ] dr') 
l ) d r ) exp ( A / (jS ,* H(r,r) 
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Corollaire 2 Si E [w2 (t,T,Y)] < +00, alors 
E[X{t)} = X f E[w(t,r,Y)]dT 
Jo 
Var [X(t)] . = A f E [w2 {t, r, Y)] dr 
Jo 
/•min(ii,<2) 
Cew[Z(«i),X(t2)] = X E[w(tUT,Y)w{t2,T,Y)]dT, 
Jo 
oil Y est une variable aleatoire distribute comme les variables Yn. 
Preuve. La preuve est immediate et decoule du fait que les moments par rapport a l'origine 
sont donnes par 
* ™ i = ££•*<«<«.) 
u i = 0 
et par le fait que 
1 d2 
Cov[X{tx),X{t2)\ = ^ duidu2^x(tl),x(t2) (ui,u2) 
«1=0,«2=0 
oii ®x(h) (u i ) e s t la fonction caracteristique univariee et $x(ti),x(t2) (^11^2) la fonction 
caracteristique bivariee. • 
Remarque 3 Dans les formules presentees dans la proposition precedente, ainsi que dans 
son corollaire, seule Y est une variable aleatoire, laquelle suit la mime loi que les variables 
{Yn}n£fq, les amplitudes des signaux. 
A present, soit la fonction de reponse introduite a l'equation (1). Par le corollaire 2, 
[X(t)\ = A / E W{t - T)ke~{t-T)'c 
Jo L 
= XE [Y] [ (t- r) f ce- (*-T)/cdr. 
Jo 
(4) 
II ressort de cette egalite que la distribution exacte de la variable aleatoire Y n'est pas 
requise et que seule son esperance Test. Toutefois, a l'instar de Lefebvre et al. (2003), celle-
ci peut etre consideree comme etant distribuee selon une loi exponentielle de parametre /J. 
Ainsi, 
E [X{t)\ = - f (t - r)fce-(*-T)/cdr 
M Jo 
et il suit de cette equation que (Gradshteyn et Ryzhik, 2000, p. 342) 
E[X{t)\ = - c f c + 1 7 (k + 1, *) si k > - 1 , 
ou 7 (•, •) est la fonction gamma incomplete, definie comme suit : 
7 {a, x)= I e-Ha-xdt si 3? (a) > 0. 
Jo 
Particulierement, lorsque k est un entier naturel, l'equation (5) se reduit a 





Remarque 4 En integrant par parties l'equation (4), I'egalite (6) est directement obtenue. 
De la m§me fagon, par le corollaire 2, et en consider ant, lorsque la variable aleatoire Y est 
distribuee selon une loi exponentielle, que 
E [Y2] = Var [Y] + E2 [Y] = ~ + f -V = \ 
la variance de X (t) est donnee par l'integrale suivante : 
9 
Var [X(t)] = ^ / (t - T^e-W-^'dT, 
M Jo 
laquelle integrate est donnee par (Gradshteyn et Ryzhik, 2000, p. 342) 
2A /c\2fc+i / 
Var[X(t)] = ^(?) 7(2fc + l, - ) si fc>--. 
En outre, lorsque 2A; est un entier naturel, en vertu de l'equation (7) ou par integration 
par parties, la variance est donnee par 
-M^(§r(*).{..-.-E^(!)"}. 
La proposition suivante est maintenant demontree. 
Proposition 5 Dans le cas oil Y est distribute selon une hi exponentielle de parametre 
[i, I'esperance et la variance de la variable aleatoire X (t) dont la fonction de reponse est 
donnee par I 'equation (1) sont les suivantes : 
E[X(t)] = -ck+1-y(k + l,-} sik>-l, 




Une expression pour la covariance de X fa) et X fa) est donnee dans la proposition qui 
suit. 
Proposi t ion 6 Dans le mime cas exponential, si t\ < t2,alors la covariance de X fa) et 
X fa) est la suivante : 
A 
+ 0 0 
Cov [Xfa),Xfa)} = _4 c e - (* i+*2) /
c fat2)




Iv := v\ 
Particulierement, lorsque k G N, la somme infinie s'arrite a 2k. 
Preuve. Par le corollaire 2, la covariance de X(t) est donnee, lorsque t\ < t2, par 
Cov{Xfa),Xfa)} = ^e-^+t^c / [fa-r)fa-r)}ke2T/cdr. 
A* Jo 
La proposition est vraie lorsque k = 0. Pour k > 0 et par le theoreme du binome, 
-ifc 
[<t.-T)fc-T)f- = [^( l - l ) ( l - l ) 
- (^{gc-^oay} gc-xyG)( 
3= 





k Y, ^ J2 bJrJ = (*i*2)fc E 4 E a A - 7 }-̂ > 
i=0 j=0 v=0 I 7=0 
OU 
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et en considerant que 
zi 
w) w\(z — w)\ 
: (z - 1) • . . . • (Z - W + 1) 
Or, les series Ylt^o ai1't e* S j S ^oT^ convergent absolument sur l'intervalle [0, t\\ lorsque 
k > 0 puisque 
r r 
0< — < — < 1. 
~ *2 " *1 ~ 
La serie produit de Cauchy converge done aussi absolument sur ce meme intervalle lorsque 
k > 0. Aussi, lorsque k € N, la serie se reduit a une somme finie et dans ce cas, 
2k ( v | 
[(ti - r ) (t2 - r)]
fe = ( t l t 2 )* j r J £ a76„_7 I r " . 
W=0 ^7=0 J 
II s'ensuit que 
Cot; [X(tx) ,X(t2)] = -4e- (*
1 + t a ) / c (M2)
fe / J ] ^ r V ^ d r , 
ou 
^-E^-(-D-E^Q(v!7)-7=0 7 = 0 l ' l t 2 
Par le theoreme de la convergence dominee de Lebesgue, lorsque k > 0, 
Ccn;[X(ti) (X(t2)] = ^ e - ( *
1 + t 2 ) / c ( i i i 2 )
f c y " ^ / r "e 2 T / c dr 
M' 
2A -(*l+*2)/c 
+00 4.1 / o 
qui se reduit a 
+00 
r „,_n V Z / 
+ 1 / C V + 1 
v=0 
X U! 1 _ e2*i/c y ^ (~
1)m f ^ i 
^ m! V c 
m=0 v 
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cela par l'equation (7). Cette formule s'obtient aussi directement par integration par 
parties. Dans le cas particulier ou k G N, les sommes infinies precedentes s'arretent a 2k. 
m 
A present, pour estimer les trois parametres du modele, soit A, n et c, il est necessaire 
d'obtenir des expressions pour les valeurs E [Xfaj], Var [X{t)\ et Cov [Xfa),Xfa)] lorsque 
le processus est en regime asymptotique. En clair, cela equivaut a dire que le processus a 
ete en operation pour un temps sumsamment long. Ainsi, puisque 
lim 7 (a, x) = T ( a ) , 
x—++oo 
lim E[X(t)] = -ck+1T(k + l) si k > - 1 (8) 
t—>+oo £t 
et 
2A sc\2k+1 1 
hmVar [X(t)] = - ^ ( 2 ) T(2k + 1) si k > - - . (9) 
La covariance entre X(t) et X(t + 5) est donnee par 
COV [X(t),X(t + 5)] = X [ E \Y2 [{t -T)(t + 6- T)]k e-(2i+*-2r)/c 
Jo L 




Or, avec k > —1, 
lim / \s{s + 5)]ke-2slcds=^-= — ecT(k + l)K, 
t^+oo ,/0 A/7T \ 2 / 
5 
ou - K ^ i (•) est une fonction de Bessel modifiee (se referer a Abramowitz et Stegun, 1965, 
p. 374). Ainsi, en regime asymptotique, 
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tandis que le coefficient de correlation Px(t),X(t+6)' e n regime asymptotique, est donne, 
lorsque k > — ̂ , par 
:]imoPX«),X(t+5) = lim 
Cov[X(t),X{t + 5)} 
*-+<*> \JVar [X(t)] sJVar [X{t + 5)] 
J|(f)2fc+1r(2fc + l) 
25\k+l* r(fc + l) (5_ 
c) 0Fr(2fc + l) fc+Hc 
(10) 
A present, soit E [X(t + l)|A(i)] l'esperance conditionnelle de X(t+1) etant donne l'histoire 
du processus dans l'intervalle [0,£]. Cette valeur servira par la suite d'estimateur pour 
X (t + 1). D'abord, lorsque le parametre k = 0, en conditionnant sur le debit X(t) a 
l'instant t, il en resulte que 
E[X(t + l)\X(t)] = E Y, Fne-(*+1-r")/c 
n : 0 < T n < i + l 
X(t) 
= E 
n : 0 < r „ < t n :4<T„<t+l 
X(«) 
- l / C j B 
n:0<rn<t 
, - (* -Tn) /c X(t) 
+ £ \ ^ y n e - ( t + i - ^ n ) / c 
n:t<rn<*+l 
X(i) 
e - 1 / ^ [X{t)\X(t)j + E [X{1)] = e-x'cX{t) + E [X(l)] 
e-i/cx{t) + ^{l_e-i/cl (11) 
cela en utilisant le fait que le processus de Poisson possede des accroissements station-
naires et independants. Cependant, il est impossible d'obtenir une formule generale pour 
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Pensemble des k € [0, +00) ni m6me pour des feeN, En effet, 





J2 Yn(t + l-rn)
ke-^-T^c X(t) 
n<t 





la derniere esperance conditionnelle ne pouvant Stre evaluee explicitement. De fagon a 
contourner cet inconvenient et obtenir une expression pour E[X{t + l)\X(t)}, au moins 




ou necessairement Xk (t) = X(t). Par le theoreme du binome, 
n:0<T„<t n:0<Tn<t I J=0 ^ 
J \ e-{t~Tn)/c 
= E()W>-
Or, la seule connaissance de X(t) ne permet aucunement d'evaluer Xj (t) pour j < k. 
Cependant, si l'ensemble A(t) des r n de l'intervalle [0, t] et des Yn correspondants est 
connu (ou peuvent etre estimes avec suffisamment de precision), alors 
E [Xj (t)\ A(t)} = Xj(t) pour j = 0,1,..., k. 
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II suit de la que 
E[X(t + l)\A(t)} Y Yn(t + l-Tn)
ke-^yc 
n:0<Tn<t 
A(t) + E[X(1)] 
= e 
e~xlcE 
i=o V J / 
•i"go^+^4"e"i"s^}- (i2) 
De toute evidence, une expression plus generale pour l'esperance conditionnelle pourrait 
etre obtenue en considerant une valeur S > 0 et en calculant E [X (t + 5)\ A(t)}. En 
outre, pour obtenir une expression approximative pour des valeurs de k qui ne sont pas 
necessairement des entiers, il est possible de conditionner sur le nombre d'evenements 
s'etant produits dans l'intervalle (t,t + 5}. Soit done k > — 1. Alors 
+oo 
E[X(t + (5)| A{t)\ = YE tXfc^ + 5)l A(*)» N(t + 5) _ NW = nl P IW + 5^~ N^ = nl • 
n=0 
En supposant que la probability qu'il y ait plus d'un evenement dans l'intervalle (t,t + 1] 
soit negligeable, et en utilisant le fait que lorsque N(t + 1) — N(t) = 1 l'instant d'arrivee 
de l'evenement dans l'intervalle (t,t + 1] est distribue uniformement sur cet intervalle, 
E[X(t + l)\A(t)] -i/oE 
n:0<Tn<t 
A{t) 
+- (t + 1 - s)k e - (





(M V C 
(13) 
Le premier terme du membre droit est l'esperance, a l'instant t + 1, de l'effet residuel 
des signaux de l'intervalle [0,t], tandis que le second terme est la contribution du seul 
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evenement potentiel se produisant dans l'intervalle {t,t + 1], multipliee par la probability 
que cet evenement se realise. 
II apparait d'ores et deja que les methodes ici employees comportent un inconvenient 
majeur : l'expression obtenue ne depend pas directement de la valeur de l'observation la 
plus recente du debit X(t). En realite, pour utiliser les formules (12) et (13), il est necessaire 
de connaitre l'ensembles des valeurs rn et Yn ou de pouvoir les estimer avec precision. 
Cependant, ce qui est generalement connu, ce sont les valeurs des debits. Comme il sera 
montre plus loin, estimer les T „ lorsque les Yn correspondants ont une amplitude assez 
grande est une tache relativement simple. Toutefois, determiner les Yn avec precision est 
plus ardu. 
1.2 M o d e l i s a t i o n e t p r e v i s i o n d u debi t d u fleuve D e l a w a r e 
Les equations obtenues dans la section precedente sont ici utilisees pour modeliser le debit 
du fleuve Delaware ainsi que pour predire le debit de ce fleuve le lendemain de l'observation 
la plus recente. Les donnees sont disponibles sur Internet a l'adresse http ://nwis.waterdata. 
usgs.gov. Plus precisement, les releves de la station Montague (no 014385), au New Jersey, 
serviront a cette fin. 
Pour la periode s'etalant du l e r octobre 2002 au 30 septembre 2003, le debit moyen x fut 
de 7518 pi3/s avec un ecart-type s de 6358. Le coefficient de correlation r des 364 paires 
de debits pour deux jours consecutifs fut quant a lui de 0,901. 
1.2.1 Modele lorsque k = 0 
En prenant k = 0 dans Pequation (10), 
t^Px^Mt+s) = e~5/c (1 4) 
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et il suit de la que 
e'1/0- 0,901, 
ce qui entraine qu'un estimateur pour c est donne par 
c ~ 9 , 5 9 . 
Ainsi, des equations (8) et (9), 
- (9, 59) ~ 7518 et -= (9, 59) ~ (6358)2 
de sorte que 
J7518 _ 6 x l 0 _ 4 A ~ o,1458. 
(6358)2 
Le modele de base pour le debit du fleuve Delaware est done 
N(t) 
X(t) = J2Yne~{t~Tn)/9,59 Pour t > 0 (X(t) = 0 si N(t) = 0), (15) 
n = l 
{N(t),t > 0} etant un processus de Poisson de taux 0,1458, tandis que les variables alea-
toires Yn sont distributes selon une loi exponentielle de parametre 1,86 x 10~
4. 
Une methode appropriee pour valider un modele consiste a comparer les coefficients de 
correlation theoriques asymptotiques, p(S), et echantillonnaux, r(6), des debits X(t) et 
X(t + 5) pour S = 1 , . . . , 7. Selon l'equation (10), le coefficient de correlation theorique est 
approximativement donne par e -
5 / 9 . 5 9 . Le tableau 1.1 est un tableau comparatif de ces 
valeurs. 
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Tableau 1.1 : Coefficients de correlation theoriques asymptotiques et echantillonnaux des 





























Des donnees du tableau 1.1, il apparait que la difference entre p (5) et r (d) augmente 
de 5 = 1 a 5 = 7, l'erreur d'estimation commise etant de 66,8% lorsque 5 = 7. Le 
modele considere dans cette section est done un modele valable lorsqu'il s'agit de prevoir 
le debit du fleuve le lendemain de l'observation la plus recente. II s'avere beaucoup moins 
efficace lorsqu'il s'agit de prevoir des debits a plus long terme, par exemple trois jours 
apres l'observation la plus recente. Pourtant, l'objectif ne vise pas simplement a predire 
des debits sur une breve periode (des modeles efficaces et eprouves existant deja) mais a 
predire des debits sur une plus longue periode. 
Une autre facon de valider un modele est de Putiliser directement pour prevoir un debit. 
En considerant les debits observes sur une periode de 101 jours, a savoir la periode couvrant 
les 101 derniers jours des quatre premiers mois de l'annee 2004, et en construisant le modele 
suivant avec k = 0 (se referer a l'equation (11)), 
E [X(t + l)\X(t)} = e-VcX(t) + —(1 - e- ' /c) ~ 0, 901X{t) + 744,3, (16) 
M 
il ressort que la moyenne et l'ecart-type de la valeur absolue des erreurs de prevision 
e = X(t + l)-E [X{t + l)\X{t)] 
sont XQ = 838 et so = 1022. Ces valeurs serviront a comparer les differents modeles entre 
eux. 
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Une methode qui s'est averee efficace pour des previsions a court terme est celle de la 
regression lineaire (se referer a Lefebvre, 2003). A partir des donnees utilisees jusqu'ici 
pour estimer ponctuellement les parametres A, \x et c, l'equation de regression du debit 
X(t + 1), connaissant X(t), est 
X(t + 1) oi 0,902X(t) + 771, 
equation qui est tres similaire a l'equation (16). Avec cet estimateur de X(t + 1), la 
moyenne et l'ecart-type des erreurs de prevision, en valeur absolue, sont 
xi = 858 et si = 1010. 
Lorsque les regresseurs sont X(t) et X(t — 1), l'equation de regression multiple devient 
Xffi + l) ~ 1025 + 1,21X{t) - 0, UQX(t - 1) 
et de la, 
x2 = 801 et ?2 = 957. 
Par suite, le processus de Poisson nitre avec k = 0 est un modele efficace pour prevoir le 
debit du fleuve Delaware puisqu'il conduit a des resultats comparables a ceux obtenus de 
la regression lineaire. 
1.2.2 M o d e l e lo r sque k - 1 
Le modele de base avec k = 0 est simple mais n'est pas conforme a la realite. Pour estimer 
les differents parametres du modele avec k = 1, c'est-a-dire 
N(t) 
X(t) = ] T Yn(t - T n )e" (*-^) /
c (X(t) = 0 si N(t) = 0), 
7 1 = 1 
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il suffit d'utiliser l'expression du coefficient de correlation theorique asymptotique de X(t) 
etX{t + 5) 
Pl(5) := i^Pxww+S) = e
_* /c(l + " ) , 
laquelle expression est obtenue a partir de l'equation (10). A noter que le parametre c est 
different de celui du modele ou k = 0. Ainsi, 
0 , 9 0 1 ~ e ~ 1 / c ( l + - ) 
entraine que c" ~ 1,89. Les valeurs de Pi(5), pour 5 = 1 , . . . , 7, sont presentees dans le 
tableau 1.2. 
Tableau 1.2 : Coefficients de correlation theoriques asymptotiques des debits X (£) et 
























En comparant ces resultats avec ceux du tableau 1.1, il appert que la valeur absolue de 
l'erreur d'estimation du coefficient de correlation de X(t) et X(t + 5) commise est toujours 
un peu inferieure a celle du modele avec k = 0. En outre, p-^ (5) est toujours inferieur 
au coefficient de correlation correspondant, a l'inverse du coefficient de correlation p (5) 
qui lui est toujours superieur. II semble done qu'une valeur du parametre k situee dans 
l'intervalle (0,1) devrait traduire plus fldelement la realite. 
Une fagon alternative d'evaluer le parametre c lorsque k > 0 est la suivante : selon le 
module, un maximum devrait etre observe fee unites de temps apres la reception d'un 
signal. En effet, en posant 
g(t) = (t-r)ke-^^c, 
il vient que la valeur t — r = kc maximise la fonction g (t). Si le temps qui s'ecoule entre 
deux signaux est suffisamment long, un maximum devrait etre atteint kc unites de temps 
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(des jours dans le present cas) apres l'instant r . Considerant les 50 minima et maxima 
successifs observes au cours de la periode s'etalant du l e r octobre 2002 au 30 septembre 
2003, le temps moyen entre un minimum donne et le maximum suivant est d'environ 2,28 
jours. En comparant encore une fois les coefficients de correlation theoriques asymptotiques 
et echantillonnaux, cette fois avec Z ~ 2,28 (se referer au tableau 1.3), il ressort que le 
coefficient de correlation theorique p\(S) est superieur a r (5) lorsque 5 — 1,2 et 3 et est 
inferieur a r (5) lorsque 5 = 4,5,6 et 7. Aussi, la difference, en valeur absolue, entre p\(5) 
et r (5) est inferieure a celle entre px (5) et r (5), a l'exception de 5 — 1 et 2. Lorsque k = 1, 
l'estimateur Z= 2,28 conduit a de meilleurs resultats que l'estimateur 2"= 1,89 (meme si 
pi (5) n'est pas egal a 0,901) et sera utilise pour la suite. Les resultats sont aussi meilleurs 
que ceux obtenus du modele avec k = 0. 
Tableau 1.3 : Coefficients de correlation theoriques asymptotiques des debits X(t) et 

























A present, pour predire le debit X(t + 1), base sur l'histoire du processus A{i) dans l'in-
tervalle [0,t], il faut considerer l'equation (12) qui devient, lorsque k = 1, 
E[X(t + 1) \A(t)} = e-1^ jxo( t ) + X1(t)-j\ + — (l- e~
l/c) , 
dans laquelle X\[t) est le debit observe a l'instant t, tandis que Xo(t) est la valeur de X(t) 
qui aurait ete observee avec k = 0 et le parametre c qui correspond a k — 1. Par l'equation 
(8), lorsque que le processus a ete en operation durant une periode sumsamment longue, 




E[X(t + 1) \A(t)] = e'1'^ | x 0 ( t ) + Jfi(t) - p ^ } + 7518 ( l - e "
1 / * * ) . (17) 
Pour utiliser cette formule, il est necessaire de reconstruire la suite des debits avec k = 0 
et c = 2,28. Pour estimer les valeurs des Yn, il suffit de calculer la difference entre un 
maximum donne et le minimum correspondant. Cependant, cette fagon de faire pourrait 
mener a une sous-estimation du nombre de signaux alors que plus d'un evenement pourrait 
se produire sur une breve periode de temps. Cela aurait pour consequence qu'il n'y aurait 
pas de decroissance observable du debit entre deux signaux. En supposant que les variables 
aleatoires Yn soient connues avec une precision assez grande, une suite de valeurs pour Xo(t) 
est calculee. De l'equation (17) decoule que la valeur absolue de la moyenne des erreurs 
de prevision, lorsque k = 1, est de 1183 avec un ecart-type de 1573. Le modele avec k = 0 
est done plus performant pour prevoir des debits. 
1.2.3 Combinaison des modeles avec k = 0 et k = 1 
Une methode qui permet tres souvent de diminuer les erreurs de previsions consiste a 
prendre la moyenne arithmetique des previsions fournies par l'un et 1'autre des modeles. 
En procedant de la sorte avec les modeles ou k = 0 et k = 1, la valeur absolue des 
erreurs de previsions se trouve reduite a 658 pour un ecart-type s = 1172, ce qui ameliore 
considerablement les previsions du modele avec k = 0. Airisi, bien que le modele avec 
k = 1 ne puisse etre employe seul, celui-ci trouve son utilite en permettant d'ameliorer les 
previsions. 
1.2.4 Modele lorsque k = 1/2 
Ainsi, tel que mentionne plus haut, une valeur de k prise dans l'intervalle (0,1) devrait 
conduire a un modele mieux adapte a la realite. En prenant k = 1/2, le modele considere 
23 
est le suivant : 
N(t) 
X(t) = J2 Yn(t ~ T n )
1 / 2 e - (* - rn ) / c ( X i / 2 ( t ) = 0 g i N{f) = Q ) 
n = l 
De l'equation (10), 
- # i ( - ) ^ 0,901, 
c c 
de laquelle equation il vient que c = 2,97. Les coefficients de correlation theoriques asymp-
totiques de X(t) et X(t+5) pour 5 = 1,2,... ,7 sont presentes au tableau 1.4, d'oii il ressort 
que la distance entre pi^ifi) et r (5) est generalement plus faible que lorsque k = 0 ou k = 1. 
Particulierement, Pi/2(2) et r (2) sont a toute fin pratique egaux. Le modele considere dans 
cette section est doncle meilleur en ce qui concerne le fleuve Delaware, cela par le critere 
des coefficients de correlation. 
Tableau 1.4 : Coefficients de correlation theoriques asymptotiques des debits X(t) et 
X{t + 5) pour 5 = 1 , . . . , 7 lorsque k = 1/2 et c = 2,97. 
5 
Pl/2 (5) 


















- 0 , 0 7 1 
• 7 
0,208 
- 0 , 0 8 1 
L'equation suivante permet de prevoir le debit lorsque k = 1/2 (se referer a l'equation 
(13)) : 
E[X{t + l)\A{t)} ~ e-^E ] T Yn(t + l-Tn)V
2e-«-r»Vc\A{t) 
n:0<Tn<t 
fj, \2 C 
et en utilisant les formules (8) et (9) avec k = 1/2, il vient que A ~ 0,2997 et ]3 ~ 1,81 x 10~4 
sont des estimations ponctuelles pour A et fi respectivement. A partir de ces valeurs, le 
second terme de l'equation precedente est approximativement de 671. 
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Remarque 7 En construisant Vequation (13), il fallut poser I'hypothese selon laquelle un 
nombre d'evenements superieur a un dans Vintervalle (t,t + 1] etait negligeable. Or, avec 
I'estimateur A de X, 
e ^ + Ae~*~ 0,9621. 
L'hypothese est done justifie lorsque k — 1/2. 
Encore une fois, au meme titre que le cas oii k = 1, calculer Pensemble des valeurs r n et 
Yn n'est pas une tache simple. Pourtant, cela est essentiel pour bien evaluer le premier 
terme du membre droit de I'estimateur. 
Dans le prochain chapitre, un processus derive du processus de Poisson nitre est introduit. 
Son utilite dans la modelisation du debit d'un fleuve ou d'une riviere est montree par une 
application au debit du fleuve Delaware. Son efficacite est ainsi mesuree. 
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CHAPITRE 2 
UN PROCESSUS DERIVE DU PROCESSUS DE POISSON 
FILTRE 
Pour la fonction de reponse jusqu'a maintenant consider6e, si le temps s'ecoulant entre deux 
evenements successifs est suffisamment important, et la constante c petite, l'influence des 
evenements precedant 1'evenement le plus recent sur l'etat du systeme devient negligeable. 
Est maintenant defini, de fagon generate, le processus {X(t),t > 0} par 
X(t)=X{0)+w(t,rm,Ym), t>0 (18) 
ou w (t, T, y) est une fonction de reponse. Or, bien qu'une fonction de reponse soit norma-
lement non negative, ici il est seulement impose que 
w{t,rm,Ym)=Q si N(t) = 0. 
En outre, puisque N(0) = 0, 
w (0. TN(o), YN(o)) = w (t, To, Y0) = 0. 
Aussi, X(0) peut ^tre consideree comme une variable aleatoire, independante du processus 
{N(t),t > 0} et sera reputee telle pour la suite. 
2.1 Resultats theoriques 
Dans cette section, les differents moments du processus sont calcules. Les resultats sont 
aussi donnes pour le cas particulier oil la fonction de reponse est celle de l'equation (1). 
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P r o p o s i t i o n s Pour le processus stochastique defini en (18), si E[\X(0)\] < +00 et 
E[\w(t,s, Y) |] < +00 pour tout r, 
E [X{t)\ = E [X(0)} + Xe-Xt f E[w (t, s, Y)} eXsds 
Jo 
oil Y est une variable aleatoire distribute comme les Yn. 
Preuve. II suffit de conditionner sur l'ensemble des valeurs possibles de N{t) et d'ecrire 
que 
+00 
E [X(t)\ = J2E [*(*)! ^(*) = nl P M*) = n\. 
n=0 
OU 
P[N(t) = n] = e - X t ^ - pour ra = 0 , l , . . . 
n! 
Dans le cas ou N(t) > 0, par linearite de l'esperance, 
E[X(t)\N(t)=n] = E[X(0)} + E[w(t,rN{t),Ym)\N(t) = n] 
= E[X(0)] + E[w{t,Tn,Yn)\N(t) = n], 
tandis que 
E[X(t)\N(t)=0]=E[X(0)]. 
A present, etant donne que N(t) = n, l'instant d' arrivee Tn du dernier evenement dans 
l'intervalle [0, t] est distribue comme le maximum de n variables aleatoire uniformes U [0, t] 
et independantes (se referer a Lefebvre, 2005, p. 277 ou a Ross, 2003, p. 303), c'est-a-dire 
que 
fTn(s\N(t) = n>0) = £s
n-1 pour 0 < s < t. 
II s'ensuit que 
-sn-lds E[w(t,Tn,Yn)\N(t) = n] = / E[w(t,s,Y)} 
Jo 
= ^Jl' E[w{t,s,Y)]sn-lds 
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ou Y est une variable aleatoire distribu.ee comme les Yn. Ainsi, 
+00 
E [X{t)\ = E [X(Q)\ e'xt + £ \E [X(0)\ + J f E[w (t, s, Y)} s^ds) e~xti-^ 
n = l <• Z J o ) U. 
= E [X(0)\ + E i S / E[w(t,s, Y)] 8n-lds 
n=l ^ J° 
, - * ( * * ) " 
+°° \n rt 
f— ( n - l ) ! 7 0 
En vertu du theoreme de la convergence dominee, 
E{X{t)\ 
pt +°° in 
= E[X(0)} + e~Xi E ? - — - ^ ( M . Y ) ] * " -
1 ^ 
J0 n=l l n i J -
= E[X{0)} + \e~xt E[w(t,s,Y)}J2^J-ds 
= £[X(0)] + Ae-A* /" £ M M , * 0 ] e A s d s . 
Jo 
Corollaire 9 Pour la fonction de reponse 
w (t,T,y)=y(t-r)
ke-(t-^c, t > 0, 
la moyenne du processus stochastique a I'instant t, lorsque k > — 1, est donnee par 
E [X(t)] = E [X(0)\ + XE [Y] ( ^ y ) 7 (k + 1, ( A + i ) t ) . 
Particulierement, lorsque k = 0 ,1 , . . . , 
/ r \ k + 1 T / is JL / -i\m ,m' 
E [X{t)\ = £ [X(0)] + Afc!£ [Y] [ ^ J 1 - e - ( ^ > £ (A + ^ J ^ 
m=0 
Preuve. Par la proposition 8, 
E [X{t)\ = E [X(0)] + Xe~xt [ E\Y(t- s)k e'^^0} eXsds 
Jo L -1 
= E[X{0)] + Xe-xtE[Y} [ (t - s)k e^'^^e^ds, 
Jo 
c'est-a-dire que 
E[X(t)] = E[X(0)] + \e-(*+°)tE\Y] [ (t - s)k e(x+l<>ds. 
Jo 




est la fonction (Gradshteyn et Ryzhik, 2000, p. 343) 
1 
''=i5^r«(wiM*+M*+i">-
Particulierement, lorsque k = 0 , 1 , . . . , (Gradshteyn et Ryzhik, 2000, p. 890) 
L =k\ 
. fc+i 
cA + 1 
1 - e " -(A+f)t 
m=0 x 
" i J im I V " £ 
m! 
Proposi t ion 10 Pour le processus stochastique defini en (18), si E [X2(0)] 
E [w2 (t, s, y ) ] < +oo pour tout r, 
Var [X(t)] = Var [X(0)} + Ae_A* / E [w2 (t, s, Y)] eXsds 
Jo 
- X2e-2Xt I f E[w (t, s, Y)] e 
oil Y est une variable aleatoire distribute comme les Yn. 
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Preuve. Par independance entre -X'(O) et les processus {Yn,n > 0} et {rn,n > 0}, 
Var[X(t))=Var[X(Q)} + Var[w(t,rm,Ym)} . 
En conditionnant sur l'ensemble des valeurs possibles de N(t), 








1 n ! 
n = l 
Or, 
£ [w2 (t, rn, Yn) | JV(t) = n > 0] = / E [w
2 (i, a, y)] - J V ^ d s 
= £ f E{w2{t,s,Y)}sn-1d3. 
1 Jo 
Ainsi, 
+ ° ° ' rf N e - A * M 
-TO" f ft > 
= Ae"AtM/0 ^ K M ^ K - 1 ^ (n_1)r 
Le resultat decoule du theoreme de la convergence monotone, en vertu duquel 
E[w2{t,rN{t),Ym))] = Xe-
Xi^E[w2(t,s,Y)]J2\^~yds 
= \e~xt [ E [w2 (t, a, y)] eAsds, 
Jo 
ainsi que de la proposition 8 qui fournit le terme E2 [w (t, s, Y)]. u 
Corollaire 11 Lorsque la fonction de reponse est 
w (t,T,y)=y(t-T)
ke-^yc, t>0, 
et k > —\, la variance du processus stochastique a I'instant t est donnee par 
Var[X{t)] = Var [X(0)] + XE [Y2] 
cA + 2 
2fc+l 
-lXE[Y] 
cX + 1 
7(2fc + l, I A + - )t 
j(k + l, ( A + - )t 
Particulierement, si k = 0,^,1,..., 
7 Uk + 1, (A + -\ t\ = (2k)\ 1 - e-(A+?)* Y, (A + I) 
"i ^m 
m = 0 
et si k = 0 ,1 , . . . , 
^ + 1 , ( , + i)t)^-e-(^).|;(A + I)"-S 
Preuve. II ne reste qu'a calculer l'integrale 
J2 := Ae -At # y (t - s)
fc
 e - ( ' -





A i £ [Y2] f (t - s)2fc e'2^^ceXsds 
Jo 
et lorsque A; > — | (Gradshteyn et Ryzhik, 2000, p. 343), 






cX + 2 
2fe+l 
7(2fc + l, ( A + - )t 
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Particulierement, lorsque k = 0,^,1,...(Gradshteyn et Ryzhik, 2000, p. 890), 
/ \ 2fc+i T 2fc / o\ 
,, = M a ) I B M ( _ £ _ ) i-.-M)<i;(A+f) 
m j.m 
m=0 
Les resultats des propositions 8 et 10 peuvent etre generalises par la fonction caracteristique 
deX(t). 
Proposit ion 12 La fonction caracteristique $x(t) (u) := E [eluX^] de la variable alea-
toire X (t), pour le processus stochastique defini en (18), est donnee par 
*x{t) («) = e A*$x(o) ( M E 3iuiu(i,s,y) eXsds } , 
ou <&x(o) {u) est la fonction caracteristique de X(0). 
Preuve. Par independanee entre X (0) et les variables {Fn}re6pj et { r r a } n e N , 
*x(jt) («) : = E oiuX{0) E 0
iuw(t,r N(t),YN(t)) 
En conditionnant sur N (t), 
E 
+oo 







iV (t) = n 
P [iV (*) = n] 
n 
Or, si N (t) = 0, 
£ [^"('.^(D.^M) I iV (i) = ol = 1 
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tandis que si N (t) = n > 0, 
E K*'
TJV(t),VW(t)) N(t)=n E 0iuw(t,s,Y) 
V 








n = l 
+ 0 0 
N(t)=n , - * ( * * ) " 
n\ 
= e~xt + 
-1-00 , ri 
E 0iuw(t,s,Y) sn~lds \ e , - * ( * * ) ' 








+00 \ n - l "| 
0iuw(t,s,Y) Xs eA ds 
Remarque 13 Sous les conditions E [X2(0)] < +00 et E [w2 (t, s, Y)] < +00, lafonction 
caracteristique $x(t) iu) est de classe C2 et 
*Sw («) ikE u=0 X
k(t) 
pour k = 1,2. Cette ecriture conduit aux memes resultats que ceux des propositions 8 et 
10. 
A present, soit i?(t) l'histoire du processus dans l'intervalle [0, *]. En clair, connaitre #(£) 
revient a connaitre X(u) pour tout u dans l'intervalle [0, t] ainsi que les instants d'arrivee 
Tn des evenements et les valeurs des variables aleatoires K,. 
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Proposition 14 L'esp6rance conditionnelle de X(t + 6) sous la condition H(t) est la sui-
vante : 
E[X(t + 6)\H(t)] = X(0) + w{t + 5,TN{t),Ym)e-
xs 
rs 
+ \e~xs / E[w(t + S,u + t,Y)]e 
Jo 
Preuve. Par une demarche similaire a celle des demonstrations des propositions prece-
dentes, il s'agit d'ecrire que 
+00 
E[X(t + 5)\H(t)] = ^E[X(t + 5)\H(t),N(t + 8)-N(t) = n] 
n=0 
x P [N(t + 8)- N(t) = n] 
= Y, E [X(t + 5)\ H{t),N{t + 8)- N(t) = n] e - A 5 ^ p . 
n=0 
Or, 
E[X(t + S)\ H(t),N(t + 8)- N(t) = 0] = X(0) +w(t + 5,rN{t), YN{t)) . 
Aussi, la connaissance de H(t), a l'exception de la valeur de X(0), est inutile lorsque 
N(t + 8)- N(t) = n > 0. II s'ensuit done que 
E [X{t + 5)| H(t),N(t + 8)- N(t) = n>0] 
= E[X(t + 8)\X(0),N{t + 8)-N(t)=n>0] 
= E [X(0) +w(t + S, TN{t+S),Ym+s)) I X(0),N(t + 5)- N(t) = n > 0] 
= X(0) + E[w{t + 5,rN{t+5),YN{t+5))I X(0),N(t + 8)- N(t) = n > 0] 
ft+S 
= X(0)+ E{w(t + 8,SlY)} — {S-t)
n-lds 




ldu > e 
E[X(t + 5)\H(t)] = {X(0) + w{t + 5,rN{t),YN{t))}e-
X6 • 
+ 0 0 , „$ 
+ ^ | x ( 0 ) + ^ y o E[w{t + 8,u + t,Y)]u
n-i 
= X ( 0 ) + ^ ( i + 5,rJv ( t ) !y iV( t ))e-
A5 
+ T,{^ J^ E[w(t + 6,u + t,Y)}un^du^e-xs{-^f 
= X{0)+w(t + 6,TN(t),YN{t))e-
X5 
+00 , „ _ i „§ 
+\e-X5y^-/ — / E[w(t + 5,u + t,Y)]u
n-ldu 
^i (™ - I)' Jo 
= X(0)+t t ; ( i + 5,rJV(t),yJv ( t ))e-
A5 




par convergence dominee. 
De ce qui precede decoule le corollaire suivant. 
Corollaire 15 Lorsque la fonction de reponse est 
w (t,T,y)=y(t-T)
ke-^yc, t>0, 
et k > —1, I'esperance conditionnelle sous H(t) est la suivante : 
E[X(t + 8)\H(t)} = X(0) + (X(t)-X(0))e-(x+1c)5(l + —^ ) 
V * - TN(t) J 
+XE [Y] 
Particulierement, lorsque k — 0 , 1 , . . . , 
cX + 1 
fc+i 




P r e u v e . D'abord, 
w {t + 5,rN(t),Ym) = (X(t)-X(0))e-
s/c ( l + 
Aussi, pour k > —1, (Gradshteyn et Ryzhik, 2000, p. 343) 
E{w(t + S,u + t,Y)]eAudu -f 
Jo 
E Y {5 - u)k e - (*-«) /
c 
6 Y 
t - TN(t) J 




E{Y\ / {5-u)ke(x+c>du 
Jo 
X^eW^fk + lJu-iy e-iEm(^ 
Particulierement, lorsque k = 0 , 1 , . . . , (Gradshteyn et Ryzhik, 2000, p. 343) 
S 
^ \ / / L m=0 ^ ' ml 
R e m a r q u e 16 Ainsi, pour la fonction de reponse particuliere consideree, il suffit de con-
naitre -^(0), X(t) et Tjv(t) pour evaluer explicitement I'esperance conditionnelle ci-dessus 
et lorsque k — 0, la valeur de Tjy(t) n'est pas requise. En outre, lorsque k = 0, 
E [X{t + 8)\ H(t)} = (x(0) + \E [Y] ( ^ y ) ) ( l - e"(A +^) 5 ) + e - (
A + ^ X ( i ) . 
En supposant que X(0) = 0, 
E[X(t + 5)| H(t)} = XE[Y] (^~[) ( l - e"(A + = )5) + e~(x+°)sX(t). (19) 
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Lorsque S est petit, la probabilite qu'il y ait plus d'un evenement dans l'intervalle (t, t + 5] 
est negligeable. Puisque 
E[X(t + 5)\H(t),N{t + 8)-N(t) = l] = E[X{t + 8)\X(0),N(t + 8)-N{t) = l] 
= X(0) + \ I E[w(t + 5,u + t,Y))du, 
o Jo 
l'esperance conditionnelle sous H(t) peut Stre ecrite comme suit : 
E[X(t + 8)\H(t)] 2* {X(0) + w(t + 5,rm,Ym)}e 
f5 
-A5 
X(0) + i f E[w{t + 5,u + t,Y)] du\ e-xsX5 
= e~xs {X(0)(l + \5) + w(t + 8,TN{t),Ym) 
+X E[w(t + 8,u + t, Y)] du \ . 
Particulierement, pour la fonction de reponse definie en (1) lorsque k — 0, 
E[X{t + S)\H{t)] = E[X{t + S)\X(t)\ 
~ e-xs {X(0) (1 + XS) + w (t + S,rN{t),YN{t)) 
+X E[w(t + 8,u + t,Y)]du\, 
c'est-a-dire que 
E[X(t + 5)\X(t)} 
~ e~xs lx(0) (1 + X5) + (X(t) - X(0)) e~5lc + XE [Y] e~5/c f eu/cdu\ 
= e-X5 ix(0) (1 + X5) + (X(t) - X(0)) e~&lc + XcE [Y] (l - e~5'c\ \ . 
Encore une fois, en supposant que X(0) = 0, 
E [X(t + 8)\X(t)] ~ e~xs {X{t)e-dlc + XcE [Y\ (l - e"*/c) } . (20) 
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Les equations (19) et (20), avec 5=1, seront utilisees dans la prochaine section pour 
prevoir le debit du fleuve Delaware le lendemain de l'observation la plus recente de ce 
debit. 
2.2 P r e v i s i o n d u deb i t d u fleuve D e l a w a r e 
De la formule (19) et avec 6—1, 
E\X(t + 1)| H(t)} = \E [Y] ( ^ Y ) ( l - e - ( A + ^) ) + e<x+^X{t). 
Avec les estimations ponctuelles c = 9,59, ju = 1,86 x 10~4 et A = 0,1458 (se referer a la 
section 1.2.1), la moyenne des valeurs absolues des erreurs d'estimation est environ egale 
a 752. La prevision du debit le lendemain de l'observation la plus recente est meilleure 
que celle basee sur le modele de la section 1.2.1, 67 fois sur 101. En prenant la moyenne 
des previsions fournies par ces deux modeles comme estimateur du debit du lendemain, 
la moyenne des valeurs absolues des erreurs de prevision se trouve reduite a 686, ce qui 
ameliore d'autant les resultats. 
A present, base sur le modele approximatif (20) avec 6 = 1, 
E [X(t + l)\X(t)] ~ e-A lx{t)e-x'c + — ( l - e " 1 ^ ) | . 
II apparait done que les previsions obtenues a partir de cette formule sont celles obtenues 
dans la section 1.2.1 mais multipliees par un facteur e~A ~ e~
0 , 1 4 5 8 , e'est-a-dire un facteur 
de 0,8643. De cet estimateur, la moyenne des valeurs absolues des erreurs de prevision 
est d'environ 771, tandis que la prevision du debit du lendemain est meilleure que celle 
obtenue en 1.2.1, 66 fois sur 101. 
En prenant la moyenne des previsions fournies par les trois modeles consideres avec k = 0, 
la moyenne des valeurs absolues des erreurs de prevision est reduite a 669. 
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CONCLUSION 
Dans le premier chapitre, un processus de Poisson filtre a ete introduit pour modeliser le 
debit d'un fleuve ou d'une riviere. Une application au fleuve Delaware a permis de tirer 
les conclusions suivantes. Bien que la fonction de reponse 
w(t,rn,Yn) = Yne-^-
T^c 
soit simple, elle ne temoigne pas fidelement de la realite. II semble done plus approprie 
d'utiliser une fonction de reponse du type 
w (t, rn, Yn) = Yn(t - rn)
ke-^r-»c, 
ou k est une constante positive ou egale a zero. Dans le cas du fleuve Delaware, il est apparu 
que 1/2 pour valeur de k donnait un meilleur ajustement du modele. Lorsqu'il s'est agi de 
predire le debit du fleuve une jour nee apres la derniere observation de ce mgme debit, il est 
vite apparu qu'a toute fin pratique seul le modele de base, pour lequel k = 0, conduisait 
a des formules utilisables. En fait, cela provient des releves hydrographiques eux-memes 
ou seuls les debits sont enregistres et non pas les donnees relatives aux evenements de 
precipitations, e'est-a-dire les variables r n et Yn. Pourtant, s'il etait possible de connaitre 
exactement ces variables plut6t que d'avoir a les estimer, il est fort probable que le modele 
propose conduirait a de bonnes estimations. Neanmoins, des modeles emcaces pour des 
previsions a court terme existent, par exemple celui de la regression lineaire. II serait 
interessant de comparer ces modeles a celui etudie dans ce chapitre. 
En ce qui concerne le parametre k, il faudrait determiner un moyen de l'estimer. Si la 
valeur de k est grande, arrondir a l'entier le plus proche ne devrait pas resulter en une 
perte de precision du modele ou d'efficacite pour les previsions. L'esperance conditionnelle 
E [X(t + 1)| A(t)} devient alors une formule exacte. Toutefois, pour de faibles valeurs de 
k, il devient imperatif d'evaluer le parametre le plus precisement possible. 
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Pour sa part, le modele introduit au chapitre 2, derive du processus de Poisson filtre, 
peut servir de modele approximatif ou de modele exact selon la situation. L'estimateur 
du debit du lendemain de Pobservation la plus recente a ete grandement ameliore. Pour 
des raisons de simplicite, seul le cas avec k = 0 et X(0) = 0 a ete utilise a cette fin 
puisque celui-ci utilise directement la valeur X(t). Dans le cas contraire, lorsque k > 0, 
tout comme dans le premier chapitre, l'estimateur requiert la connaissance des instants 
d'arrivee des evenements ainsi que l'amplitude des signaux qui leur sont associes. Aussi, 
le debit d'un fleuve ne descend jamais sous un certain seuil. Ce dernier pourrait etre la 
valeur X(0) du modele general. Pour revenir au cas cite, il suffit de defmir le processus 
X*{t)=X{t)-X{0). 
Finalement, un modele qui serait en quelque sorte un amalgame des precedents serait celui 
qui ne tiendrait en compte que les evenements s'etant produits au plus s unites de temps 
avant l'instant t. II s'agirait en clair du processus de Poisson filtre defini par 
JV(t) 
Z{t) = J2w(t,rn,Yn)g(t,rn) {Z{t)=0 si N(t)=0), 
ou g(t,rn) est une fonction indicatrice telle que 





Une version discrete du processus 
d'Ornstein-Uhlenbeck 
INTRODUCTION 
Soit X(t) une chaine de Markov pour laquelle les emplacements ont lieu a toutes les At 
unites de temps. Lorsque le processus est dans l'etat x, il se deplace de Ax avec une 
probability de 9 (x) et de —Ax avec une probabilite de <f>(x). II demeure a la position 
x avec une probabilite de 1 — 6 (x) — <j> (x). En definissant la moyenne et la variance 
infinitesimales par les equations suivantes : 
v ; Ai^o At 
et 
, , ,. Var[{X(t + At)-X{t)}\X(t) = x] 
a(x)= lim r , v ' At^o At 
et en posant que (Ax)2 = A At, ou A est une constante telle que a (x) < A pour tout x, si 
9 (x) = ~ (a (x) + /3 (x) Ax) et </> (x) = — (a (x) - p (x) A x ) , 
alors la chaine de Markov converge, lorsque Ax et At tendent vers zero, vers un processus 
de diffusion dont les parametres infinitesimaux sont j3 (x) et a (x) (Cox et Miller, 1965, p. 
213-15). 
Le processus d'Ornstein-Uhlenbeck est un processus de diffusion tel que (3 (x) = —ex, 
ou c > 0, et a (x) = 1, e'est-a-dire qu'un tel processus X(t) est defini par Pequation 
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differentielle stochastique suivante : 
dX (t) = -cX(t)dt + dW{t) 
ou W(t) est un mouvement brownien standard. II s'ensuit, en choisissant 2 pour valeur de 
A, que 
9 (x) = - (1 - cxAx) et <f> (x) = - (1 + cxAx) 
de sorte que 1 — 9 (x) — <f> (x) = 1/2. En outre, lorsque c = 1, la probabilite que le processus 
d'Ornstein-Uhlenbeck dont le point de depart XQ est situe dans l'intervalle (—b, a) atteigne 
la frontiere a avant la frontiere —b est donnee par (Cox et Miller, 1965, p. 234) 
r°ex2dx 
TT+(X0) = 7a &x2dx (21) 
A present, soit la chaine de Markov {Xn,n = 0,1,...} dont l'espace des etats est l'en-
semble { 0 , 1 , 2 , . . . , iV} et dont le point de depart XQ = i est l'un des points de l'ensemble 
{ 1 , 2 , . . . , J V - 1 } . Sont definis 
Pi,i+i = | (1 - ci), piti-i = - (1 + ci) et pi,; = - , (22) 
les probabilites que la chaine de Markov passe de l'etat i a l'etat i +1 et de l'etat i a l'etat 
i — 1 respectivement, tandis que pi^ est la probabilite que le processus demeure dans l'etat 
i. La notation utilisee est equivalente a la precedente dans ce sens que p%,i+i pourait etre 
represents par 9i et Piti-i par ^ . Ann de satisfaire a la condition selon laquelle pij € [0,1] 




II s'agit en clair d'une discretisation du processus d'Ornstein-Uhlenbeck. 
Differentes versions discretes du processus d'Ornstein-Uhlenbeck ont ete etudiees par di-
vers auteurs. Particulierement, Larralde (2004 a,b) a etudie le processus a temps discret 
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{Xn, n = 0 ,1 , . . . } pour lequel 
Xn+1 = 1Xn + Yn+1 (XQ = x0), (23) 
ou les variables Yn+i sont independantes, identiquement distributes et de moyenne zero. 
L'auteur a calcule la probability que le processus {Xn,n = 0 , 1 , . . . } , dont le point de depart 
est XQ = 0, atteigne la partie negative de l'axe pour la premiere fois a la n e transition. Une 
expression exacte fut obtenue dans le cas ou la distribution des variables Yn est donnee par 
pour j / e i e t n e N \ {0}. 
D'autres auteurs, parmi lesquels se trouvent Renshaw (1997), Anishchenko et al. (2002), 
Bourlioux et al. (2002), Sprott (2003), Kontoyiannis et Meyn (2005) ainsi que Milstein et 
al. (2007), ont aussi introduit des versions discretes du processus d'Ornstein-Uhlenbeck. 
Dans plusieurs cas, les variables Yn suivent une loi normale iV(0,er
2). 
Le probleme considere dans cette these correspond au probleme introduit par Larralde 
(2004 a,b) (se referer a l'equation (23)) avec 7 = 1 et 
— 1 avec une probabilite pxn,xn-.n 
Yn+i = \ 0 avec une probabilite 1/2, 
1 avec une probabilite pxn,xn+1 
ou Xn £ { 1 , 2 , . . . , N — 1}. Dans le prochain chapitre, une expression pour l'endroit de 
premier passage sera obtenue, c'est-a-dire qu'une expression pour 
Pi:=P[XT = N\X0 = i], (24) 
ou 
r := inf {n > 0 : Xn = 0 ou N} 
43 
et i € {1,2, . . . , N — 1} sera donnee. A la section 3.2, le probleme sera generalise par 
l'etude d'une chaine de Markov asymetrique {Xn,n G N} dont l'espace des etats est l'en-
semble S := {—M,..., 0 , . . . , N} et dont les probabilites de transition varieront selon que 
le processus sera dans la partie positive ou negative de l'axe. 
Finalement, soit 
Di := E [T\ XO = i] 
le nombre moyen de transitions requises pour que Xn atteigne l'une ou l'autre des frontieres 
0 ou N, etant donne que Xo = i. Une expression pour cette valeur sera donnee au chapitre 
4. 
44 
C H A P I T R E 3 
ENDROIT DE P R E M I E R PASSAGE 
3.1 La chalne d e M a r k o v in i t ia le 
En ayant defini pi comme etant la probability que Xn atteigne la frontiere N avant 0, etant 
donne que XQ = i, pi satisfait a l'equation aux differences lineaire suivante : 
Pi 
[1-ci) (1 + ci) 1 
Pi+l + 1 Pi-l + 7,Pi 
pour i = 1 , . . . , iV — 1, sous les conditions aux frontieres 
pQ = 0 et pN = 1. 
Cette meme equation peut etre reecrite comme suit : 
Pi = 
(1 - ci) (1 + ci) 
o Pi+i + n Pi-i (25) 
et en posant x — i — 1 et y{x) = p%-i, l'equation (25) devient 
1 - c{x + 1) 
y(x + 2) - y(x + 1) + 
1 + c(x + 1) 
y(x) = 0 
pour x € H := { 0 , . . . , AT — 2} sous les conditions aux frontieres y(0) = 0 et y(N) = 
1. L'equation precedente est une equation aux differences hypergeometrique, sa solution 
s'exprimant en fonction de series hypergeometriques (Abramowitz et Stegun, 1965, p. 556) : 
+O0 
F[a,p,-r,z} = J2 
n=0 (7)„ W! ' 
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ou z est une variable complexe et ou 
, ( 0 ) n : = 0 ( 0 + l ) - . . . - ( 0 + n - l ) et (0)o = 1 
est le symbole de Pochhammer. Sous sa forme normale, une equation aux differences 
lineaire hypergeometrique s'ecrit : 
(x + /?! + f32 + 2) y(x + 2) - [ ( ^ + p2) (x + 1) + ftpa + /92Pi] I/(a: + 1) + PiPiM*) = 0, 
oii x' = x + /33 (et en laissant tomber le prime). Dans le present probleme (se referer a 
Batchelder, 1967, p. 68-69), 
p1 = l, p2 = - l , /?i = - l /32 = - l - - e t / 3 3 = l + -
et ainsi 
(x - a) y (x + 2) + ay (x + 1) - xy (x) = 0, (26) 
avec 
2 
a := - , 
c 
est l'equation devant etre resolue. En clair, l'equation (26) a ete obtenue en faisant subir 
une translation au repere de telle sorte que x 6 H + /33. La forme normale est celle utilisee 
pour la suite. Cette equation homogene admet pour systeme fondamental de solutions 
(Batchelder, 1967, p. 68-126) : 
l/i (s) = 7i e K 
et 
- a , l , x - a , - . 
La derniere solution est analytique pour tout x € R sauf possiblement pour x = 0, — 1,... 
ou la fonction F (x) possede des poles de premier ordre, cela en vertu de l'enonce suivant 
(Erdelyi et al, 1953, p. 68) : 
1/2 (*) = ( - ! )* r(x) 
T ( x - a ) ' 
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Proposi t ion 17 F [a, (3,7, ZQ] /T (7) est une fonction analytique entire de a, j3, 7 si z$ 
est fixe et tel que \zo\ < 1, puisque la seme hypergeometrique converge alors uniformement 
dans chaque domaine fini de I'espace (complexe) a, [3, 7. 
De fagon equivalente, bien que la fonction F [a , /3 ,7 , ZQ] puisse fitre divergente lorsque 
7 = —m, m e N, (c'est-a-dire lorsque a ou /3 ne sont pas egales a — n, n e N avec n <m), 
F [a, /3,7, ZQ] / r (7) est partout analytique puisque la fonction 1/T (7) possede des zeros de 
premier ordre en ces points. 
Remarque 18 La solution y% (x), bien qu 'analytique pour tout x reel a Vexception possible 




est egal d 1 ou — 1 uniquement lorsque x est egal a 2k ou 2k + 1, avec k entier. Pour 
avoir une fonction a valeurs reelles, il suffira de prendre le facteur (—1)^ a la place de 
(—l)x, oil f (x) = [x] est la fonction partie entiere de x. Une autre fagon d'obtenir une 
fonction a valeurs reelles consisterait a prendre la partie reelle de y<i (x), ce qui equivaudrait 
a remplacer le facteur (—l)x par cos (TTX). 
Pour la chaine de Markov avec frontieres en 0 et en N, puisque x = i + 1 4- 1/c, x > N. 
En effet, la condition selon laquelle c < 1/ (N — 1) entrame que 
x = i + l + ->i + l + N-l = i + N. 
c 
De meme, 
x - a = i + l - - < i + l-(N-l)=i + 2-N. 
Done, si I'espace des etats est { 0 , 1 , . . . , N}, 
x — a < 2. 
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La solution 2/2(2;), evaluee au point 1 + a/2, c'est-a-dire en i — 0, s'exprime de la fagon 
suivante (Abramowitz et Stegun, 1965, p. 557) : 
T(a /2) 
U2[ ^2) l j 2 V r ( 1 / 2 - a / 2 ) 
II en resulte que 
2/2 K) = 0 
(27) 
(28) 
lorsque c = 2/ [2 (iV + n) — 1], n € N. II s'agit d'un cas limite lorsque c = 1/(N + n), 
n 6 N. Ce dernier cas est d'analyse plus delicate pour des raisons qui seront ulterieurement 
exposees. Pour toutes les autres valeurs de c, la proposition suivante est maintenant 
demontree. 
Proposit ion 19 La solution generate de (26), sous les conditions y (1 + a/2) = 0 et 
y (N + 1 + a/2) = 1, lorsque c =£ 1/(N + n), n € N ; s'ecrit comme suit (oil pi = 
y(i + l + 1/c); : 
2/(z) = 7 i + 7 2 ( - l ) [ 
r(ar) 
T (x — a) 




(-!)[!] a ,_ T(a /2 ) 
2 ̂ r ( 1 / 2 - a / 2 ) 
r ( A r + l + a/2) 
; r (N + 1 - a/2) 
-a,l ,JV + l 
a 1 
2 ' 2 
rai a ,_ r ( a / 2 ) 
Tx = Ta ( - l ) t ^ a ^ r (1/2 - a/2) • 
Particulierement, lorsque c = 2 / [2(iV + j ) — 1], Zes constantes ry1 et 72 deviennent 
N T{N + l-a/2) 
7 l = 0 ei 7 2 = ( -1) 
r (iV + 1 + a/2) F [-a, 1, iV + 1 - §, ±] ' 
- 1 
Exemple 20 Soit la chaine de Markov pour laquelle N = 4 et c — 3/11. 4̂ I'espace des 
etats {0 ,1 ,2 ,3 ,4} correspond, dans le repere translate, les points {"y, y"'T> T ' T ) - ^ a 
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solution, exprimee dans le repere translate, est donnee par 
y ( * ) = 7i + 72 ( - ! ) ' % ^ l ^ 
22 22 1 




r (26/3) 22 4 1 
T ' ' 3 ' 2 3 V r (-19/6) J 
- i 
ii ,~r(ii/3) 
7i = --^-l2Vn-, 
II en ressort que 
Po = V 
14 
r(-19/6)' 
°' Pi = y{1}) = ii> 
P2 = y 
20 55 23 \ 87 
1364' P3 = y{Y) = ^ etp^ = y [ Y ] - h 
26 
Definition 21 (Batchelder, 1967, p. 121) Une equation aux differences lineaire et a coef-
ficients rationnels est dite reductible si elle a une solution commune avec une equation du 
mime type d'ordre inferieur. 
Dans le cas present, Pequation aux differences hypergeometrique est reductible lorsqu'elle 
possede une solution qui satisfait a Pequation aux differences d'une fonction gamma, soit 
Pequation lineaire 
z (x + 1) — r (x) y (x) = 0, 
ou r (x) est une fonction rationnelle. 
En construisant la forme normale, les constantes P1 = —1 et /32 = —1 — 2/c ont ete 
introduites. 
Theoreme 22 (Batchelder, 1967, p. 123) Une condition necessaire et suffisante pour que 
la forme normale soit une equation reductible est que, ou bien 01 soit un entier, ou bien /32 
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soit un entier. Si /3X et fi2
 sont tous les deux des entiers positifs (incluant zero) ou negatifs, 
alors I 'equation est complement reductible. 
Ainsi, l'equation consideree est au moms reductible puisque / ^ 
merit reductible lorsque 
2 
-1 . Elle est complete-
2(iV+7i)-l> n e N ' 
ou N inclut zero. En efFet, 
entraine que 
j32 = - l - - = -k, fceN\{0} 
2 1 
= c< fc-1 N-l 
II faut done que k > 2N. Ainsi, 
2N -V 2N' 2N + 1' 2N + 2'' 
Or, sous cette condition de reductibility, 2/2 {x) devient, avec a = m > 2N — 1 (Abramowitz 
et Stegun, 1965, p. 561) : 
2/2 [x) = 
[s] r (g ) 
1 ; T(x-m) 
— 771, 1,X — 771, — 
' ' '2 
( - 1 ) W E^ri (^ 
n = 0 J = 0 
= M)W|;{^k(x-n. + n)m_„} 
n=0 
( - l )W Pm (x) 
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ou 
1 m I / \ m—n 
n=0 ^ j=0 
n=0 
(-™)n (x - m + n ) m _ n 
est un polyndme de degre m en. x. Le polynome Pm (x) peut etre reexprime de la fagon 
suivante : 
m! /-1\™ - J (-2)" A 
^ / n=0 ^ j=0 
( i \ m "i T ) E(-»)' 
' r,— 0 
m! / — 1 s 
3=0 




x(k) = x (x — 1) • • • {x — k + 1), pour un certain k entier naturel, etant le polynome factoriel. 
La solution reduite precedente satisfait a l'equation generale 
(x - m) y (x + 2) + my (x + 1) - xy (x) = 0 , m G N. (31) 
Les deux exemples qui suivent en sont la verification lorsque m = 1 et lorsque m = 2. 
Exemple 23 Si m = 1, 
» « - <-1»wfl^i) f - 1 , 1 , x - 1, -




{ x - 2 x ( x - 1)} 
-!}• 
Cette Equation de degre un satisfait bien a l'equation aux differences quel que soit x. Par-
ticulierement, yi (1) = y% (2) = 1/2. 
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Exemple 24 Si m = 2, 
1 
»<*> " < - 1 > H f ^ F 2 , l , x - 2 , 2 
n=0 (̂  j=0 
= (_l)W ja;2-4x + ^ 
ce gui esi tm polyndme de degre deux. Si x = 1,2 o« 3, j/2 (x) = — 1- Lorsqu'introduite 
dans I 'equation (31) avec m = 2, cette solution conduit a la valeur zero, quel que soit x. 
Particularement, la forme reduite de yi (x) satisfait a Pequation (26) relative a la chaine 
de Markov lorsque c = 2/ [2 (N + n) — 1], n £ N (second cas reductible). 
Exemple 25 Lorsque N = 2 e £ c = § , x e { § , | , § } et la solution 2/2 (#) s'ecrit : 
V2 (x) = (-l)W (x 3 - f x2 + 17x - f ) . 
,4 wee 7 2 = §, 
y(x) = ^ ( - l ) W ( x 3 - f x 2 + 1 7 x - f ) . 
£Jn resolvant le systeme d'equations lineaires, il s'en suit que p\ = | . Cette valeur corres-
pond Men a y ( | ) . 
Exemple 26 Lorsque N = 4 et c— j , m = 7 et alors 
V2(x) = {-^-
x I 4x7 - 126x6 + 1624x5 - 11025x4 + 42196x3 - 89964x2 + 97296x —-
e'est-a-dire que pour I 'ensemble des points { § > ^ > T ' ¥ ' T } e^ avec ^es conditions aux 
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frontieres y ( | ) = 0 et y(M-) = 1, 
y(x) = —i—(_i)W yv ; 37485^ ; 
Ainsi, 
x ( 4xr - 126x6 + 1624x5 - 11025a;4 + 42196x3 - 89964a;2 + 97296a; 
Po.= » l f ) = 0 , P i = y ( y ) = ^ , 
80325 
Les valeurs obtenues a partir de la solution sont bien celles obtenues en resolvant un syst&me 
d'equations lineaires defini a partir de I'equation (25). 
Si la forme reduite de 2/2 0*0 est satisfaisante pour le second cas reductible, elle ne conduit 
pas aux bons resultats lorsqu'il s'agit de la chaine de Markov avec c = l/(iV + ri), n 6 N, 
a savoir, le premier cas de reductibilite. L'exemple suivant le confirme. 
E x e m p l e 27 Si I'espace des etats de la chaine de Markov est {0,1,2,3} et c'= 1/3, alors 
x € {4,5,6,7} et m = 6. La solution yi,[x) s'ecrit alors 
y2 (X) = (_!)[-] | X 6 _ 2Ax5 + £^4 _ m0x3 + 2QUx2 _ 3 3 ^ + ~ j . 
Cette equation satisfait bien, pour tout x, a I'equation (31) avec m = 6. Cependant, pour 
x 6 {1,2 ,3 ,4 ,5 ,6 ,7}, J/2 (a;) = ~45/4 , ce qui ne peut conduire aux bonnes valeurs des 
probabilites. En effet, en resolvant directement I'equation (25), p\ = 1/13 et pi = 3/13, 
lesquelles probabilites sont differentes. 
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Lemme 28 Soit n un entier plus grand ou egal a zero et 9 un nombre riel different de 
zero. Alors, avec la convention selon laquelle J2$Lo f W = 0> 
tf=0 I ' 7=0 I i?=0 I ' 7=0 
Preuve. L'equation est vraie si n = 0. Pour n € N \ {0}, il suffit de voir que 
•& 
n ( " - 7 ) = (-l)*n(l-n)„ 
7=0 
et d'ecrire que 
E 5rn(-7) = E{^ni—r) 
#=0 ^ ' 7=0 J 0=0 ^ ' 7=0 
= E £r(-l)«n(l-n)J 
•tf=0 I ' ) 
= nF[l-n,0,l3,-9} 
pour un certain /? convenablement choisi. Or, (Abramowitz et Stegun, 1965, p. 559) 
nF [1 - n, /3, /3,0] = (1 + 0)™"1 n F {(3 + n - 1,0, (3, -9} = (1 + 0 ) n _ 1 n. 
Remarque 29 La somme precedents s 'identifie directement avec le developpement du bi-
ndme puisque pour i? < n — 1, 
( l - n ) t f = .(-1) ( n - l - t ? ) ! 
et done 
0=0 k ' ) 19=0 v 
Proposi t ion 30 Lorsque a — m est un entier naturel, la solution yi (k) = (—l)m 
si k = 1,2, ...,m + 1. 
Preuve. Le polynSme Pm (x) s'ecrit comme suit : 
= n(«-fl+t?kii(-fl+-+t^i("-»)+t^-
m y-|- /__ ,x t (—lj m! /__ ^ i (—1) ml 
_ 2™ ~0T = n^-j)-^iK»-j)+-+^=r-ii^-i)+ 






mH(x-j)-m2m-lH(x-j) + ... + (-l/ 
i = i i = i 
A present, ai k = 1,2,... ,m+ 1, par le lemme precedent 







Corollaire 31 Lepolynome Pm (x) possede exactementm ziros dans I'intervalle ( l , m + 1). 
Preuve. Cela decoule directement de la proposition precedente ainsi que du theoreme des 
valeurs intermediaries. • 
Ainsi, pour le premier cas de reductibilite, c'est-a-dire lorsque c = 1/ (N + n), n € N, le 
polyn6me Pm (x) ne peut conduire aux bonnes valeurs des probabilities. En effet, x = 
i + (N + n), i € { 0 , 1 , . . . , N}, est un entier et la solution yi (x), restreinte a ces points, est 
constante. Dans la theorie generale des equations aux differences, une equation du second 
ordre et non homogene s'ecrit de la fagon suivante : 
z(x + 2)+p(x)z(x + l) + q{x)z(x) =r(x). (32) 
Le theoreme d'existence et d'unicite s'enonce ainsi (Brand, 1966, p. 361) : 
Theoreme 32 Si les fonctions p(x), q(x) et r(x) sont definies sur I'ensemble 
S = {a,a + l,a + 2,...}, 
alors il existe une solution unique z(x) sur S sous les conditions z{a) = ZQ et z(a + l) = z\. 
En ecrivant l'equation (26) sous la forme (32), il ressort que 
P(x) = 7 ^ et q(x) = r, a = -. (33) 
(x - a) (x — a) c 
Ces deux fonctions ont done une singularite en x = a. Or, x — a — 0 si, et seulement si, 
i + 1 — 1/c = 0, ce qui ne peut se produire que lorsque c = 1/ (N + n),n 6 N, cela au point 
i = N + n - l . 
Remarque 33 Pour le second cas de reductibilite, lorsque c = 2 / [2 (N + n) — 1], n € N, 
x = % + (N + n) + 1/2 n'est un entier pour aucun i. La fonction y<i (x) ne prend done pas 
toujours la meme valeur pour ces valeurs de x. 
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Ainsi la solution generate y (x) ne peut etre utilisee directement pour obtenir la valeur p, 
lorsque c — 1/ (N + n), n 6 N. Cependant, puisque 3/2(2:) est une fonction continue de c, il 
suffit de prendre la limite lorsque c tend vers cette valeur pour obtenir la valeur recherchee. 
II est ici preferable de travailler directement dans le repere non translate. 
Remarque 34 La fonction valeur entiere f(x) — [x] posse* de une limite en XQ si, et 
seulement si, XQ n'est pas un entier. Pour obtenir la limite de y-2,{x) lorsque c tend vers 
1/ (N + n), n € N, il est necessaire d'evaluer prealablement le facteur (— l ) J + 1 + u J au point 
c. 
Exemple 35 (Premier cas reductible) En reprenant I'exemple 27 oil N itait egal a 3 
et c a 1/3, et en exprimant la solution dans le repere de depart, 
,. f / ,sir(z + i + i /c)„ 
w-^r- + ̂ ' - i y r ( < + i - i / c i
f 
2
 1 • , 1 1 ' 




V5FT(l/c) , r (4 + l/c) 
F 
cT ( 1 / 2 - 1 / c ) r ( 4 - l / c ) 
V^T( l / c ) 
-2 1 4 _ I I 
c c 2 
7 1 7 2 c T ( 1 / 2 - 1 / c ) 
Maintenant, p\ = 1/13 et j>2 = 3/13 comme il se doit. 
7i ,72 e K . 
- l 
Dans la prochaine section, l'espace des etats de la chaine de Markov est prolonge a l'en-
semble {—M,..., 0 , . . . , N}. Le cas asymetrique y est analyse. 
3.2 Endro i t d e p r e m i e r p a s s a g e p o u r la cha ine d e M a r k o v a s y m e t r i q u e 
Le probleme jusqu'a maintenant considere est ici generalise par une chaine de Markov 
{Xn,n £ N} dont l'espace des etats est l'ensemble 
S:={-M,...,0,...,N} 
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et pour lequel M € N \ {0}. Sont aussi dermis 
1 
Po,i = Po, Po,-i = <Zo et p0;o = ^ 
de telle sorte que po, qo G (0,1) et po + qo = 1/2. A l'instar de la section precedente, et 
lorsque i e {—M + 1 , . . . , — 1} est negatif, sont definis 
P;,;+i = - (1 - d i ) , Pi,i-i = J (! + di) e t Pi,i = 2 
les probabilites que la chaine de Markov passe de Petat i a l'etat i +1 et de l'etat i a l'6tat 
i — 1 respectivement, tandis que p,,, est la probabilite que le processus demeure dans l'etat 
i. Aussi, afin de satisfaire a la condition selon laquelle Pij E [0,1] Vz, j , d est un parametre 
positif qui doit etre tel que 
d < 1T7—7-M - 1 
Soit 
T := inf {n > 0 : Xn = -M ou N) , 
l'instant de premier passage aux frontieres. L'objectif vise maintenant a obtenir une ex-
pression pour la probabilite que ce premier passage aux frontieres se fasse a la frontiere N, 
a savoir 
7n:=P[XT = N\X0 = i} (34) 
pour un certain i G S := {—M + 1 , . . . , 0 , . . . , N — 1}. De toute evidence, 
7TjV = 1 et TT-M — 0. 
En denotant pi defini en (24) par PAT(Z) et en definissant pour i £ { — M + 1,. . .,— 1} 
pM(i):=P[Xtr = -M\XQ = i], 
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ou 
a := inf {n > 0 : Xn = -M ou 0} , 
l'expression de p&rW, sous les contraintes 
PM{-M) = 1 et pM(0) = 0, 
est donnee par la proposition 19, cela en remplagant c par d et N par —M, et les remarques 
relatives a cette proposition demeurent valables. En utilisant les memes notations que dans 
la section precedente, 
x = i + 1 + - > -M + 1 + M - 1 = 0. 
a 
A present, soit les evenements 
Ei : le processus atteint N avant —Ma partir de i £ S; 
Fi : le processus atteint N avant 0 a partir de i > 0; 
Gi : le processus atteint — M avant 0 a partir de i < 0. 
Pour les calculs qui suivent, il est preferable de travailler directement sur 1'ensemble S. 
Aussi, 
Si i est un entier positif, alors, en conditionnant sur l'evenement Fi, il resulte que 
m = PiEinFij + PiEiDFn 
= P[Ei\Fi]P[Fi] + P[Ei\FZ]P{FZ] 
= PN(i) + P[Ei\F?][l-pN(i)]. 
Or, 
P [Ei | F?} = l-P [Ei | Ff] + ixm + 7r_igo. 
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Ainsi, 
TTi = PN {i) +2[l-pN (i)] [TTIPO + 7r-igo] • (35) 
De fagon similaire, lorsque i est un entier negatif, en conditionnant sur l'evenement Gj, 
m = P[EinGi]+P[EinGf\ 
= p[EinG?\ 
= P[Ei\G?\P[G?\ 
= 2pM{i) [TTIPO + 7r-igo] • (36) 
Remplacer i par 1 dans l'equation (35) et i par —1 dans l'equation (36) conduit au systeme 
d'equations lineaires pour 7Ti et 7r_i : 
71" 1 = PiV (1) + 2 [1 - PAT (1)] [TTlPO + 7T-l9o] 
7T-1 = 2 p M ( - l ) [7riPo + 7T_ig0]-
La proposition suivante est maintenant demontree. 
Proposit ion 36 La probability m definie en (34) est donnee, lorsque i > 0, par (35) et 
par (36), lorsque i < 0, avec 
PN (1) [1 ~ qoPM (-1)] 
1 - 2qoPM{-l) - 2p0 [1 - pN (1)] 
et 
= 2p0pM{-l)PN(l) 
7r~1 1 - 2g 0PM(-l) - 2po [1 - PN (1)]' 
Remarque 37 i) Lorsque Po = 9o = 1/4, Zes expressions de TT\ et 7T_i se reduisent a 
pN(l)[2-pM(-l)] . PM(-1)PN(1) 
•rr-, g r •7T" i — 
1 - P M ( - 1 ) + P J V ( 1 ) ~ 1 - P M ( - 1 ) + P i v ( l ) ' 
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En outre, si la chaine de Markov est symetrique, c'est-d-dire si M = N et c = d, alors, 
par symetrie, PM (—1) = PN (1) et done 
iri = pN (1) [2 - pN (1)] et 7T_! = pN (1). 
ii) De toute evidence, la probability 
Vi:=P[XT = -M\XQ = i} 
est donnee par 1 — 7Tj, i € {—M + 1 , . . . , 0 , . . . , N — 1}. 
Au chapitre 4, l'esperance du temps necessaire, e'est-a-dire le nombre de transitions re-
quises, pour que la chaine de Markov atteigne l'une ou l'autre des frontieres 0 ou N, partant 
du point i, est calculee. 
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CHAPITRE 4 
MOYENNE DU TEMPS DE PREMIER PASSAGE POUR 
LA CHAINE DE MARKOV 
En ayant defini D{ comme etant le nombre moyen de transitions pour que le procesus 
Xn atteigne l'une ou l'autre des frontieres, sachant que XQ = i, cela conduit a resoudre 
l'equation 
1 ( 1 - ^ ) (1 + ci) 
2Vi ^ 4 A + l "t 4 A - l + X' 
laquelle est equivalente a 
^ A + i - A + ^ A - i = - 2 (37) 
pour i = 1,... ,N — 1, sous les conditions aux frontieres 
D 0 = 0 et L>iv = 0. 
En posant £ = i — 1 et y(x) = A _ i , l'equation (37) peut etre reecrite comme suit : 
" - c ( 2
3 : + 1 ) ' ^ + 2 ) - ^ + l ) + '
1 + C ' 2
I + 1 " g W = ^ (38) 
pour a: = 0 , 1 , . . . , iV — 2, sous les conditions aux frontieres y (0) = 0 et y (N) = 0. 
Sous forme normale, l'equation (38) est la suivante : 
{x-a)y{x + 2) + ay (x + 1) - xy (x) = 0, i J e K , (39) 
sous les conditions aux frontieres 
y ( l + ! ) = l , ( t f + l + | ) = 0 (40) 
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et ou la constante 1? = 2a. A l'image des equations differentielles ordinaires, la solution 
d'une equation aux differences inhomogene est la somme de la solution de l'equation ho-
mogene associee et d'une solution particuliere. Or, la solution de l'equation homogene 
associee a ete obtenue au chapitre precedent. II s'agira done, dans ce chapitre, de determi-
ner une solution particuliere yp(x). Ann d'atteindre cet objectif, une methode similaire a 
la methode de la variation de la constante pour les equations differentielles ordinaires est 
ici employee. La contante c est ici reputee etre differente de 1/ (N + n), n e N, la solution 
pour ces valeurs de c etant obtenue, a l'instar du chapitre precedent, en prenant la limite 
sur c. 
Si yi (x) et 2/2 (x) forment un systeme fondamental de solutions pour l'equation homogene 
associee, alors la solution particuliere est donnee par (Brand, 1966, p. 369 ou Batchelder, 
1967, p. 13) 
VP 0 ) = ex (x) yx (x) + c2 (x) j/2 {x), 
ou 
Ac„ (a;) = 
M2n ( s ) ••& 
n = l ,2 
D (x + 1) (a: - a)' 
et ou Min [x) est le cofacteur du deuxieme element dans la ne colonne de D(x + 1), D(x) 
etant le determinant de Casorati. Or, 
D{x + 1) 
1 y 2 ( z + l) 




yi {x + 1) •& 
D (x + 1) [x - a)' 
1 i? 
D{x + l){x-a)' 
(41) 
(42) 
Pour la suite, il faut considerer que 
T(z) 
lim 
T(e + z) 
T(w) e-*oT(e + w)' 
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c'est-a-dire que le quotient des fonctions gamma inclut aussi des cas ou celui-ci n'est pas 
defini. Par exemple, bien que le quotient T ( 0 ) / r (—2) ne soit pas defini, il est possible, en 
regard de la definition precedente, d'ecrire 
r « » = l i mEii±°2 = lim(e_1)(e_2) = 2!. 
T ( - 2 ) 6 - ^ o r ( e - 2 ) e - o 
Cela permet de determiner une correspondance entre le symbole de Pochhammer et les 
fonctions gamma : 
/ • 
1 si n — 0, 
n - l 
W (z + m) si n = l , 2 , . . . 
V. m=0 
r (z + n) 
T(z) • 
Lemme 38 Lorsque c — a ^ O et z ^ 0, 







( : : : ) 1 ) '{ i+^-i)f[». ' .^i} 
Preuve. Le resultat decoule directement de la relation de Gauss pour les fonctions conti-
gues suivante (Abramowitz et Stegun, 1965, p.558) : 
c (1 — z) F [a, b, c, z] — cF [a, b — 1, c, z] + (c — a) zF [a, b, c + 1, z] = 0, 
et de la definition des fonctions hypergeometriques 
„ r , i o,b a(a + l)b(b + 1 ) 9 
F M , C , Z I = I + — Z+ ^ ( c + y 1 . 2 v + - , 
laquelle entraine que F [a, 0, c, z] = 1. 
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Propos i t ion 39 Si IlmM) {c + m — ^) ̂ 0 et z ̂  0, alors 
F[a,l,c + n,z] = 
r (c - a + n) zn 
f r ( c - o ) , , , ^ r , , ^ r ( c - a + m) z
m 1 
A-(z -1 ) n" { ( . - 1 ) F [«, i, * 4 + v " - "• , •", 
m=0 
Preuve. La preuve se fait par recurrence. Le resultat est vrai pour n = 1 en vertu du 
lemme precedent. En supposant que le resultat soit vrai pour n, 
nr i , i , i r ( c + l + n) r ( c + l - a ) ( 2 - I ) " . , 
F [ a , l , c + l + n,.] = r(c +1) r ( C + 1 - a + n) , n ^ M , c + M ] 
^ r(c +1 
( ^ - l ) " " 1 r ( c + l + n) ^ r f c + 1 - a + m) z 
zn r ( c + l - a + n) *-> r l + m) (z-l)r 
T ( c + l + n ) r ( c + l - o ) ( z - l ) w 
T ( c + 1 ) T ( c + l - a + n ) zn 
n - 1 ( z - 1 ) " " 1 T ( c + l + n) ^ r ( c + l - a + m) * i/4 — i ; i ^c -t- x - r 7i; >—^ 
?n Y(r 4 -1 — n. 4- n\ 2—1 zn T(c+l-a + n) *-*> T(c + l + m) (z-l)m' 
m = 0 / \ i 
la derniere egalite suivant du lemme 38. II resulte de cette ecriture, en multipliant et en 
reexprimant les termes, que 
r. r - , i r (c + 1 + n) r (c - a) (* - i )n + 1 „ . 
na,l,c + l + n,z] =
 l
r ( c ) r ( C - a + n + l) ^ ^ ' ^ 
r ( c + l + n) r ( c - a ) ( « - l ) n 
+ 
T (c) r (c - a + n + 1) zn+l 
(z-l)n~1 r(c+l+n) ^ r ( c + l - a + m) E x ^c -|- x — 
*,o , ,. ~ , ,*, n r(c+l+m) (,z-l) 
m=0 ' 
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r ( c + l + n) r ( e - a ) {»- 1)" + 1 
F(c) r ( c - a + n + l) «"+! ^ [ a ' i , C ' ^ 
r (c + 1 + n) r (c - a) (z - l ) n 
+ T(c) T ( c - a + n + l) z n + 1 
( 2 - I ) " - 1 T(c + l + n) y ^ r ( c - a + m) z™"1 
+ 
2 n r ( c + l . - a + n) ^ r ( c + m) ( 2 - 1 ) ™ - 1 
v ' m = l x ' v ' 
r ( c + l + n) r ( c - a ) ( z - i r 1 , , 
r ( c ) r ( c - a + n + l) z»+i r ^ a ' i ' c ' z J 
T ( c + l + n) r ( c - a ) ( z - 1 ) " 
r (c) r (c - a + n +1) «"+i 
( z - 1 ) " r ( c + l + n) A r ( c - f l + m) z m 
^n+i r ( c + 1 _ a + n \ 2_, r ( c + m) (z-l)
m 
v ' m = l v ' v ' 
r(c + 1 + „) r ( . - . ) (^ir
+'F[0|1,c,,| 
r(c ) T ( c - a + n + l) z n + 1 L ' ' ' i 
,{z-l)n r ( c + l + n) Y ^ r ( c - a + m) z m 
2n+i r ( c + 1_ a + n) z_/ r(c + m) o - i )
m ' 
v ' m=0 
Le resulat est done aussi vrai pour n + 1. • 
Remarque 40 Ceiie formule est valable pour tout n = 0 ,1 , 2,... si Von adopte la conven-
tion selon laquelle X]m=o /m — 0. 
De la proposition 39 decoule le corollaire suivant. 
Corollaire 41 Lorsque c — a ^ 0, — 1 et z ^ 0, 
F[a,i,c+M =
 i^Y^;;c: ,:^^"a
x;{i+(z-i)F[a,i,c,,]} r ( c + 2 ) r ( c - a ) ( z - 1 ) r (c) r (c - a + 2) 22 
r ( c + 2 ) r ( c - a + l ) l 
r ( c + l ) r ( c - a + 2 ) i 
( c ) 2 - ( Z - ^ { l + ( ^ l ) ^ [ a , l , c , , ] } ^
 ( C + 1 ) ^ 
+ 
(c — a) 2 z2 ' ( c + 1 — o) 1 z 
Preuve. La preuve est immediate. • 
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A present, pour l'equation consideree dans ce chapitre, le determinant de Casorati s'ecrit 
D{x) = 
1 2/2 (x) 
1 J/2(z + l ) 
= 2/2 (x + 1) - y2 (x) 
= ( i ) H + ' r ( a + l) 
1 J r(x + l - a ) 
_(_i)W r ^ x 
—a, l , x + 1 — a, • 
T (x - a) 
F —a, l , x — a, • 
et, par le lemme 38, 
"M ^ ^ r ^ 
*{ 
(a; + 1 - a) 
r (x - a +1) r (a) 
r (x - a) r (a; + 1) 
-a, l , x — a, + 2 
r [x - a +1) r (a) 
r (cc - a) r (x +1) 
+ l j ' T ( x - a ) 
-a, 1, x — a, 
-1 N+i -a, l , x — a, 
r(x) , r(x) \ +(_1)X+i2_ r(x) 
+ r (x - a) r (x - a) r (x - a) 
- 2 f nN+i r(x) 
~ ( j T ( x - a ) ' 
Le determinant n'est done jamais mil si c ^ 1/ (iV + n), n 6 N. Evalue au point x + 1, le 
determinant de Casorati devient 
D (x + 1) = 2 ( - i y : 
r(x + i) 
r (x + I - a) 
et, de l'equation (42), 
Ac2 (x) = 
( - l ) ' x | T (x + 1 - a) •& 
2 T (x + 1) (x - a) 
x] i? T (x - a) 
( -1) 2 T ( x + l ) ' 
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Remarque 42 Lorsque 
1 *r 1 
x n'est pas un entier et le determinant de Casorati n'est jamais nul sur I'espace des x, 






1 »r -=N + n, 
c 
D (x) est un polynome de degre m = 2(N + n), nul sur Vensemble S = { 1 , 2 , . . . , m} mais 
non nul sur I'ensemble f$\S, c'est-a-dire a droite de la singularite x = m. 
Une somme inverse d'une fonction / (x) est connue toutes les fois que l'une ou l'autre des 
series formelles suivantes converge (Batchelder, 1967, p.6 ou Norlund, 1927, p. 13) : 
+oo +oo 
n=0 n=l 
Or, celles-ci sont generalement divergentes. Elles permettent toutefois de demontrer la 
proposition suivante. 
Proposit ion 43 Soit 
Alors, partout oil 
existe, 
f(x)=rf 
r (x + a) 
¥{x~wr 
,. T(x + e + a) 
hm-— —-
rT(x + a) - . ., n . 
-VxT)+p{F[x + a,l,x + ^r]} 
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ou, de fagon equivalents, 
A-lf(x) = ^_r^_+a) 
n x ) (i-T,)r(z + 0)* 
/3 -a,l,x + /3, 
77-I 
pourvu que n < 1 ou pourvu que f3 — a > 1 sin — 1. Pour la seconde Equation, 77 doit etre 
strictement inferieur a un. 
Preuve. Par les sommes formelles, 
+00 
A-V(x) = -7fX> 
-V 
n=0 
,T(x + a) 
r(x + p) 
nT{x + n + a)T(n + l) 
T(x + n + f3) n! 
F[x + a,l,x + /3,77] 
Par la proposition 17, cette fonction est une fonction analytique entiere lorsque |?7| < 1. 
La serie demeure convergente lorsque 77 = 1 si /3 — a > 1. En outre, par prolongement 
analytique, cette equation est valable pour tout 77 < 1 et peut alors §tre ecrite comme suit 
(Abramowitz et Stegun, 1965, p. 558) : 
f3 — a,l,x + 0, 
77- I 
laquelle fonction est analytique entiere pour tout 77 < 1. • 
Remarque 44 Lorsque r\ < 0, il est preferable de prendre la valeur entiere de x et d'ecrire 
77W plutot que rf de fagon a n'avoir que des valeurs reelles. 
Remarque 45 Dans la theorie generale des equations aux differences lineaires, une equa-
tion homogene du second ordre peut s 'ecrire comme suit : 
z (x + 2) + p (x) z (x + 1) + q (x) z (x) = 0. 
En definissant 
x-l 
Q{x) = Y[q{t), Q(a) = l, 
t=a 
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oil Q (x) est le produit de x — a facteurs q(t), lorsqu'une solution u{x) est connue, une 
seconde solution v (x) peut ttre obtenue de telle sorte que u (x) et v (x) forment un systeme 
fondamental de solutions, cela par I'equation suivante (Brand, 1966, p. 365) : 
v(x) = D (a) u (x) A " 1 ( 
Q(x) 
u (x) u (x + 1) / ' 
oil D (x) est le determinant de Casorati. Dans le present probleme, la solution y\ (x) 
Ji EM. est une solution evidente. Aussi, 
x-l 
- * ) «<*) - n s ^ - 1 ) ^ - / 3 ; 
t=/33 




r (x - a)' 
C\ itant une constante et Q (/33) = 1. Par la proposition precedente, 
v(x) = A-lQ(x) = C2(-l)
[ r(x) 
T(x-a) 
—a, 1, x — a, 
1 
ce qui correspond bien a la solution y2 (x) 
C2 e R , 
A present, en vertu de la proposition 43, si c ^ 1/ (iV + n ) , n G M, 
1 
0 2 w 4 l i j r(x + i) a + 1, l , x + 1, • 
Finalement, 
c2 (x) y2 (x) = 
0 / T x M + i r C a - o ) ^ 
4 l ' r(x + i) 
a + l , l , x + l , -
v ; r (x - a) 
- a , l , x - a , -
i? r (x ) 
4 T (x + 1) 
a + l , l , x + l , -
4x 
-F a + 1,1, x + 1, - - a , l , x - a , -





Remarque 46 Dans cette equation, la seconde fonction hypergiometrique est absolument 
convergente lorsque I'espace des etats est {0 ,1 , . . . , N} puisque x — 1> N — 1 > 0. 
Dans le cas particulier ou a — 2 (N + n) — 1 := m (second cas reductible), x — a n'etant 
pas un entier relatif (Abramowitz et Stegun, 1965, p. 561), 
c2(x)y2{x) = -—F a + 1,1, a; + 1 
1 i-m)n £ 
Le coefficient Aci (x) s'ecrit de la fagon suivante (se referer a l'equation (41)) : 
Aci (x) 
Vi (x + 1) •& 
D(x + l)(x- a) 
- 2F 
T (x + 1 - a) 
—a, l,x + 1 — a, — 
—a, l,x + 1 — a, -
2 l ' T(x + 1) 
1—L-
(x  (x — a) 
1? 
2j ( x - a ) ' 
laquelle expression peut etre reexprimee a l'aide de la fonction gamma comme suit : 
AC1 (x) - -F -a, l ,x + 1 — a. 
1 T (x - a) 
r ( x - o + i) 
(44) 
Les series formelles ne sont que de peu d'utilite, comme cela est generalement le cas, 
lorsqu'il s'agit de calculer la somme inverse de Aci(x). Ann d'obtenir une expression 
pour c\ (x), il est approprie d'utiliser le theoreme fondamental des sommations (se referer 
a Brand, 1966, p. 349). 
Theoreme 47 (fondamental) Si AF(x) = /(x) et a,b> a sont des entiers, alors 
b 
-Iff Nlfi+l J2m = A-vwir = F(b+l) - F(a) 
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Preuve. Par hypothese 
j ; / ( x ) = J](F( I + l)-F(x)). 
x—a x—a 
Soit b = a + n. Alors 
a+n 
J2f(x) = F(a + 1)-F(a) 
x=a 
+ F ( a + 2 ) - F ( a + l) 
+F(a + n + 1) - F ( a + n). 
Dans cette somme, tous les termes s'annulent sauf le second et l'avant-dernier. 
Maintenant, puisque 
x-X 
AX;/(*) = A[F(x)-F(a)] = /(x), 
t=a 
x - l 
A-V(X)=X;/(*). 
t=a 
avec la convention selon laquelle 
et 
a-X 










r x - l 
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d'ou il ressort que 




r - 1 
X 
r - 1 
- ( r - l ) = a r x , 
c'est-a-dire que 
rx -1 
est la difference inverse (ou la sommation) de arx. De ce principe de sommation et de 
l'equation (41), de meme que de la linearite de l'operateur A - 1 , decoule que 









T ( a ; - a + l ) 
r (t - a) 
2J r ( t - a + l ) ' 
ou la serie JZ^Zg / (t) est la somme de x — /33 elements, sous la convention (45) et (46). 
Ainsi, c\ (x) y\ (x) — c\ (x) puisque y\ (x) = 1. II s'agit bien d'une difference, la verification 
etant immediate. 
plutdt que la serie formelle — Yln=o fix + n) 1uh ^ aue mentionne plus haut, diverge 
+oo 
Remarque 48 Une methode de sommation d'une fonction f(x) consiste a considerer, 
generalement, la serie (Norlund, 1927, p. 15) 
/•+oo ^ ^
Fv(x) = / f(x)e~«
xdx - £ / ( * + n)e-^x+n), 
oil a est une certaine constante. Si f{x) est une fonction continue pour x >b et est telle 
que 
lim f(x)e-r>x = 0 
x—>+oo 
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pour tout rj > 0, alors la sirie precedente converge pour tout r\ > 0. Puisque 
AFr,(x) = f(x)e- •r}x 
si Fy]{x) tend uniformement vers une limite lorsque 77 —s- 0; cette limite est la somme inverse 
de f(x). Bien que cette methode soit applicable au cas de Aci (x), cela ne conduit pas a 
une expression plus simple pour c\ (x). 
Des resultats qui precedent, et en prenant 1? = 2a, decoule la solution particuliere suivante : 
Vvix) 2x 
-F a + l,l,x + l, F 
x-l 
—a, l,x — a, 
+ aj> 
t=P3 
-a, l , t + l - a , -
r (t - a) 
T ( i - a + l 
, (47) 
Cette equation, evaluee en 1 + a/2, devient (Abramowitz et Stegun, 1965, p. 557) : 
[ 1 1 a r 
1 
yP ('+?) a + l,l,2+-,- 2'2 0 
1 T ( l - a / 2 ) 
2 (1 + a/2) 
v ^ r (2 + a/2) 
( l + a / 2 ) i r (1/2 + a/2) y ' i r (1 + a/2) j v " T (1/2 - a/2) 
?ra f r (l + a/2) 1 } r ( - a /2 ) 
2 \ T (1/2 + a/2) v ^ J T (1/2 - a /2 ) ' 
II en resulte que 
^( 1 + f )=° 
lorsque c = 2/ [2 (N + n) — 1], n & N. La contante 7X doit done egaler zero par l'equation 
(28). La solution generale de (39), sous les conditions aux frontieres (40), est maintenant 
enoncee sous forme de proposition. 
Proposi t ion 49 Le nombre moyen de transitions Di requises pour que le processus at-
teigne I'une ou Vautre des frontieres est donne par 
Di = y(i + l + -Y 
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ou 
y(z) = 7i + 7 2 ( - i )
N - - ^ - ^ 
1 1 
a, l,x-a, -r (x - a 
la fonction yp (x) Stant definie par (4V> 
yp (1 + a/2) -yp(N + l + a/2) 




7i = -722/2(1 + a/2) - jfr(l + a/2). 
De plus, j/2(l + a/2) es£ donnee par (27). Particulierement, lorsque c — 2/ [2 (AT + n) — 1], 
n e N , 
7i = 0 et 72 = 
-yp (AT + 1 + a/2) 
y2(AT + l + a/2) ' 
Un seul exemple est ici donne. 
E x e m p l e 50 Lorsque N = 4 et c = 3/11, 
r (x - f ) 
22 22 1 




yp (14/3) - yp (26/3) 
2/2(26/3)- 7/2(14/3) 
7i = -722/2 (14/3) - yp (14/3), 
avec 
Vv (14/3) = i^(£M^) n U /0) . 3 l T (25/6) v ^ J 
£0-11/3) 
r ( - i 9 / 6 ) : 
2/2(14/3) 
l i y i r(n/3) 
3 r(-i9/6) ! 
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11 
yp(26/3) = --F 
25 29 11 
3 ' ' 3 ' 2\ 
h' 
22 4 1 
" 1 " ' ' 3 ' 2 
22 ^ F 
i=14/3 
26 
25 29 11 
3 ' ' 3 '2J 
A' 
22 4 1' 
~ y ' 3 ' 2 
<=0 
_22 _ 19 1 
~y '*~y2 
_22 _ 5 1" 
_ y ' * ~ 3 ' 2 
1 
(i - 19/3) 
( t - 5 / 3 ) ' 
» < » / * > - » > 




Dans cette partie fut introduite une chaine de Markov qui est une discretisation du proces-
sus d'Ornstein-Uhlenbeck. D'abord, fut calculee la probabilite que le processus considere, 
et dont l'espace des etats est { 0 , 1 , . . . , N}, atteigne la frontiere N avant 0 alors que le point 
de depart est i € {1, 2 , . . . , N — 1}. Or, en laissant c decroitre vers zero dans Pequation 
(22), il en resulte que 
Pi,i+i = Pi,t-i = 2 e t P^i = 2 p o u r i € i 1 ' 2 ' - - - ' - ^ - 1 } ' 
La chaine de Markov est ainsi une marche aleatoire avec une probabilite pij = 1/2 de 
demeurer dans son etat lors d'une transition. II serait possible de demontrer que la limite 
lorsque c decroit vers zero, c'est-a-dire lorsque a —* +oo, de la solution presentee dans la 
proposition 19, est la formule connue 
Pi = jj pour i = 0 , l , . . . , i V . 
Dans la section 3.2, des expressions pour la probabilite qu'une chaine de Markov asyme-
trique dont l'espace des etats est {—M,..., 0 , . . . , N} atteigne la frontiere N avant —M, 
considerant le point de depart i e {—M + 1,... ,0,... ,N — I}, ont ete obtenues. Ce type 
de chaine pourrait avoir des applications en mathematiques fmancieres. A titre d'exemple, 
il est justifies de croire que la valeur d'une action peut varier differemment selon que son 
cours est haut ou bas. La probabilite que Taction atteigne une certaine valeur avant une 
autre pourrait ainsi §tre determinee. Le point 0 pourrait, dans ce cas, etre la valeur me-
diane de Paction. Ainsi, l'hypothese selon laquelle les probabilites de transition peuvent 
differer selon que Xn > 0 ou Xn < 0 est plausible dans certaines applications. 
Au chapitre 4, l'obtention d'une expression pour le nombre moyen de transitions Di requises 
pour que le processus atteigne l'une ou l'autre des frontieres s'est realisee en resolvant une 
equation aux differences hypergeometrique inhomogene. Bien que la solution de l'equation 
homogene associee ait ete obtenue au chapitre 3, il est apparu que determiner une solution 
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particuliere n'etait pas chose simple. De toute evidence, a l'instar de la section 3.2, le 
meme type de calculs aurait pu etre fait pour le cas d'une chaine de Markov asymetrique 
avec espace des etats {—M,..., 0 , . . . , N}. II est a remarquer que le fait que la chaine 
de Markov ait une probabilite de 1/2 de demeurer dans son etat actuel n'influence pas la 
probabilite d'atteindre la fontiere N avant la fontiere 0. Toutefois, cela accroit le nombre 
moyen de transitions requises pour que le processus atteigne l'une ou l'autre des frontieres. 
Finalement, il serait possible de montrer que la chaine de Markov converge vers un processus 
d'Ornstein-Uhlenbeck. La solution presentee a la proposition 19 devrait ainsi converger 
vers 1'equation (21). En se basant sur les resultats de la section 3.2, cette formule pourrait 




ABRAMOWITZ, M. et STEGUN, I. A. (1965). Handbook of mathematical functions with 
formulas, graphs, and mathematical tables, Dover, New York. 
ANISHCHENKO, V . S., ASTAKHOV, V . , NEIMAN, A. , VADIVASOVA, T . et SCHIMANSKY-
G E I E R , L. (2007). Nonlinear dynamics of chaotic and stochastic systems, 2e ed., Springer, 
Berlin. 
A P P E L L , P . et K A M P E DE F E R I E T , J. (1926). Fonctions hyperg^ometriques et hyperspM-
riques, polyndmes d'Hermite, Gauthier-Villars, Paris. 
BATCHELDER, P . M. (1967). An introduction to linear difference equations, Dover, New-
York. 
BOURLIOUX, A. ( E D . ) , G A N D E R , M.J . (ED. ) et SABIDUSSI, G. ( E D . ) . (2002). Modernme-
thods in scientific computing and applications. Proceedings of the NATO Advanced Study 
Institute and Seminaire de Mathematiques Superieures on Modern Methods in Scientific 
Computing and Applications, Montreal, Quebec, Canada, July 9-20, 2001. NATO Science 
Series II : Mathematics, Physics and Chemistry, Kluwer, Dordrecht. 
B R A N D , L. (1966). Differential and difference equations, John Wiley & Sons, .Inc., New 
York. 
C L A P S , P . , G IORDANO, A. et L A I O , F . (2005). Advances in shot noise modeling of daily 
streamflows, Advances in Water Resources, 28, p. 992-1000. 
Cox, D. R. et MILLER, H. D. (1965). The theory of stochastic processes, Methuen, 
Londres. 
ERDELYI, A., M A G N U S , W., O B E R H E T T I N G E R , F . et T R I C O M I , F . G. (1953). Higher 
transcendental functions (Bateman Manuscript Project), Vol. I, McGraw-Hill, New York. 
79 
GRADSHTEYN, S. et RYZHIK, I. M. (2000). Table of integrals, series, and products, 6e ed. 
Academic Press, San Diego. 
KOCH, R. W. (1985). A stochastic streamflow model based on physical principles, Water 
Resources Research, 21, p. 545-553. 
KONECNY, F . (1992). On the shot noise streamflow model and its applications, Stochastic 
Hydrology and Hydraulics, 6, p. 289-303. 
KONTOYIANNIS, I. et M E Y N , S. P . (2005). Large deviations asymptotics and the spectral 
theory of multiplicatively regular Markov processes, Electonic Journal of Probabability, 10, 
p. 61-123. 
LARRALDE, H. (2004a). A first passage time distribution for a discrete version of the 
Ornstein-Uhlenbeck process, Journal of Physics A, Mathematical and General, 37, p. 3759-
3767. 
LARRALDE, H. (2004b). Statistical properties of a discrete version of the Ornstein-Uhlenbeck 
process, Physical Review E, 69, 027102 (4 pages). 
L E F E B V R E , M. (2003). Short-term hydrological forecasts using linear regression, Revue des 
sciences de I'eau, 16, p. 255-265. 
L E F E B V R E , M. (2005). Processus stochastiques appliques. Hermann, Paris. 
L E F E B V R E , M. (2005a). A filtered renewal process as a model for a river flow, Mathematical 
Problems in Engineering, DOI 10 .1155 /MPE.2005 .49 , p. 49-59. 
L E F E B V R E , M. (2006). First passage problems for asymmetric Wiener processes, Journal 
of Applied Probability, 43 , p. 175-184. 
L E F E B V R E , M., R IBEIRO, J., ROUSSELLE, J., SEIDOU, O. et LAUZON, N. (2003). Proba-
bilistic prediction of peak flood discharges, dans : D E R KIUREGHIAN, A. ( E D . ) , MADANAT, 
S. (ED.) et PESTANA, J .M. ( E D . ) , Proceedings of the ICASP9 Conference, Millpress, Rot-
terdam, Pays-Bas, p. 867-871. 
80 
MlLSTElN, G. N. SCHOENMAKERS, J. G. M. et SPOKOINY, V. (2007). Forward and 
reverse representations for Markov chains, Stochastic Processes and their Applications, 
117, p. 1052-1075. 
M U R R O N E , F . , Rossi , F . et C L A P S , P . (1997). Conceptually-based shot noise modeling 
of streamflows at short time intervals. Stochastic Hydrology and Hydraulics, 11, p. 483-510. 
NORLUND, M. N.-E. (1927). Sur la «somme» d'une fonction, Gauthier-Villars, Paris. 
PARZEN E. (1962). Stochastic processes, Holden-Day, San Francisco. 
RAHMAN, S., et GRIGORIU, M. (1993). Markov model for seismic reliability analysis of 
degrading structures, Journal of Structural Engineering, 119, p. 1844-1865. 
RENSHAW, E. (1987). The discrete Uhlenbeck-Ornstein process, Journal of Applied Pro-
bability, 24, p. 908-917. 
ROSS, S. M. (2003). Introduction to probability models, 8e ed. Academic Press, San Diego. 
SEIDOU, O., ROUSSELLE, J. , L E F E B V R E , M., LAUZON, N. et R I B E I R O , J. (2002). Mode-
r a t i o n de l'incertitude sur les sequences futures de debits en rivieres, Hydrological Science 
Journal, 47, p. 367-385. 
SPROTT, J. C. (2003). Chaos and time-series analysis, Oxford University Press, Oxford. 
W E I S S , G. (1977). Shot noise models for the generation of synthetic streamflow data, 
Water Resources Research, 13, p. 101-108. 
YOON, J. et KAVVAS, M. L. (2003). Probabilistic solution to stochastic overland flow-
equation, Journal of Hydrologic Engineering, 8, p. 54-63. 
