In the rest of the paper, we will use the following notations: if E = (a, b) ∈ R l × R r , then we call (a, b) a cross-edge, and we say that E has cross-type P i if P i holds for the pair (a, b) for i = 1, 2. Furthermore, if g ∈ Sym(Γ) and E = (a, b) ∈ R l × R r , we denote (g(a), g(b)) by g [E] . An (m × n)−subgraph is a bipartite graph with m vertices in R l and n vertices in R r . Sym {l,r} (Γ) denotes the group Sym(R l ) × Sym(R r ). Definition 1.2. Let n ∈ N. A bipartite graph satisfies the extension property Θ n if for any two disjoint subsets X l1 , X l2 ∈ [R l ]
≤n , and any two disjoint subsets
≤n , (a) there exists a vertex v ∈ R r such that P i (x, v) for every x ∈ X li for i = 1, 2; and (b) there exists a vertex w ∈ R l such that P i (w, x) for every x ∈ X ri for i = 1, 2. Definition 1.3. A countable bipartite graph, denoted by Γ, is random if it satisfies the extension properties Θ n for every n ∈ N.
The Θ n 's are first-order sentences, and the axioms in Definition 1.1 together with the {Θ n } n∈N form a complete and ω-categorical theory. A random bipartite graph can be built by Fraisse-construction for bipartite graphs (see [5] ). It is countable and unique up to isomorphism. It is also easy to show that the random bipartite graph is homogeneous by a back-and-forth argument. In the rest of paper, we denote by Γ the random bipartite graph. Note that a switch on any finite set of vertices can be obtained by composing single-vertex switches. Definition 1.5. Let X ⊆ {l, r}. The switch group S X (Γ) is the closed subgroup of Sym {l,r} (Γ) generated as a topological group by (1) Aut(Γ); and (2) The set of all σ ∈ Sym {l,r} (Γ) such that σ is a switch with respect to some v ∈ R i , where i ∈ X.
Since Γ satisfies the extension property Θ n for n ∈ N and S {l,r} (Γ) is closed, we can construct ρ ∈ S {l,r} (Γ) which is a switch w.r.t. R l . Observe that ρ ∈ S {l} (Γ) ∩ S {r} (Γ). Let G * be the closed group generated by G and ρ. Then the group S X (Γ)
* is the same as the group S X (Γ) except when X = ∅. Notice Aut(Γ) * = S ∅ (Γ) * , which is a group of permutations that either preserve all cross-types on R l × R r , or exchange all cross-types on R l × R r . Also notice that Aut(Γ) * = S l (Γ) ∩ S r (Γ). We now state the main result of this paper. Theorem 1.6. If G is a closed subgroup with Aut(Γ) * ≤ G < Sym {l,r} (Γ), then there exists a subset X ⊆ {l, r} such that G = S X (Γ) * .
That is, there are only finitely many closed subgroups of Sym {l,r} (Γ) containing Aut(Γ) * : Aut(Γ) * , S {l} (Γ), S {r} (Γ), S {l,r} (Γ), and Sym {l,r} (Γ). This theorem relies on a combinatorial theorem of Nešetřil-Rödl and the strong finite submodel property of the random bipartite graph. It is still an open question whether there are finitely many closed subgroups between Aut(Γ) and Sym(Γ).
Here is how the rest of the paper is organized. In section 2, we study the relations preserved by the groups S X (Γ), where X ⊆ {l, r}. In section 3, we show that the random bipartite graph has the strong finite bipartite submodel property. In section 4, we employ a technique called (m × n)-analysis for the random bipartite graph. These prepare us to give an explicit classification of the closed subgroups of Sym {,r} (Γ) containing Aut(Γ) * in the rest of the paper. In section 5, we prove the first part of Theorem 1.6, which says that the closed subgroups of S {l,r} (Γ) containing Aut(Γ) * are Aut(Γ) * , S {l} (Γ), and S {r} (Γ), and S {l,r} (Γ). In section 6, we proved the existence of some special finite subgraphs of Γ, which will be used in section 7. Then in section 7 we show there is no other proper closed subgroup between S {l,r} (Γ) and Sym {l,r} (Γ), which completes the proof of Theorem 1.6. §2. Relations Preserved by Switch Groups. In this section, we identify the relations preserved by the switch groups S {l} (Γ), S {r} (Γ) and S {l,r} (Γ). For convenience in discussing closures of G ≤ Sym {l,r} (Γ), we let
Definition 2.1. Let f ∈ Sym {l,r} (Γ), and S be a finite bipartite subgraph of Γ. We say f preserves the parity of cross-types on S if the number of P 1
cross-types in S is even if and only if the number of cross-types in f [S] is even.
Lemma 2.2. S {l,r} (Γ) = {σ ∈ Sym {l,r} (Γ) | σ preserves the parity of crosstypes in every (2 × 2)-subgraph of Γ}.
Proof. It is easy to show that any σ ∈ S {l,r} (Γ) preserves the parity of crosstypes in every (2 × 2)-subgraph of Γ. The other direction is proved as follows.
Suppose σ ∈ Sym {l,r} (Γ) preserves the parity of cross-types in every (2 × 2)-subgraph of Γ. Let B be an arbitrary 2 × 2-subgraph of Γ. Since σ preserves the parity of P i 's for i = l and r, only an even number of the cross-types can be changed. That is, 0, 2, or 4 of the cross-types can be changed. We shall prove that in each case, there exists θ ∈ S {l,r} (Γ) such that θ ↾ B = σ ↾ B.
Case 1: if none of the cross-types are changed, then there exists θ ∈ Aut(Γ) such that θ ↾ B = σ ↾ B.
Case 2: if two of the cross-types are changed, then there exists θ which is either a switch w.r.t. one vertex or a switch w.r.t. two vertices of B such that θ ↾ B = σ ↾ B.
Case 3: if four of the cross-types are changed, then there exits θ which is a switch w.r.t. R l of Γ (i.e. θ ∈ Aut(Γ) * ) such that θ ↾ B = σ ↾ B. We then choose a vertex v ∈ Γ\B and let φ = θ −1 • σ ↾ B ∪ {v}. We may assume v ∈ R l . Note if E is a cross-edge in B ∪ {v} and φ does not preserve the cross-type on E, then E = (v, u) for some u ∈ R r . Also notice that θ and σ both preserve the parity of cross-types in (2×2)-subgraphs of Γ, hence so does φ. Then it is easy to check that either for every w ∈ B ∩ R r ,
, where i = 1 and 2. Therefore φ ∈ F(S {l,r} (Γ)), and so σ ↾ B ∪ {v} ∈ F(S {l,r} (Γ)). Continuing in this manner for the vertices in Γ\B ∪ {v}, we see that for any finite bipartite graph S ⊂ Γ, there exists an element θ S ∈ F(S {l,r} (Γ)) such that σ ↾ S = θ S . Thus σ ∈ S {l,r} (Γ), since S {l,r} (Γ) is closed. This complete the proof of Lemma 2.2. ⊣ Similarly, we can prove the following results. Lemma 3.4 (Borel-Cantelli, [3] ). Let {A n } n∈N be a sequence of events in a probability space. If
Proof of Theorem 3.2. Since the extension properties Θ n 's axiomatize the random bipartite graph Γ and Θ i implies Θ i−1 for all i ∈ N, for every sentence φ true in Γ, there exists some k ∈ N such that Θ k holds if and only if φ holds. Let Ω be the probability space of all countable bipartite graphs (S, R l , R r , P 1 , P 2 ), where |R l | = |R r | = ω and every cross-edge E ∈ R l × R r has cross-type P 1 with probability
Let A n be the event that the induced graph on S n does not satisfy the extension property Θ k . Then by simple computation,
where n i is the number of combinations of n objects taken i at a time. Let
By the ratio test for infinite series, we have ∞ m=0 C m converges, and so does ∞ n=0 P (A n ). Thus by Lemma 3.4, P (limA n ) = 0. So there exists a bipartite graph S ∈ Ω and an integer N such that for all n ≥ N , the subgraph on S n ∈ [S] n satisfies the extension property Θ k , and so φ. Notice that the choice of S ensures that S is countable and satisfies all the axioms for the random bipartite graph. Hence S is isomorphic to Γ. Then Γ has the SFBSP, which completes the proof of Theorem 3.2. ⊣
In the rest of the paper, we often use the fact that Γ has the usual finite submodel property. We will only use the strong finite bipartite submodel property in section 7. §4. (m × n)-analysis. In [8] , Thomas used a helpful tool called "m-analysis" to classify the reducts of the random hypergraphs. Using a similar approach, we give the definition of (m × n)-analysis in this section, and we prove that if f ∈ F(S {l,r} (Γ)) and if |domf | is sufficiently large, then f has an (m×n)-analysis. This rather technical concept will be used in the proof of Theorem 1.6.
) satisfying the following conditions:
an element θ j ∈ S {l,r} (Γ) such that (a) θ j is either an automorphism, or a switch with respect to some vertex
We now prove the existence of an (m × n)-analysis for a given f . Proof. Let f ∈ F(S {l,r} (Γ)) be such that Z = domf is a very large subset of Γ. By Ramsey's Theorem, there exists a large subset S of Z such that S satisfies one of the following two conditions for every cross-edge E in S, where i = 1, 2:
We will construct a sequence of f i 's as following. If (a) holds, then we let f 0 = θ • f where θ ∈ F(Aut(Γ) * ) is the identity map on domf . Let Y 0 be an arbitrary (m × n)-subgraph in S, and choose θ 0 ∈ Aut(Γ)
Next we choose w 1 ∈ Z \ S if it exists, and consider
is either an isomorphism or a switch with respect to w 1 by Lemma 2.2. Let Y 1 be an arbitrary (m × n)-subgraph of S ∪ {w 1 } containing w 1 . Then there exists θ 1 ∈ F(S {l,r} (Γ)) which is either an isomorphism or a switch with respect to w 1 and
Continuing in this manner, for 0 ≤ j < s = |Z/S|, we can find an (m × n)-subgraph Y j of Z and θ j ∈ S {l,r} (Γ) such that (1) θ j is either an isomorphism or a switch with respect to some vertex w j ∈ Y j ∩ R ij where i j ∈ {l, r};
If (b) holds, then there exists θ ∈ F(Aut(Γ) * ) with dom(θ) = ran(f ), which exchanges all the cross-types on Γ. Let f 0 = θ • f . Hence f 0 ↾ S is an isomorphism. The rest of the proof will be the same as in (a).
Hence f 0 , f 1 , . . . , f s is an (m × n)-analysis of f . This completes the proof of Theorem 4.2.
⊣ §5. Closed Subgroups of S {l,r} (Γ) Containing Aut(Γ) * . In this section, we prove the first part of Theorem 1.6, which says that the closed subgroups of
, and S {l,r} (Γ). Notice that in the rest of the paper, we only consider maps in Sym {l,r} (Γ). Hence from now on, we call f ↾ E is an isomorphism if E = (a, b) is a cross-edge and
* , and so G = S X (Γ) * .
In the rest of this section, we let G be a closed subgroup with Aut(Γ) * ≤ G ≤ S {l,r} (Γ), and X be the largest subset of {l, r} such that S X (Γ) * ⊆ G.
Lemma 5.2. Suppose that g ∈ G is a bijection such that for every finite T ⊆ Γ with |T ∩ R i | ≥ 2 for i = l and r, we have g ↾ T ∈ F(S X (Γ) * ). Then g ∈ S X (Γ) * .
Proof. If X = ∅, from Lemma 2.2, Lemma 2.3 and Lemma 2.4, we know that g ↾ T ∈ F(S X (Γ)) implies g ∈ S X (Γ). Then we are done. If X = ∅, then Γ) ) and g ↾ T ∈ F(S r (Γ)). Thus g ∈ S {l} (Γ) ∩ S {r} (Γ), and so g ∈ Aut(Γ)
* . This completes the proof of Lemma 5.2. ⊣ Now let g ∈ G. Let T ⊆ Γ be an arbitrary finite bipartite graph with |T ∩R i | ≥ 2 for i = l and r. Then it will be sufficient to show that g ↾ T ∈ F(S X (Γ) * ). To achieve this, we adjust g repeatedly via composition with elements of S X (Γ) * until we eventually obtain an element h ∈ F(S {l,r} (Γ)) such that h ↾ T is an isomorphism. Our strategy is based upon the following lemma.
Lemma 5.3. Suppose h ∈ F(S {l,r} (Γ)), and U , T ⊂ dom(h) are two disjoint bipartite subgraphs such that for every cross-edge
Proof. We prove this by contradiction. Suppose h ↾ T is not an isomorphism, then there exists a cross-edge
2 \A. Thus h does not preserve the parity of the cross-types on the (2 × 2)-subgraph W , which contradicts Lemma 2.2. This completes the proof of Lemma 5.3. ⊣ We shall make use of the following property of X.
Lemma 5.4. Let X be the largest subset of {l, r} such that S X (Γ) * ⊆ G. There exists a finite bipartite subgraph H of Γ satisfying:
For any i ∈ {l, r}, if there exist some vertex v i ∈ H ∩ R i and g ∈ G such that g ↾ H is a switch w.r.t v i , then i ∈ X.
Proof. We prove the equivalent statement: there exists a finite bipartite subgraph H of Γ satisfying: if i ∈ {l, r} and i / ∈ X, then for every v i ∈ H ∩ R i and every g ∈ G, g ↾ H is not a switch w.r.t v i .
Since i ∈ {l, r} and i / ∈ X, there exists a map f which is a switch with respect to some vertex a i ∈ R i , but not in G. Otherwise the closed group generated by Aut(Γ) and f is S {i} (Γ), and so S {i} (Γ) = S {i} (Γ)
* is a subgroup of G, a contradiction with the definition of X. Then f / ∈ G implies that for every g ∈ G, g is not a switch with respect to a i . So there exists a finite set A ⊆ Γ containing a i such that for every g ∈ G, g ↾ A is not a switch with respect to a i Since Γ has the extension property, we have the following holds: For every vertex v i ∈ R i , there exists a bipartite graph A ′ ⊆ Γ containing v i which is isomorphic to A mapping v to a i . This can be expressed by the firstorder sentence σ i . If σ is the sentence ∧ i / ∈X σ i , then Γ |= σ. Hence by Theorem 3.2, there exists a finite bipartite H of Γ such that H |= σ. This H satisfies our requirement, which completes the proof of Lemma 5.4. ⊣ We shall also make use of a combinatorial theorem of Nešetřil-Rödl, which is a generalization of Ramsey's Theorem. The following formulation, convenient for our use, is due to Abramson and Harrington ( [1] ). 
-pattern of (A, τ ↾ A). (We say that such Y is F -homogeneous).
Proof of Theorem 5.1. Let X be the largest subset of {l, r} such that S X (Γ) * ⊆ G. Suppose g ∈ G, and let T ⊆ Γ with |T ∩ R l | > 2 and |T ∩ R r | > 2. By Lemma 5.2, it is enough to show now that g ↾ T ∈ F(S X (Γ) * ). The proof of Theorem 5.1 proceeds via a sequence of claims.
Fix an ordering ≺ of vertices in Γ such that T is an initial segment of this ordering of Γ. For a suitable system of colors α, we define an α-coloring τ of [Γ\T ] i≤2 by setting: τ (A) = τ (B) if and only if |A| = |B| and the order-preserving bijection T ∪ A −→ T ∪ B is an isomorphism. Now we define the partition function
• F g (E) = 0, otherwise. Let H be the finite bipartite graph given by Lemma 5.4 and let m = |H ∩ R l |, n = |H ∩ R r |. Since Γ satisfies the extension properties, the following conditions hold.
(a) |Γ ∩ R i | ≥ s(m, n) + |T | for i = l and r, where s(m, n) as in Lemma 4.2; (b) Γ contains all different copies of (2 × 2)-graphs, each connecting to T in all possible ways; (c) Γ contains isomorphic copies of (m × n)-subgraph H connecting to T in all possible ways. (d) For every v ∈ T , there exists a finite bipartite subgraph V ⊆ (Γ\T ) ∪ {v} containing v such that V is isomorphic to the (m × n)-subgraph H. These can be expressed as a first-order sentence σ. Since Γ has SFBSP, there exists a finite subgraph U ⊂ Γ\T such that the conditions (a) − (d) hold in U . Now let the α-pattern P be the one derived from (U, τ ↾ U ). By Theorem 5.6 there exists U ′ ⊂ Γ\T such that U ′ has the α-pattern P . Thus T ∪ U ′ is isomorphic to T ∪ U sending T to T . Furthermore, U ′ is F g -homogeneous. Now we will use the following Claims.
is an isomorphism if and only if g ↾ φ(E) is an isomorphism.
Proof. We prove this by contradiction. We may assume that there exists some E ∈ [X 1 ] 2 such that g ↾ E is an isomorphism while g ↾ φ[E] is not. Since U satisfies condition (b), there exist (2 × 2)-subgraphs V , W ⊂ U , and
2 with τ (E) = τ (F ) and τ (φ[E]) = τ (F ′ ) satisfying the following condition.
There exists an order-preserving bijection α :
2 | g ↾ A is not an isomorphism}|. Then Q = P + 1 because of the effect of g on F and F ′ . But by Lemma 2.2, g ∈ S {l,r} (Γ) implies g preserve the parity of cross-types in V and W . Thus P and Q must be even, which contradicts Q = P + 1. This complete the proof of Claim A. ⊣
Proof. Since U satisfies the condition (a), by Theorem 4.2 there exists an (m × n)-analysis of g ↾ U : g 0 , g 1 , ..., g t ∈ F(S {l,r} (Γ)). That is, for each 0 ≤ j ≤ t − 1, there exists a finite (m×n)-subgraph Y j in U and an element θ j ∈ S {l,r} (Γ) such that (1) g 0 = θ • g ↾ U where θ ∈ F(Aut(Γ) * ); (2) θ j is either an isomorphism or a switch w.r.t some vertex a j ∈ Y j ∩ R ij where i j ∈ {l, r};
* ), and so g ↾ U ∈ F(S X (Γ) * ). Otherwise, let j be the least integer such that i j / ∈ X and the corresponding θ j is a switch w.r.t. a j ∈ R ij ∩ Y j . Note θ 0 , ..., θ j−1 ∈ S X (Γ) * , which implies g 1 , ..., g j ∈ F(S X (Γ) * ). We prove this situation can not occur.
Since U satisfies the condition (c), there exist an (m × n)-subgraph H ′ ⊆ U which is an isomorphic copy of H, and a map φ satisfying that φ :
2 , g ↾ E is an isomorphism if and only if g ↾ φ[E] is an isomorphism. Next we will show there exist g *
′ is a switch w.r.t φ(a j ) of H ′ in R ij . But then Lemma 5.4 implies that i j ∈ X, contrary to our assumption. We define g *
, which is in F(S X (Γ)). We define g * l as the identity map on ran(g *
Let θ * ∈ S X (Γ) be a switch with respect to g *
2 . Next, we choose a vertex v 1 in T . WLOG we let v 1 ∈ R l , and consider
Proof. Since h 1 ↾ U = id and h 1 ∈ F(S {l,r} (Γ)), by Lemma 2.2 h 1 preserves the parity of cross-types in every (2 × 2)-subgraph of U ∪ {v 1 }. So h 1 ↾ U ∪ {v 1 } is either an isomorphism or a switch with respect to v 1 . We may assume h 1 ↾ U ∪ {v 1 } is a switch with respect to v 1 . Then there exists a switch
If l ∈ X, then ψ 1 ∈ S X (Γ) and so ψ 1 ∈ S X (Γ) * , then we're done. Otherwise, we show that there will be contradiction. Since U satisfies the condition (d), there exists (m × n)-subgraph V in U ∪ {v} such that v ∈ V , and V ≃ H. Then h 1 ↾ V is a switch with respect to v 1 ∈ R l . By Lemma 5.4, we have l ∈ X, a contradiction with our assumption. This completes the proof of Claim C. ⊣ By Claim C, there exists ψ 1 ∈ S X (Γ) * is either an isomorphism or a switch w.r.t.
, h 2 ↾ E is an isomorphism. Now choose a second vertex v 2 ∈ T \{v 1 }. Arguing similarly as in Claim C, there exists ψ 2 ∈ S X (Γ) * which is either an isomorphism or a switch w.r.t.
Note that such ψ 2 is an isomorphism for all the cross-edges E such that E ⊆ U or E ∩ T = {v 1 }. Thus when we next adjust h 2 to h 3 = ψ −1 2 • h 2 ↾ T ∪ U , we do not spoil the progress which we make with our earlier adjustments. Hence for all E ∈ [T ∪ {v 1 , v 2 }] 2 \{v 1 , v 2 }, h 3 ↾ E is an isomorphism. By continuing in this fashion, we can deal with the other vertices in T \{v 1 , v 2 }. After |T |-1 steps, we obtain a map h * :
. This completes the proof of Theorem 5.1. ⊣ §6. Some Special Finite Subgraphs of Γ. In this section we show existence of some special finite bipartite subgraphs Γ NG and Z. We will use the following two lemmas, each of which witness the fact that G is a nontrivial reduct.
Lemma 6.1. Let G be a proper closed subgroup of Sym {l,r} (Γ). There exists a finite bipartite subgraph B 0 of Γ such that for every g ∈ G, there exist cross-edges
Proof. Suppose no such B 0 exists, then for every finite bipartite subgraph B of Γ, there exists some g ∈ G such that either P 1 (g[E]) for every cross-edge E in B; or P 2 (g[E]) for every cross-edge E in B.
Express Γ = ∪ n∈N Γ n as an union of an increasing chain of finite bipartite subgraphs Γ n . There exists an infinite subset I of N such that either for every n ∈ I, there is g n ∈ G such that P 1 (g n [E]) for every cross-edge E in Γ n ; or for every n ∈ I, there is g n ∈ G such that P 2 (g n [E]) for every cross-edge E in Γ n .
We may assume the first situation holds. For any (m × n)-subgraph C ⊂ Γ where m, n ∈ N, there exists N ∈ I such that C ⊆ Γ N . Hence there exists some g c ∈ G such that P 1 (g c [E]) for every cross-edge E in C. Proof. Fix i and j. Let m = |B 0 ∩R l | and n = |B 0 ∩R r | for B 0 in Lemma 6.1. We prove it by contradiction. Suppose there is no finite bipartite graph satisfying the property ( †) for every g ∈ G. Then B 0 does not satisfy the property ( †) for all g ∈ G, then there exists some g 0 ∈ G and v 0 ∈ B 0 such that g 0 preserves the cross-types on all the cross-edges in B 0 except those cross-edges E where P j (E) and v 0 ∈ E. Now compared with B 0 , g 0 [B 0 ] has fewer cross-edges with P j holding on them. Note that g 0 [B 0 ] is finite, so it does not satisfy the property ( †) by assumption. Similarly we can find g 1 and v 1 ∈ g 0 [B 0 ] witnessing this failure, and such that g 1 g 0 [B 0 ] has even fewer cross-edges with P j . Thus we can find a sequence of elements of G successively reducing the number of instances of P j , and finally we get their composite g which, when applied to B 0 , has eliminated all instances of P j . But this contradicts the property of B 0 in Lemma 6.1. Thus some (m × n)-subgraph must satisfy the requirement for B (b) the finite bipartite subgraph B j i for i ∈ {l, r} and j ∈ {1, 2} as in Lemma 6.2. The existence of these finite subgraphs can be expressed by a first-order sentence σ, and Γ |= σ. By Theorem 3.2, there exists N G ∈ N such that for every k ≥ N G , Γ k satisfies σ.
In the rest of the section, we will prove the existence of a finite bipartite graph Z ⊂ Γ having the properties that every f ∈ G either preserves or interchanges cross-types on Z. i≤2 and the bijection A → B is an isomorphism;
Let P be the α-pattern such that if U is a finite bipartite U of Γ and (U, χ ↾ U ) has α-pattern P , then (U, χ ↾ U ) ∼ = Γ NG . By Theorem 5.6 there exists an α-pattern Q such that for any α-colored set (X, χ ↾ X) with α-pattern Q and for any partition F : [X] 2 −→ 2, there exists Z of X such that Z has the α-pattern P , hence Z ∼ = Γ NG , and (Z, χ ↾ Z) is F -homogeneous.
We define a particular partition F : [X] 2 −→ 2 such that for every E ∈ [X] 2 ,
• F (E) = 1 if E ∈ [R i ] 2 for i = l, r, or if E is a cross-edge and f preserves P j on E for j = 1, 2 • F (E) = 0 otherwise. Then one of the following conditions must hold in Z for every cross-edge E where i = 1, 2.
(1) P i (E) implies
Note that Z ∼ = Γ NG , which contains B 0 . This guarantees that only (1) or (2) hold for Z, as desired. This completes the proof of Theorem 6.3.
⊣ §7. The Closed Groups between S {l,r} (Γ) and Sym {l,r} (Γ). In this section, we will prove the following Theorem: Theorem 7.1. If G is a closed subgroup such that Aut(Γ) * ≤ G < Sym {l,r} (Γ), then G ≤ S {l,r} (Γ).
The SFBSP of Γ will be used in the proof of Theorem 7.1. Recall that using Theorem 3.2, we can express Γ = i∈N Γ i as a union of an increasing chain of substructures Γ i such that (1) Γ i ⊂ Γ i+1 and |Γ i | = i for each i ∈ N. In particular,
• if i is even, then |Γ i ∩ R l | = |Γ i ∩ R r |;
• otherwise, |Γ i ∩ R l | = |Γ i ∩ R r | + 1.
