Sparse Inverse Covariance Estimation (SICE) is useful in many practical data analyses. Recovering the connectivity, non-connectivity graph of covariates is classified amongst the most important data mining and learning problems. In this paper, we introduce a novel SICE approach using adaptive thresholding. Our method is based on updates in a transformed domain of the desired matrix and exponentially decaying adaptive thresholding in the main domain (Inverse Covariance matrix domain). In addition to the proposed algorithm, the convergence analysis is also provided. In the Numerical Experiments Section, we show that the proposed method outperforms state-of-the-art methods in terms of accuracy.
Introduction
Estimating certain matrices of interest is of significant importance in many applications such as Quantized Matrix Completion (QMC) [1] , [2] . Matrix Completion (MC) in general deals with reconstruction of matrices with certain properties. In this paper, we focus on estimating Sparse Inverse Covariance Estimation (SICE). A rich and comprehensive literature exists on Sparse Covariance Estimation (SCE) and SICE. Precise SCE and SICE can prove to be profitable in practical scenarios as in [3] where SCE helps the joint problem of supervised learning with MC. There are many different algorithms to estimate the covariance matrix or its inverse (the precision matrix). To avoid prolixity, we suffice to briefly go over a developed line of thought of methods and classify them based on their properties. In [4] , a handful of techniques in estimating the covariance matrix and the precision matrix are provided as an overview including Thresholding, Adaptive Thresholding, Generalized Thresholding, Positive Definiteness, Estimation of Covariance with Eigenvalue Constraints (EC2) method, factor-based model, Principal Orthogonal complEment Thresholding (POET) estimator, and Projected PCA for SCE. Certain SICE methods are also discussed in [4] including l1-regularized Gaussian maximum likelihood estimator known as "graphical lasso", column-by-column estimation method, the Tuning-Insensitive Graph Estimation and Regression (TIGER) method, the Estimating Precision matrIx with Calibration (EPIC) method, Robust estimation techniques, and Symmetric SICE. One is invited to track the references listed in [4] to get familiar with the SICE timeline in detail. Among all methods prior to [4] , we discuss three literature algorithms for specific purposes. In [5] , the authors propose an iterative thresholding algorithm using a proximal gradient method (G-ISTA) for SICE, and claim that this method yields linear convergence rate, i.e., (G-ISTA) results in O(log ǫ) iteration complexity for the tolerance of ǫ. The linear convergence rate of (G-ISTA) depends on the optimal point condition number (eigenvalue bound). In [6] , the authors propose a novel approach based on Newton's method employing a quadratic approximation leveraging the sparse structure. They provide strong guarantees in recovering the precision matrix. Their method is claimed to be superlinearly convergent. In [7] , a thresholding procedure that is adaptive to the variability of individual entries is introduced. It is shown that the adaptive estimators are optimal while other thresholding methods achieve suboptimal convergence rates. It is worth noting that the algorithm we propose takes advantage of adaptive threshlding, but the thresholding approach is different from those in [7] , and [5] . We use exponentially decreasing thresholds due to the recovery accuracy reflected in phase transition curves in [8] , [9] , [10] . Another reason is that iterative method with adaptive thresholding (IMAT) has been shown to have noticeable accuracy even for recovering dense signals [8] , [9] . The extended version of the latter which includes MC based on adaptive singular value thresholding is also provided in [11] as one of our works. In the recent two years, many authors have developed novel methods enhancing speed and performance in comparison to previous works (prior to 2016, when [4] is marked). In [12] for example, the authors introdce a Newton-CG based mehtod which is too fast, even faster than QUIC considered as an accurate, fast, and prevalent method in the literature. Our claim in this paper is enhanced accuracy rather than reducded complexity. We will compare the accuracy of our method to state-of-the-art methods in the Numerical Experiments Section 4. In our paper, we develop a novel method based on exponentially decaying adaptive threshold levels and performing updates (Gradient Ascent) in the transform domain. SICE appears in many practical settings. Several applications of the SICE are leveraged in Neuroimaging applications such as analyzing brain connectivity pattern as in [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23] . Another application of SICE is introduced for Hyperspectral Image Classification in [24] .
Problem Model
The problem model taken into account in this section is as follows (Regularized log-det program):
This problem model is considered by many authors. Assuming λ is chosen so that the solution to the convex problem 2 is unique, the following algorithm is proposed to find the minimizer.
The proposed Algorithm
Our proposed algorithm is presented in Table 2 .1. We first introduce the notations used in Table 2 .1 and afterwards different segments of the algorithm are explained. First, the initialization is carried out.Ŝ is the empirical covariance matrix which is derived from the i.i.d samples and is singular in practice due to fewer samples than the dimension (big data application). ρ 0 denotes the initial Tikhonov regularization constant. This parameter plays an important role and its importance will be addressed in the convergence analysis section. thr is the thresholding level. µ 0 denotes the initial step size of the update equation in the transform domain. d is the decay factor for adaptive thresholding, and k denotes the iteration index. L is the maximum number of iterations which determines the convergence criterion. µ k denotes the step size used for update of the matrix M k in the k-th iteration. The update is carried out in the transform domain, i.e., the correction update using the residualŜ − Θ −1 k is applied to the inverse of matrix Θ k in the Σ (covariance) domain. It is worth noting that this step of our algorithm is different from moving in the gradient ascent direction which is utilized in [5] because it affects the update on the inverse of the desired Θ, i.e., the domain transform is carried out and the update is applied in the transformed domain. We believe this is more accurate than taking the gradient ascent direction as in [5] because intuitively speaking Σ domain is the original source of the i.i.d samples and the covariance matrix is directly generated using
Algorithm 1 Sparse Inverse Covariance Estimation Using Transform Domain Updates and Exponentially Decaying Adaptive Thresholding SICE-EDAT
Initialization:Ŝ Low-rank empirical covariance matrix, ρ0 Tikhonov Regularization constant, λ, thr thresholding level, µ0 Initial Gradient Ascent step size, d shrinkage factor, L Maximum number of iterations Output:
while k ≤ L do 4:
end while 10: k ← k + 1 11: end procedure 12: returnΘ ← Θ k the pure knowledge of the samples. Updating in the precision domain may introduce perturbation and deviation due to a probable ill-conditioned inversion; and therefore reduce the accuracy and robustness in the convergence. On the other hand, the original domain is more prone to the effect of perturbation. In fact, this attitude is quite similar to the methodology of IMAT, where the update is carried out in Fourier Domain for instance, and the thresholding occurs in the time domain to hold and preserve the originality of each operator for its own domain to prevent perturbations and transfrom-triggered deviations from the solution. Following the update, we revert the matrix to its own domain using the Tikhonov regularization, the role of which shall be explained in the convergence analysis Section 2.1. In this step, the hard-thresholding is carried out in the 7-th line of algorithm, i.e., entries with magnitude less than thr are set to 0. Finally, the threshold level is decayed to pick up next important components in the following iteration in a similar fashion as done in [8] . The choice of parameters will be elaborated upon in the Numerical Experiments section 4. The following theorem is about the convergence of our proposed method to the solution. 
The update of Θ k+1 in the k + 1− th iteration is achieved as follows:
For now, we ignore the term ρ k and assume ρ k = 0; we later explain the role of ρ as the Tikhonov regularization parameter. In 2.1, η is the hard thresholding operator with parameter µ k λ. Since Θ * is the fixed point of the hard thresholding algorithm, i.e.:
it immediately follows that:
The inequality in 2.1 is obtained using the non-expansiveness property of the hard thresholding operator.
Lemma 2. Let t denote a constant such that t << 1, and let X(t) = A − tB. The matrix X(t) −1 can be approximated as X(t)
The proof is straightforward using the Laurent expansion of the matrix X(t) and using Lemma 2.1 for evaluating the first derivative. In 2, O(t 2 ) is a matrix with entries scale down with t 2 .
Now, assuming the step size of the algorithm µ k is assigned such that the property µ k << 1 is held, we can approximate the first part of 2.1 as:
It follows that 2.1 can be written as:
where < A, B > denotes the inner product of two matrices A, B i.e. T r(AB T ). Now, it suffices to show the inner product in 2.1 takes a negative value (independent of µ k ) to prove that 2.1 is less than
and as a result
F . So, we focus on analyzing the inner product in 2.1.
Discussion on the Assumptions
The following assumptions are considered to be held for our algorithm:
The first and second equations are conceptually related to the Cauchy-Schwartz inequality. In fact, η 2 k is equivalent to the learning rate in our model. The third inequality bounds the difference between the minimizer and the empirical covariance matrix. Big data models consider large dimensions in practice, and the fact that our problem targets big data scenarios helps us add this reasonable assumtion that for large dimensions, when several samples are accessible, the matrix S is close to the oracleŜ (Central Limit Theorem) in Frobenius norm. We get back to the inner product in 2.1.
For this to be negative it is required that:
Now, it is sufficient to show that
If this is shown, then using Cauchy-Schwartz inequality, the result in 3 follows immediately.
Lemma 3. Tikhonov regularization in step 6 of algorithm 2.1 can be leveraged such that the inequality
Proof. The left-hand of inequality in lemma 3 can be expanded as:
The right-hand can be written as:
It is enough to show that:
The last result is achieved using first and second assumptions. In fact, the interpretation is that . In fact, intuitively, Θ k s are shrunken versions of matricesΘ k , and we want to show that:
It is easily seen that ρ k can be tuned such that:
Ignoring O(η 2 k ), the result follows immediately.
Numerical Experiments
In this section, we analyze the performance of our proposed method in two scenarios: I− Synthetic datasets, II− Real datasets. First, we consider two synthetic scenarios introduced in [6] . We briefly review how the posterior samples and the genuine precision matrices are generated as benchmarked in [6] . Two types of graph structures are considered with underlying Gaussian Markov Random Fields:
• Chain Graphs: The ground truth precision matrix is assumed to sparsified as the following definition of Σ −1 imposes:
• Graphs with Random Sparsity Structures: Let U be a matrix with nonzero elements equal to ±1, set Σ −1 to be U T U and then add a diagonal term to ensure it is positive definite. The number of nonzeros in U are controlled so that the resulting Σ −1 has approximately 10p nonzero elements. n = p 2 i.i.d. samples are generated from the corresponding GMRF distribution with Σ −1 . In Table 2 , we compare our method to the recent state-of-the-art methods as well as glasso and the QUIC method. The comparison criteria are the True Positive Rate (TPR) and False Positive Rate (FPR) as defined in [6] . The methods taken into account are Glasso, QUIC, CovApprox, Noncvx-CGGM, WISE, SICE-EDAT introduced in [25] , [6] , [26] , [27] , [28] , and our current paper, respectively. We briefly summarize the data recorded in Table 2 . We can see that our method noticeably yields higher TPR in comparison to other methods as can be tracked in Table 2 . It can be observed that the accuracy of our method outperforms other stat-of-the-art methods in Tables 213. We emphasize again that the objective of this paper is to highlight the enhanced accuracy of our proposed method specifically for scenarios where the model is not too sparse. However, we have also provided Table 4 to show that our method computational complexity is comparable to other methods (although not the best). Our method is based on iterative matrix inversions. Depending on the case under study, the inversion could be done handled using matrix inversion lemma to reduce the complexity.
Conclusion
In this paper, we have introduced a novel Sparse Inverse Covariance Estimation method based on exponentially decreasing threshold levels and updates in a transform domain to enhance accuracy in precision estimation. The exponentially decreasing threshold approach is derived from the IMAT method with strong recovery accuracy guarantees in sparse signal processing. Our proposed algorithm is also backed up with convergence analysis. The simulation results are provided to illustrate superior accuracy of our method compared to those of state-of-the-art methods in terms of True Positive Rate (TPR) and False Positive Rate (FPR) on different synthetic datasets.
