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Abstract
In this paper we consider the context of information retrieval in a network. Two
distinct situations of distributed retrieval are considered: the case in which we have
distinct databases residing on distinct servers having their own IRSs, and the case in
which we have a unique, huge and distributed information repository (like the WWW),
and distinct IRSs (search engines), which can be used to inquiry the same collection. In
both situations we have the problem of merging the results produced by the distinct IRS
into a unique ordered list, which constitutes the uniﬁed answer to the user query. In
solving the problem of list fusion two main issues are involved. The ﬁrst one concerns
the decision of how many retrieved documents to select from each individual documents
list. The second aspect is to deﬁne a procedure to fuse the individual lists of retrieved
documents into an overall ordered list. In this paper some fuzzy approaches to solve the
two above-mentioned problems are presented.
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1. Introduction
In this paper, the issue of searching for information distributed on a wide
area network is considered. As outlined in [1], there are two main models
describing the problem of retrieving such information: in the ﬁrst model the
information is considered as belonging to a unique, huge database which is
centrally indexed for retrieval purposes. This is the model adopted by search
engines on the WWW. A second model is based on the distribution of the
information on distinct databases, independently indexed, and thus consti-
tuting distinct sources of information. This last model gives rise to the so called
distributed or multi-source information retrieval problem. In this second case
the databases reside on distinct servers each of which can be provided with its
own search engine (IRS). The distributed information retrieval paradigm is
more complex than the centralized model as it presents additional problems,
such as the selection of an appropriate information source for a given infor-
mation need. A common problem which can be identiﬁed with both models is
the problem of list fusion. In the case in which we have a unique, huge and
distributed information repository (like in the WWW), and distinct IRSs
(search engines), which can be used to inquiry overlapping collections, meta-
search engines have been used to improve the eﬀectiveness of the individ-
ual search engines. The main aim of a metasearch engine is to submit the same
query to distinct search engines and to fuse the individual resulting lists into an
overall ranked list of documents that is presented to the user. In this case we
typically have overlapping individual lists since a document may be retrieved
by more than a single search engine. The fusion method thus has to be able to
handle situations in which a document may appear in more than one list and in
diﬀerent positions within the lists. In the case of multi-source information
retrieval the problem is to merge the lists resulting from the processing of the
same query by (generally distinct) search engines on the distinct databases
residing on distinct servers. However, in this second case we generally do not
have overlapping lists as a result of the same query evaluation. Typically a
document will be retrieved by just one single search engine, and thus the fusion
problem is simpliﬁed with respect to the previous case. Recently in the liter-
ature several papers have addressed the problem of deﬁning eﬀective solutions
to the problem of retrieving information on a network. In [2–8] some
approaches to the deﬁnition of metasearch engines are presented, while in
[1,9–11] some solutions to the problem of multi-source information retrieval
are described.
In this paper we consider both situations of information retrieval on a
network, and present some possible approaches to the above-mentioned
problems. The uniqueness of these approaches is that they are based on soft
computing techniques to more ﬂexibly model the resource selection problem (in
distributed information retrieval), and the list fusion problem.
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In Sections 2 and 3 the steps involved in a multi-source information retrieval
activity and in a metasearch activity are outlined and some soft approaches to
deal with them are introduced.
2. The multi-source information retrieval activity
An important contemporary problem in the area of information retrieval
concerns the retrieval of information distributed over multiple sources, each
of which resides on a server. An example of document search from multiple
information sources is oﬀered by the inquiry of archives of newspapers: a
user looking for the market trend in USA could be interested in inquiring the
archives of the articles maintained for example by the New York Times, the
Wall Street Journal and the Chicago Tribune. In this multi-source informa-
tion retrieval activity it is assumed that we have a number of servers each
containing its own unique collection of documents and each provided with
their own information retrieval system (IRS): a user query is independently
evaluated by each IRS which produces a list of documents ordered on the
basis of a score indicating the estimated relevance of the document with
respect to the query (this score is called the retrieval status value (RSV)). We
can expect that, since the documents repositories have unique collections, as a
result of a query evaluation we obtain disjoint ordered lists. The computation
of the RSVs depends on the model on which the IRS is based. What the user
would expect is an overall list of documents, which must be obtained by the
fusion of the individual lists produced by each server. This is not an easy
task, as the retrieval engines may be based on diﬀerent retrieval models,
which apply diﬀerent matching mechanisms, with the consequence of pro-
ducing incomparable RSVs. The main problem related to list fusion is then to
compare the ordered lists and construct an overall list which preserves
the retrieval results produced by the individual servers and which approxi-
mates the eﬀectiveness of searching the entire set of documents as a single
collection.
In [11–13] a three steps strategy for solving the problem of retrieval from
multiple sources of information has been proposed. In the ﬁrst step a query
Q is submitted to the IRSs of the m diﬀerent servers, denoted by Si, with
i ¼ 1; . . . ;m, which evaluate it; the result of this step is m ordered lists of
documents, one for each server. It is assumed that in the m lists each document
has an RSV associated. In the second step a procedure is applied to establish
the number of documents that each server should contribute. The third step
concerns the problem of fusing the individual ordered lists into an overall list
which is presented to the user. In the next subsections we discuss some ap-
proaches based on soft computing to address the last two steps of this process:
determining the number of documents to select from each individual list and
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the fusion of the individual ordered lists. The ﬁrst step, while of great impor-
tance, is not considered here.
2.1. Determination of the number of documents to select from each list in multi-
source information retrieval
In this section we illustrate some approaches to establish the number Ni of
documents that each server Si is allocated to contribute. If N is the total
number of documents to be presented to the user we have that
Pm
i¼1 Ni ¼ N .
Once having Ni from each server we can obtain the sublist, Li, which contains
the Ni documents with the highest score.
The process of determining the numbers Ni depends on many factors, among
which the type and the nature of the information contained in the database
residing on server Si, the topics investigated by the user and formalized in her/
his query, the appropriateness of the server as collector of documents relevant
to the considered query. This is then a knowledge intensive problem, as such
some meta information about the content of the server is needed, as well as
some information about the nature of the query being considered. In the lit-
erature some approaches have been proposed to face this problem [11–15]. In
[11–13] the authors have proposed an approach to determine these numbers,
the Ni, based on the use of training queries to build both the content and search
behaviour of each collection.
In [16] a knowledge based approach has been proposed which is based on
the computation of a score for each server indicating its ﬁtness with respect to
the considered query. A ﬁtness score indicates how much a server is a good
collector of the relevant documents for a given query. In order to compute the
ﬁtness scores for the present query the authors propose a rule based approach.
First a set of query types is deﬁned; associated with each query type is a set of
ﬁtness scores (one per server). A query type is formalized by means of a rule in
which the antecedent is the description of the query in terms of a set of
properties, and the consequent speciﬁes the ﬁtness of each server with respect
to this query type. Formally, the properties useful to characterize the subject
matters of queries are denoted as Uj ðj ¼ 1; . . . ; sÞ; the ﬁtness scores are the
values associated with variables Vi ði ¼ 1; . . . ;mÞ, one for each server Si. The
fuzzy rules identifying query types are formalized as
if U1 is Ak1 and . . . and Us is Aks then V is Bk
in which k is the index of the rule, the Akj are fuzzy subsets constituting the
values of variables Uj, V is an m-dimensional vector whose components are the
Vi , and Bk is also an m-dimensional vector whose components, bki, correspond
to the ﬁtness of server Si as an appropriate source of documents for the type of
query described in the antecedent of rule k. Once a user query has been eval-
uated by the IRSs on the servers, a ‘‘matching’’ between it and the query type
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rules is performed, in order to compute the ﬁtness scores for the considered
query on the basis of the scores of the query types. The ﬁrst step is to obtain a
unique ﬁtness score per server for the considered query. To this aim the user
query is also described in terms of properties Uj; a value aj is associated with
each Uj and for each rule k a ﬁring level sk is computed: sk ¼ minj½AkjðajÞ. To
combine the ﬁtness scores in the distinct rules, the obtained information is
employed as follows:
B ¼
Pp
k¼1 skBkPp
k¼1 sk
ð1Þ
in which p is the number of query types.
The components bi of vector B
 denote the ﬁtness values of the servers for
the considered query.
Finally, to obtain the values Ni of documents to be contributed by each
server, ﬁrst the ﬁtness values are normalized:
ai ¼ b

iPm
i¼1 b

i
ð2Þ
At this point the normalized values are used to compute the number of doc-
uments to be retrieved from each server:
Ni ¼ aiN ð3Þ
The number of documents to be selected from each server is proportional to
the ﬁtness of that server to the query.
In the next subsection we present some soft approaches to compute the
ﬁtness score for each server.
2.2. Soft approaches to rank the information sources in multi-source information
retrieval
In this subsection we synthesize what has been proposed in [11] for esti-
mating the ﬁtness scores of the information sources so as to serve the com-
putation of the number of documents to be contributed by each server.
Each approach proposes a distinct way of computing ﬁtness scores. Starting
from the obtained ﬁtness scores the numbers of document to be selected from
each server is determined by applying formulas (2) and (3) in Section 2.1.
2.2.1. Approach based on the association of a fuzzy prototypal set with each
server
The idea at the heart of this approach is to associate with each server a fuzzy
set of the key terms which best represent the topics in the considered archive.
Their associated membership values are interpreted as their signiﬁcance as
descriptors of the server. In other words the weights represent the ﬁtness of the
G. Bordogna et al. / Internat. J. Approx. Reason. 34 (2003) 105–120 109
server with respect to the topic expressed by the associated term. The fuzzy set
can be interpreted as a ‘‘prototypal document’’ or ‘‘document type’’ consti-
tuting a representative of the documents in the archive of the server. The terms
and their ‘‘ﬁtness’’ weights can be either manually deﬁned or automatically
computed. An automatic selection of the key terms can be obtained on the
basis of their normalized occurrences in the archive on the considered server;
the computed occurrences can then be used as terms membership values. Let us
denote by TOTOCCðtÞi the total number of occurrences of a given term t in the
archive of a server i, and by TOTOCCi the highest number of occurrences
among all the terms in the archive. For each term t the following ‘‘importance’’
weight can then be evaluated:
IMPiðtÞ ¼ TOTOCCðtÞi=TOTOCCi ð4Þ
The terms considered as the key concepts are selected as the ones with an
importance weight over a given threshold s. For a given server Si then a pro-
totypal fuzzy set is deﬁned:
PROTðSiÞ ¼
X
IMPðtÞi
.
t ð5Þ
When a query has to be evaluated, the process of estimate of the appropri-
ateness of each server as the collector of relevant information for the query can
be done on the basis of a procedure which performs a matching between the
query and the ‘‘prototypal’’ fuzzy set of terms. The matching procedure of a
Boolean query against the fuzzy prototypal term set proceeds in a bottom up
way: ﬁrst, the membership of each query term to the prototypal fuzzy set is
computed. The obtained values (indicating the ﬁtness of the server for each query
term) are then aggregated by applying the connectives speciﬁed in the query (the
AND is interpreted as a min, the OR as a max, and the NOT as a complement).
The obtained value represents the ﬁtness bi of the server Si with respect to
the considered query.
Let us consider as an example the query q¼ ‘‘t1 AND t2’’ and three servers Si
with i ¼ 1; . . . ; 3 represented by the following prototypal fuzzy sets:
PROTðS1Þ ¼ f0:3=t1 þ 0:9=t2 þ 0:6=t3g
PROTðS2Þ ¼ f1=t1 þ 0:3=t3g
PROTðS3Þ ¼ f0:5=t1 þ 1=t2g
The ﬁtness scores bi with i ¼ 1; . . . ; 3 of the servers with respect to the query
q are then estimated as follows:
b1 ¼ minð0:3; 0:9Þ ¼ 0:3 b2 ¼ minð1; 0Þ ¼ 0 b3 ¼ minð0:5; 1Þ ¼ 0:5
2.2.2. Approach based on the speciﬁcation of a set of ‘‘query type’’ for each server
This approach is based on the deﬁnition of a set of ‘‘prototypal queries’’ for
each server. A ‘‘prototypal query’’ is conceived as a high level description of the
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key concepts summarizing the information in the archive on the server. A
prototypal query is simply deﬁned by means of two sets of terms; the ﬁrst set
(denoted as NNT) contains the key terms that the server deals with, while the
second set (denoted as NT) contains the key terms that the server does not deal
with. If for example the documents in the archive deal with the applications of
computer science to medicine, but not with the applications related with image
processing, the two following sets could be deﬁned: NNT¼ {computer science,
medicine, medical applications, expert systems} and NT¼ {image, image
processing, image analysis}. To make more reﬁned the role of prototypal
queries as carriers of the information contained in the server, a ﬁtness score is
associated with each of them. This score expresses the degree of concern of the
considered server with the topics highlighted in the prototypal query. As de-
scribed before, the ﬁtness score is deﬁned as a numeric value in [0,1].
We consider queries formulated by means of the Boolean query language.
When a given query is considered, to evaluate the ﬁtness of server Si with re-
spect to it the following process is applied. First two sets are deﬁned: the set
NNT which contains the terms not negated in the query, and the set NT which
contains the terms negated in the query. As a second step, for each prototypal
query Pqk in the server the intersection of NT with the set of negated terms in
the prototypal query (PQNTk) is computed, thus obtaining the set INTk, and
the intersection of NNT with the set of not negated terms in the prototypal
query (PQNNTk) is also computed, thus obtaining the set INNTk. To obtain a
ﬁtness score for the considered query with respect to a prototypal query the
following rule is applied:
If mostðjINNTkj=jPQNNTkjÞ AND mostðjINTkj=jPQNTkjÞ then Vik ¼ bik
in which jSj is the cardinality of the set S, and bik is the ﬁtness score of server Si
for the prototypal query Pqk. This rule veriﬁes if most of the query terms are
contained in the prototypal query. Most is a proportional increasing linguistic
quantiﬁer formally deﬁned as a fuzzy set on the interval [0,1] [17]. The evalu-
ation of the antecedent of a rule produces a ﬁring level sik. To obtain the overall
ﬁtness score bi of the server Si for the considered query, the following formula
is applied:
bi ¼
Pp
k¼1 sikbikPp
k¼1 sik
ð6Þ
in which p is the number of prototypal queries deﬁned for a given server Si.
2.2.3. Rule-based approach
The kernel of this approach is the identiﬁcation of a set of variables useful to
characterize a query in terms of ‘‘properties’’. The deﬁnition of a prototypal
query is obtained by instantiating each variable with a selected value. For each
prototypal query each server has a corresponding ﬁtness score. In the approach
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proposed by Yager and Rybalov, the score is selected ‘‘a priori’’ for each
prototypal query, and encodes the appropriateness of the source as a collector
of the relevant information with respect to the prototypal query. In this way
the information role played by each information source is directly encoded in
the numeric ﬁtness score. A more ﬂexible but complex approach could also
model the preliminary phase of computation of these scores.
The main diﬃculty related to the knowledge-based approach is the identi-
ﬁcation of properties useful to characterize queries. A consideration useful to
identify some properties is that they are strongly related with the adopted
query language. In particular the properties should be selected in order to
highlight the information content of the query. To this aim, it is necessary to
consider the level of the ‘‘information carriers’’ in the query expressions; in the
query languages of current IRSs this role is played by terms.
In [11–13] an example of application of the knowledge-based approach is
discussed. In this example, by following the approach speciﬁed by Yager and
Rybalov each prototypal query corresponds to a rule; in the antecedents of
each rule the variables with their associated values are speciﬁed. An example of
rule deﬁned by considering the variable ‘‘term importance’’ is the following:
If t1 is important and t2 is very important and t3 is not very important then V is
Bk in which the ti are terms, k is the index of the rule, V is an m-dimensional
vector whose components are the Vi , and Bk is also an m-dimensional vector
whose components, bki, correspond to the ﬁtness of server Si as an appropriate
source of documents for the type of query described in the antecedent of rule k.
To match the antecedent of a rule with a query, the compatibility between
the numeric query term weights (of query terms appearing in the antecedent)
and the linguistic weights is evaluated on the basis of the weight semantics.
To obtain a more ﬂexible modelling the antecedents of rules could be
speciﬁed by applying a linguistic quantiﬁer to aggregate the single terms con-
sidered, like in the following example:
If most (t1 is important, t2 is very important, t3 is not very important) then V is
Bk in which most is deﬁned as an ordered weighted averaging operator [18].
2.2.4. Flexible approaches to fuse distinct document lists
We have a collection of m ordered lists of distinct elements and we desire to
fuse these desired lists into one ordered list L. Here we use Li to indicate the ith
individual list and Ni to indicate the number of elements in Li where
i ¼ 1; . . . ;m;
X
i¼1;...;m
Ni ¼ N ; the number of elements desired in L:
In forming the combined list L from the Li there is clearly one property that
must be satisﬁed, intra–list consistency. This condition requires that if x and y
are two documents appearing in list Li and if x is higher then y in this list,
x >i y, then it is required that in the fused list L to x is higher than y, x >L y.
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In order to combine these individual ordered lists we need some additional
guiding imperative to form the aggregated list. In developing a method for
combining the lists we note that there is only one distinction between the lists,
the number of elements in each list Ni. In the following we shall discuss a
general approach [13,16] to this list fusion problem which uses the number of
elements in a contributing list.
In the following we let xij indicate the jth document in ith list. We shall
associate with each xij a value Vij and place the documents in the fused list L
based upon this value, the higher the value of Vij the higher the position in the
fused list. The formula we shall use for Vij is
Vij ¼ aNi þ 1 j; where aP 0 ð7Þ
As we subsequently see a is a parameter which determines the type of list fusion
we are implementing. We note that documents from the same contributing list
will always have distinct values, Vij 6¼ Vik for j 6¼ k. In addition we note that the
intra-list consistency property is always satisﬁed, if j < k (xij higher in list i then
xik) then Vij > Vik and therefore xij will be higher in the fused list then xik. It is
possible to have ties between documents from diﬀerent contributing list. In
order to address this problem we shall use the following deterministic tie
breaking procedure. We index the individual collections in descending order of
the total number of documents they are going to contribute to the fused col-
lection; thus if Si and Sj are two servers, we shall assume i < j if Ni > Nj.
Furthermore, if there are any ties with respect to the number of documents
individual collections are going to contribute we shall distinguish these by al-
phabetically ordering the tied collections; thus if Si and Sj are such that Ni ¼ Nj
we shall assume i < j if the name of Si appears higher in the alphabet then Sj.
Using this indexing if at some point in the fusion process there is a tie with
respect to the V values we select the next document from the collection with the
smallest index. Using this tie breaking procedure results in our fusion process
always being deterministic for a given query. Let us look in more detail at the
fusion function and try to understand the role of the parameter a. As we
subsequently see a essentially determines the type of fusion procedure we are
using. We shall ﬁrst consider the case in which a ¼ 0. In this case our fusion
function becomes Vij ¼ 1 j. Here fusing the lists by treating the lists so that its
top elements are equivalent. Consider now the case in which a ¼ 1, here our
fusion function becomes Vij ¼ Ni þ 1 j. In this approach we essentially push
all of the individual orderings up so that their bottom elements are equal.
Essentially this approach can be seen to be one in which the potential of a list Li
providing the next element for the fused list is determined by the number of
documents remaining in it.
In the two approaches previously discussed one consisted of a moving down
of collections so that the worst elements are on the same level (a ¼ 1) while the
other is one in which all collections are equalized by moving the smaller ones
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up so that all top elements are equal (a ¼ 0). With a ¼ 0:5 we essentially center
the collections and fuse them.
Next is the case in which a is very large, we shall denote its value as Big. In
this case our fusion function becomes Vij ¼ BigNi þ 1 j. Here we see that we
ﬁrst take all the documents from the contributing list with the largest number
of elements, then we take all the documents from the contributing list with the
next number of documents etc. Essentially the imperative used here is one that
says if Ni > Nj then all the documents in Si are more relevant than those in Sj.
3. Metasearch retrieval
The huge amount of documents distributed over diﬀerent sites and acces-
sible on the Internet can be retrieved by searching through one of the many
available search engines such as AltaVista, Excite, Lycos, HotBot, Infoseek,
Yahoo, Google, just to cite some of them. It often happens that, if one submits
the same request to diﬀerent search engines, one retrieves distinct ranked lists
of documents which diﬀer in both the number of retrieved items, and in the
order in which these items are judged relevant. A document can then appear in
more then one of the retrieved lists and in a diﬀerent position within each list.
This is due to many factors peculiar to the search engine among which the most
common ones are the diﬀerent indexing, updating and retrieval criteria adopted
to represent the accessible document collection and to compute the retrieval
status value (RSV). Then, the RSVs of a document produced by distinct search
engines are not comparable one another since they are computed based on
diﬀerent indexing and matching criteria [5,19,20].
The retrieval result, which would be much desirable to a user, is an overall
ranked list of documents, obtained by the fusion of the single lists produced by
each search engine.
Based on the consideration that more experts are better than one, the idea is
that by using more search engines, regarded as experts in ﬁnding information,
one achieves better results [19,21]. To this aim in the literature several ap-
proaches have been proposed [2,3,5–7,13,22,23]. In the following subsection a
soft approach to perform the fusion of overlapped ranked list of documents
yielded by distinct search engines proposed in [5] and successively reﬁned in [6]
is presented.
3.1. Soft fusion of overlapping ranked lists
In this subsection a soft fusion of overlapping ordered lists into an overall
ordered list is regarded as a group decision making activity in which the search
engines play the role of the experts, the documents are the alternatives that are
evaluated based on a set of criteria expressed in a user query, and the decision
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function is a soft aggregation operator modeling a speciﬁc user retrieval atti-
tude. Let us formalize the entities involved in this decision activity. Let us
indicate by q a request for information expressed by a single word or by a
Boolean expression on words (words or phrases connected by the AND, and
the OR and negated by the NOT operators). It constitutes the set of criteria by
which the alternatives must be evaluated.
Let us indicate by E1; . . . ;EK , the set of the K search engines producing the
lists L1q; . . . ; LKq of documents as a result of the query q evaluation, with jLiqj
the number of elements in the Liq list. If jLiqj ¼ 0 it means that the Liq list is
empty, that is the ith search engine did not found any document satisfying the
query q.
The set of the alternatives is constituted by the set of documents D, uniquely
identiﬁed by their www addresses hereafter indicated by d1; . . . ; dN , appearing
in at least one of the retrieved lists:
D :¼ fdjd 2 [j¼1;...;KLjqg ð8Þ
Each document dj has a position pji ¼ liqðdjÞ in the ith list Liq produced by the
evaluation of a query q. We assume that pji ¼ liqðdjÞ ¼ 0 when document dj is
not present in the ith list or when the i list is empty:
if jLiqj ¼ 0 then liqðdjÞ ¼ 0 8dj 2 D
Since the RSVs computed by distinct search engines are not comparable with
one another, we deﬁne the criteria performance judgements of the documents
evaluated by the search engines with respect to the criteria in the query just
through the ranks of the retrieved documents in the lists. Speciﬁcally, we deﬁne
as criteria performance judgements of each alternative dj expressed by the K
search engines K scores Cj1; . . . ;CjK in the range [0,1] obtained as follows:
Cji ¼ ðjLiqj  pji þ 1Þ ð9Þ
The performance judgement of a document with respect to a search engine
decreases as the position of the document in the list goes from the top to the
bottom of the list. Cji ¼ 1 if dj is the ﬁrst document in the list Liq.
If jLaqj < jLbqj and pja ¼ pjb then Cja < Cjb: getting a good position in a
long list of candidate relevant items is considered more valuable than a good
position in a short list [6].
Given K search engines, for each query a matrix C ¼ ½Cji, with j ¼ 1; . . . ;
jDj, and i ¼ 1; . . . ; k, can be computed in which the columns corresponds with
the search engines and the rows with the set of documents D. Once the per-
formance judgements of the criteria have been computed by all the experts, an
aggregation phase takes place aimed at computing the overall performance of
each alternative reﬂecting the judgement of a fuzzy majority of the experts. In
our case this phase corresponds with the soft fusion of the overlapping ranked
lists. The overall performance judgement Cj of document dj is computed by
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aggregating the values in the jth row of the C matrix; it expresses the con-
sensual RSV of a fuzzy majority of the search engines on document dj. This
value is used to rank the document in the fused list, or consensual list. Like
in the fuzzy multi-agent decision making model deﬁned in [24] we adopt
a quantiﬁer guided aggregation function to deﬁne the concept of a fuzzy
majority expressed by a linguistic quantiﬁer Q such as all, most, at least a few,
at least one.
These relative monotone non-decreasing quantiﬁers specify weaker and
weaker interpretations of a fuzzy majority and in this context model distinct
retrieval attitudes.
All corresponds with the strictest majority that requires all search engines to
retrieve a document for it to appear in the fused list. This aggregation criterion
expresses the need for a precise (focalized) answer since the set that the user
wants to consider is obtained by the intersection of the search engines lists. In
this case we can say that the user is pessimistic on the ability of the individual
search engines to select only relevant items and then, moved by the aim of
increasing the retrieval precision, he/she speciﬁes the most selective decision
function as fusion criterion. Most expresses a fuzzy majority that does not
impose the unanimous retrieval of a document for it to be considered in the
fused list; for instance, it is suﬃcient that it is present in at least 80% of the lists.
At least a few corresponds with a weaker aggregator; it is suﬃcient that a
document is retrieved by at least a minority of the search engines, a few of them
(for instance at least 20%), for the document to appear in the fused list, and
ﬁnally at least one is the weakest fusion criterion that speciﬁes the union of the
lists. This last fusion criterion expresses the need for an exhaustive answer; the
user does not want to disregard any potentially relevant document, he/she is
then moved by a recall oriented retrieval attitude. In this last situation we can
say that the user is optimistic on the ability of the individual search engines to
select only relevant items, and then, moved by the aim of increasing the recall,
he/she speciﬁes the least selective decision function as fusion criterion.
We deﬁne a quantiﬁer guided aggregation function associated with a lin-
guistic quantiﬁer by means of the IOWA operators [25]. These operators allow
to distinguish the order used to take into account the contributions of the
arguments (the reorder vector) from the arguments values to be aggregated
(the arguments vector). What we want to determine is the order in which the
contributions of the search engines performance judgements are taken into
account depending on a ﬁtness score evaluated for each search engine. By this
approach we consider a semantics and consequently a computation of the
ﬁtness score diﬀerent from the one proposed in Section 2.2. The ﬁtness score is
in this case associated with a search engine and is computed by a relevance
feedback mechanism that will be described in the following subsection. The
search engines that exhibit a high ﬁtness score must contribute more heavily to
determine the overall performance of a document.
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Formally, a quantiﬁer guided aggregation function can be deﬁned by means
of an IOWA operator associated with a monotone non decreasing linguistic
quantiﬁer Q: the weighting vector W is obtained from the fuzzy set deﬁning Q
by computing wi ¼ Qði=KÞ  Qði 1Þ=K for i ¼ 1; . . . ;K and K IOWA di-
mension, in this case the number of the search engines [13]. Then, the IOWA
operator is deﬁned as
IOWAðhu1;Cj1i; . . . ; huk;CjkiÞ ¼ W TBU ð10Þ
in which W T is the transpose vector of W ; U ¼ ½u1; . . . ; uk is the reorder vector:
in this case uh is deﬁned based on the ﬁtness score of the hth search engine and
the performance judgement of document dj by the hth search engine Cjh; BU is
the arguments vector ½Cj1; . . . ;Cjk reordered according to the U vector so that
bi is the Cjh having associated with it the ith largest u value. For example, given
the IOWA with W ¼ ½0; 0:5; 0:5; 0 and the argument vector ½h3; :1i; h8; :3i;
h6; :8i; h2; 1i we obtain: IOWAðh3; :1i; h8; :3i; h6; :8i; h2; 1iÞ ¼ 0  0:3þ 0:5
0:8þ 0:5  0:1þ 0  1 ¼ 0:45.
Since we want that the search engines with highest ﬁtness scores have a
greater chance to determine the result than search engines with lowest ﬁtness,
given the orness of the aggregator operator we compute the reorder vector U as
follows: for the IOWA operators with ornessðW Þ > 0:5, i.e. with a semantics
closer to the OR (the IOWA operators associated with the quantiﬁers at least 1
and at least a few), we compute the reorder vector as
ujh ¼ 1 dist ðCjh  fhÞ=ðmax LqÞ2; ornessðW Þ
 
ð11Þ
in which fh 2 ½0;max Lq is the ﬁtness of the hth search engine, max Lq is the
maximum cardinality among the jLhqj, i.e., maxh¼1;...;k jLhqj, and dist is a distance
function (ex distða; bÞ ¼ ja bj). In this way, the overall relevance judgement of
a document is computed based on an optimistic decision function that con-
siders the best relevance evaluations of the search engines with highest ﬁtness to
be the most determining.
For the IOWA operators with orness(IOWA) 6 0.5, i.e. with a semantics
closer to the AND (the IOWA operators associated with the quantiﬁers all and
most) we compute the reorder vector as
ujh ¼ dist ðCjh  ðmax Lq

 fhÞÞ=ðmax LqÞ2; ornessðW Þ

ð12Þ
In this way, the overall relevance judgement of a document is computed based
on a pessimistic decision function that considers the worst relevance judge-
ments of the search engines with highest ﬁtness to be the most determining.
3.2. Computation of the search engines ﬁtness scores
We have seen that in multi-source information retrieval the notion of ﬁtness
score is associated with a source of information, and denotes the appropriateness
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of the source information contents with respect to a user query. The compu-
tation of such a score may depend on both the type of the query and the
characteristics of information source itself. This score estimates how much the
content of the information source is potentially relevant to the topics repre-
sented by the query. In the context of metasearch engines the ﬁtness scores are
generally computed to serve two diﬀerent purposes: either to have a priority
criterion for using a search engine instead of another one, or to determine the
number of documents to be selected from each ranked list. In the soft approach
proposed in Section 3.1 the ﬁtness score has a diﬀerent meaning. It is intended
as a preference accorded to a search engine by the user on the basis of the
engine’s successful behaviour in retrieving documents relevant to his/her in-
formation needs. The basic idea is that it should serve a twofold purpose: the
most preferred engines, those with highest ﬁtness scores, should have a greater
chance to determine the ﬁnal judgement. Further, the ﬁtness of a search engine
increases as it retrieves more documents relevant to the user in best positions
over a period of time, say after a query or a retrieval session. This allows to
compute the ﬁtness score of a search engine based on a long term dynamic user
proﬁle.
When the user connects for the ﬁrst time, at time t0, to the metasearch engine
it is possible either to rank the search engines in decreasing order of their
preference, this information is used to set speciﬁc values for the ﬁtness scores
fhðt0Þ 2 ½0;max Lq 8h ¼ 1; . . . ; k. In the case of complete uncertainty, all the
ﬁtness scores can be ﬁxed equal to the average cardinality of the lists
fhðt0Þ ¼
P
h¼1;...;kðjLhqjÞ=k. Then, after analyzing the results produced after a
ﬁrst query evaluation, the user can identify those candidate documents that he/
she considers relevant to his/her needs. These documents are assigned a utility
factor s 2 ð0; 1Þ, hereafter interpreted as a learning rate, that is used to modify
the ﬁtness of the h search engine as follows:
fhðtÞ ¼ min½fhðt  1Þ þ s  Crhðt  1Þ;max Lq ð13Þ
in which fhðtÞ is the ﬁtness score at time t, max Lq ¼ maxh¼1;...;kðjLhqjÞ and
Crhðt  1Þ is the relevance judgement of the relevant document identiﬁed by the
user in the last run. In this way, the ﬁtness score increases with the user sat-
isfaction proportionally to the relevance judgement of document r really rel-
evant to the user. The greater the s learning rate, the faster is the increasing of
the ﬁtness score to the maximum allowed equal to the maximum cardinality of
the lists max Lq. On the other side, the user can also indicate among the re-
trieved documents those that are not relevant at all; this information is used to
decrease the ﬁtness scores of the search engines proportionally to the relevance
judgements of the irrelevant document down to a minimum bounding value of
zero as follow:
fhðtÞ ¼ max½fhðt  1Þ  s  Crhðt  1Þ; 0 ð14Þ
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4. Conclusions
In this paper some approaches to deal with the problem of distributed in-
formation retrieval have been analysed. In particular two situations have been
considered. The problem of querying multiple disjoint collections through a
distributed information retrieval system and the problem of metasearch re-
trieval, i.e., the querying of documents distributed on a network by means of
distinct search engines indexing the whole collection. The peculiarities of the
two situations are outlined and some soft approaches to deal with the processes
they imply are described.
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