Abstract. In [3] , T. Duyckaerts and F. Merle studied the variational structure near the ground state solution W of the energy critical wave equation and classified the solutions with the threshold energy E(W, 0) in dimensions d = 3, 4, 5. In this paper, we extend the results to all dimensions d ≥ 6. The main issue in high dimensions is the non-Lipschitz continuity of the nonlinearity which we get around by making full use of the decay property of W .
introduction
We consider the Cauchy problem of the focusing energy critical nonlinear wave equation: where u(t, x) is a real function on R × R d , d ≥ 3 and u 0 ∈Ḣ 1
x (R d ). The name "energy critical" refers to the fact that the scaling u(t, x) → u λ (t, x) = λ leaves both the equation and the energy invariant. Here, the energy is defined by E(u(t), ∂ t u(t)) = 1 2 ∂ t u(t) 3) and is conserved in time.
From the classical local theory (cf. [4, 8, 15, 17, 18, 19] ), for any (u 0 , u 1 ) ∈ H 1 x × L 2 x , there exists a unique maximal-lifespan solution of (1.1) on a time interval (−T − , T + ) such that the local scattering size
for any compact interval I ⊂ (−T − , T + ). If S [0,T + ) (u) = ∞, we say u blows up forward in time. Likewise u blows up backward in time if S (−T + ,0] (u) = ∞. We also recall the fact that the non-blowup of u in one direction implies scattering in the spaceḢ 1 x × L 2 x in that direction. For the defocusing energy critical NLW, the global wellposedness and scattering for all finite energy solutions was established in [6, 7, 17, 16, 18, 10] . In the focusing case, depending on the size of the kinetic energy of the initial data, both scattering and blowup may occur. The threshold between blowup and scattering is believed to be determined by the ground state solution of the equation (1.1):
, which solves the static nonlinear wave equation
This was verified by Kenig-Merle [10] in dimensions d = 3, 4, 5.
Theorem 1.1 (Global wellposedness and scattering [10] ). Let d = 3, 4, 5 and (u 0 , u 1 ) ∈Ḣ 1 x × L 2 x . Assume that E(u 0 , u 1 ) < E(W, 0). Let u = u(t, x) be the maximal-lifespan solution of (1.1) on I × R d . i) If ∇u 0 2 < ∇W 2 , then I = R and the scattering size of u is finite,
ii) If ∇u 0 2 > ∇W 2 , then u blows up at finite time in both time directions, i.e, |I| < ∞. Remark 1.2. In [10] , Theorem 1.1 was proved in dimensions d = 3, 4, 5. To generalize it to higher dimensions, one needs a stronger stability result which has been worked out for the energy critical NLS [23] . After some changes, the stronger stability theory for NLS still holds for NLW, and we will address this problem elsewhere [14] . We stress that Theorem 1.4 below depends crucially on this generalization. Theorem 1.1 confirmed that the threshold between blowup and scattering is given by the ground state W . Our purpose of this paper is not to investigate the global wellposedness and scattering theory below the threshold. Instead, we aim to continue the study in [3] on what will happen if the solution has the threshold energy E(W, 0). In that paper, T. Duyckaerts and F. Merle carried out a very detailed study of the dynamical structure around the ground state solution W . They were able to give the characterization of solutions with the threshold energy in dimensions d = 3, 4, 5.
In this paper, we aim to extend the results in [3] to all dimensions d ≥ 6. Although the whole framework designed for low dimensions can also be used for the high dimensional setting, there are a couple of places where the arguments break down in high dimensions. Roughly speaking, this was mainly caused by the fact that the nonlinearity is no longer Lipschitz continuous or superlinear in Strichartz spaceṠ 1 (see Section 2 for the definition). In the whole proof, there are mainly two places where the Lipschitz continuity and superlinearity is heavily needed. The first is in the construction of threshold solutions W ± using a perturbed equation where Lipschitz continuity is used for a contraction argument. The second is in showing rigidity properties of W ± where we need to show that the nonlinearity is superlinear with respect to perturbations. The superlinearity is a crucial property needed for a bootstrap argument which were used to show that solutions exponentially close to W ± must coincide with W ± up to symmetries. To get around this problem, we will employ a similar technique which we used for the corresponding problem of energy critical NLS [13] . When constructing the threshold solution, instead of using the standard Strichartz space, we will use the weighted Sobolev space H m,m (see next Section for the definition). The weighted space H m,m turns out to be a natural space in which the nonlinearity of the perturbed equation can be proved to be Lipschitz continuous. To show the rigidity of the threshold solutions, we will show the perturbed nonlinearity of the form R(v + w a ) − R(w a ) 1 has better decay than the perturbation v which already has certain exponential decay. By proving that the difference w a is in H m,m , we are able to transform the perturbed nonlinearity into a form which can be treated by using the dyadic decomposition trick from [3] . The rigidity of the threshold solutions then follows after several boostrap steps.
In all, the material in this paper allows us to extend the argument in [3] to all dimensions d ≥ 6. This is the following
There exists a spherically symmetric solution W ± of (1.1) defined on the maximal-lifespan
Now we classify the solutions with the threshold energy. Since the equation is invariant under several symmetries, we can determine the solution only modulo these symmetries. Let u(t, x), v(t, x) be two spacetime functions. When we say u = v up to symmetries of the equation, we mean there
With this convention we have
Let u be the solution of (1.1) with initial condition (u 0 , u 1 ) and I be its maximal-lifespan. Then we have the following (a) If ∇u 0 2 < ∇W 2 , then I = R. Moreover, either u = W − up to symmetries of the equation, or S R (u) < ∞. The proof of Theorem 1.3 and 1.4 will follow roughly the same strategy as in [3] . Here we make a remark about the proof of Theorem 1.4. The second point (b) is a direct application of the variational characterization 1 Here w a is the difference between the threshold solution and the ground state W , see Lemma 4.2.
of W . It only remains to prove (a) and (c). In [3] , a large portion of the work was devoted to showing the exponential convergence of the solution to W , which after several minor changes, also works for higher dimensions. For this reason, we do not repeat that part of the argument and build our starting point on the following Proposition 1.5 (Exponential convergence to W [3] ). Let u be the solution to (1.1) with initial condition
(a) In the case ∇u 0 2 < ∇W 2 , then u exists globally. Suppose also that S (0,∞) (u) = ∞, then S (−∞,0) (u) < ∞ and there exist λ 0 > 0, x 0 ∈ R d , c > 0 and C > 0 such that
(b) In the case ∇u 0 2 > ∇W 2 , we also assume that u 0 ∈ L 2 x and u exists globally forward in time, then there exist c, C > 0 and λ 0 , x 0 such that
This paper is organized as follows. In Section 2, we introduce some notations and collect some basic estimates. Section 3 is devoted to proving Theorem 1.3. In Section 4, we prove two useful estimates. In Section 5, we use the two estimates to finish the proof of Theorem 1.4 by assuming Proposition 1.5. 
Preliminaries
We use X Y or Y X whenever X ≤ CY for some constant C > 0. We use O(Y ) to denote any quantity X such that |X| Y . We use the notation X ∼ Y whenever X Y X. We will add subscripts to C to indicate the dependence of C on the parameters. For example, C i,j means that the constant C depends on i, j. The dependence of C upon dimension will be suppressed.
We use the 'Japanese bracket' convention x := (1 + |x| 2 ) 1/2 . Throughout this paper, we will use p c to denote the total power of nonlinearity:
We write L q t L r x to denote the Banach space with norm
with the usual modifications when q or r are equal to infinity, or when the domain R × R d is replaced by a smaller region of spacetime such as
For any s ∈ R, we define fractional derivative |∇| s via the Fourier transform
and defineẆ s,p
x (R d ) to be Sobolev space with the norm
When p = 2, we writeẆ s,2
x asḢ s x .
2.1. Fractional chain rule. We record the following results from [11] .
be such that 
Denote I be a time slab and β(r) = 
.
With these notations, we write Strichartz inequalities for linear wave equation as follows Lemma 2.3 (Strichartz estimate [5, 15, 9] 
x . Let I be a time slab containing t 0 . Let F ∈Ṅ 1 (I). Then the solution u(t, x) to the equation
satisfies the Duhamel's formula:
Moreover,
Remark 2.4. Let d ≥ 6 and (q, r) admissible. Letr be such that
Then by Sobolev embedding we have
For example, we can take (q,r) = (∞,
. Other examples will be used in this paper without explicitly mentioning this embedding.
2.3.
Space H m,m and its basic properties. Let m > 0 be an integer. Define H m,m to be the Banach space with the norm
We collect several useful lemmas.
Lemma 2.5 (Estimates of linear solutions).
Let m be a positive integer. Let u be the solution of
Then there exists a m-dependent constant C > 0 such that
Proof. (2.6) follows directly from the standard energy method. The second one (2.7) is a consequence of (2.6) and the Fundamental Theorem of Calculus.
Lemma 2.6. Let t 0 > 0, α > 0. Let Σ t 0 be the Banach space with the norm
Then there exists a m-dependent constant C such that
Proof. Using Duhamel's formula, Lemma 2.5 gives that
Applying this and Minkowski inequality we have
which gives immediately (2.8).
We record several useful lemmas from [13] . The proof can be found in [13] .
where the implicit constant depends only on k 1 , k 2 .
with the implicit constant depending only on m.
Lemma 2.9. Let C > 0, j ≥ 2 and m ≥ 
10) can be written equivalently as
We record the following spectral properties of L from [3] . For convenience of notations, we will assume e 0 > 0.
3. The existence of W − , W + .
As in [3] , the threshold solutions W − , W + are constructed as the limit of a sequence of near solutions W a k (t, x). On the other hand, the asymptotic behaviors of W − and W + are quite different in the negative time direction (see Remark 3.5). We need the following result:
. Let a ∈ R and let e 0 > 0 be the same as in Lemma 2.10.
More precisely, ∀J, M ≥ 0, J, M are integers, there exists a constant C J,M such that
for all t sufficiently large.
Remark 3.2. Since all Φ j are Schwartz functions, we have the following properties for the difference
For any j, l ≥ 0 and 1 ≤ p ≤ ∞, there exists C k,j,l > 0 such that
Next we show that there exists a unique genuine solution W a (t, x) of (1.1) which can be approximated by the above constructed near solutions W a k (t, x). The existence and uniqueness of the solution W a is transformed to that of h := W a − W a k which satisfies the equation
Like for the Schrödinger equation [13] , we will construct the solution to (3.5) by using fixed point argument in the weighted Sobolev space H m,m . The reason is that the nonlinearity in (3.5) can be shown to be Lipschitz continuous while the space used in [3] does not work for higher dimensions.
be the same as in Lemma 3.1. Assume m ≥ 3d is fixed. Then there exists k 0 > 0 and a unique solution W a (t, x) for the equation in (1.1) which satisfies the following: for any k ≥ k 0 , there exists Moreover, we have Proof. Let h = W a − W a k , then W a is the solution of (1.1) as long as h is a solution of the equation (3.5) . By Duhamel's formula, the existence of the solution to (3.5) which satisfies the decay condition (3.6), (3.7) is transformed into the existence of the solution to the following integral equation for large time t,
Define the space Σ t k to be the space with the norm
and the unit ball
We will show Φ is a contraction on B k . Taking h ∈ B k , we compute the H m,m norm of Φ(h)(t) as follows
To estimate (3.10), we use Lemma 2.5, Lemma 2.8 to get (3.10)
Since α = (k + for all k ≥ k 0 . Now we deal with (3.12) . Note that by Lemma 3.1, ε a k (t) = O(e −(k+1)e 0 t ) in S(R d ). This implies
Thus,
Moreover, since h ∈ Σ t k and m ≥ 3d, by Lemma 2.7 we have
As a consequence, we have
Using (3.16) and (3.17) together with the expansion for the real analytic function P (s) = |1 + s| pc−1 (1 + s) for |s| ≤ 3 4 which takes the form
we write
where
By triangle inequality and Lemma 2.8, we estimate the H m,m -norm of (3.19) as follows:
Here we have split the sum in the index i because our Lemma 2.9 requires i ≥ 2. Now by Remark 3.2 and Lemma 2.9 we have
Note moreover that
we have
where in the second inequality we have dropped the term h
Obviously the last series can be made arbitrarily small if we choose t k sufficiently large. This gives us
Applying this estimate and Lemma 2.5 we have
Collecting the estimates (3.14), (3.15) and (3.20) we obtain
which shows that Φ maps B k to itself. To show Φ is a contraction, we choose h 1 , h 2 ∈ B k and estimate
The estimate of (3.21) is the same as (3.10), we get
To estimate (3.22), we use (3.18) to write
With minor changes, this term can be treated in the same manner as (3.19), so we have
Therefore,
This proves the map Φ is a contraction on B k , hence there exists a unique solution h to the equation (3.5) such that
Note h = W a − W a k , this means that for any k ≥ k 0 , there exists a unique solution W a (t) to the equation (1.1) on [t k , ∞) such that )e 0 t .
We need to show that W a (t, x) is independent of k. Indeed, let k 1 < k 2 and W a , W a be the corresponding solutions such that
Without loss of generality we also assume t k 1 ≤ t k 2 , then the triangle inequality gives that
Therefore W a (t) = W a (t) on [t k 2 , ∞) and we conclude W a ≡ W a by uniqueness of solutions to (1.1). This shows that W a does not depend on k.
We finally verify (3.7). Using Duhamel's formula (3.8) and Lemma 2.5, we have
These terms have been estimated before (see (3.10), (3.11), (3.12)). With the condition (3.23), we have
The Proposition is proved. j=1 e −je 0 t φ j (x) and w a = W a − W . Then there exists t 0 > 0 such that for all t ≥ t 0 and all 2 ≤ p ≤ ∞
24)
e −e 0 t ≤ e as long as
Proof. By Proposition 3.3,
An application of Sobolev embedding (see Lemma 2.7) and interpolation yields that for any 2 ≤ p ≤ ∞ and t sufficiently large
as long as m ≥ l 1 + l 2 + d 2 + 1. In particular, for any 2 ≤ r ≤
In the last equality, we use the fact that 4rd r(d+1)+2d−2 ≥ 2 for all r ≥ 2. Integrating the time variable over [t, ∞), we obtain
On the other hand, since v k 0 is the combination of Schwartz functions, we have by (3.4)
for all t sufficiently large. The estimates of w a then follow from triangle inequality.
Remark 3.5. From the construction of W ± (t), it is clear that they both approaches to the ground state W exponentially fast as t → +∞. For the behavior of W ± in negative time direction, we can apply the same argument in [2] (see proof of Theorem 1, Proposition 2.8, Proposition 3.1 and Subsection 6.4 for instance) to conclude that W − scatters when t → −∞ and W + blows up at finite time.
Two useful estimates
First we show that R(v) is superlinear in v, we have Lemma 4.1 (Super-linearity of R(v)). Let I be a time slab. We have
Proof. By the definition of R(v), we write
We first give a quick proof of (4.1). Since by (4.4), J(s) |s| pc , we have
Now we compute theṄ 1 norm of R(v). In the following, all spacetime norms are on I × R d . We have
For the second term, we use Lemma 2.1 and Hölder inequality to get
, which is good for us. For the first term on the RHS of (4.5), we follow the idea in [3] and cut it into dyadic pieces. To this end, we introduce a smooth cutoff function φ(x) which satisfies: φ(x) = 1 when |x| ≤ 1 and φ(x) = 0 when |x| > 2. Denote
Then we verify that
We also introduce a "fat" cutoff functionψ k (x) which equals one the support of ψ k . By rescaling, it is straightforward to verify that: for any 1 ≤ p ≤ ∞ and β ∈ R
The same estimates hold if we replace ψ k byψ k . Now we use Lemma 2.1 to estimate the first term on the RHS in (4.5) as follows:
where 1 < p 1 , p 2 , q 1 , q 2 < ∞ are chosen such that
We first deal with (4.8). Choosing
, we check that
, using (4.7) we bound the summand in (4.8) by
Summing in k, we obtain
We now deal with (4.9). Let
. We verify that
Note by (4.4), we have |J ′ (s)| |s| 4 d+1 . Using (4.7) and Lemma 2.1 we estimate the summand in (4.9) by
Summing in k we obtain
Collecting the estimates (4.10), (4.11) we obtain
(4.12)
This together with (4.5), (4.6) yields that
Lemma 4.1 is proved.
Based on this estimate, we have the following gain of decay estimate.
Lemma 4.2 (Gain of decay).
Let w a = W a − W . Then for sufficiently large t we have
Proof. Note from Corollary 3.4 that |w a (t,
where J(·) is defined in (4.3). We first prove (4.13). Noting by (4.4) |J(s)| |s| pc and using Corollary 3.4 we have
Next we prove (4.14). By triangle inequality we have
The third term on the RHS has been treated (see (4.6)) so we have
(4.15)
For the second term, note for d ≥ 6
we estimate by using Corollary 3.4
This is good for us. To estimate the first term, we borrow the proof of (4.12) which is still valid if we replace W by another function having the same decay. Indeed, by checking the proof of (4.12), we easily find that all we need is the following 
Collecting the estimates (4.15), (4.16), (4.19) , we obtain (4.14).
Classification of the solution
Our purpose of this section is to prove Theorem 1.4. Following the argument in [3] , the key step is to establish the following 
then there exists unique a ∈ R such that
As a corollary of Theorem 5.1, we see that modulo time translation, all the {W a , a > 0} (also {W a , a < 0}) are same.
Corollary 5.2. For any a = 0, there exists T a ∈ R such that
We now prove Theorem 5.1. The strategy is the following: we first prove that there exists a ∈ R such that ∇(u(t) − W a (t)) 2 + ∂ t (u(t) − W a (t)) 2 has enough decay, then using the decay estimate to show that u(t) − W a (t) is actually identically zero. To this end, we have to input the condition (5.1) and upgrade it to the desired decay estimate. At this point, we need the following crucial result from [3] . Lemma 5.3.
2 Let t 0 ≥ 0. Let h be the solution to the equation
3)
. Assume for some constant c 0 , c 1 such that 0 < c 0 < c 1 ,
be an arbitrary number smaller than c 1 . Then the following statements hold true, 2 The presentation of Lemma 5.3 is slightly different from Proposition 5.7 in [3] . Here we use a weaker condition (5.4), (5.5) to yield stronger conclusions (5.6), (5.7). However, one can easily find that this change is harmless once we apply Strichartz estimate and repeat the same argument in establishing Proposition 5.7 in [3] .
• If c 1 > e 0 , there exists A ∈ R such that
We give the proof of Theorem 5.1.
Proof of Theorem 5.1. We divide the proof into three steps.
Step 1. Let v = u − W , then condition (5.1) gives that
WOLOG, we can assume γ 0 < e 0 . We first show that this decay rate can be upgraded to e −e − 0 t . More precisely, we will prove that
And there exists a ∈ R such that ∀ η > 0
Note (5.10) is a consequence of (5.9). Indeed assume (5.9) is true, then since v satisfies the equation 
Taking τ small enough, by continuity argument we have
By triangle inequality we obtain
Lemma 4.1 yields that
γ 0 t . Now we can apply Lemma 5.3 to obtain
is proved. Otherwise, we are in the same situation with γ 0 being replaced by d+2 d+1 γ 0 . Iterating this process finitely many times yields (5.9).
Step 2. In this step we prove that u(t) − W a (t) decays arbitrarily fast. We prove that ∀ m > 0, there exists t m > 0 such that
To begin with, we show (5.11) holds for m = d+2 d+1 e 0 . Indeed, by triangle inequality and recall that v = u − W , we estimate
For the first term, we use (5.10) to estimate
e 0 t .
For the last two terms, we use the definition of v k 0 and Corollary 3.4 to get
Collecting these estimates together we obtain 
Since by Lemma 4.2, we have
+ e −(pc−1)e 0 t h Ṡ1 ([t,∞)) + h e 0 )t .
Step 3. Now we show there exists m > 0 such that h(t) = 0 for all t ≥ t m by using decay estimate (5.11).
First we note h satisfies the equation
and the following Duhamel's formula:
Applying Strichartz estimate on [t, ∞), we obtain
Denote h Σt := sup s≥t e ms h Ṡ1 ([s,∞)) . Then for η > 0 small enough we have Combining these two estimates, we get
which implies that h(t) = 0 on [t m , ∞). Recall that h(t) = u(t) − W a (t) we obtain u(t) = W a (t) on [t m , ∞). Therefore u ≡ W a by uniqueness of solutions to (1.1). The Proposition is proved and we have Theorem 5.1. Then the equality holds iff f is W up to symmetries. More precisely, there exists λ 0 > 0, x 0 ∈ R d , δ 0 ∈ {−1, +1}, such that
In particular, if (u 0 , u 1 ) ∈Ḣ 1 x × L 2 x satisfies E(u 0 , u 1 ) = E(W, 0), ∇u 0 2 = ∇W 2 , then (u 0 , u 1 ) = (W, 0) up to symmetries, hence the corresponding solution u coincides with W up to symmetries.
It remains for us to show (a), (c). We first prove (a). Let u be the maximal-lifespan solution of (1.1) on I satisfying E(u 0 , u 1 ) = E(W, 0), ∇u 0 2 < ∇W 2 . Then by Proposition 1.5, we have I = R. Assume that u blows up forward in time. Applying Proposition 1.5 again, we conclude that there exist x 0 ∈ R d , µ 0 , γ 0 , C > 0 such that
where W [µ 0 ,x 0 ] = µ 0 (x + x 0 )). This shows that u = W − up to symmetries. The proof of (c) is similar so we omit it. This ends the proof of Theorem 1.4.
