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UNIVERSITY OF SOUTHAMPTON 
ABSTRACT 
FACULTY OF ENGINEERING AND THE ENVIRONMENT 
INSTITUTE OF SOUND AND VIBRATION RESEARCH 
Doctor of Philosophy 
IMPROVED ACOUSTIC METHODS FOR LEAK DETECTION IN BURIED 
PLASTIC WATER DISTRIBUTION PIPES 
by Fabrício César Lobato de Almeida 
This  thesis  is  concerned  with  a  theoretical  and  experimental  investigation  into  the 
enhancement of acoustic methods used to detect leaks in buried plastic water distribution 
pipes.  Although  acoustic  methods  have  been  successfully  used  for  leak  detection  in 
metallic  pipes,  they  are  less  effective  in  plastic  pipes  due,  for  example,  to  the  high 
attenuation of leak noise signals. Two specific problems investigated in this thesis. They 
are the uncertainty involved in the calculation of the time delay in arrival times between 
two leak signals, and the variation of speed at which the leak noise propagates in the pipe. 
This is done in both the time and frequency domains. A new way to estimate the wave 
speed from measurements made in the presence of a leak is also proposed, together with a 
way of estimating the attenuation of leak noise as it propagates in the pipe. A bespoke test-
rig was designed and built specifically for this project by South Staffs Water plc, so that 
leaks could be simulated and investigated in controlled conditions.  
Following the characterisation of the test rig, two specific correlators were investigated, 
one using the basic cross-correlation (BCC) function and other using the phase transform 
(PHAT).  It  is  shown that the  BCC is  more suitable for  leak detection, when the pipe 
exhibits  resonance  behaviour.  It  is  further  shown  that  the  bandwidth  over  which  the 
analysis is conducted is crucial to locate the leak accurately. To determine this bandwidth a 
procedure  is  developed  to  determine  automatically  low  and  high  frequency  cut-off 
frequencies of a band-pass filter. This method uses both the coherence and the modulus of 
the cross-spectral density (CSD) function between two leak noise signals.  
  A new technique is also proposed to calculate the time delay estimate using both 
the modulus and phase of the CSD function, and this is validated using a wide range of  
 
 
data from the bespoke test-rig and also from a Canadian test-rig.  Moreover, an expression 
for the variance of the time delay estimate is determined based on frequency domain data, 
and this is shown to give the same result as that previously determined in the time domain. 
Using the variance and statistical analysis a range of values that the time delay estimate 
can assume is calculated. This range of values is related to the 95% confidence interval of 
the time delay estimate calculated using the weighted least squares fit. The confidence 
interval can also be applied to the wave-speed estimate. The time delay and wavespeed 
estimates can be combined to determine a region where a leak is likely to be located in a 
pipe rather than giving an exact position as provided by commercial correlators. Measured 
data is used to validate the approach using the bespoke test-rig.  
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natural frequency set at 88 Hz,  o T  is 0.0226 s and   set at 2.9×10
-4 s/m. The actual 
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Figure 3.23 – Simulation of the influence of one distortion due to the resonance on 
the shape of the BCC and PHAT correlators. a(i) the BCC over bandwidth 1 shown in 
Fig. 3.22. a(ii) the PHAT over bandwidth 1 shown in Fig. 3.22. b(i) the BCC over 
bandwidth 2 shown in Fig. 3.22. b(ii) the PHAT over bandwidth 2 shown in Fig. 3.22. 
c(i) the BCC over bandwidth 3 shown in Fig. 3.22. c(ii) the PHAT over bandwidth 3 
shown  in  Fig.  3.22.  LP  and  L are  the  time  delays  corresponding  to  the  largest 
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Figure 3.24 – Simulation of the trend of the normalized time delay estimates given by 
the largest peak and largest positive peak in the BCC and PHAT correlators for the 
case shown in Fig. 3.22. The time delay is normalized with respect to the actual time 
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bandwidth is fixed at 221 Hz while the lower limit decreases from 219 Hz to 21 Hz. 
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Figure 3.25 – Simulation of the modulus and phase of the CSD of the case shown in 
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phase shift in which the limits are 60 Hz – 93 Hz, and bandwidth 3 that includes the 
additional phase shift in which the limits are 10 Hz and 93 Hz. (a) The modulus of the 
CSD  (b)  the  phase  of  the  CSD.  1   of  resonator  placed  at  1 d  is  0.02  and  2   of 
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-4 s/m. The actual data is also shown for clarity. .......... 100 
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the shape of the BCC and PHAT correlators. a(i) the BCC over bandwidth 1 shown in 
Fig. 3.25. a(ii) the PHAT over bandwidth 1 shown in Fig.3. 25. b(i) the BCC over 
bandwidth 2 shown in Fig. 3.25. b(ii) the PHAT over bandwidth 2 shown in Fig. 3.25. 
c(i) the BCC over bandwidth 3 shown in Fig. 3.25. c(ii) the PHAT over bandwidth 3 
shown  in  Fig.  3.25.  LP  and  L are  the  time  delays  corresponding  to  the  largest 
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Figure 3.27 – Simulation of the trend of the normalized time delay estimates given by 
the largest peak and largest positive peak in the BCC and PHAT correlators for the 
case shown in Fig. 3.25. The time delay is normalized with respect to the actual time 
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bandwidth is fixed at 210 Hz while the lower limit decreases from 207 Hz to 10 Hz. 
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Figure  4.1  –  Example  of  data  from  strong  leak  measured  using  accelerometers. 
Sensors are mounted at points P2 and P3 with a leak set at point P3 (see Fig. 2.1). 
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0.0788  s.  (b)  Phase  of  the  CSD. —  Actual  phase  spectrum;∙∙∙∙∙∙  Estimated  phase 
gradient by the weighted least square fit method, where      0.0789 s........................... 122 
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Figure  4.3  – Removal  of background noise and mains  multiples of 50 Hz in  the 
coherence  and modulus  of the CSD. The Coherence and modulus  of the CSD at 
frequencies below 8 Hz and above 250 Hz are set to zero. The coherence and the 
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Coherence function; (b) Modified coherence function; (c) Actual modulus of the CSD 
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Figure 4.4 – Removal of background noise and mains contained in the coherence and 
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Figure 4.5 – Total Bandwidth defined by the threshold value of 10
-2 in the coherence. 
Accelerometers mounted at P2 and P4 with the leak induced at P3. (a) The coherence 
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Figure 4.6 – Effective Bandwidth defined by the normalized modulus of the CSD. 
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Figure 4.7 – Effective Bandwidth defined by the normalized modulus of the CSD. 
Hydrophone-measured signals for a strong leak. Sensors mounted at points P2 and P3  
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Figure  4.14  –  Typical  hydrophone-measured  signals  for  a  strong  leak.  Sensors 
mounted at points P2 and P4 with a leak set at point P3 (see Figure 2.1) (a) Total 
bandwidth  (TB)  defined  by  the  coherence  above  the  threshold  value  of  10
-2.  (b) 
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Figure  5.10  –  The  envelope  technique  applied  to  experimental  data  measured  at 
points P4 and P2 with a leak (valve fully open) set at P3, see Fig. 5.1. (a) The cross-
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Figure 5.11  – Wavespeed estimate between the measurement points P2 and P4 50 m 
apart (see Figure 5.1). The pipe was excited with 5 different shaker strength levels, 
level 5 is the lowest and, level 1 is the highest (the maximum current that could be 
supplied to the shaker). (a) No leak (b) Valve ½ way open (c) Valve fully open. ............ 163 
Figure 5.12 – The wavespeed shown in Fig. 5.11 as a function of the ratio  c    . 
The  smaller  the  ratio,  the  higher  is  the  variability  in  the  wavespeed  estimation. 
 Excitation  at  point  P2       Excitation  at  point  P4   Envelope 
technique. ........................................................................................................................... 164 
Figure 5.13 – The envelope technique given by Eq. (5.13)  Envelope estimated 
by  substituting  the  damping  estimate  given  in  Eq.  (5.14)  into  Eq.  (5.13)   
Envelope estimated by substituting the damping estimate given in Eq. (5.17) into Eq.  
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(5.13);  Experimental  data  given  by  the  envelope  technique.  (a)  No  leak: 
damping calculated by Eq. (5.14) and Eq. (5.17) are  m s/ 10 8 . 2
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Figure 5.14 – Attenuation factor in dB/m. Measurement points P2 and P4 (see Figure 
5.1).  The  measured  attenuation  factor  is  calculated  dividing  the  transfer  function 
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Figure 6.1 – Wavespeed estimate between the measurement points P2 and P4, which 
are 50 m apart (see Figure 5.1). The confidence interval for each estimate is also 
shown. The pipe was excited with 5 different shaker strength levels, level 1 and level 
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mounted at points P2 and P4 with a leak set at point P3 (see Figure 2.1) with the 
secondary valve fully open. (a) Normalised modulus of the CSD (see Chapter 4) (b) 
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points P2 and P4 with a leak set at point P3 (see Figure 2.1) with the secondary valve 
half way open. (a) Modulus of the CSD. (b) coherence (c) Phase spectrum  Least 
square fit over the frequency range of 103 Hz and 131 Hz (d) Basic cross-correlation 
over the same frequency range (e) Phase spectrum of the CSD. spectrum  Least 
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Figure 6.4 – Time delay estimate between the measurement points P2 and P4 which 
are 50 m  apart, see  Figure 5.1. The confidence interval  for each estimate is  also 
depicted. The pipe was excited by a leak located at P3 set at two different strengths 
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Chapter 5). Actuator set at point P4 with no leak on the pipe. Shaker strength set at 
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Weighted least square fit (see Chapter 4) evaluated over the bandwidth. ......................... 194 
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level 4. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e)  
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CHAPTER 1 
 
OVERVIEW OF LEAK DETECTION IN FLUID-FILLED 
PIPES
 
1.1 – Introduction 
Water  distributions  systems  are  susceptible  to  leakage,  which  results  in  a  substantial 
wastage  of  water.  Beside  this,  the  social  and  environmental  effects  due  to  leakage 
problems are also a matter of concern. Up to 4 million holes are cut into the UK road 
network each year in order to install or repair buried service pipes and cables. Recently, a 
survey about the costs of this installation/repair works has been taken place in the UK. It 
was estimated that street works cost about £7bn in losses in income for the government 
annually; such that £5.5bn are due to social costs and £1.5bn is due to some damage costs 
caused by [1].  
In developed countries, the energy spent to supply water is the second largest cost 
in water systems. This cost may easily consume 50% of a municipality’s budget in the 
developing world [2]. Furthermore, it is estimated that between 2 and 3% of the world’s 
energy consumption is used to pump and treat water for urban and industrial proposes [3]. 
It means that approximately 30-50% of water is lost globally due to water leakage. These 
figures for energy wasted correspond to approximately 1% of the global carbon footprint. 
The energy-wasting aspect of water leakage is therefore important as significant savings 
could be realized by reducing water leak. 
Throughout  the  world,  there  are  at  least  470  million  people  currently  living  in 
regions where a severe scarcity of water exists. This number is estimated to increase by CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES  
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about  six  times  by  2025.  If  this  forecasted  figure  is  correct,  then  it  would  mean  that 
approximately 35% of the world population will be living in places with insufficient water 
supply [4]. A National City Water Survey conducted in 2005 by the US [5] predicted a 
similar trend. Another study conducted by the International Water Association (IWA) has 
found  that  in  large  cities  located  in  developing  countries,  approximately  40%  of  their 
system input water is lost not and does not reach the intended destination, a major fraction 
of which is due to water leakage from transmission and distribution mains, leakage and 
overflows from the utilities storage tanks and leakage from service connections. 
This  thesis  concerns  water  leakage  detection  in  plastic  water  distribution  pipes 
using acoustics techniques and based mainly on cross-correlation methods. Leaks can be 
detected in cast iron water pipes at large ranges (upwards of 1 km). This is significantly 
reduced by a factor of 10 or more for plastic pipes due to a much higher attenuation rate of 
the leak signals along the pipe, radiation into the soil and other losses that occur due to 
discontinuities between different pipe sections and the hydrants on which the sensors are 
usually placed. An improved leak detection method would lead to a better location of leaks 
in plastic pipes, hence reducing social costs due to the cost of repairs. 
In many countries, modern plastics, for example polyvinyl chloride (PVC) and high 
or medium density polyethylene (HDPE/MDPE) account for most of the pipe materials 
used in the buried infrastructure for drinking water distribution and wastewater mains. In 
fact, throughout the UK, there are more buried plastic pipes than there are non-plastic 
pipes. A large percentage of water is lost from the distribution systems in transit from the 
treatment plant to the consumer. Water leakage has aroused an increasing public awareness 
and  concern  for  its  social,  environmental  and  economic  consequences.  Water  is 
increasingly  becoming  a  scarce  resource  and  there  is  growing  pressure  on  the  water 
industry to locate and repair leaks, particularly in plastic pipes. 
In this chapter the main techniques (acoustic and non-acoustic ones) used to detect 
leaks in buried water pipes are presented. Moreover, the dynamic behaviour of propagating 
waves due to leak excitations in fluid-filled pipes is also introduced. This work, however, 
is focused on acoustic techniques; hence a brief introduction concerning its principles is 
provided. A leak generates noise that can be used for its detection and location. In practical 
leak  detection  situations,  acoustic  or  vibration  sensors  (hydrophones,  geophones  or 
accelerometers) are connected to two different access points either side of the location of 
the suspected leak. Figure 1.1 shows a schematic of the sensors position of an in-bracket CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES 
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leak  situation.  The  most  widely  used  technique  uses  the  correlation  to  be  performed 
between the measured signals at the two different access points [6]. The leak location  1 d  is 
then deduced from the fluid wave speed as given by [7] 
2
0
1
cT d
d

 ,            (1.1) 
where c is the speed of propagation of the leak noise, d  is the total distance between the 
sensors,  and  0 T  is  the time delay,  which  is  the difference  in  arrival  times between  the 
signals generated by the leak at the sensors. As observed in Eq. (1.1) the effectiveness of 
estimating  the  leak  position  depends  on  how  well c  and  0 T  are  estimated.  In  the  next 
sections some ways in which these parameters (time delay and wavespeed estimates) can 
be calculated, are presented. 
1.2 – Water leak detection techniques 
Leakage in buried pipes is one of the main concerns in water companies due to the 
scarcity of potable water sources. Measurements of pressure and fluid flow are parameters 
used to detect and locate leaks in a water distribution network which has a complex layout. 
Pudar and Liggett [8] based their methodology on pressure and/or flow measurements in a 
steady-state flow. These parameters (pressure and/or flow) were used in order to deduce 
the characteristics of the pipe system and leak position in an experimental pipe network. 
Leaks were introduced at pipe nodes only. However, this technique is highly sensitive to 
the estimate of the pipe characteristics and the accuracy of the pressure measurements. In 
this thesis, however, the system in which the water is transmitted consists of a straight pipe 
reducing the complexity of the problem to some extent. 
Some common non-acoustic techniques used in leak detection are thermography [9] 
and ground-penetrating radar [10-11]. The first of these detects the region of soil whose 
properties have been modified by the presence of the leak. In dry soil, for example, the 
presence of a leak causes a reduction in the temperature in the vicinity of the leak. Ground-
penetrating  radar  detects  these  regions  in  the  soil  created  by  the  leaks,  or  can  detect 
sections of pipe that appear to be deeper than their actual depth, as the radar propagation 
velocity changes with the saturation of the soil due to the presence of a leak. However, this 
technique seems not to be effective at finding leaks in pipes with depth greater than 3 CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES  
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metres. Bimpas et al. [12] used a similar technique to the ground penetrating radar. In their 
technique the frequency of the harmonic signal emitted by the transmitter is set at 2.5 GHz 
instead of 500 MHz used in commercial radar devices. Their work has an advantage of 
having a better resolution of the leak position when compared to the ground penetrating 
radar, avoiding false “leak alarms”. Despite this, the limitation of locating the leak due to 
the pipe depth is still a problem using their method. Tracer gas [9] can also be used to 
detect leaks. To find a leak using this method, the pipe section where the suspected leak is 
located has to be drained firstly. Once the water is drained, a non-toxic tracer gas, i.e. 
helium or hydrogen, is injected into the pipe pressurizing the systems. If there is a leak, the 
gas escapes though the leak and rises from the surrounding soil to the ground surface 
where portable sensors are used to detect the presence of the gas pinpointing the location 
of the leak.  
Ben-Mansour  et  al.  [13]  have  provided  a  good  review  concerning  the  classical 
techniques cited above along with the main advantages and disadvantages of using each 
one. They also cited new state-of-the-art methods used in leak detection, as the inside pipe 
sensor, the sahara system (tethered sensor) and the smartball (free swimming sensor). The 
first consists of a sensor that moves inside the pipe and detects the leak internally. The 
second consists of an acoustic sensor connected to a cable that can travel inside the pipe 
and sense the presence of a leak. Once the leak is located, the sensor emits a pre-defined 
signal used to locate its position by using a tracking tool above the ground surface. This 
technique is mainly used in larger diameter non-metallic pipes. The third method uses a 
ball  with  an  in-built  electronic  circuit  that  emits  pulses  used  to  detect  its  position  at 
receivers attached to the pipe when the ball detects the leak. The latter is used in pipes up 
to 300 mm of diameter. 
One of the simplest and commonest acoustic techniques used for leak detection is 
the use of “listening sticks”. Traditionally this consists of a metal rod with a wooden block 
at the end. This device is used to pinpoint the position of a suspected leak by placing the 
rod  end  on  available  access  points,  so  that  closer  the  leak  higher  is  the  hissing  noise 
listened to the user. Once the rod is placed onto a pipe, the leak noise travels through its 
extension until reaching a wooden block or a digital amplifier, which are responsible for 
amplifying the leak noise. This technique has limited effectiveness, since it depends greatly 
on operator experience and also, provides only an empirical estimate of the leak position 
[14-16].  Moreover,  this  technique  is  mainly  applied  in  situations  where  there  is  low CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES 
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background noise, and when the region where the leak is likely to be located is known 
beforehand. 
Signal  processing techniques  applied to  the signals  from  acoustic  and  vibration 
signals are commonly used in order to improve the localization accuracy of leaks. Wavelet 
transforms have been used more recently [17-18]. Ferrante and Brunone [17] have used 
wavelet  transforms  for  pressure  transients  generated  by  opening  a  maneuver  valve. 
Simulations were carried out with and without the presence of a leak. The leak could then 
be detected and located based on the reflections generated by its presence in the system 
However, this is notb applicable to the leak situation investigated in this thesis, as the leak 
noise is considered stationary. Ahadi and Bakhtiar [18] have also used wavelet transform 
to detect leaks in steady-state flow. Background, external and leak noise signals have been 
analysed. Once the information has been gathered for each case mentioned previously, a 
time-frequency signature could be computed for each one. They also defined which mother 
wavelet has a better outcome for enhancing the leak detection and location. 
Acoustic techniques have been used in the water and sewerage industry to detect 
leaks, and more recently they have been applied to detect underground pipes [19-20] and 
blockage (sediment deposition) in pipe networks [21-22]. Correlation techniques have been 
in  common use for water leak detection over the last  30  years [15].  In general,  these 
techniques  can  achieve  a  good  measure  of  success  in  metal  pipes,  however,  their 
effectiveness for plastic pipes is limited [9, 14]. This can, in the main, be attributed to two 
important factors: the first is that there is considerably more uncertainty in the propagation 
wavespeeds for plastic pipes (which need to be known a priori in order for the acoustic 
methods to be effective); and the second, which is far more important, is that leak noise 
does not propagate as far in plastic pipes as it does in metal ones, which affects directly the 
range over which accurate time delay estimate can be obtained. The leak signal attenuation 
is mainly due to [23-24]: 
  Radiation into the surrounding soil; 
  Losses within the pipe material itself; 
  Bubles contained in the fluid; 
  Type of fluid transported along the pipe; 
  Losses due to deposits of sediments on the pipe wall; CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES  
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  Losses at pipe joints, junctions and service connections; 
  Losses at the sensing locations (typically hydrants). 
Hunaidi and Chu [14] investigated leak location techniques on a purpose-built pipe 
rig in Canada. They were able to introduce different leaks under controlled conditions. It 
was found that leak energy is mainly concentrated at low frequencies. Moreover, they also 
found  that  the  effectiveness  of  correlators  is  strongly  affected  by  the  type  of  sensor 
employed (acoustic/vibration) and also to the low frequency cut-off frequency of the band 
pass filters necessary to remove the noise. 
Gao et al. [25] investigated theoretically the response to wave propagation along a 
pipe when making measurements of pressure, velocity and acceleration. It was found that 
the frequency response function between the pressure measured at the sensor location and 
at the leak position behaves as a low-pass filter, whereby higher frequencies are attenuated 
at a faster rate than low frequencies. However, the frequency response function between 
the velocity/acceleration measurements at the sensor location and the pressure at the leak 
position have band-pass filter behaviour, whereby high frequency information present in 
the signal are more strongly attenuated compared to those of pressure measurements. The 
cross-correlation function is therefore affected by the type of sensors used (i.e. pressure, 
velocity and acceleration). In the next section, the way in which waves travel in elastic 
fluid-filled pipes is introduced. Furthermore, in the next sections some ways of predicting 
both wavespeed and time delay estimates for leak detection are also introduced. 
1.3 – Wave propagation in fluid-filled pipes 
To gain a better insight into the vibration/acoustic interaction between solid structures and 
fluids, e.g. a pipe filled with water, it is important to understand the wave nature of the 
responses of both media (structure and fluid) to an arbitrary excitation [26]. In buried 
plastic water pipes the leak propagates most effectively at low frequencies, mainly below 
200 Hz due to the high attenuation within the pipe wall. 
Wave in pipes can be complex. The vibration behaviour of a straight pipe is related 
to two-dimensional modal patterns, which are composed of circumferential modal numbers 
n  and  associated waves  s releated to  each mode  [27]. There are, theoretically, infinite 
numbers of waves s related to each circumferential mode n, which can have purely real, CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES 
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imaginary or complex wavenumbers. The way in which each modal pair (mode n and wave 
s) are excited depends on the frequency and spatial distribution of the excitation [27]. In 
general, there are two frequency regions over which the wave behaves in the pipe wall. 
These regions are separated by the ring frequency. This frequency is given by the ratio 
between the plate extensional wavespeed and the inner diameter of the pipe, in other words, 
it  is  when  the  circumference  of  the  pipe  equals  a  compressional  wave  length  [29]. 
Typically  only  low-frequency  waves  located  well  below  the  ring  frequency  propagate 
along the pipe [27]. The aim of this section is to introduce the main concepts of wave 
propagation in fluid-filled pipes, therefore, focusing on leak detection problems in water 
plastic pipes. 
As  mentioned  previously,  the  energy  due  to  leaks  in  plastic  pipes  generally 
propagates over frequencies located well below the pipe ring frequency. In this frequency 
region, only four types of waves are responsible for most of the energy transfer [30-31]. 
There are three types of waves related to the axisymmetric mode n = 0, and one wave 
related to the beam bending mode n = 1. Figure 1.2 shows the modes n = 0 and n = 1. For 
the mode n = 0, two of the three waves are plane waves, being the first termed s = 1, which 
is predominantly fluid-borne wave, and the second termed s = 2, which is predominantly a 
compressional wave in the shell. The third wave termed s = 0, is a torsional wave which 
does  not  couple  the  vibration  of  the  pipe  wall  and  the  fluid  motion,  hence  it  is  not 
concerned for leak problems. The mode n = 1 is characterized by lateral movements of the 
pipe and no virtual deformation of the cross-section [27]. However, the energy of this type 
of wave is more concentrated in the pipe wall, and is hence not coupled with the fluid and 
can be neglected in leak situations. The waves with order above 2, inclusive (n ≥ 2), have 
their cut-off frequency generally above the low-frequency region where the leak energy 
concentrates. The cut-off frequency is a  function of the pipe thickness, diameter,  wall 
material and fluid parameters, and it increases with the modal order n [32]. As result, only 
the n = 0 mode with the s = 1 and s = 2 waves propagate in plastic pipes filled with fluid. 
The energy due to the leak, however, is predominantly transmitted by the s = 1 wave, such 
that the wave can be considered a plane wave type with a non-dispersive behaviour. The s 
= 2 wave is related to the radial motion of the shell that uncouples it from the fluid [29]. 
Experimental results also indicate that the s = 1 wave of the n = 0 mode present in the pipe 
is the predominant wave responsible for transmitting the leak energy along it [23]. The real 
part of the wave number of this wave (n = 0 and s =1) gives the wave speed that the wave CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES  
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propagates, whereas the imaginary part of the wave number gives the attenuation on such 
wave. 
Pinnington and Briscoe [30] have developed a model considering a fluid-filled in-
vacuo pipe. They showed that the effect of the pipe wall is to reduce the real part of the 
wavenumber (s = 1) from the free-field value, which means that the wavespeed is reduced. 
Muggleton  et  al.  [23]  have  shown  the  effects  of  the  surrounding  medium  on  the 
wavenumber. They showed that the surrounding medium reduces even further the real part 
of  the  wavenumber,  therefore,  at  low  frequency  this  difference  is  really  small  when 
compared with the effects of the shell wall, and its effects can be neglected. These cases 
(in-vacuo and buried pipes) have been investigated experimentally by Muggleton et al. in 
[29], where they have measured the wavenumber in plastic pipes surrounded by vacuo and 
an elastic medium. The wavespeed given by the real part of the wavenumber has shown 
good agreement with the predicted wavespeed in both cases. In contrast, the mean value of 
the measured attenuation has shown good agreement with the predicted cases, but there is a 
large fluctuation around this mean. In addition, the predicted attenuation is overestimated 
by the theoretical model. Muggleton et al. [33] have also shown measurements made in-air 
and in-water pipes, which results have similar features as described in [23].  
More  recently,  Muggleton  and  Yan  [34]  have  investigated  the  effects  of  a  soil 
media, which can sustain both compressional and shear waves, i.e. clay or chalky soils, on 
the s = 1 and s = 2 wavenumbers. The shear wave parameter was introduced into the 
equations of the wavenumbers for s = 1 and s = 2. When compared to the measurements, 
the predicted real part of the wavenumber for s = 1 has shown good agreement, so this type 
of soil (impedance of the ground) does not strongly affect the wavespeed in buried plastic 
pipes.  The  predicted  attenuation,  however,  has  shown  a  good  agreement  with  the 
measurements, not overestimating its actual value as in [23]. 
1.4 – Wavespeed estimate for elastic fluid-filled pipes 
As  mentioned  in  the  previous  section,  the  velocity  at  which  a  wave  generated  by  the 
presence of a leak propagates along the pipe can be deduced from the real part of the 
wavenumber.  Hence,  if  the  wavenumber  can  be  measured  and/or  predicted  then  the 
wavespeed can also be estimated. Muggleton et al. [29] have estimated the wavenumber of 
MDPE  fluid-filled  pipe  by  measuring  the  internal  pressure  at  three  equispaced CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES 
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hydrophones connected along the pipe. A plane pressure excitation applied directly to the 
fluid was induced at one end of the pipe. Based on the position and pressure measurements 
of each sensor, a wavenumber equation could then be formulated. For this experiment, a 
pipe with 84.5 mm of nominal diameter was used, and the calculated wavespeed was at 
about  300  m/s.  Prek  [35]  has  used  a  similar  experimental  set-up  to  make  similar 
measurements. However, the transfer functions between the internal pressures were used in 
the wavenumber prediction instead. In his work, water distribution pipes with different 
wall materials (polybutylene-PB and polyethylene-PE) were compared. Both pipes had a 
nominal diameter of 25.4 mm but different thickness. The wavespeed estimate for each 
pipe at frequencies well below the ring frequency was found to be at about 340 m/s for 
both pipes, although, a higher attenuation was found for PB.  
Muggleton  et  al.  [36]  have  used  a  polyvinylidene  fluoride  (PVDF)  wire  ring 
sensors developed in [30] to measure the acoustic pressure in plastic water pipes. The 
PVDF sensors were mounted in a flexible hose connected to the pipe, which diameter was 
much smaller when compared to the main pipe (the pipe was not buried). Using the three 
sensor method developed in [29], the wavenumber could then be measured. The pipe used 
in the experiment was a MDPE type with a nominal diameter of 169 mm. The wavespeed 
estimate calculated for this pipe was 150 m/s. Muggleton and Brennan [37] have used the 
PVDF sensor for detecting underground plastic pipes. They have also used the technique 
developed in [36] for measuring the acoustic pressure in the pipe. MDPE pipe with an 
outer diameter of 180 mm was used in this experiment, and the calculated wavespeed was 
about 365 m/s. These methods of measuring the wavespeed, however, are currently not 
easy  to  apply  in  real  leak  detection  situations.  As  observed  in  the  cases  mentioned 
previously, even when a plane wave excitation well below the ring frequency is used to 
excite  the  structure,  the  wavespeed  estimate  can  vary  dramatically  from  case  to  case. 
Hunaidi and Chu [14] have found that the wavespeed estimate in buried plastic pipes can 
vary by about 7% due to changes in temperatures caused by weather conditions at different 
seasons (from 484 m/s in the summer to 515 m/s in the winter for a PVC pipe). 
The dynamic behaviour of cylindrical shells filled with fluid has been studied by 
Fuller and Fahy [31] and Moser et al. [38]. Using their models, exact solutions of the 
dynamic behaviour of the shell/fluid interaction can be calculated. Pinnington and Briscoe 
[30] simplified the dispersion (wavenumber) equation given by [31] for leak situations in 
plastic  pipes,  where  the  energy  of  the  leak  is  at  low  frequencies  well  below  the  ring CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES  
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frequency where only n = 0 and s = 1 wave is predominant. They have found that the real 
part of the wave number is a function of the free-field wavespeed in the fluid, the fluid 
bulk modulus of elasticity, the pipe radius and wall thickness, and the Young’s modulus of 
the pipe wall material. For water filled plastic pipes, the larger the diameter of the pipe, the 
smaller is the wavespeed in the contained fluid. On the other hand, larger the Young’s 
modulus and the pipe wall thickness, higher is the wavespeed. 
  This wavespeed equation is used in commercial correlators to give an estimate of 
the wavespeed value at the moment that a search for the leak is being carried out [2,39-40]. 
The required input data is the pipe wall material and thickness, and the pipe size, which is 
generally the pipe nominal radius/diameter. Once the wavespeed is estimated, the location 
of the leak can be estimated using Eq. (1.1) by substituting the wavespeed estimate value 
given by the theoretical equation, and the time delay estimate given by the peak of the 
cross-correlation function performed by the correlator. As the wavespeed varies from case 
to case, however, this is not a good procedure to be adopted to calculate its estimate, as 
errors can be introduced into the leak location estimate. 
1.5 – Time delay estimate 
The time delay estimate is of interest in many different fields. As an example, radar and 
sonar are two classical ways of determining the position of an intended target by estimating 
the time delay between two measured signals. In order to detect and locate an intended 
target, active and passive approaches can be accomplished [41]. In active system a known 
signal is issued to the target and the reflected signal is received at the receiver, which can 
be used to locate the target by calculating the time delay of the reflected signal. In passive 
systems, the target transmits its own signal which is used to detect its location, e.g. leak 
signals. Generally there are three main ways of calculating the time delay [42]. The first 
uses  parameter  estimation  as  adaptive  filters.  The  second  uses  the  generalised  cross-
correlation function. The third is by using phase data. Parameter estimation methods for 
time delay estimation are used to locate a source with time-varying position, and also when 
there is a significant difference in channel dynamics and sensor responses. These methods 
use spatially separated sensors, which can also be in movement (not fixed to a stationary 
measurement position) [43]. However, these methods are generally sensitive to low signal 
to noise ratio (SNR) [44]. CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES 
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  For stationary  and fixed sources,  however, the  most common approach used  to 
estimate the time delay in passive systems is the so-called generalised cross-correlation 
(GCC) method [45-46]. An approximation to the time delay, which is the difference in 
arrival times between the signals at the sensors, is given by the time lag where the GCC 
function peaks.  This  is the case for nondispersive propagation waves.  There are many 
types of GCC functions [46]. The most known GCC is the so-called basic cross-correlation 
(BCC) which is the inverse Fourier transform of the cross spectra density (CSD) function. 
However, in order to have an effective performance, the signals have to be filtered prior to 
correlate them. The prefiltering procedure is applied to accentuate the signal at frequencies 
where the SNR is highest. Gao et al. [39] have shown that, for leak signals, the GCC is 
strongly affected by high SNR at the measurement positions. They have shown that the 
SNR can be enhanced by the right selection of the cut-off frequencies of low and high-pass 
filters, being the first the more dominate. Reflections can also affect the shape of the cross-
correlation by introducing generally spurious peaks around the main peak in which the 
time delay information is contained [47]. This method is also susceptible to uncorrelated 
noise at the receivers, which introduces ambiguous peak in the cross-correlation. 
  Phase  data  can  also  be  used  to  calculate  the  time  delay  estimate  between  two 
signals. If the signal is stationary and nondispersive, e.g. leak signals in plastic pipes, then 
the unwrapped phase has a linear behaviour, whose slope gives the time delay between two 
sensors  [48-50].  Brennan  et  al.  [50]  have  related  generalised  phase  spectrum  (GPS) 
methods to GCC methods. Figure 1.3(a) and (b) show a schematic of the implementation 
of GCC in the time and frequency domain, respectively. They have shown that the time 
delay estimates and their variances using GCC and GPS methods are the same.  
As  shown  previously,  there  are  three  main  ways  of  calculating  the  time  delay 
between two signals.  In this work, however, only GCC and GPS methods are used to 
calculate the time delay estimate in leak detection situations. 
1.6 – Objectives 
As seen previously, two main limitations in detecting the position of a leak using acoustic 
methods are the uncertainty related to the calculation of the time delay and the wave speed 
estimate.  Commercial  correlators  are  generally  used  for  leak  detection.  However, 
successful use of the correlators is heavily dependent on the experience of the operator, CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES  
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who  often  does  not  have  enough  knowledge  to  set  the  parameters  needed  prior  to 
correlating the leak signals, e.g. the limits of the filter used to suppress undesirable noise. 
In 2011 a survey on leak detection assessed 16 different commercial leak correlators on a 
bespoke rig under controlled conditions [51]. The success of each correlator in detecting 
the leak was dependent on the leak flow and on the choice of the filter bandwidth selected.  
Based on these facts, the objectives of this thesis are to: 
  Characterize  a  new  pipe  test  rig  that  is  used  in  this  research  to  identify  which 
features in the frequency and time domain are due to the leak, and which features 
are related to the pipe system (pipe, hydrant, connections and valves); 
  Investigate the influence of the main features encountered in leak signals on the 
calculation of the time delay estimate, and propose a method to reduce their effects 
on its calculation using GCC and GPS methods; 
  Develop a new method to estimate the time delay between two leak signals based 
on the cross-spectral density function (phase and modulus) between them. This can 
be used together with the classical acoustic methods applied to leak detection to aid 
in the location of a leak; 
  Develop  a  new  technique,  using  analysis  and  measurements,  to  estimate  the 
velocity of the propagating wave n = 0 s = 1 in different directions (upstream and 
downstream along the pipe) by inducing a vibration excitation at the measurement 
positions (see Fig. 1.1) separately, in the presence of a leak to reduce the error in its 
estimation. 
1.7 – Original contributions (Novelties) 
The following contributions have been made in this thesis: 
  A new method that identifies  the frequency  range (band-pass  filter limits) over 
which the analysis is conducted has been identified. CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES 
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  A new parameter to give a measure of quality of the time delay estimate, which is 
based on the ratio between the filter bandwidth and its central frequency, has been 
proposed; 
  A phenomenological model that contributes to the understanding of the effects of 
resonances on the calculation of the time delay estimate has been developed; 
  A new method to estimate the time delay between two leak signals based on the 
phase gradient has been developed; 
  A  confidence  interval  with  95%  of  confidence  which  is  applied  to  the  phase 
gradient  estimate  giving  a  range  of  values  that  the  time  delay  and  wavespeed 
estimate can assume has been implemented; 
  A new technique to estimate the wavespeed in the presence of a leak has been 
developed. This technique has also been extended to estimate the loss factor in 
pipes. 
1.8 – Thesis outline 
This thesis consists of 7 Chapters. Chapter 1 and 7 concern the introduction and conclusion 
of  this  research,  respectively.  A  brief  description  of  the  contents  of  the  chapters  is 
presented in this section. 
  This chapter (Chapter 1) presents the literature survey about leakage losses and 
their economical issues in the UK and in some contries around the world. This chapter also 
gives the background to the non-acoustic  and acoustic methods  used in  leak detection 
situations, the latter being the main technique used in this research. An overview of wave 
propagation in fluid-filled plastic pipes is also presented and focused on leak detection 
problems. In addition, an overview of the main ways of calculating the time delay and 
wavespeed estimates between two signals are investigated, as the location of a leak by 
acoustic  methods  is  susceptible  to  the  uncertainty  involved  in  their  calculation.  The 
objectives and contributions of this research are also presented in this chapter. 
  In Chapter 2 the bespoke pipe rig used extensively in this work is presented. This 
rig is located in the UK and named as the Blithfield test rig. Its characteristics, layout, as CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES  
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well as the tests carried out and instrumentation used in the experiments are described. The 
main features encountered in leak signals are also presented showing that the wavespeed 
estimate is sensitive to the type and location of the excitation, soil condition (differences 
between seasons) and filter bandwidth selection. 
  Chapter 3 describes the two GCC correlators used in this thesis, which are the 
basic cross-correlation (BCC) and phase transform (PHAT). A new parameter based on the 
filter bandwidth and its central frequency is introduced and proposed to give a degree of 
quality of the time delay estimate using GCC methods. Moreover, a phenomenological 
model is developed in order to investigate the influence of a main feature present in leak 
signals  on  the  calculation  of  the  time  delay  using  the  BCC  and  PHAT  correlators. 
Simulations using the phenomenological model are conducted and compared with actual 
leak data collected in the Blithfield and a Canadian test rig already used in previous work. 
  Chapter 4 introduces the main concept of the GPS method and how the time delay 
estimate in  arrival time given by the slope of  the unwrapped phase between two leak 
signals is related to the peak of the GCC method. A new method developed to select 
automatically the frequency over which the signal is filtered prior to the analysis is also 
presented.  In  this  chapter  an  expression  for  the  variance  of  the  time  delay  estimate 
calculated using GPS method is derived. This expression gives the same result for the 
variance of GCC method found in the literature. A range over which the time delay can 
rely  on  is  introduced  and  calculated  based  on  the  variance  expression  and  statistical 
analysis. In this way, Eq. (1.1) can be modified by replacing the time delay  0 T  by a range 
of possible values that  0 T  can assume. Hence, a region over which the leak is likely to be 
located can be calculated instead of pinpointing its position without uncertainty limits  as is 
given by current methods. 
  Chapter 5 presents a new technique to calculate the wave velocity in the presence 
of a leak. This technique uses a vibratory excitation source generated at the measurement 
positions (see Fig. 1.1) separately. In other words, the vibratory source is set to vibrate at 
the position of sensor 1 (see Fig. 1.1) and a measurement can be made between sensor 1 
and  sensor  2.  Moving  the  vibratory  source  to  the  position  of  the  sensor  2,  another 
measurement  can  be  also  made.  If  the  time  delay  estimate  is  calculated  for  each 
measurement, then two wave speed measurements (estimates) can be made as the distance 
between the sensors is known beforehand. These two wave speed estimates are combined CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES 
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to give a unique estimate which is located within their values, if the wave speed estimates 
are  different.  To  combine  these  two  information,  the  envelope  of  the  cross-correlation 
function  for  each  case  (when  the  excitation  acts  separately  at  the  two  different 
measurement  position)  is  calculated  using  the  Hilbert  transform,  and  then  multiplied 
resulting  in  a  single  envelope  which  peak  (maximum  value)  contains  the  time  delay 
information. The envelope is also used to give a measure of quality of the time delay 
estimate. The final envelope, which is the multiplication between the two envelopes, is also 
used to give an estimate of the attenuation factor present in the pipe. The attenuation factor 
is the loss of the leak energy caused by the fluid interaction within the pipe wall and 
surrounded medium. 
  Chapter 6 presents a few examples illustrating the application of the techniques 
developed in this research. Similar to the calculation of the time delay estimate in Chapter 
4, the wave speed estimate can also assume a range of possible values. Hence, the range of 
values that the time delay  0 T  and the wavespeed c can be combined in Eq. (1.1) in order to 
provide an inferior and superior limit of the distance  1 d  (see Fig. 1.1) giving then a region 
where the leak is likely to be located. A sketch of the pipe together with the calculated 
region over which the leak is likely to be located for few situations is shown to draw the 
conclusions about the results of this research. 
  In  the  final  chapter  (Chapter  7)  the  major  conclusions  of  the  thesis  on  the 
improved methods for leak detection is presented. The main contributions are related to the 
understanding of the effects of the features responsible for distortions in leak signals which 
affects the calculation of the time delay estimate; The automatic selection of the filter 
limits  used  to  suppress  undesirable  noise  prior  to  the  analysis;  The  derivation  of  the 
variance expression for the time delay estimate given by GPS method; Calculation of a 
region where the leak is likely to be located. Recommendations for future work are also 
given in the end of this chapter. CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES  
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FIGURES 
 
 
 
Figure 1.1 – Schematic of leak detection in a buried water pipe using acoustic/vibration signals. 
The leak is bracketed by two sensors. 
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Figure 1.2 – The two modal shapes n = 0 and n = 1. 
   
n = 1 
n = 0  n = 1 CHAPTER 1     OVERVIEW OF LEAK DETECTION IN FLUID-FILLED PIPES  
18 
 
 
 
(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.3 – Schematic of the implementation of the generalised cross-correlation method in (a) the 
time  domain  and  (b)  the  frequency  domain.  CSD:  cross-spectrum  density  function;   
Convolution. 
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CHAPTER 2 
 
DESCRIPTION AND CHARACTERISTICS OF THE 
UNDERGROUND PIPE RIG AT BLITHFIELD RESERVOIR
 
2.1 – Introduction 
The problem of leak detection and location from buried water distribution pipes is studied 
in this thesis because of the concern about the shortage of water and environmental issues. 
The specific problem of detecting leaks in plastic pipes using acoustics has received much 
attention in the last 10 years or so. Hunaidi and Chu [14] described the main features, e.g. 
frequency content, encountered in leak signals in a bespoke buried plastic pipe rig located 
in Canada. Brennan et al. [52] has also used the data collected from this rig to show some 
results  using  acoustic  methods,  such  as  the  effects  of  physical  parameters  of  the  pipe 
system (pipe, connections and hydrants) on the cross-correlation function of leak noise 
signals. Both areas of research were carried out on Canadian rig, where tests could be 
carried out in controlled conditions. 
  As mentioned previously, the use of a pipe  rig where some parameters  can be 
controlled in a systematic way, such as the location and strength of the leak, is essential to 
quantify  and  understand  the  factors  affecting  the  effectiveness  of  leak  detection  using 
acoustics.  To  further  improve  our  understanding  of  the  process  of  leak  detection  and 
location estimation, a pipe rig was built at Blithfield reservoir in the UK by South Staffs CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
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Water plc as part of this PhD research. This test rig was used extensively in the work 
reported in this thesis. 
  The  objective  of  this  chapter  is  to  describe  the  pipe  test  rig  and  outline  the 
measurements  carried  out.  The  behaviour  of  the  test  rig  was  first  assessed  through 
measurements  of  the  Power  Spectral  Density  (PSD),  Cross  Spectral  Density  (CSD), 
coherence and phase spectra between vibration and acoustic signals measured at a number 
of hydrant access points along the rig. The cross-correlation function between these signals, 
which is also the main tool used to detect and locate leaks, is also studied in detail. In order 
to characterize the pipe rig, three different types of excitation were used. The wavespeeds 
were  calculated  in  each  case.  The  methods  of  excitation  used  were  impact  excitation 
induced by a hammer, white noise delivered by an inertial shaker, and broadband random 
noise  induced  by  the  leak.  Data  collected  using  hydrophones,  accelerometers  and 
geophones are presented and compared. 
2.2 – Pipe rig description 
The pipe rig is located at the Blithfield reservoir in Staffordshire. Figures 2.1a and 2.1b 
show a schematic plan and side-view of the pipe rig, respectively. Figure 2.2 shows two 
pictures of the buried pipe rig highlighting the access points and part of the instrumentation 
used. It is buried in an open field close to the South Staffs Water reservoir facility. The 
pipe used is high performance polyethylene (HPPE) water pipe with Young’s modulus of 
1×10
9 N/m
2. The pipe rig is 120 m long, consisting of section lengths of 10, 20 and 30 
metres, which have an outer radius of 80 mm and wall thickness of 9.85 mm. There are 6 
access points labelled with capital letter ‘P’ followed by a number which describes its 
position along the pipe as shown in Figure 2.1a. The pipe parameters data and its layout 
were provided by South Staffs Water plc. The distances measured between the accesses 
points are depicted in Figure 2.1b. The pipe extremity close to P1 is connected to the mains 
water distribution pipe, which is used to pressurise the pipe. At the other extremity at P6, 
the pipe is terminated with a blank. 
  The mains water distribution pipe supplies water at a pressure of about 6 bar. There 
is a secondary pipe connected to the pipe rig close to the access point P3, although it was 
not used in this work. The purpose of this pipe is not known. CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
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The  rig  is  fitted  with  6  hydrants,  one  at  each  access  point,  which  allow  the 
pressurised water in the pipe to escape under controlled conditions to simulate a leak. All 
access points are set in concrete to provide a rigid support for the pipe connections, while 
the pipe sections are buried in the ground at a depth of about 0.8 m. Figure 2.3 shows one 
of the access points and a schematic indicating how a main valve is attached to the pipe. 
2.3 – Data acquisition and proposed tests to characterize the pipe test rig 
Acoustic  and  vibration  data  from  the  pipe  rig  were  acquired  using  hydrophones, 
accelerometers and geophones. However, accelerometers were the most frequently used 
sensors, as they are most commonly used in the field since they are most convenient. The 
way in which these sensors are mounted at the access points are shown in Figure 2.4. 
Three different ways of exciting the pipe were used: 
  Impact excitation; 
  White noise excitation; 
  Leak excitation, which is discussed further below. 
The acoustic/vibration signals were measured at the access points. Excitation was 
through one of the three excitation methods mentioned above, at different access points. 
These tests were carried out in February and June 2010, and July 2011. The main intention 
was to characterize the pipe rig. Despite the availability of the three sensors described 
previously,  geophones  only  were  used  in  leak  tests  carried  out  in  July  2011.  The 
differences between the data and procedure adopted during each visit are that in February 
2010 only accelerometers were used and a single frequency excitation was conducted as an 
additional test. In June 2010 different flow rates were set during the leak measurement 
tests along with the use of hydrophones. In July 2011 the excitation was by the leak and the 
measurements were made using accelerometers and geophones only. Table 2.1 shows a 
summary of tests carried out over an eighteen month period to characterise the pipe rig. 
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Period  Impact  White 
noise  Leak 
Different 
flow 
rates 
Acc.  Hyd.  Geo. 
Feb 
(2010)  Yes  Yes  Yes  No  Yes  No  No 
Jun 
(2010)  Yes  Yes  Yes  Yes  Yes  Yes  No 
Jul 
(2011)  No  No  Yes  No  Yes  No  Yes 
Table  2.1  –  Summary  of  the  testes  carried  out  in  order  to  characterise  the  pipe  rig.  Acc: 
accelerometer; Hyd: hydrophone; Geo: geophone. 
The impact test was carried out by tapping a metal rod on the top of the valves. The 
white noise test was conducted using the inertial shaker attached to the hydrant on the pipe 
as shown in Figure 2.5. The shaker was driven by a continuous random signal and also at 
single frequencies. Finally, leak noise was generated by the use of a stand-pipe connected 
to the hydrant by a screw thread as can be seen in Figure 2.6. At the end of the stand-pipe a 
pressure gauge and a small valve were connected. The small valve is referred to as the 
“secondary valve” as shown in Figure 2.6. This valve was used to control the level of leak 
noise. 
In general more than one measurement was made for each test. It is not possible to 
discuss all the data in detail due to the large amount of data acquired. However, for the 
majority of tests, a one minute time history was captured. The sampling frequency also 
varied from case to case, although 5 kHz was the minimum and most often used sampling 
frequency. The excitation location was also changed, and this is noted for each test. 
2.4 – Signal Processing 
The  signals  from  the  sensors  were  digitised  using  a  16  bit  analog  to  digital 
converter (ADC), which had 8 synchronised input channels. In order to capture and to 
manage the storage of signals, the software DATS was used [53]. The time duration of the 
acquired  signals  and  the  sample  rate  during  the  acquisition  were  also  varied  between 
different  tests.  The  only  parameter  kept  constant  was  the  frequency  resolution.  For 
convenience, the frequency resolution for all the graphs shown in this chapter is 1 Hz. The 
measurement system is depicted in Figure 2.7a with the instruments being listed in Table 
2.2. Figure 2.7b shows the flow chart of the signals. CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
RIG AT BLITHFIELD RESERVOIR 
       
23 
 
Device  Manufacturer  Type 
Accelerometer  Bruel and Kjaer  4383 and 4384 
Hydrophone  Bruel and Kjaer  8103 
Geophone  IO  SM-24 ST 
Shaker (actuator)  Wilcoxon  F4 
Charge Amplifiers  Bruel and Kjaer  2635 
Oscilloscope  Hameg  HM303-6 
Cables  ISVR  BNC 
Periodic Function Generator  Hameg  HM8130 
Acquisition System  Prosig  DATS 
White Noise Generator  Bruel and Kjaer   
Power amplifier  Wilcoxon   
Table 2.2 – Measurement devices used in the collection of the data. 
Once  captured  and  digitalised  the  signals  were  processed  using  Matlab
®.  A 
Hanning window was used with 50% of overlap in the determination of the power spectral 
density (PSD) and the cross-spectral density (CSD). 
2.5 – Preliminary measurements / characteristics 
In this section the main features in the signal from the tests are discussed. In all cases the 
excitation source was at P3 and the measurement points were at P4 and P2. These cases are 
so-called  in-bracket  excitation,  because  the  sensors  are  mounted  either  side  of  the 
excitation source. First, a comparison between the signals obtained using the three different 
types of sensors is made for the strong leak signals. A strong leak is considered when the 
leak is induced by fully opening the secondary valve. Unfortunately, there is no data set 
where the three sensors were used simultaneously, although two sensors were always used 
at the same time. This is because the hydrophones and geophones were never available at 
the same time. In addition, it should be noted that it was nearly impossible to repeat the 
tests with the same conditions at different times due to uncontrollable external factors, such 
as the background noise, temperature of the soil and the excitation level. The stand pipe 
and the secondary valve attached to the stand pipe, which were used to simulate leaks in 
the Blithfield pipe rig, were not the same for different measurement campaigns. Hence, the CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
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experimental set-ups in February, June and July are somewhat different, consequentely 
they cannot be compared quantitatively. However, the main features of the data are still 
highlighted and discussed. 
Figure  2.8  shows  the  time  series  of  the  background  noise  for  hydrophones, 
accelerometers  and  geophone-measured  signals.  The  acceleration  and  acoustic  pressure 
were acquired simultaneously in June 2010, while the geophone signals were acquired in 
July 2011. The hydrophone data is seen to be more sensitive to moderate background noise, 
as transients appear in the acoustic pressure measurements, but none in the acceleration 
time series. Examining the acceleration time series, point P2 seems to be most affected by 
the background noise as it is the closest to the main road which experienced light traffic. 
Furthermore, point P2 is also the closest measured point to the connection between the 
Blithfield  pipe  rig  and  the  main  water  distribution  pipe,  hence,  this  point  is  more 
susceptible  to  disturbances  originating  from  the  main  pipe  as  they  are  not  heavily 
attenuated by the damping in the system. It can be seen that the geophone-signals do not 
contain  any  visible  transients.  These  signals  are  much  smaller  than  those  from  the 
accelerometer and hydrophone, because the geophones are connected directly to the DATS 
system while the accelerometer and hydrophone signals are first conditioned and amplified 
by charge amplifiers. 
Figure 2.9 shows the time series of a leak noise for hydrophones, accelerometers 
and geophone-measured signals. The measurements set-up is the same as shown for Fig. 
2.8, but here a leak is induced at point P3. The transients present in the hydrophone data 
obseserved in Fig. 2.8 are not present in Fig. 2.9 anymore. This shows that the background 
noise varies drastically along the day, affecting mostly hydrophone-measured signals. As 
observed, the time series for the sensors in Fig. 2.9 have higher amplitude when compared 
with Fig. 2.8, highlighting the presence of a leak in the measurements. 
  The determination of the wavespeeds in the various sections of the pipe rig is also 
briefly  covered  in  this  section.  A  detailed  analysis  is  given  in  Chapter  5.  The  main 
intention in this section is to show that any of the three sensors gives approximately the 
same estimate of the wavespeed, even though they are calculated over different frequency 
bandwidths, as the pipe acts like a natural filter [25]. In addition to this, the wavespeeds 
have  an  approximated  value  because  in  plastic  pipes  the  wave  propagation  involves CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
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strongly coupled motion between the water, the pipe-wall and the surrounding medium 
[54-55]. 
Assuming that the measured signals are continuous random and stationary (ergodic), 
the  estimate  of  the  time  delay  peak   that  corresponds  to  the  difference  in  arrival  times 
between the signals from the sensors located at points P2 and P4 can be calculated by using 
the cross-correlation function by [56] 
)] ( ) ( [ ) ( 2 4 2 4     t P t P E R P P            (2.1) 
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(1). Often it is convenient to express 
the cross-correlation function in a normalized form, which has a scale of -1 to 1, namely 
the correlation coefficient  ) (
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where    0
4 4P P R  and    0
2 2P P R  are  the  values  of  the  auto-correlation  functions    
4 4P P R  and 
  
2 2P P R  at  0   . 
Figures 2.10 and 2.11 depict PSD, CSD, coherence, phase spectrum and the BCC 
between points P4 and P2, with the excitation being a leak at point P3, for hydrophone and 
accelerometer-measured  signals  respectively,  collected  in  February  2010.  The  cross-
correlation coefficient was evaluated over the frequency range of 20 Hz and 53 Hz for 
acoustic pressure and, 26 Hz and 78 Hz for acceleration. These bandwidths are named CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
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(1) This is used for illustrative purposes in this chapter. Later in the thesis, in Chapter 3, the 
two main correlators used to evaluate the time delay in this thesis are introduced. 
effective  bandwidth  and  the  reason  for  choosing  them  is  discussed  in  Chapter  4. 
Oscillations in the modulus can be observed at multiple frequencies of about 6 Hz. Gao et 
al. [47] showed that fluctuations in the spectrum, as seen in these Figures, are due to the 
effects of discontinuities along the pipe, which are responsible for generating reflections; 
this  is  probably  the  case  here.  Besides  these  fluctuations,  an  additional  phase  shift 
additional to the phase spectra at about 83 Hz can be seen in Fig. 2.10e. It is suggested that 
features  of  this  kind  are  due  to  resonances.  A  similar  feature  was  also  observed  in  a 
different pipe rig located in Canada [39] suggesting that it could be a common problem 
related  to  plastic  pipes.  The  additional  phase  shift  and  its  effect  on  the  time  delay 
estimation are investigated in Chapter 3. 
The maximum positive peak in the cross-correlation coefficient is found to be at a 
level  of  about  0.41  and  0.56  for  the  hydrophone  and  accelerometer-measured  signals, 
respectively. The difference between them can be attributed to the fact that the pipe acts as 
a natural low-pass filter, and the characteristic of the filter is different from hydrophone-
measured signals and accelerometer-measured signals [25]. This can be observed by noting 
the differences in the coherences shown in Fig. 2.10d and Fig. 2.11d for hydrophone and 
accelerometer measurements, respectively. However, the time delay given by the BCC 
over the frequency range of 20 Hz and 53 Hz for acoustic pressure, and the frequency 
range  of  26  Hz  and  78  Hz  for  acceleration  measurements  is  37.2  ms  and  39  ms, 
respectively.  The  similarity  between  these  two  Figures  is  because  the  fluid-borne  and 
structure-borne waves are coupled and so either sensor can be used to estimate the time 
delay in situations where the noise is due to a leak. 
Figures 2.12 and 2.13 depict the PSD, CSD, coherence, phase spectrum and the 
BCC correlator between points P4 and P2, both with the leak excitation set at point P3, for 
geophone and accelerometer-measured signals respectively, acquired in June 2010. They 
can  be  compared  with  the  corresponding  measurements  made  using  hydrophones  and 
accelerometers in June 2012 shown in Figs. 2.9 and 2.10. The time delay given by the peak 
of the BCC correlator evaluated over the frequency range of 28 Hz to 67 Hz for velocity 
measurements, and evaluated over the frequency range of 31 Hz to 68 Hz for acceleration 
measurements is 24.4 ms and 24.1 ms, respectively. The presence of fluctuations in the 
spectra can be seen at multiple frequencies of about 3 Hz as shown in Fig. 2.12b and Fig. 
2.13b. In addition, peaks at multiple frequencies of 50 Hz highlights the presence of mains CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
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in the geophone data although, this is a feature that may be present in the data captured by 
any sensor. The additional phase shift at about 83 Hz is still present in the phase spectrum, 
although it is smoother than the one seen in the hydrophone data. 
Gao  et  al.  [25]  showed  analytically  that  the  pipe  acts  as  a  band-pass  filter  for 
geophones and accelerometers, with the latter allowing higher frequency signals to pass. 
This can be observed in the coherence shown in Fig. 2.12d and Fig. 2.13d, where it can be 
seen that data from the accelerometer has a higher coherence at higher frequencies than 
that for the geophone-measured data. The difference in the time delay estimates between 
the measurements made in June 2010 and July 2011 is about 35%. This difference can be 
observed in the time delay estimate between two different leak measurements as depicted 
in Fig. 2.11 and 2.12. It is not clear yet the reason for such big difference. As mentioned 
previously, the fluid-borne wave is coupled to the structure-borne wave thus this difference 
cannot be attributed only to the use of different sensors. It suggests that the wavespeed is 
not constant with time and is possibly susceptible to changes in the environment and/or 
affected by the leak strength. 
As mentioned previously, two other different types of excitation were used in the 
Blithfield pipe rig. Figures 2.14 and Figure 2.15 show the PSD, CSD, coherence, phase 
spectrum  and  the  BCC  correlator  between  points  P4  and  P2,  both  with  the  excitation 
source  set  at  point  P3,  for  accelerometer-measured  signals  acquired  in  June  2010  for 
impact and white noise tests, respectively. The frequency range over which the white noise 
was  generated  is  from  0 Hz to  20 kHz.  These two mechanical  excitation mechanisms 
induce vibration in the structure, which in turn excites the water in the pipe. A peak at 
about 83 Hz is observed in the PSD and the modulus of the CSD. Also, at multiple of   
discontinuities are generally present in the phase spectrum at about 83 Hz as an additional 
phase shift for measurements made close to the source (for good coherence). It is possible, 
therefore, that these types of vibrating sources excite a resonance mode in the pipe system 
at around this frequency. It was observed that for in-bracket mechanical excitation, the 
technique used to calculate the frequency bandwidth over which the time delay information 
is located, fails, because of the strong effect caused by the resonance on the modulus of the 
CSD, giving then a not reliable time delay estimate. This frequency range is called the 
effective bandwidth and is determined by a method described in Chapter 4. Despite being 
less effective than the leak at exciting the system, these two types of excitation can be used CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
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to estimate the wavespeed in the pipe prior to the search for the suspected leak. However, 
the white noise excitation delivered by an inertial shaker proved to be less effective than 
the other types of excitation. It is shown in Chapter 5, however, that a sweep type of 
excitation using a shaker gives much better results compared to those with white noise 
excitation. This is because the frequency range over which the sweep signal is generated, is 
generally broader than for the white noise excitation. 
Regarding the type of excitations applied, leak noise generates weaker signals at 
source but is more effectively transmitted along the pipe due to the fact that such excitation 
induces a vibration in the fluid and on the structure simultaneously 
2.6 – Wave speed evaluation 
As seen in the previous section, the time delay given by the peak of the BCC function can 
vary from case to case. This variation also affects the wavespeed estimate c in the pipe 
sections, which is given by rearranging Eq. (1.1) so 
peak
1 2

d d
c

 ,            (2.4) 
where  2 d  and  1 d  are  the  distances  between  the  excitation  source  and  the  measurement 
points, such as the distances between the leak and points P4 and P2. In order to have a 
reliable estimate of the time delay, the frequency range over which the delay information is 
contained has to be known prior to any calculation (effective bandwidth). 
  Tables 2.3, 2.4 and 2.5 list the complete set of data. From the result shown in Table 
2.3,  considering  an  in-bracketed  excitation,  the  leak  seems  to  be  the  best  excitation 
mechanism for the evaluation of wavespeeds, followed by impact and white noise. This is 
because with the leak the system is generally excited at lower frequencies compared to that 
for  mechanical  excitations.  Tables  2.3  and  2.4  show  that  hydrophones  are  effective  at 
measuring the response at low frequencies. As observed, the useful bandwidth varies from 
case  to  case  highlighting  the  fact  that  each  type  of  excitation  is  effective  in  different 
frequency ranges. 
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  CASES  P2-P3 
(Hz) 
P2-P4 
(Hz) 
P3-P4 
(Hz) 
P2-P5 
(Hz) 
P3-P5 
(Hz) 
P4-P5 
(Hz) 
White Noise at P2  
Feb 2010  63-133  54-110  57-107  -  -  - 
White Noise at P2  
Jun 2010  51-118  58-110  55-89  94-96  94-96  94-96 
Impact at P2  
Feb 2010  51-102  51-92  55-96  70-92  64-85  47-84 
Impact at P2  
Jun 2010 
55-112  59-108  58-92  79-104  79-103  60-93 
White Noise at P3  
Jun 2010 
73-104  -  63-102  76-103  71-102  70-97 
Impact at P3  
Jun 2010  72-92  -  67-87  72-95  66-95  69-87 
Leak at P3  
Feb 2010   37-145  37-90  36-145  39-54  34-55  34-56 
Leak at P3  
Feb 2010 (4min)  38-147  37-91  36-147  38-71  33-75  33-71 
Leak at P3  
Jun 2010 (4 min)  53-102  26-78  51-86  19-44  25-54  31-54 
Leak at P3  
Jul 2011  -  31-68  -  -  -  - 
Table 2.3 – The effective frequency bandwidth for accelerometer-measured data. 
CASES  P3-P4 
(Hz) 
P2-P4 
(Hz) 
P4-P5 
(Hz) 
White Noise at P2 
June 2010  30-47  -  - 
Impact at P2 
Jun 2010  36-86  -  - 
White Noise at P3 
June 2010  -  22-48  10-16 
Leak at P3 
June 2010 (4 min)  -  20-53  24-48 
Table 2.4 – Effective frequency bandwidth for hydrophone-measured data. 
CASES  P2-P4 
(Hz) 
White Noise at P3 
Jul 2011  28-67 
Table 2.5 – Effective frequency bandwidth for geophone-measured data. 
Hydrophone  data  also  has  a  higher  sensitivity  at  low  frequencies  compared  to 
acceleration data as shown in Fig. 2.10 and 2.11. Gao et al. [39] have also shown the same 
trend using leak data collected in a pipe rig located in Canada. The Signal-to-noise ratio 
(SNR)  for  the  accelerometer-measured  signals  is  0.1  and  -3dB  for  points  P2  and  P4 CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
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respectively. For hydrophone-measured signals the SNR is 4 and 5dB for points P2 and P4, 
respectively. The sensitivities of the accelerometers and hydrophones used in this work are 
2.76 mV/ms
-2 and -211 dB re 1V/Pa (about 2.8×10
-5 mV/mPa), respectively. As could be 
seen, the literature in [25] and measured results match well as both of them show that the 
pipe acts as a low-pass filter for pressure data and, band-pass filter for acceleration and 
geophone  data.  There  are  no  measurements  of  hydrophones  and  geophones  acquired 
together. Hence no comparison between leak signals acquired simultaneously by them can 
be made. Generally, the narrowest frequencies bandwidths encountered in this analysis 
were found in the section between points P2 and P5 due to the pipe attenuation. 
As  described  in  [14]  and  [52],  the  predominantly  fluid  wave  velocity  varies  in 
practice depending on the exact physical situation. The method used here for calculating 
the wavespeed estimate is quite sensitive to small changes in the bandwidth used in the 
analysis, seasonal effects and additional phase shift not related to the time delay. In order 
to show how the wavespeed changes along the pipe, it was calculated for different sections 
of  the  rig  (between  access  points)  and  it  is  tabulated  in  Tables  2.6,  2.7  and  2.8  for 
accelerometers, hydrophones and geophones data, respectively. Equation 2.5 was used to 
evaluate  the  wavespeeds  using  the  time  delay  given  by  the  basic  cross-correlation 
calculated in the effective frequency bandwidth defined previously for each case studied. It 
is not clear yet why there is such variability in the wavespeed estimate. 
Some wave speed estimates in the tables are superscripted with asteristic (*) in 
order to highlight that the method used to define the effective bandwidth failed, as the peak 
in the cross-correlation function leads to a wrong time delay estimate when evaluated over 
such bandwidth. Failure occurs because there is a resonance in these pipe sections, which 
is taking into account when choosing the bandwidth over which the analysis is conducted. 
For  mechanical  excitation,  the  pipe  sections  over  which  the  choice  of  the  effective 
bandwidth failed the most were between points P2 and P3, and between points P3 and P4. 
This is because the excitation in these sections is generally concentrated over a frequency 
range  around  the  frequency  resonance  of  83  Hz  as  mentioned  previously,  and  can  be 
observed in Figs. 2.14 and 2.15. Generally in leak signals, the energy of the signal given by 
the modulus of CSD decays very quick above the resonance frequency (see Chapter 4). 
The new method described in Chapter 4 applied to select automatically the filter bandwidth 
uses this feature to define its limits, therefore avoiding the resonance. However, the leak CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
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noise in the pipe section between points P3 and P4 does not decay rapidly enough, so the 
resonance affects the wavespeed estimate. 
CASES  P3-P2 
(m/s) 
P2-P4 
(m/s) 
P3-P4 
(m/s) 
P2-P5 
(m/s) 
P3-P5 
(m/s) 
P4-P5 
(m/s) 
White Noise at P2 
Feb 2010  380  347  305
*  -  -  - 
White Noise at P2 
Jun 2010  298
*  371  326  -  -  - 
Impact at P2 
Feb 2010 
414  362  305
*  396  385  467 
Impact at P2 
Jun 2010 
299
*  371  327  364  459  502
* 
White Noise at P3 
Jun 2010  366  -  337  395  377  412 
Impact at P3 
Jun 2010  321
*  -  276
*  517
*  379  640
* 
Leak at P3 
Feb 2010  379  442  281
*  336  359  362 
Leak at P3 
Feb 2010(4min)  380  445  282
*  343  364  367 
Leak at P3 
Jun 2010 (4 min) 
421
*  257  417
*  436  354  531
* 
Leak at P3 
Jul 2011 
-  414  -  -  -  - 
Table 2.6 – Wavespeed calculated over different sections of the pipe rig by using accelerometer-
measured data. * The choice of the effective bandwidth failed for these cases. 
CASES  P3-P4 
(m/s) 
P2-P4 
(m/s) 
P4-P5 
(m/s) 
White Noise at P2 
June 2010  345  -  - 
Impact at P2 
June 2010  588
*  -  - 
White Noise at P3 
June 2010  -  -  286
* 
Leak at P3 
June 2010 (4 min)  -  269  509
* 
Table 2.7 – Wavespeed calculated over different sections of the pipe rig by using hydrophone-
measured data. The red shadowed cells mean that the choice of the effective bandwidth failed for 
these cases. 
CASES  P2-P4 
(m/s) 
White Noise at P3 
Jul 2011  414 
Table 2.8 – Wavespeed calculated over one section of the pipe rig by using geophone-measured 
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The  calculation  of  the  wavespeed  estimate  using  signals  acquired  in  the  pipe 
sections  between  points  P2  and  P5,  P3  and  P5,  and  P4  and  P5  seem  to  be  the  most 
successful as the distortion at around 83 Hz, which is related to a resonance present in the 
pipe system, does not affect its evaluation, either because there is no additional phase shift 
present in the phase spectrum, or because the modulus of the CSD decays rapidly leading 
to the right choice of the bandwidth for analysis. In general, the new method of choosing 
the frequency bandwidth was successful in about 66% of the cases studied. Moreover, the 
method worked on 100% of the cases where the leak was in-bracketed. 
The environmental condition may play an important part of pipe characterization as 
it affects the pipe properties. The repeatability of the measurements over different periods 
(4  months)  is  reasonably  good  (the  main  features  are  observed  in  both  data,  e.g. 
reflections). Repeatability in the same period (different excitation) is excellent (frequency 
contents and wavespeed estimated are very similar). In the Blithfield pipe rig it also was 
possible to see differences between the wavespeed estimates. One of the reasons is the fact 
that the peak in the cross-correlation function is affected by features in the data, such as the 
additional  phase  shift  at  about  83Hz.  This  problem  will  be  investigated  in  Chapter  3, 
Section 3.7. 
Figure 2.16 shows a schematic of the pipe rig indicating the effective bandwidths 
over which the wavespeed estimates were determined for accelerometer measured-signals 
for each section of the pipe, the effective bandwidth is shown (in brackets) along with the 
wavespeed estimate calculated using the effective bandwidth. The type of excitation is also 
shown on the right hand side. These measurements were made in February and June 2010. 
Figure 2.16a shows the measurements made with mechanical excitation at point P2, Fig. 
2.16b shows the measurements  made with  mechanical  excitation at  point  P3, and Fig. 
2.16c shows the measurements made with the leak exciting the system at point P3. As 
observed,  the  frequency  bandwidths  over  the  pipe  section  between  P3  and  P4  has,  in 
general, their upper limits at about 88 Hz. 
Examining Fig. 2.16a, it is observed that the effective bandwidths have not changed 
drastically  between  the  acquisitions  made  in  February  and  June  2010  for  mechanical 
excitations at P2. However, when the excitation was moved to point P3 as shown in Fig. 
2.16b, the effective bandwidths are generally reduced substantially, especially for the pipe 
section between points P2 and P3. This is because when the pipe is excited mechanically at CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
RIG AT BLITHFIELD RESERVOIR 
       
33 
 
point P3, the effects of the resonance seem to be present in the modulus and phase of the 
CSD, affecting directly the effective choice of the filter bandwidth, which is the same limit 
as  the  effective  bandwidth.  For  leak  excitation,  the  bandwidths  over  the  pipe  sections 
between points P2 and P3, and points P3 and P4 are reduced substantially from February 
2010 to June 2010. Both impact and leak excitations induced in June 2010 at P3 had all 
wavespeed  estimates  affected  by  the  presence  of  resonances  in  the  data.  The  signals 
acquired over the pipe section between points P3 and P4 were the most affected by the 
presence  of  resonances.  In  general,  leak  signals  have  a  lower  frequency  limit  of  the 
bandwidth for the three types of excitations considered. 
2.7 – Conclusions 
This chapter has introduced the Blithfield pipe rig used extensively in this work. In 
order to characterize the pipe rig, three different main tests were conducted: Impact test, 
random excitation test and leak excitation test. Three different sets of measurements were 
made: one in February 2010, one in June 2010, and another one in June 2011. Some have 
been presented. The PSD, CSD and phase spectrum were used to show how the pipe rig 
behaves and to illustrate the main features of the rig. 
Different conclusions can be made concerning the leak data in this chapter. The first is 
that the pipe rig located at Blithfield is a good test site for leak detection research. All data 
collected and catalogued contain good and also, bad results as would be expected in a real 
situation. The presence of resonances can be observed in the PSD and CSD as a distinct 
peak at the resonance frequency. The resonance is also observed in the real phase spectrum 
as an additional phase shift at the resonance frequency.  
If resonances  are taking into account in the calculation of the time delay estimate, 
errors can be made and hence the location of the leak may be affected. To understand the 
influence  of  resonances  and  the  filter  bandwidth  on  the  cross-correlation  function, 
analytical models are developed and investigated in Chapter 3. A new method to define the 
frequency bandwidth over which the signal is filtered avoiding resonances (which has been 
used in this chapter) is introduced in Chapter 4. Finally, it can be seen that measured 
wavespeeds  differ  significantly  (about  25%)  between  pipe  sections.  The  accuracy  of 
locating a leak is also a function of the wavespeed estimate. To avoid errors due to this CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
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wavespeed variability, a new method used for estimating the wavespeed at the moment that 
a search for a leak is being carried out is proposed in Chapter 5. 
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FIGURES 
 
 
 
 
 
 
 
 
 
Figure 2.1 – Schematic of the Blithfield pipe rig used for the experimental work showing the 
distances, (not to scale), and the labels adopted to define the access points along the pipe – Points 
P1 to P6. (a) Plan view (b) Side view. 
 
 
   
Point P6 
Point P5 
Point P4 
Point P3 
Point P2 
Point P1 
South Staffs’ 
reservoir facility 
Secondary pipeline connected 
to the Blithfield pipe rig 
Secondary pipeline connected to 
the main water distribution pipe 
Mains water pipe 
Blithfield pipe rig 
30 m  30 m  20 m  30 m 
120 m 
10 m 
Point P6  Point P5  Point P4  Point P3  Point P2  
Point P1 
(a) 
(b) CHAPTER 2     DESCRIPTION AND CHARACTERISTICS OF THE UNDERGROUND PIPE 
RIG AT BLITHFIELD RESERVOIR 
36 
 
   
 
Figure  2.2  –  Photographs  of  the  Blithfield  pipe  rig  taken  from  point  P4  showing  part  of  the 
instrumentation and the access points along the pipe. 
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Figure 2.3 – The access point and a schematic showing the arrangement for the hydrant in the test 
rig. 
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Figure 2.4 – Sensor arrangements at the access points (a) An accelerometer [1] and a hydrophone 
[2]; (b) An accelerometer [1] and a geophone [3]. 
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Figure 2.5 – Material and devices used for the white noise and single frequency excitation tests. (1) 
Function  generator;  (2)  Power  amplifier;  (3)  Power  lead;  (4)  Inertial  shaker  and  (5)  Charge 
amplifier. 
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  (a) 
 
   (b) 
Figure 2.6 – (a) Photograph and (b) Sketch of the hydrant and stand-pipe used for generating the 
leak. (1) Secondary valve; (2) Stand-pipe; (3) Hydrant; (4) Main valve; (5) Plastic pipe. 
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Figure 2.7 – Measurement devices used in the Blithfield tests. (a) Picture of the devices used [1] 
long  BNC  cable;  [2]  ADC;  [3]  laptop  running  DATS  software;  [4]  Oscilloscope;  [5]  Charge 
amplifiers. (b) Flow chart of the signals.   
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Figure 2.8 – Typical time-series of the background noise at the Blithfield rig. Acoustic pressure and 
acceleration measurements were made in June 2010, while the velocity measurements were made 
in  July  2011.  a(i)  hydrophone-measured  signal  at  point  P2  (see  Fig.  2.1).  a(ii)  hydrophone-
measured  signal  at  P4.  b(i)  accelerometer-measured  signal at  P2.  b(ii)  accelerometer-measured 
signal at P4. c(i) geophone-measured signal at P2. c(ii) geophone-measured signal at P4.   
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Figure 2.9 – Typical time-series of the leak noise signal at the Blithfield rig. Acoustic 
pressure  and  acceleration  measurements  were  made  in  June  2010,  while  the  velocity 
measurements were made in July 2011. a(i) hydrophone-measured signal at point P2 (see 
Fig. 2.1). a(ii) hydrophone-measured signal at P4. b(i) accelerometer-measured signal at P2. 
b(ii)  accelerometer-measured  signal  at  P4.  c(i)  geophone-measured  signal  at  P2.  c(ii) 
geophone-measured signal at P4.   
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Figure 2.10 – Typical hydrophone-measured signals for a strong leak. Sensors mounted at points 
P2 and P4 with a leak set at point P3 (see Figure 2.1). (a) PSD of signals from point P2. (b) PSD of 
signals from point P4 (c) Modulus of the CSD (d) Coherence (e) Phase spectrum of the CSD. 
Least square fit over the frequency range (f) Basic cross-correlation over the frequency range.   
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Figure 2.11 – Typical accelerometer-measured signals for a strong leak. Sensors mounted at points 
P2 and P4 with a leak set at point P3 (see Figure 2.1). (a) PSD of signals from point P2. (b) PSD of 
signals from point P4 (c) Modulus of the CSD (d) Coherence (e) Phase spectrum of the CSD. 
Least square fit over the frequency range (f) Basic cross-correlation over the frequency range.   
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Figure 2.12 – Typical geophone-measured signals for a strong leak. Sensors mounted at points P2 
and P4 with a leak set at point P3 (see Figure 2.1). (a) PSD of signals from point P2. (b) PSD of 
signals from point P4 (c) Modulus of the CSD (d) Coherence (e) Phase spectrum of the CSD. 
Least square fit over the frequency range (f) Basic cross-correlation over the frequency range.   
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Figure 2.13 – Typical accelerometer-measured signals for a strong leak. Sensors mounted at points 
P2 and P4 with a leak set at point P3 (see Figure 2.1). (a) PSD of signals from point P2. (b) PSD of 
signals from point P4 (c) Modulus of the CSD (d) Coherence (e) Phase spectrum of the CSD. 
Least square fit over the frequency range of 31 Hz and 68 Hz (f) Basic cross-correlation over the 
frequency range.   
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Figure 2.14 – Typical accelerometer-measured signals for an impact excitation. Sensors mounted at 
points P2 and P4 with the excitation source set at point P3 (see Figure 2.1). (a) PSD of signals from 
point P2. (b) PSD of signals from point P4 (c) Modulus of the CSD (d) Coherence (e) Phase 
spectrum of the CSD.   
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Figure 2.15 – Typical accelerometer-measured signals for white noise excitation. Sensors mounted 
at points P2 and P4 with the excitation source set at point P3 (see Figure 2.1). (a) PSD of signals 
from point P2. (b) PSD of signals from point P4 (c) Modulus of the CSD (d) Coherence (e) Phase 
spectrum of the CSD.   
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Figure 2.16 – Schematic of the Blithfield pipe rig depicting the frequency bandwidths in Hz, over 
which  the  wavespeed  is  calculated.  The  bandwidths  are  depicted  inside  the  brackets.  Only 
acceleration data was used. They are calculated based on the modulus of the CSD given by a new 
technique described in Chapter 4. (a) Mechanical excitation (impact or shaker) at point P2. (b) 
Mechanical excitation at point P3. (c) Leak excitation at point P3. Feb 1: 1 minute of acquisition in 
February; Feb 4: 4 minutes of acquisition in February; Jun 4: 4 minutes of acquisition in June. * 
The bandwidth is evaluated but the estimate is strongly affected by the effects of the resonance.                   
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CHAPTER 3 
 
SOME FEATURES OF TWO CONTEMPORARY 
CORRELATION METHODS USED FOR LEAK 
DETECTION
 
3.1 – Introduction 
In  leak  detection,  the  most  widely  used  correlators  utilise  the  so-called  basic  cross 
correlation (BCC) function. The BCC may be performed by taking the inverse Fourier 
transform of the cross spectral density (CSD) function of two leak signals. However, there 
are other types of commercial correlators available [57-58]. One of them uses the phase 
transform (PHAT) as discussed by Gao et al. [46]. The PHAT is used to sharpen the peak 
in the cross-correlation function and to suppress other additional peaks not related to the 
time delay information. In this process the modulus of the CSD between the signals is 
“flattened” or “whitened” prior to the transformation to the time domain. In this way, only 
the phase information is used to determine the time delay estimate. 
The  aim  of  this  chapter  is  to  investigate  two  features  in  leak  signals  that  may 
introduce errors in the estimation of the time delay using the BCC and PHAT correlators. 
The first is the broadening of the peak in the cross-correlation function due to the filtering 
process used to suppress undesirable noise prior to calculate the cross-correlation function. 
The second is the presence of phase changes in the CSD which are not related to the time 
delay but may due to  resonances in the pipe system which are frequently observed in 
practice. CHAPTER 3     SOME FEATURES OF TWO CONTEMPORARY CORRELATION METHODS 
USED FOR LEAK DETECTION 
52 
 
The  effects  of  a  band-pass  filter  on  the  shape  of  the  cross-correlation  function 
calculated using either the BCC or the PHAT is discussed. Signals measured in controlled 
conditions on a bespoke test-rig constructed by South Staffs Water plc are used to illustrate 
these effects, together with simulations carried out using analytical models developed in 
this chapter. 
The presence of resonances was mainly observed in the phase gradient between two 
measured leak signals. The effects of resonances on the time delay estimate calculated 
using the BCC and PHAT correlators are then investigated. One or two resonators are 
introduced into the pipe model [39] at the measurement positions, such that the effects of 
resonances can be introduced into the modulus and phase of the CSD. The results from 
simulations using this model are compared with experimental data. Simulations are then 
used to investigate the performance of the correlators in cases where there are up to two 
resonances in the system. This is because these are observed in practice and it is speculated 
that they are due to the dynamics of the hydrants 
3.2 – Overview of the basic and phase transform correlators 
The noise generated by a leak can be used to detect it and to determine its position 
along a pipe. Vibrations and/or acoustic sensors can be placed at two different positions 
(access  points),  typically  hydrants  or  valves  either  side  of  a  suspected  leak.  A  typical 
measurement set-up used for leak detection in a buried water pipe is depicted in Figure 
3.1a. The distance between the sensors is  2 1 d d d   , where  1 d  and  2 d , are the respective 
distances between the leak and the access points. The measured signals are    t x1  and   t x2 . 
The presence of a leak appears as a distinct peak in the cross -correlation function 
between    t x1 and,    t x2 , which is given by [46] 
          

 
       

 
d e S S F R
i
x x x x x x 2 1 2 1 2 1 2
1 1 ,    (3.1) 
where   
1  F  is the inverse Fourier transform,       is the frequency weighting function 
for the different correlators, and  
         
i
x x x x e S S
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is the CSD between the signals    t x1  and   t x2 , where   is the phase between    t x1  and 
  t x2 . In the case where there is a pure time delay between the arrival of the leak noise at 
sensors 1 and 2, then  0 T    ,  where  0 T  is  the  difference  between  the  arrival  times 
between the two sensors. 
The peak in the cross correlation function occurs at the time delay  0 T , and the, 
distance of the leak from sensor 1,  1 d , is given by [7], 
2
0
1
cT d
d

 ,            (3.3) 
where c is the speed of propagation of the leak noise [39]. The weighting function applied 
to the CSD can take various forms [46] but in this chapter, only two are considered. They 
are 
BCC:      1               
(3.4a, b) 
PHAT:   
  

2 1
1
x x S
  .         
  The  weighting  function  is  used  in  order  to  accentuate  the  peak  in  the  cross-
correlation function where the time delay information is contained. When the frequency 
weighting  function  is  given  by  Eq.  (3.4a)  the  correlator  uses  the  so-called  BCC  as 
described by Knapp and Carter [45]. If the frequency weighting function is given by Eq. 
(3.4b)  then  the  correlator  uses  the  phase  transform  (PHAT).  In  this  case  the  cross-
correlation function is only a function of the phase of the CSD. Figure 3.1b depicts the 
process of determining the cross-correlation function using the BCC and PHAT correlators. 
3.3 – Correlation of leak noise time histories from the Blithfield test rig. 
Measured vibration data collected from the Blithfield pipe rig are used to illustrate 
how the characteristics of the two correlators discussed above, and also to show some of 
their main features. The details of the Blithfield test-rig can be found in Chapter 2. The 
modulus and phase of the CSD, and the coherence from typical strong leak noise-signals 
set at point P3 (see Figure 2.1 in Chapter 2) measured using two accelerometers placed at 
points P2 and P3 are shown in Figures 3.2a, 3.2b and 3.2c, respectively. It is observed in CHAPTER 3     SOME FEATURES OF TWO CONTEMPORARY CORRELATION METHODS 
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these figures that the frequency bandwidth (146 Hz) over which the unwrapped phase has 
linear behaviour is quite broad. Later in this chapter, the definition of a broad bandwidth is 
related to  a new parameter. This  region,  where the phase can be unwrapped, contains 
information about the difference in the arrival times of the leak noise at the two sensors 
(time delay). In practice the signals are passed through band-pass filters to attenuate the 
signals outside the frequency range of interest [39], supressing undesirable noise effects. 
Muggleton et al. [20] showed that, if the coherence [59] is greater than 10
-3 then the phase 
can be successfully unwraped. Examination of data from many cases analysed in this thesis, 
however, suggests that, for plastic pipes, the phase can only be unwrapped consistently if 
the coherence is greater than 10
-2, which means that the phase is linear. This threshold 
value  of  10
-2  is  also  not  dependent  on  the  number  of  averages  taken.  This  value  of 
coherence is thus used to define the bandwidth in which to analyse the data. The coherence 
limit  of 10
-2, and the consequent  bandwidth  are indicated in  Fig. 3.2.  The basic cross 
correlation  function  for  two  accelerometer-measured  signals  1 x    and  2 x    is  calculated  by 
setting the weighting function       in Eq.(3.1) to unity, then 
        

 
    


   d e e S S F R
i i
x x x x x x 2 1 2 1 2 1 2
1 1 BCC
            .    (3.5) 
The influence of the modulus of the cross-spectrum on the cross-correlation function can 
be detrimental especially when uncorrelated noise at low frequencies is taken into account 
[46], and there are occasions when it is desirable to remove its effects. This is done using 
the  PHAT. If there is a pure time delay between signals  ) ( 1 t x    and  ) ( 2 t x   ,  and  infinite 
bandwidth, then, 
 
 
) ( 0
1 PHAT
2 1
2 1
2 1 T
S
S
F R
x x
x x
x x  
 



 




  


   
   
    ,        (3.6) 
where  ) (   is  the  Dirac  delta  function.  It  can  be  seen  from Equation  (3.6),  that  by 
whitening the measured CSD, the result is a perfect delta function located at the time delay 
0 T . However it has the disadvantage that noise can be enhanced, thereby corrupting the 
estimate  of  the  time  delay  [46].  The  BCC  and  PHAT  performed  over  the  frequency 
bandwidth shown in Figure 3.2c are depicted in Figures 3.3a and 3.3b, respectively. The 
cross-correlation functions are normalized by the maximum positive peak, and  denotes a CHAPTER 3     SOME FEATURES OF TWO CONTEMPORARY CORRELATION METHODS 
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normalized variable. It can be observed that secondary peaks around the main one are 
supressed in the PHAT correlator. 
When  the  measured  leak  noise  is  weak  the  frequency  range  over  which  the 
coherence is above the threshold value of 10
-2, is much smaller. An example of such a case 
is shown in Fig. 3.4 which depicts the modulus and phase of the CSD, and the coherence. 
Here, the leak is set at point P6 and the sensors are set at points P4 and P5. The bandwidth 
is  still  determined by the threshold coherence value of 10
-2, in this case
(1). The cross-
correlation function, calculated using the BCC and PHAT correlator performed over the 
frequency range defined by the acceptable value of coherence, are shown in Figures 3.5a 
and 3.5b, respectively. Comparing these figures with those in Fig. 3.3, it can be seen that 
there are significant differences. It is clear that the smaller bandwidth has a detrimental 
effect on the cross-correlation function by increasing in height and moving the secondary 
peaks closer to the main peak, which can introduce some ambiguity in the determination of 
the time delay, especially for the BCC as can be seen in Fig. 3.5a. 
3.4 – The effect of a band-pass filter on the shape of the correlation function 
  In this section, an analysis is conducted of the effects of a band-pass filter on the 
shape  of  the  cross-correlation  function  calculated  using  the  BCC  and  the  PHAT.  This 
analysis  is  conducted  as  band-pass  filters  are  used  to  remove  undesirable  noise  and 
distortions prior to calculate the cross-correlation function, hence affecting its performance. 
The analytical model of the cross-correlation function given by Gao et al. [39] is used for 
this purpose. The frequency response function between the leak and the pressure in the 
pipe a distance u  from the leak is given by 
c u i ue e u H
/ ) , (
  
   ,        (3.7) 
where  1   i  and   is the attenuation factor given by [39]  
 
2 / 1 ) 2 ( 1
1
Eh Ba
Eh Ba
c f 


 .        (3.8) 
where  f c  is the free-field fluid wavespeed;   is the loss factor of the pipe wall; a, h are 
the pipe radius and wall tichness; B is the fluid bulk modulus of elasticity; and E is the 
(1) This is used for illustrative purposes in this chapter. Later in the thesis, in Chapter 4, the 
bandwidth over which the analysis is conducted, is determined using another parameter. CHAPTER 3     SOME FEATURES OF TWO CONTEMPORARY CORRELATION METHODS 
USED FOR LEAK DETECTION 
56 
 
Young’s modulus of the pipe wall material. The CSD between signals    t x1  and   t x2  is 
then given by [39]  
0
2 1 ) ( ) ( ) (
T i
ll x x e S S
      ,        (3.9) 
where  ) ( ll S  is the power-spectral density of the leak signal  ) (t l , which is the acoustic 
pressure  at  the  leak  location;  and 
d e d H d H
    
   ) , ( ) , ( ) ( 2 2 1
*
1 . Combining Eqs. 
(3.1) and (3.9) the basic cross-correlation can be determined by setting  1 ) (     as shown 
in Fig. 3.1b, to give 
  ) ( ) ( ) ( ) ( ) ( ) ( 0
1
2 1 2 1 T R S F R ll x x x x      
         ,      (3.10) 
where    denotes  convolution,  ) ( ll R  is  the  auto-correlation  of  the  leak  signal,  and 
   
2 2 1 ) ( ) ( ) (           
 d d F  [39]. Equation (3.9) shows that the delta function is 
broadened by the frequency weighting function  ) (   and the leak characteristics. The 
characteristics of the leak have been studied by Papastefanou [60], but for the purpose of 
the analysis in this work (simplicity and convenience), it is assumed to be white noise over 
the frequency bandwidth of interest so that  0 ) ( S Sll    is constant, which is consistent with 
[39]. The cross-correlation is, therefore, only a function of the distance between the sensors, 
the pipe properties, and frequency. As mentioned previously, in practice band-pass filters 
are used to supress the signals outside the frequency range of interest. For the simple case 
where an ideal band-pass filter is applied to remove the noise, the frequency response of 
the filter is given by 
1 ) (   G   1 0      ;           
                      0     otherwise.        (3.11) 
and then Eq. (3.10) becomes 
) ( ) ( ) ( ) ( 0 0 2 1 T S g R x x           ,       (3.12) 
where  
  ) cos(
2
) 2 sin(
) ( ) (
1  




  c G F g

 
 
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in which  0 1        is the bandwidth of the band-pass filter and  2 ) ( 0 1      c  is its 
centre frequency. Using the model of the pipe system described in [39], Eq. (3.12) can be 
written as 
  ) ) ( cos( ) ) ( cos(
) ( ) (
) ( 0 1 0 0 2
0
2
0 BCC
0
2 1      
  


 
    
 

 

T e T
T d
e S
R
d
d
x x ,  (3.14) 
where  ) ) ( ( tan 0
1 d T     
 . For the PHAT correlator, the weighting function in Eq. (3.9) 
is then  )) ( ) ( ( 1 ) (       ll S , so the Equation for the PHAT is  a special case of Eq. 
(3.12), and is given by 
) ( ) ( ) ( 0
PHAT
2 1 T g R x x        .        (3.15) 
It can be seen that the PHAT correlator is simply a time-shifted version of the auto-
correlation  function  of  the  ideal  band-pass  filter.  Using  Eq.  (3.13),  Eq.  (3.15)  can  be 
written as 
)) ( cos(
2 ) (
) 2 ) ( sin(
) ( 0
0
0 PHAT
2 1 T
T
T
R c x x 
 
  
  
 
 


 .    (3.16) 
  It should be noted, however, that the upper frequency limit cannot be set arbitrarily 
high in practice. It is limited by the attenuation in the leak noise at high frequencies as 
discussed in the next section and the natural roll-off of the leak spectrum, as discussed by 
Papastefanou [61]. 
3.5 – Comparisons of the envelopes of the BCC and PHAT correlators 
The  shape  of  the  cross-correlation  function  is  investigated  in  this  section.  This  effect 
(change in the shape of the cross-correlation function) is related to the bandwidth of the 
filter. The smaller the frequency range over which the signal is filtered the greater is the 
broadening of the peak in the cross-correlation function. Its effect (broadening of the peak) 
is related to the shape of the cross-correlation function, hence, the envelope of the cross 
correlation is also affected. Thus the envelopes of the  BCC and PHAT correlators are 
investigated in this section. The envelopes are here investigated as they are used in a new 
technique to estimate the wavespeed in pipes which is discussed in Chapter 5. CHAPTER 3     SOME FEATURES OF TWO CONTEMPORARY CORRELATION METHODS 
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To determine how the BCC and the PHAT correlators are related when the filter 
bandwidth is narrow, an analysis is carried out by observing the similarity between their 
shapes,  which  are  given  in  Eqs.  (3.14)  and  (3.16).  If  the  filter  has  a  broad  frequency 
bandwidth then the term 
d e
    in Eq. (3.14) is very small,  such that  d    is large, and 
hence, can be neglected. As a result Eq. (3.14) can be written as 
 
   
      
  

 
 
 


0 0 2
0
2
0 cos
0
2 1 T
T d
e S
R
d
x x .      (3.17) 
In  this  case,  the  envelope  of  the  basic  cross -correlation  is  given  by 
   
2
0
2
0
0 T d e S
d  
   
  . The envelope of the cross-correlation function is related to 
the broadening of the peak effect, thus a matter of concern in this section. The filtering 
effect on the shape of the cross-correlation function is investigated in the next section. If a 
narrow band-pass filter is used such that the term 
d e
    cannot be neglected, there is not a 
simple  expression  for  the  BCC  envelope.  In  this  case,  the  term  containing 
) ) ( cos( 0 1     T  in  Eq. (3.14) combines with  the term  containing           0 0 cos T  
changing the envelope of the BCC. 
For the PHAT correlator, the envelope is simply given by the modulus of the sinc 
function. Thus, using Eq. (3.16), the normalised envelope divided by the maximum value 
is given by 
   
     
2
) (
1
2
) (
1 sin
Env max
Env
0 0
0
1
0 0
0
1
PHAT
PHAT
2 1
2 1
T
T
R
R
x x
x x

 


 
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
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


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

 
 


 




 


 




,        (3.18) 
where    Env  denotes the normalised envelope of the function. Although, the envelope of 
the PHAT is a function of the window defined by the band-pass filter limits  0   and  1  in 
practice  the  low  frequency  limit  is  governed  by  the  background  noise,  and  the  upper 
frequency  limit  is  often  governed  by  the  attenuation  in  the  system.  Thus,  the  PHAT 
correlator  can  be  also  described  in  terms  of  the  pipe  properties  which  is  useful  when 
comparing the two correlators. If  0  ,   and d  are considered to be constant then the term CHAPTER 3     SOME FEATURES OF TWO CONTEMPORARY CORRELATION METHODS 
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d e
    is governed by  1   only. The ratio of the excitation response signal levels 
1  A  at the 
upper frequency limit  1   between the two measured positions is then given by  
d e A
 

1
1
  .            (3.19) 
In order for the basic cross-correlation function to have a sharp, narrow peak, 
1  A  should 
be small, which means that, for a given value of  d  ,  1   should be as large as possible. 
Manipulating Eq. (3.19) results in 
d
A
o   
 
0
1 ) ln(
1 
 ,          (3.20)
 
which can be substituted into Eq. (3.18) to give 
   
     
2
) (
1
) ln(
2
) (
1
) ln(
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
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 
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
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 
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



.        (3.21) 
This is a modified version of Eq.(3.18) which accounts for the fact that the upper 
frequency limit is controlled by the damping in the pipe, rather than being set arbitrarily by 
the user. In practice, however, the user still has  to define the  frequency limits manually. 
Equation (3.21) is valid for analytical investigation. Examining Eq. (3.21), it can be seen 
that the term 
1  A  governs the broadening of the envelope. This term in fact also governs 
the broadening of the BCC envelope. 
The  PHAT  envelope,  which  is  calculated  by  using  Eq.(3.21),  and  the  BCC 
envelope  calculated  by  using  the  Hilbert  transform  of  Eq.(3.14)  are  used,  in  order  to 
illustrate how the term 
1  A  affects the envelopes of the BCC and PHAT correlators. In this 
case,  the  Hilbert  transform  of  the  basic  cross-correlation      
2 1x x R B  is  given  by  [67] 
           d R x x 

 
 ) ( 1
2 1 . Moreover, the envelope of the BCC      
2 1 Env x x R  is then given 
by         
2 1 2 1
2 2
x x x x R B R  . The choice of using the Hilbert transform to calculate the BCC 
envelope was made based on the fact that the expression for the BCC envelope is only CHAPTER 3     SOME FEATURES OF TWO CONTEMPORARY CORRELATION METHODS 
USED FOR LEAK DETECTION 
60 
 
valid when the term  d    is large. This statement is true for cases where the frequency 
bandwidth over which the analysis is conducted, is broad. Figure 3.6a shows the envelopes 
of  the  cross-correlation  functions  given  by  Eq.(3.14)  and  Eq.(3.16)  where  the  filter 
bandwidth is set with low and high frequency limits at 20 Hz and 166 Hz, respectively, as 
shown in Fig. 3.2. The attenuation coefficient   and the distance d  are set to 2.9×10
-4 s/m 
and 30 m, respectively. As expected, the PHAT correlator has a sharper envelope than the 
BCC correlator when a broad filter bandwidth is used. In this case the term 
1  A  has a small 
value of 1.15×10
-4. Fig. 3.6b shows the envelopes evaluated over a narrow frequency range 
in which the low and high frequency limits of the band pass filter are set at 20 Hz and 40 
Hz, respectively. As observed in Fig. 3.6b, the main peaks in the envelopes of the BCC and 
PHAT correlators practically overlay each other. As the term 
1  A is now 0.11 it cannot be 
neglected in Eq. (3.14), so that there is no simple Equation to assess the envelope of the 
BCC. It has a major effect on the broadening of the peak for both the BCC and PHAT 
envelopes. Thus, if the bandwidth is narrow, which is considered when the lower and 
upper limits of the filter are close to each other, the envelope of the cross-correlation 
function can be estimated by Eq. (3.16) rather than Eq. (3.14). It can be seen that this is 
much simpler and is only a function of    . This is further discussed in the following 
section. 
3.6 – A simple parameter to characterise the shape of the cross-correlation function 
In  this  section  a  simple  parameter  which  describes  the  shape  of  the  cross-
correlation function is sought for the purpose of having a parameter that can be used to 
give how clear the peak in the cross-correlation function is. A desirable shape (good shape 
with  a  clear  peak)  of  the  cross-correlation  function  is  when  the  peak  adjacent  to  the 
primary peak associated with the time delay is small and remote from the main peak. In 
this way, the main peak in the cross-correlation can clearly be seen, leading to a clear time 
delay estimate. This is useful when the bandwidth is small and also used later in Chapter 5 
as an indicator of failure of a new method proposed to estimate the wavespeed in pipes. 
The envelope of the cross-correlation function broadens when the height of the adjacent 
peaks around the main peak increase in magnitude. The main peak is the peak in the cross-
correlation function that corresponds to the time delay associated with leak noise. If it is 
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envelope. As seen in the previous section, the envelopes of the BCC and PHAT correlators 
have  a  similar  shape  when  the  term 
d e
    is not negligibly small. As a result, the 
analytical model of the PHAT  given by Eq. (3.16) is used to explore the effect that the 
bandwidth has on the cross -correlation function. The analysis can be conducted readily 
using non-dimensional variables which removes the time delay, so that only the shape can 
be focused upon. Equation (3.16) can thus be written as 
 
   









 




 

 ˆ 2 cos
ˆ
ˆ sin ˆ
PHAT
PHAT 2 1
2 1
c x x
x x
R
R ,      (3.22) 
where 2 ) ( ˆ 0 T       . The term ˆ is introduced in order to remove the time delay. The 
sinc function      ˆ ˆ sin  governs the height of the adjacent peaks in the cross-correlation 
function, and the term containing       ˆ ) ( 2 cos  c  governs the distance between the main 
adjacent peaks, so that lower the ratio     c  more distant is the secondary peak from the 
main one. Figure 3.7 shows a plot of Eq. (3.22) for  74 . 0   c   . 
As an example Fig. 3.3 shows measured correlation for a case where there is a clear 
main peak, and an example when there is not a clear main peak is shown in Fig. 3.5. The 
adjacent positive peak occurs when the term     ˆ ) ( 2  c  in the cosine function is equal to 
 2 , thus  c       ˆ . Thus for a good shape, the ratio of the bandwidth to the centre 
frequency  of  the  frequency  bandwidth,  ) 2 ) ( ( ) ( 0 1 0 1           c  should be as 
large as possible increasing the distance between the main and the adjacent peak. The 
adjacent peak is also diminished as this distance, from the main peak, increases as can be 
seen in Fig. 3.7. Figures 3.8a and b show the effects of the parameter  c     on the cross-
correlation function. Eq. (3.22) is plotted for  c     to 0.74 and 0.26, respectively. As 
observed in these Figures, the smaller is the ratio  c    , higher and closer is the adjacent 
peak to the main peak highlighting that   can be used as an indication of the shape of 
the  cross-correlation  function.  The  maximum  value  of  c     can  have  is  2,  and  this 
occurs when  0 0   . This is not achievable, however, in practice due to the background 
noise at low frequencies and the bandwidth of the sensor used in the measurement. Around 
the main peak so Eq. (3.22) can be approximated by 
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  
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2 1
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x x R ,        (3.23) 
The peak in the cross-correlation function given by Eq. (3.23) occurs when  0 ˆ   , 
then    1 0
PHAT
2 1  x x R . In addition, the adjacent peak occurs when    1 ˆ ) ( 2 cos     c . If the 
latter is true then      2 ˆ ) ( 2   c , hence the adjacent peak height is given by 
 
6
1
1 ˆ
2
PHAT
2 1  


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
 
 
c
adj x x R

 
 ,        (3.24) 
where  c adj       ˆ  is  the  time  delay  related  to  the  adjacent  peak.  If  the  ratio  of  the 
adjacent peak to the main peak is given by  , then Eq.(3.23) can be re-written to give 
c    in terms of   as given by 
  
 

 

1 6
1
c
,        (3.25) 
which can give a value of the shape of the cross-correlation function based on the limits of 
the band-pass filter. For example if  35 . 0   c    then  8 . 0   . It is the first time that this 
expression has been introduced in the literature. To illustrate the way in which  c    is 
an  indicator  of  the  shape  of  the  cross-correlation  function,  three  different  cases  are 
presented. Case 1 is when the frequency bandwidth is broad and the ratio  1   c   . Case 
2 is when the frequency bandwidth is narrow but its centre frequency is located at low 
frequency,  and  for  this  case  73 . 0   c   .  Finally,  Case  3  is  when  the  frequency 
bandwidth  is  also  narrow,  but  its  centre  frequency  is  located  at  high  frequency  with 
26 . 0   c   . Table 3.1 summarizes the parameters for each case 
Case  1  corresponds  to  the  situation  in Figure  3.2.  Case  3  corresponds  to  the 
situation described in Figure 3.4. For Case 2 it is necessary to introduce a new situation, as 
it has not been introduced any case with  3 . 0   c   . This is shown in Fig 3.9 which 
depicts  the measured  modulus  and  phase  of  the CSD, and  the  coherence  between  two 
signals measured either side of a leak using accelerometers. For Case 2, the leak is set at 
point P3 and the sensors are placed at points P4 and P2. Despite good coherence (higher 
than 10
-2) over a relatively wide frequency range, all the data within this frequency range is 
not used in the determination of the time delay. This is because, as observed in Fig. 3.9b, CHAPTER 3     SOME FEATURES OF TWO CONTEMPORARY CORRELATION METHODS 
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there is a phase shift at about 85 Hz in addition to the phase shift associated with the time 
delay. The cause of this additional phase shift is discussed in the next section, and, how to 
define the frequency bandwidth in this case is addressed in Chapter 4. The intention here is 
to show how the bandwidth affects the shape of the cross-correlation function calculated 
using the PHAT. The bandwidth in which the signal is analysed is 37 Hz to 80 Hz, which 
is that below the additional phase shift, and is shown in Fig. 3.9c. This choice of bandwidth 
was made in order to avoid the effects of the resonance at about 85 Hz. 
The cross-correlation function carried out using the PHAT in Case 1, Case 2 and 
Case  3  is  shown  in  Figures  3.10a(i),  3.10b(i)  and  3.10c(i),  respectively.  Table  3.1 
summarizes the parameters for each case. Simulated PHAT correlators performed using the 
analytical model given by Eq. (3.16) over the frequency bandwidths defined by Case1, 
Case2 and Case3 are shown in Figures 3.10a(ii), 3.10b(ii) and 310c(ii), respectively. As 
observed in the actual and simulated cases, the larger the ratio  c    , the smaller is the 
amplitude  of  the  adjacent  peak,  and  consequently,  the  shape  of  the  cross-correlation 
function is better, as the main peak is seen clearly. 
 


2
0   


2
1   
c 
   
Case 1  20  166  1.18 
Case 2  37  80  0.73 
Case 3  68  88  0.26 
Table 3.1 – Filter limits and the ratio   for the studied cases 1, 2 and 3. 
3.7 – The effects of resonances on the time delay estimation – experimental data 
Leak  noise  in  plastic  pipes,  such  as  in  the  Blithfield  rig,  is  heavily  attenuated  as  it 
propagates along the pipe due to the high damping within the pipe wall and, the radiation 
into  the  surrounding  medium.  As  result,  the  frequency  range  over  which  there  is 
information on the time delay is usually narrow and located at low frequencies, typically 
below 150 Hz depending on the leak strength. It is likely that resonances could be present 
in  some  situations  in  plastic  pipes.  As  seen  in  Figures  2.13  and  2.14  in  Chapter  2, 
resonances are characterized as a peak in the modulus of the CSD, and/or an additional 
phase shift in the phase of the CSD. It is speculated that the dynamics of the hydrant, 
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where the sensors are attached, may be responsible for introducing this resonance into the 
measured signal. Although the coherence is used to define the frequency range over which 
the phase is linear, it has to be refined in cases where resonances are present in the system. 
This is because the coherence does not take into account the resonances effects (peak in the 
modulus  of  the  CSD  and  additional  phase  shift  in  the  phase  spectra)  within  its  limits 
affecting the time delay estimate. This is shown in Fig. 3.9b, for example. In the next 
section  the  effects  of  the  resonances  on  the  shape  of  the  cross-correlation  function  is 
investigated further. 
3.7.1 – A single resonance present in the system 
To illustrate the effects of a single resonance on the time delay estimate between leak 
signals, acceleration measurements collected at Blithfield pipe rig are used to investigate 
these  effects.  Figures  3.11a  and  3.11b  show  the  modulus  and  the  unwrapped  phase 
respectively of the CSD when there is a resonance at about 88 Hz, where it is investigated 
theoretically in Section 3.8. The total distance d  between the sensors is 50 m and  1 d  is 20 
m. To investigate the influence of the resonance on the estimate of the time delay, the CSD 
is  divided  in  three  frequency  bandwidths  over  which  the  signal  is  filtered  prior  to 
calculating  the cross-correlation  function.  One  is  set  below  the resonance  frequency  in 
which the limits are 21 Hz and 75 Hz, the second is set above the resonance frequency in 
which the limits are 105 Hz and 162 Hz, and thirdly, a frequency band is set that includes 
the resonance in which the limits are 10 Hz and 162 Hz determined by the coherence 
threshold value of 10
-2 discussed previously. 
An analysis is conducted by performing the BCC and PHAT correlators using the 
data filtered over each region as shown in Figure 3.12. An FIR filter (designed using the 
windowing  design  method  and  based  on  a  rectangular  window)  is  used  to  filter  these 
signals. Figures 3.12a(i) and a(ii) show the respective BCC and PHAT calculated over the 
region located below the additional phase shift. The time delay estimates given by the 
largest peak in the cross-correlation function for the BCC and PHAT correlators are 23 ms 
and 23.2 ms, respectively. Figures 3.12b(i) and b(ii) show the respective BCC and PHAT 
correlators  performed  over  the  frequency  region  located  above  the  resonance.  It  is 
observed that the correlation functions have a large negative peak, which means that the 
largest peak is now negative, due to the effects caused by the resonance. In this case, 20.6 
ms  and  20.8  ms  are  the  time  delays  given  by  the  largest  negative  peak  in  the  cross-CHAPTER 3     SOME FEATURES OF TWO CONTEMPORARY CORRELATION METHODS 
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correlation functions for the BCC and PHAT, respectively. These time delays are about 11% 
different from those calculated using the frequency bandwidth set below the resonance. 
This  shows  that  the  choice  of  bandwidth  over  which  the  signal  is  filtered  prior  to 
calculating the correlation functions, has an influence on the estimation of the time delay. 
Figures 3.12c(i) and c(ii) show the BCC and PHAT correlators performed over the region 
that includes the resonance within its limits. In this case, the correlators have two distinct 
peaks, one being positive and one being negative. The largest peaks in both the BCC and 
PHAT correlators are negative and correspond to a time delay estimate of 14.2 ms and 13.4 
ms, respectively. The largest positive peak corresponds to a time delay of 22.8 ms and 24.4 
ms for BCC and PHAT, respectively. The wavespeed estimate given by the largest positive 
peak is about 440 m/s, which is close to values found in the literature (400 m/s up to 512 
m/s [55,14]). Hence, choosing the largest positive peak seems to give a better time delay 
estimate. Table 3.2 shows the time delay estimates given by the largest peak and largest 
positive peak using the BCC and PHAT correlators performed over the frequency ranges 
defined previously. 
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2
1    Max(BCC) 
(ms) 
Max(|BCC|) 
(ms) 
Max(PHAT) 
(ms) 
Max(|PHAT|) 
(ms) 
Bandwidth 1  21  75  23  23  23.2  23.2 
Bandwidth 2  105  162  16.4  20.6  24.4  20.8 
Bandwidth 3  21  162  22.8  14.2  24.4  13.4 
Table 3.2 – The time delay estimates given by the largest peak and largest peak with positive height 
given by the BCC and PHAT correlators when performed over three different filter bandwidths. 
As observed in Figure 3.11a, the modulus of the CSD is larger at frequencies below 
the resonance and decays dramatically above the resonance. The time delay estimate given 
by the BCC is a function of the modulus of the CSD and phase, however, the estimate 
given by the PHAT is a function of the phase only. The specific relationship the time and 
frequency  domain  methods  was  discussed  in  [50].  Because  the  modulus  of  the  CSD 
effectively acts as a weighting function on the time delay estimate at each frequency, it has 
a diminishing effect at high frequencies, above the resonance frequency. Hence the choice 
of bandwidth in which to determine the time delay is less important in the BCC rather than 
the PHAT, which neglects the information in the modulus of the CSD. More details on this 
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Two main analyses are conducted in order to better understand how resonances 
affect the time delay estimate given by the BCC and the PHAT correlators according to the 
choice of the filter bandwidth. The first analysis is conducted by fixing the lower limit at 
21  Hz  and  increases  the  upper  limit  from  50  Hz  to  162  Hz.  The  second  analysis  is 
conducted by fixing the upper limit at 162 Hz and moving the lower frequency from 143 
Hz to 21 Hz. The time delay estimates given by the largest peak and the largest positive 
peak (modulus of the CSD) are then calculated for both correlators. Figures 3.13a and 
3.13b show the variation of the normalized estimates, for the cases where the lower and 
upper frequency limits are fixed, respectively. The normalization is with respect to the time 
delay estimate of 0.0226 s given by the largest positive peak in the BCC function over the 
effective bandwidth
(1) in the frequency range between 21 Hz and 90 Hz. As observed in 
Figure 3.13a, the estimate given by the largest positive peak (blue solid line) is more robust, 
as it does not deviate dramatically from the normalised time delay estimate, which is equal 
to unity, even when the resonance is included between the bandwidth over which the time 
delay is calculated. As seen in Fig. 3.14b when the lower limit is wrongly defined (around 
the frequency at the phase shift is located), all the estimates fail, highlighting that the 
choice of the lower limit of the filter bandwidth is fundamental for the success of the 
estimate given by the BCC correlator. To have a good estimate of the time delay by using 
the PHAT correlator, it can be seen that it is essential for both lower and upper frequency 
limits need to be chosen correctly. 
3.7.2 – Two resonances present in leak signals 
There is some evidence that two distortions, such as resonances, can also be present in the 
pipe system, and it is discussed in this section. Hydrophone-measured signals acquired in a 
pipe test rig located in Canada are used to illustrate this feature, as there is no leak signal 
acquired in the Blithfield rig with two resonances present in the leak data. In this rig the 
measurement positions were 102.6 m apart and the distance  1 d  was 29.1 m. Figures 3.14a, 
3.14b and 3.14c show the modulus and phase of the CSD, and the coherence, respectively, 
for strong leak signals. The resonances can be seen in Fig. 3.14a as two peaks at about 56 
Hz and 83 Hz, and as two additional phase shifts in the phase spectra in Fig. 3.14b. The 
frequency range given by the acceptable value of coherence is from 10 Hz to 93 Hz, which 
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  To understand the influence of these two resonances on the time delay estimate 
given by the BCC and PHAT correlators, the signal spectrum is divided in three frequency 
bandwidths as shown in Figure 3.15. One bandwidth is located below the first resonance in 
which the limits are 10 Hz and 48 Hz, one after the first resonance but including the second 
resonace in which the limits are 60 Hz and 93 Hz, and one including the frequency range 
of  10  Hz  to  93  Hz  defined  by  the  acceptable  value  of  coherence  in  which  the  two 
resonances are included. 
  Figures  3.16a(i)  and  3.16a(ii)  show  the  respective  BCC  and  PHAT  correlators 
performed over the region below the first resonance. The time delay estimates given by the 
largest peak in the BCC and PHAT are 94 ms and 92 ms, respectively. Figure 3.16b(i) and 
3.16b(ii) show the respective BCC and PHAT correlators performed over the frequency 
range set above the first resonance located at 60 Hz. The time delay given by the largest 
peak in the cross-correlation functions for the BCC and PHAT are 98 ms and 106 ms, 
respectively. Finally, Figure 3.16c(i) and 3.16c(ii) show the respective BCC and PHAT 
performed over the frequency bandwidth defined by the good coherence. The respective 
time delay estimates given by the largest peak and the largest peak with positive height for 
BCC and PHAT correlators are 74 ms and 76 ms, and, 92 ms and 112 ms. As observed, the 
time delay estimate is sensitive to the frequency bandwidth used and also to the peak 
chosen  to  give  such  information.  Table  3.3  summarizes  the  frequency  bandwidth  and 
results from Fig. 3.15. 
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1    Max(BCC) 
(ms) 
Max(|BCC|) 
(ms) 
Max(PHAT) 
(ms) 
Max(|PHAT|) 
(ms) 
Bandwidth 1  10  48  94  94  92  92 
Bandwidth 2  60  93  98  98  112  106 
Bandwidth 3  10  93  92  74  112  76 
Table 3.3 – The time delay estimates given by the largest peak and largest positive peak given by 
the BCC and PHAT correlators when performed over three different frequency bandwidths.  
Following the same procedure adopted in the case with a single resonance, the 
trend of the time delay estimate given by the largest positive peak for the BCC and PHAT 
correlators are calculated. Figure 3.17a shows this trend by fixing the lower limit at 10 Hz 
and increasing the upper limit from 50 Hz to 93 Hz. The estimates are normalized with 
respect to the time delay of 92 ms calculated over the effective bandwidth which limits are 
(1) This is used for illustrative purposes in this chapter. Later in the thesis, in Chapter 4, 
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10 Hz and 62 Hz. As observed in Fig. 3.17a, the largest peak with positive height in the 
BCC, which is indicated by the thick solid blue line, does not change significantly as the 
upper frequency is increased even when the resonance frequencies are included within the 
bandwidth. Figure 3.17b shows the variation of the normalized estimates by fixing the 
upper limit at 93 Hz and decreasing the lower limit from 53 Hz up to 10 Hz. In this case, 
the normalized time delay estimate given by the largest positive peak in the BBC does not 
converge until the lower limit reaches a certain value. It also highlights that the choice of 
the lower limit of the frequency bandwidth is fundamental for the BCC to give a good time 
delay  estimate.  It  can  also  be  seen  that  the  time  delay  estimate  given  by  the  PHAT 
correlator is highly sensitive to distortions present in the phase spectrum. 
3.8 – Phenomenological model of resonances in plastic pipes 
  As seen in the previous section, distortions caused by resonances, might be present 
in the CSD of leak signals as observed in Fig. 3.9. In Fig.3.9b an additional phase shift at 
about  88  Hz  is  observed  which  indicates  the  presence  of  a  resonance  or  some  other 
dynamic effect unrelated to the time delay associated with the propagating leak noise. 
Moreover, the modulus of the CSD reduces rapidly just above this frequency as seen in 
Fig.3.9a, even though the coherence is not greatly affected by this feature as shown in 
Fig.3.9c.  
In this section, the influence of these resonances on the estimate of the time delay 
by the BCC and PHAT correlators is investigated using a phenomenological model of 
resonances caused by resonators attached to the hydrants. Figure 3.18 shows a schematic 
diagram of the phenomenological model for resonances in pipe, in which two resonators 
are  attached  to  the  pipe,  one  at  each  measurement  position.  It  is  assumed  that  the 
resonators have no effect on the pipe vibration and also that, the measurements are made 
on the masses of the resonators. The leak induces a vibration along the pipe exciting the 
resonator through its base. The frequency response between the base     Y  and the mass 
   X  is given by [61] 
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which can be written as          
,
res
res ,
i e H
 , where: 
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where    is  the  ratio  n   ,  n   the  natural  frequency  of  the  resonator  and,   is  the 
damping in the resonator. 
The total Frequency Response Function (FRF) between the pressure generated by 
the leak and the sensor signal with a resonator attached to the pipe is given by 
   
c u i ce e
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, ,
2 res .    (3.29) 
This  expression  is  used  to  simulate  the  cross -correlation  functions  of  cases  where 
resonances are present such as in Figs. 3.11 and 3.15. 
3.8.1 – One resonator attached to pipe with a large damping 
The  phenomenological  model  shown  in  Fig.3.18  has,  in  this  case,  only  the  resonator 
located at  1 d  attached to the pipe. Equation (3.29) gives the FRF between the pressure at 
the leak position and the displacement of the resonator mass. However, the acceleration 
response which is often measured is given by this expression multiplied by 
2   [25]. Thus, 
the cross-spectrum for acceleration signals is given by 
0
2 1 ) , ( ) ( ) ( ) ( res1
*
1 res
4 T i
ll y x e H S S
             ,      (3.30) 
where  ) ( ll S  is the power-spectral density of the leak signal  ) (t l , which is the acoustic 
pressure  at  the  leak  location;  ) , ( res1
*
1 res   H  and  res1   are  the  conjugate  of  the 
transmissibility given by Eq. (3.26) and the damping ratio of the resonator placed at  1 d , 
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Figures 3.19a and 3.19b shows the modulus and phase of the CSD, respectively, 
given by Eq. (3.30) for three different values of resonator damping of 0.02, 0.08 and 0.2. 
Figure 3.19b shows the phase of the CSD for the three cases described. For this simulation 
the  measurement  positions  are  50  m  apart,  and  the  distance  between  the  leak  and  the 
resonator is 30 m. The natural frequency of the resonator is set at 88 Hz, the attenuation 
factor 
4 10 9 . 2
     s/ and the wavespeed is 442 m/s. It can be seen that the damping in the 
resonator has a profound effect on the modulus and phase of the CSD. 
Assuming that  0 ) ( S Sll   , the BCC function is determined by applying the inverse 
Fourier transform to Eq.(3.30), to give 
) ( ) ( ) ( ) ( ) ( 0 res1 0 2 1 T g h h S R y x                ,      (3.31) 
where  )} ( {
4 1   
  F h  and   } , { ) (
*
1 res
1
1 res    H F h
   are the cross-correlation function of 
the pipe characteristics and the impulse response of the resonator, respectively.  
  Figure 3.20a shows the basic cross-correlation given by Eq. (3.31) without the term 
) ( res1  h  which  means  the  absence  of  any  resonator  attached  to  the  pipe. Figure  3.20b 
depicts the time reverse impulse response of the resonator  ) ( 1 res  h . Figure 3.20c shows the 
final BCC function calculated using Eq. (3.31). The band pass filter used has lower and 
upper frequency limits of 50 Hz and 100 Hz, respectively. As observed in Fig. 3.20, the 
presence  of  the  resonance  affects  the  shape  of  the  cross-correlation  shifting  the  main 
positive peak, which the time delay is located, away from the actual time delay and also, 
introducing another peak which is negative. Thus, the effect of a resonance within the 
bandwidth in which the time delay is calculated, can be significant. 
  As discussed in Section 3.4, the PHAT correlator is a special case of the BCC 
where the modulus of the cross-correlation is flattened, such that only phase information is 
used to estimate the time delay. In this case Eq. (3.31) becomes 
) ( ) ( ) ( ) ( 0 res1
PHAT
2 1 T g R y x               ,    (3.32) 
where   
res1 1
res1 ) (
  
i e F
   . Figure 3.21a shows the PHAT correlator given by Eq. (3.32) 
without the term  ) ( res1    corresponding to the case when there is no resonator attached to 
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attached to the pipe as before. It can be seen that the influence of the resonance on the 
shape of the PHAT correlator is similar to that with the BCC correlator. To investigate the 
influence of the resonances on the shape of the BCC and PHAT correlators, simulations 
are carried out for the case in Fig. 3.11. 
  The BCC and PHAT correlators are given by Eq. (3.31) and (3.32), respectively. 
Therefore, the damping ratio of the resonator is set now to 0.05 in order to achieve the best 
fitting between the actual and theoretical phase spectra, while the other parameters, such as 
the natural frequency of the resonator of 88 Hz and the damping   of 2.9×10
-4 s/m are 
kept. 
  Figures 3.22a and 3.22b show the simulated modulus of the CSD and its phase, 
respectively, overlaid with the measured data, respectively. Three frequency bandwidths 
are considered as before. In Fig. 3.22b it is observed that the additional phase given by the 
phenomenological  model  does  not  match  exactly  the  measured  data.  The  difference 
between the phase gradient located before the additional phase shift and after it for the 
simulation and the actual data are 2.9 rad and 4.4 rad, respectively. Although the model 
does not match the real data particularly well as the additional phase shift in the simulated 
phase spectra does not match the actual phase shift, it describes the general characteristics. 
This model can still be used to investigate the effects of the resonance on the shape of the 
cross-correlation function, and the trend of the time delay estimate according to the filter 
bandwidth. It is acknowledged that a further investigation is required into the reasons for 
the additional phase shift in the experimental data, but it is outside the scope of this thesis. 
  Figure 3.23 shows the simulated BCC and PHAT correlators calculated over three 
bandwidths. Table 3.4 summarizes the results calculated using the time delay estimates 
given by the largest peak and the largest peak with positive height in the cross-correlation 
functions. Figures 3.23a(i) and 3.23a(ii) show the simulated BCC and PHAT evaluated 
over the frequency range located before the additional phase shift, respectively. Figures 
3.23b(i) and 3.23b(ii) show the simulated BCC and PHAT correlators calculated over the 
frequency bandwidth above the resonance, respectively. As observed, the correlators have 
peaks with negative magnitudes, and hence, in this case, the time delay information is 
given by the largest peak in the cross-correlation function. Finally, Figures 3.23c(i) and 
3.23c(ii)  show  the  simulated  BCC  and  PHAT  correlators  performed  over  the  total 
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the PHAT is most affected. Comparing Table 3.4 with 3.2, it can be seen that some trends 
in the time delay estimates are present in both Tables. The biggest positive peak gives the 
best time delay, in terms of accuracy, for the BCC and PHAT when calculated over the 
frequency bandwidth 1. However, when the correlators are calculated over the frequency 
bandwidth 2, the time delay given by the biggest negative peak is more suitable. Finally, 
the biggest positive peak in BCC and PHAT gives the best estimation of the time delay 
when the correlators are performed over the frequency bandwidth 3, being the later the 
most affected by the resonance. 
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1    Max(BCC) 
(ms) 
Max(|BCC|) 
(ms) 
Max(PHAT) 
(ms) 
Max(|PHAT|) 
(ms) 
Bandwidth 1  21  75  22.4  22.4  22.4  22.4 
Bandwidth 2  105  162  18.8  23  19.3  22.9 
Bandwidth 3  21  162  21  21  19.6  19.6 
Table 3.4 – The time delay estimates given by the largest peak and largest positive peak given by 
the  simulated  BCC  and  PHAT  correlators  when  performed  over  three  different  frequency 
bandwidths. 
Figure 3.24 shows the trend in the normalized time delay estimate given by the 
largest peak and largest positive peak. The normalization is with respect to the actual time 
delay of 22.6 ms which is given by the largest peak in the BCC correlator performed over 
the effective bandwidth in the real case given in Fig. 3.11. Figure 3.24a shows the trend of 
the estimates when the lower limit of the filter bandwidth is fixed at 21 Hz and increasing 
the upper frequency from 23 Hz to 221 Hz. As observed, both estimates given by the 
largest peak and largest positive peak in the BCC correlator behave in a similar way. When 
the resonance is included within the bandwidth, the time delay estimates start to deviate 
from the actual value of 22.6 ms by up to 6%. As expected, the estimates given by the 
PHAT correlator fail when the resonance is  included within the bandwidth  chosen for 
analysis. Figure 3.24b shows the trend of the normalized time delay estimates when the 
upper limit is fixed at 221 Hz and decreasing the lower frequency limit from 219 Hz to 21 
Hz. As observed, all the estimates have an erratic estimation of the time delay showing 
again that, the lower limit of the filter bandwidth is the key to have a good time delay 
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3.8.2 – Two resonators attached to pipe with large damping 
  In some cases more than one resonance occurs in a system as discussed previously. 
In Fig. 3.15, the cross-spectrum of hydrophone-measured signals in the Canadian test rig is 
shown in which there are two resonance frequencies. The cross-spectrum for the model 
shown in Fig. 3.18 this case is given by 
0
2 1 ) , ( ) , ( ) ( ) ( ) ( res2 2 res res1
*
1 res 0
T i
x x e H H S S
                 (3.33) 
where  ) , ( 2 res 2 res   H  and  2 res   are  the  transmissibility  and  the  damping  ratio  of  the 
resonator  placed  at  2 d .  Figures  3.25a  and  3.25b  show  a  comparison  between  the 
normalized modulus and phase of the CSD, respectively, of the measured data and the 
simulations given by the Eq.(3.33), respectively. In this case, the modulus is normalized 
with respect to the peak of the first resonance. The Resonators placed at  1 d  and  2 d  have 
their damping ratio set to 0.02 and 0.009, and natural frequency of 55 Hz and 83 Hz, 
respectively. These values were chosen in order to have a  good matching between the 
theoretical and the measured data. The modulus of the CSD and phase are divided into 
three frequency bandwidths, over which the BCC and PHAT correlators are performed.  
The BCC function for this case is given by 
) ( ) ( ) ( ) ( ) ( ) ( 0 res2 res1 0 2 1 T g h h S R x x                    (3.34) 
where   } , { ) ( res2 res2
1
2 res    H F h
   is the impulse response of the resonator placed at  2 d . 
The PHAT for the same case is given by 
) ( ) ( ) ( ) ( ) ( 0 res2 res1 2 1 T g R x x              ,    (3.35) 
where   
res2 1
res2 ) (
  
i e F
  . The time delay  0 T  in the model is set to 92 ms, which is the 
time delay estimate corresponding to the largest positive peak in the BCC correlator when 
calculated in the effective bandwidth of the actual data showed in Fig. 3.25. 
  Figure 3.26 shows the BCC and PHAT correlators for the bandwidths highlighted 
in Fig. 3.25. In Table 3.5 the time delay estimates given by the largest peak and largest 
peak  with  positive  height  in  the  BCC  and  PHAT  correlators  are  summarized. Figures 
3.26a(i)  and  Figure  3.26a(ii)  show  the  BCC  and  PHAT  correlators  performed  over CHAPTER 3     SOME FEATURES OF TWO CONTEMPORARY CORRELATION METHODS 
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bandwidth 1 located below the first resonance frequency. Figures 3.26b(i) and 3.26b(ii) 
show the BCC and PHAT correlators evaluated over bandwidth 2 located just above the 
first resonance frequency, respectively. Finally, Figures 3.26c(i) and 3.26c(ii) show the 
BCC and PHAT correlators evaluated over bandwidth 3 which includes both resonances 
within its limits. 
 


2
0   


2
1    Max(BCC) 
(ms) 
Max(|BCC|) 
(ms) 
Max(PHAT) 
(ms) 
Max(|PHAT|) 
(ms) 
Bandwidth 1  10  48  92  92  91.8  91.8 
Bandwidth 2  60  93  100.4  92.7  113.7  107.4 
Bandwidth 3  10  93  91.8  91.8  89.2  77.5 
Table 3.5 – The time delay estimates given by the largest peak and largest positive peak in the BCC 
and PHAT correlators when calculated over three different frequency bandwidths. 
  Figure 3.27 shows the variation of the normalized time delay given by the largest 
peak and largest positive peak in the BCC and PHAT correlators. The actual time delay is 
also normalized with respect to the time delay estimate given by the largest peak with 
positive height in the BCC correlator. The cross-correlation function is performed over the 
effective frequency bandwidth, giving a time delay estimate of 92 ms. Figure 3.27a shows 
the variation of the estimates obtained by fixing the lower limit at 10 Hz and increasing the 
upper limit from 13 Hz to 210 Hz. As expected, the BCC correlator is the least affected by 
the resonance as it is weighted by the modulus of the CSD, which decays quickly after the 
resonances. The PHAT correlator, however, is strongly affected when the resonances are 
present within the bandwidth over which the time delay is estimated. Figure 3.27b shows 
the trend of the estimates by fixing the upper limit at 210 Hz and decreasing the lower limit 
from 207 Hz to 10 Hz. Here the PHAT correlator is affected less by the resonances, as it is 
evaluated over a broad bandwidth (93 Hz – 210 Hz) where the phase has an underlying 
linear behaviour. 
3.9 – Conclusions 
In this chapter the BCC and the PHAT correlators which are often used for leak detection 
in  plastic  pipes  have  been  introduced.  Two  analytical  models  have  been  proposed  to 
investigate their features. The first has been used to analyse how the choice of the limits of CHAPTER 3     SOME FEATURES OF TWO CONTEMPORARY CORRELATION METHODS 
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the  band-pass  filter  affects  the  shape  of  the  correlators.  In  order  to  investigate  the 
broadening of the peak effect,  the PHAT is  used rather than the BCC because of the 
simplicity of its expression as it is not necessary to know the pipe properties to calculate 
this correlator. It was shown that, the narrower the frequency range over which the signal 
is filtered, the closer is the shape of the cross-correlation function calculated using the 
BCC and the PHAT. This is due to the windowing effect related to the ideal band-pass 
filter. Furthermore, it has also been shown that the upper frequency of the PHAT correlator 
is a function of the pipe properties. The model is assed to show that the ratio between the 
frequency bandwidth     and the central frequency  c   of this bandwidth over which the 
signal is filtered prior the correlation is an important parameter. Simulations and real leak 
signals show that it is strongly related to the shape of the cross-correlation functions. It was 
demonstrated that the smaller the ratio  c    , the broader the cross-correlation functions. 
  The second model was developed to simulate cases where resonances are present 
within the frequency bandwidth  of interest.  Simulations  have been conducted and also 
comparisons were made with accelerometer and hydrophone-measured leak signals where 
distortions due to resonances were present in the data. It has been shown that an incorrect 
choice of the frequency bandwidth over which the signals are filtered prior to performing 
the cross-correlation can lead to errors in the estimate of the time delay, and in extreme 
cases invert the cross-correlation function. 
For  plastic  pipes,  the  BCC  is  the  most suitable  for  leak  detection.  It  has  been 
observed that in plastic pipes, the modulus of the CSD decays rapidly above the resonance 
frequency Because of this, the resonance frequency does not have a strong influence on the 
time delay estimate from this correlator. The PHAT correlator, however, is sensitive to 
phase changes, such as additional shifts due to the presence of a resonance. Hence, the time 
delay estimate calculated using this correlator is affected by the presence of resonances. It 
was also shown that the correct choice of the lower limit is crucial. 
  The  ratio  c     is  used  further  in  Chapter  5  as  a  threshold  value  in  order  to 
indicate the success or failure of a new procedure used to estimate the wavespeed at the 
same time that the search for a leak is being conducted. 
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FIGURES 
 
 
 
 
 
 
 
Figure 3.1 – Schematic of leak detection in a buried water pipe using acoustic/vibration signals (a) 
Schematic of a pipe with a leak bracketed by two sensors. (b) Schematic of the implementation of 
two standard contemporary correlators involving (i) the BCC, and (ii) the PHAT. The CSD of two 
leak noise signals is first calculated. It is then multiplied by a weighting function      , before the 
cross-correlation function 
2 1x x R  is evaluated using the inverse Fourier transform.   
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Figure 3.2 – Typical characteristics of the CSD for strong leak noise signals. Accelerometers were 
used to measure signals at points P2 and P3 with the leak set at point P3 (see Figure 2.1 in Chapter 
2). The bandwidth limits are 21 Hz and 166 Hz which are obtained by setting an acceptable value 
of coherence of 10
-2 (a) modulus of the CSD; (b) unwrapped phase of the CSD; (c) ordinary 
coherence function. 
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Figure  3.3  –  Cross-correlation  functions  of  acceleration  time  histories,  normalized  by  their 
maximum values, corresponding to the data shown in Figure 3.2. The data is filtered within the 
frequency range shown in Figure 3.2c. (a) BCC where  peak  = 0.078 s; (b) PHAT where  peak  = 
0.078  s.  Note  that  the  PHAT  correlator  suppresses  the  peaks  due  to  reflections  in  the  cross -
correlation function.   
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Figure 3.4 – Example of a measurement where the bandwidth, in which the phase is linear, is small. 
Modulus and phase of the CSD and coherence for weak leak noise signals. Accelerometers were 
used to measure signals at points P4 and P5 with the leak set at point P6 (see Figure 2.1 in Chapter 
2). The bandwidth limits are 68Hz and 88Hz which are obtained by setting an acceptable value of 
coherence  of  10
-2  (a)  modulus  of  the  CSD;  (b)  unwrapped  phase  of  the  CSD;  (c)  ordinary 
coherence function.    
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Figure 3.5 – Cross-correlation functions of acceleration time histories normalized by the maximum 
values, corresponding to the data given in Figure 3.4. The data is filtered within the frequency 
range shown in Figure 3.4c. Note that the peak next the one where the time delay information is 
contained (highest peak), has an amplitude which is almost the same height as the main peak in 
both correlators. (a) BCC, where  peak  = 0.077 s; (b) PHAT where  peak  = 0.077 s.   
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Figure 3.6 – The envelopes of the cross-correlation functions given by Eq.(3.20) and Eq.(3.14) 
normalized with respect to their maximum value. (a) The filter bandwidth is set between 20 Hz and 
166 Hz. (b) The filter bandwidth is set at 20 Hz and 40 Hz. The attenuation factor   is taken to be 
2.9×10
-4 s/m, and the distance d  is 30 m.  Envelope of the PHAT correlator;  Envelope of 
the BCC correlator.   
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Figure 3.7 – Normalized cross-correlation function calculated using the PHAT given by Eq.(3.22) 
for  74 . 0   c   , which is considered a broad bandwidth case. The sinc function      ˆ ˆ sin  is 
also shown.   
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Figure  3.8  –  Normalized  BCC  calculated  using  Eq.(3.15)  for  (a)  74 . 0   c   ,  which  is 
considered an broad bandwidth (b)  26 . 0   c   , which is considered a narrow bandwidth. The 
sinc function      ˆ ˆ sin  is also shown.   
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Figure 3.9 – Example of a measurement in which an additional phase shift is observed in the phase 
spectra. The modulus and phase of the CSD and coherence of a bracketed leak. Accelerometer 
measured signals were made at points P4 and P2 with the leak set at point P3 (see Figure 2.1 in 
Chapter 2). The effective bandwidth (37 Hz - 80Hz) is set before the additional phase shift in order 
to avoid the effects of the resonance. (a) modulus of the CSD; (b) unwrapped phase of the CSD; (c) 
ordinary coherence function.    
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Figure 3.10 – The influence of the band-pass filter on the shape of the cross-correlation function 
calculated using the PHAT. a(i) the case shown in Fig. 3.2 ( c    :1.18). a(ii) simulation using 
Eq. (3.16) of the case shown in Fig. 3.2. b(i) the case  shown in Fig. 3.4 ( c    : 0.73). b(ii) 
simulation using Eq. (3.16) of the case shown in Fig3.4. c(i) the case shown in Fig. 3.6 ( c    : 
0.26). c(ii) simulation using Eq. (3.16) of the case shown in Fig. 3.6.   
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Figure 3.11 – The modulus and phase of the case shown in Fig. 3.9. They are divided in three 
frequency ranges: Bandwidth 1 below the additional phase shift in which the limits are 21 Hz and 
75 Hz, bandwidth 2 above the additional phase shift in which the limits are 105 Hz – 162 Hz, and 
bandwidth 3 that includes the additional phase shift in which the limits are 21 Hz and 162 Hz. (a) 
The modulus of the CSD. (b) the phase of the CSD.   
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Figure 3.12 – The influence of one distortion due to the resonance present in the pipe system, on 
the shape of the BCC and PHAT correlators. a(i) the BCC over bandwidth 1 shown in Fig. 3.11 
a(ii) the PHAT over bandwidth 1 shown in Fig. 3.11. b(i) the BCC over bandwidth 2 shown in Fig. 
3.11. b(ii) the PHAT over bandwidth 2 shown in Fig. 3.11. c(i) the BCC over bandwidth 3 shown 
in Fig. 3.11. c(ii) the PHAT over bandwidth 3 shown in Fig. 3.11. LP and Lare the time delays 
corresponding to the largest positive peak and the largest peak in the cross -correlation function 
respectively.   
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Figure 3.13 – The trend of the normalized time delay estimates given by the largest peak and 
largest positive peak in the BCC and PHAT correlator. The time delay is normalized with respect 
to  the  time  delay  estimate  of  22.6  ms  calculated  using  the  largest  positive  peak  in  the  BCC 
performed  over  the  effective  bandwidth  of  21  Hz  –  90  Hz.  (a)  The  lower  limit  of  the  filter 
bandwidth is fixed at 21 Hz while the upper limit increases from 50 Hz to 162 Hz. (b) The upper 
limit of the filter bandwidth is fixed at 162 Hz while the lower limit decreases from 143 Hz to 21 
Hz.  the BCC largest positive peak;  the BCC largest peak; the PHAT largest positive 
peak;   the PHAT largest peak.   
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Figure 3.14 – Example of a measurement in which two additional phase shifts are observed in the 
phase spectra. They are located at about 56 Hz and 83 Hz. The modulus and phase of the CSD and 
the coherence of a bracketed leak. Hydropone measured signals were made in a rig located in 
Canada where  1 d  and  2 d  are 29.1 m and 73.5 m, respectively. (a) modulus of the CSD; (b) phase 
of the CSD; (c) ordinary coherence function.   
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Figure 3.15 – The modulus and phase of the case shown in Fig. 3.14. They are divided in three 
frequency ranges: Bandwidth 1 below the additional phase shift in which the limits are 10 Hz and 
48 Hz, bandwidth 2 above the additional phase shift in which the limits are 60 Hz – 93 Hz, and 
bandwidth 3 that includes the additional phase shift in which the limits are 10 Hz and 93 Hz. (a) 
The modulus of the CSD (b) the phase of the CSD.   
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Figure 3.16 – The influence of two distortions due to the resonances present in the pipe system, on 
the shape of the BCC and PHAT correlators. a(i) the BCC over bandwidth 1 shown in Fig. 3.15. 
a(ii) the PHAT over bandwidth 1 shown in Fig. 3.15. b(i) the BCC over bandwidth 2 shown in Fig. 
3.15. b(ii) the PHAT over bandwidth 2 shown in Fig. 3.15. c(i) the BCC over bandwidth 3 shown 
in Fig. 3.15. c(ii) the PHAT over bandwidth 3 shown in Fig. 3.15. LP and Lare the time delays 
corresponding to the largest positive peak and the largest peak in the cross-correlation function.   
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Figure 3.17 – The trend of the normalized time delay estimates given by the largest peak and 
largest positive peak in the BCC and PHAT correlators of the case shown in Fig. 3.14. The time 
delay is normalized with respect to the estimate of 0.092 s calculated using the largest positive peak 
in the BCC performed over the effective bandwidth of 10 Hz – 62 Hz. (a) The lower limit of the 
filter bandwidth is fixed at 10 Hz while the upper limit increases from 50 Hz to 93 Hz. (b) The 
upper limit of the filter bandwidth is fixed at 93 Hz while the lower limit decreases from 53 Hz to 
10  Hz.  the  BCC  largest  positive  peak;  the  BCC  largest  peak; the  PHAT  largest 
positive peak;   the PHAT largest peak.   
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Figure  3.18  –  Schematic  of  the  phenomenological  model  used  to  investigate  the  influence  of 
additional phase shifts in the phase spectrum on the time delay estimation by the BCC and PHAT 
correlators. In this model, two resonators are connected to the pipe either side of the leak at the 
measurement points. These resonators have damping ratio  n   and natural frequency  n   of the n
th 
resonator.     1 X  and    2 X  are the displacement in the frequency domain of the lumped masses.   
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Figure 3.19 – The modulus and phase of the CSD simulated using the phenomenological model 
given by Eq. (3.30). This case simulates the actual data given in Fig. 3.11. (a) the modulus of the 
CSD generated by the phenomenological model highlighting what occurs when there is different 
damping in the resonator. ----  : 0.02; — : 0.08; ∙∙∙∙  :0.2. (c) The natural frequency of the 
resonator is set at 88 Hz, the attenuation factor    = 2.9×10
-4 s/m, and the wavespeed is 442 m/s.   
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Figure 3.20 – The effects of a resonance on the shape of the simulated BCC for the case shown in 
Fig.  3.11.  (a) The  Basic cross  correlation  without any  resonator  attached  to the  pipe.  (b) The 
conjugate of the resonator impulse response. (c) The basic cross-correlation simulated using Eq. 
(3.31) where   is set at 0.02 and   set at 2.9×10
-4 s/m. The filter bandwidth used is 50 Hz – 100 
Hz.   
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Figure 3.21 – The effects of a resonance on the shape of the simulated PHAT correlator of the case 
shown in Fig. 3.11. (a) The cross-correlation function given by the PHAT without any resonator 
attached to the pipe using Eq.(3.15). (b) The PHAT simulated using Eq.(3.32) where   is set at 
0.02. The filter bandwidth used is 50 Hz – 100 Hz.   
-0.1 -0.05 0 0.05 0.1
-1
-0.5
0
0.5
1
-0.1 -0.05 0 0.05 0.1
-1
-0.5
0
0.5
1
(a) 
(b) 
Time delay (s) 
PHAT
2 1
ˆ
x x R      
PHAT
2 1
ˆ
y x R      CHAPTER 3     SOME FEATURES OF TWO CONTEMPORARY CORRELATION METHODS 
USED FOR LEAK DETECTION 
       
97 
 
 
   
   
Figure 3.22 – Simulation of the modulus and phase of the CSD of the case shown in Fig. 3.11. 
Three frequency ranges are consired: Bandwidth 1 below the additional phase shift in which the 
limits are 21 Hz and 75 Hz, bandwidth 2 above the additional phase shift in which the limits are 
105 Hz – 162 Hz, and bandwidth 3 that includes the additional phase shift in which the limits are 
21 Hz and 162 Hz. (a) The modulus of the CSD in dB (b) the phase of the CSD in radians.  1   is set 
at 0.05; resonator natural frequency set at 88 Hz,  o T  is 0.0226 s and   set at 2.9×10
-4 s/m. The 
actual data is also shown.   
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Figure 3.23 – Simulation of the influence of one distortion due to the resonance on the shape of the 
BCC and PHAT correlators. a(i) the BCC over bandwidth 1 shown in Fig. 3.22. a(ii) the PHAT 
over bandwidth 1 shown in Fig. 3.22. b(i) the BCC over bandwidth 2 shown in Fig. 3.22. b(ii) the 
PHAT over bandwidth 2 shown in Fig. 3.22. c(i) the BCC over bandwidth 3 shown in Fig. 3.22. 
c(ii) the PHAT over bandwidth 3 shown in Fig. 3.22. LP and Lare the time delays corresponding 
to the largest positive peak and the largest peak in the cross-correlation function, respectively.   
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Figure 3.24 – Simulation of the trend of the normalized time delay estimates given by the largest 
peak and largest positive peak in the BCC and PHAT correlators for the case shown in Fig. 3.22. 
The time delay is normalized with respect to the actual time delay estimate of 22.6 ms. (a) The 
lower limit of the filter bandwidth is fixed at 13 Hz while the upper limit increases from 23 Hz to 
221  Hz.  (b) The  upper  limit  of  the filter  bandwidth  is fixed at 221  Hz  while  the  lower limit 
decreases from 219 Hz to 21 Hz.  the BCC largest positive peak;  the BCC largest peak;
the PHAT largest positive peak;   the PHAT largest peak.   
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Figure 3.25 – Simulation of the modulus and phase of the CSD of the case shown in Fig. 3.15. 
Three frequency ranges are considered: Bandwidth 1 below the additional phase shift in which the 
limits are 10 Hz and 48 Hz, bandwidth 2 above the additional phase shift in which the limits are 60 
Hz – 93 Hz, and bandwidth 3 that includes the additional phase shift in which the limits are 10 Hz 
and 93 Hz. (a) The modulus of the CSD (b) the phase of the CSD.  1   of resonator placed at  1 d  is 
0.02 and  2   of resonator placed at 2 d  is 0.009; resonators natural frequency set at 56 Hz and 83 
Hz,  o T  is 0.092 s and   set at 2.9×10
-4 s/m. The actual data is also shown for clarity.   
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Figure 3.26 – Simulation of the influence of two distortion due to the resonance on the shape of the 
BCC and PHAT correlators. a(i) the BCC over bandwidth 1 shown in Fig. 3.25. a(ii) the PHAT 
over bandwidth 1 shown in Fig.3. 25. b(i) the BCC over bandwidth 2 shown in Fig. 3.25. b(ii) the 
PHAT over bandwidth 2 shown in Fig. 3.25. c(i) the BCC over bandwidth 3 shown in Fig. 3.25. 
c(ii) the PHAT over bandwidth 3 shown in Fig. 3.25. LP and Lare the time delays corresponding 
to the largest positive peak and the largest peak in the cross-correlation function, respectively.   
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Figure 3.27 – Simulation of the trend of the normalized time delay estimates given by the largest 
peak and largest positive peak in the BCC and PHAT correlators for the case shown in Fig. 3.25. 
The time delay is normalized with respect to the actual time delay of 92 ms. (a) The lower limit of 
the filter bandwidth is fixed at 10 Hz while the upper limit increases from 13 Hz to 210 Hz. (b) The 
upper limit of the filter bandwidth is fixed at 210 Hz while the lower limit decreases from 207 Hz 
to 10 Hz.  the BCC largest positive peak;  the BCC largest peak; the PHAT largest 
positive peak;   the PHAT largest peak. 
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CHAPTER 4 
 
AN IMPROVED METHOD FOR LEAK DETECTION
 
4.1 – Introduction 
In Chapter 3 the limitations in the use of the cross-correlation techniques to estimate the 
time delay in buried plastic pipes were discussed. To overcome some of these issues, a new 
method is proposed based on the gradient of the phase of the cross-spectrum. The most 
important  aspect  of the new method is  the procedure used to  determine the frequency 
bandwidth over which the time delay information is contained.  Previous methods use a 
frequency bandwidth based only on the coherence. Here, we show that a bandwidth based 
purely on the coherence can lead to erroneous time delay estimates. This is the first time 
that this is being investigated. The new bandwidth is based on the absolute value of the 
cross-spectral  density  (CSD)  function.  This  frequency  bandwidth  is  called  here  the 
effective bandwidth (EB). The time delay is proportional to the gradient of the unwrapped 
phase within this bandwidth.  
As shown in previous work by Brennan et al. [50], the time delay estimate given by 
a weighted linear least square fit to the phase gradient, when the weighting function is set 
to the magnitude of the CSD, is equivalent to the time delay given by the peak in the basic 
cross-correlation  (BCC)  function.  Once  a  weighted  least  squares  fit  (WSLF)  has  been 
calculated, a confidence interval related to the estimated time delay given by the WSLF to 
the phase gradient can be calculated as well. Thus, instead of providing a single estimate of 
the position of a leak, a region in which the leak is likely to be located is specified. Using CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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the  new  approach  described  in  this  chapter,  the  time  delay  can  be  estimated  even  in 
situations where the signal to the noise ratio (SNR) is small, where the leak signals have 
low coherence and the band-pass filter used to suppress undesirable noise prior to the 
analysis has narrow bandwidth characteristics. 
The primary aim of this chapter is to develop a new technique that determines 
automatically the frequency bandwidth in which the information concerning the time delay 
is contained. Once this bandwidth has been determined, the BCC and the WLSF to the 
phase can be calculated to estimate the time delay. Moreover, by examining visually how 
the WLSF applied to the phase gradient overlays the actual phase gradient, the quality of 
the time delay estimate can be obtained. 
4.2 – The relationship between time delay estimation in the time and frequency 
domain 
It  is  known  that  the  time  delay  estimate  can  be  calculated  in  the  time  and  frequency 
domains  by  using  the  cross-correlation  function  and  the  phase  spectrum  between  two 
signals, respectively [62]. One way of estimating the gradient of the phase spectrum is to 
calculate a straight line WLSF to the data over the frequency bandwidth where the time 
delay information is located. Brennan et al. [50] shown that if the weighting function in the 
WLSF is the modulus of the CSD, then the time delay estimate given by the negative phase 
gradient     is equal to the peak in the BCC  peak   which is given by 
   
  



   
n
j
j j x x
m
j
j j j x x
S
S
1
2
1
peak
2 1
2 1
 
   
  ,
      
(4.1) 
where    i x x S 
2 1  is the CSD between the two leak sensors located either side of the leak at 
1 d  and  2 d  (see  Fig.  3.1);   is  the  phase  spectrum,  and  j   is  the  j-th  frequency.  This 
Equation  holds  only  if  the  phase  is  linear  (pure  delay)  without  any  distortion,  e.g. 
resonances, and if the phase passes through the origin. Moreover, the correct choice of the 
frequency bandwidth over which the calculation is performed, is essential for the accuracy 
of the method. It will be seen later in this chapter that background noise present in actual 
leak data is responsible for shifting the intercept point of the phase gradient away from the CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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origin during the unwrapping procedure. This intercept offset has to be removed prior to 
calculating the time delay estimate using phase data. Equation 4.1 shows that the BCC 
effectively minimises the weighted mean square error between the estimated phase and the 
actual phase corresponding to the true time delay [50]. Figures 4.1a and 4.1b show the 
basic  cross-correlation  coefficient  and  the  phase  of  the  CSD  between  two  strong  leak 
signals. This example is related to accelerometer-measured signals which were collected at 
points P2 and P3 with a leak set at P3 (see Fig. 2.1). It is the same case shown in Fig. 3.2 in 
Chapter 3. The weighted least square fit to the phase is also shown in Fig. 4.1b. The cross-
correlation function and the weighted least square fit to the phase are evaluated over the 
frequency range 38 – 147 Hz. The time delay estimates are 78.8 ms and 78.9 ms for the 
peak in the BCC and WLSF methods, respectively. Later in this chapter it is shown how 
the frequency bandwidth is determined. 
4.3 – New algorithm for time delay estimation using frequency domain data 
The new technique of estimating the time delay between two leak signals is based on the 
phase  gradient.  Whilst  the  relationship  between  the  phase  gradient  and  the  time  delay 
estimate is well established, the innovation in the technique proposed here is that the time 
delay estimate is obtained from the line of best fit that minimizes the least squares error 
between a straight line and the phase data weighted by the CSD within the frequency 
bandwidth  where  the  time  delay  information  is  contained.  The  phase  gradient  method 
involves a set of procedures. There are six basic steps which are shown in Fig. 4.2. These 
steps are: 
  Step 1 involves the data acquisition and signal processing in which the coherence, 
CSD and BCC between two leak signals are calculated; 
   Step 2 involves the removal of mains noise located at multiples of 50 Hz in the 
coherence and modulus of the CSD. Spurious noise below 8 Hz and 250 Hz, are 
also removed so the bandwidth of interest is initially set to these limits;  
  Steps 3 involves the automatic selection of the frequency bandwidth over which the 
phase  spectra  can  be  unwrapped  which  is  named  total  bandwidth  (TB).  This 
bandwidth is determined by setting the limits such that coherence is greater than 
     as described in Chapter 3; CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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  Step 4 is when the TB is redefined by using the normalised modulus of the CSD. 
This new bandwidth is called effective bandwidth (EB); 
  Step 5 involves the removal of the phase spectrum off-set and the evaluation of the 
WLSF to the phase over the EB; 
  Step 6 involves the calculation of a confidence interval in the estimate of the time 
delay. 
These steps are described in detail in the following sub-sections. 
4.3.1 – Steps 1 and 2: Data acquisition and pre-processing 
In this study, different leak situations were investigated using the Blithfield test rig and 
some data from a rig located in Canada were also investigated [39]. The measurements 
were made using vibration and acoustics sensors, and the data were processed using the 
Matlab software. A Hanning window with 50% overlap was used in the calculation of the 
CSD and subsequently the cross-correlation function. The sampling frequency, frequency 
resolution and time duration varied depending on which data acquisition system was used. 
This information is given below. A detailed description of the measurement set-up for the 
Blithfield test rig is given in Chapter 2. 
  The presence of power-line frequency components, also called mains components, 
was observed in many of the data sets, and occurred at 50 Hz frequency and harmonics of 
this frequency. This noise appears as spikes in the modulus of the CSD and/or a reduction 
in the coherence, and needs to be removed before the data can be processed further. One 
way of removing mains noise is to use digital filters [63,64]. In this work, however, for 
convenience a simpler but effective pre-processing procedure was used by setting the value 
of the coherence and the modulus of the CSD at the mains frequency (and harmonics), and 
frequencies 1 Hz above and below it, to the value located at the adjacent lower frequency. 
For example, if the frequency resolution is 1 Hz, the coherence from 49 Hz to 51 Hz is set 
to be equal to the value of the coherence at 48 Hz. The same procedure is adopted for the 
modulus of the CSD. 
As  leak  signals  propagating  along  plastic  pipes  are  heavily  attenuated  at  high 
frequencies and in general there is negligible coherence above about 250 Hz, the coherence 
function is set to zero at frequencies above this frequency in order to avoid spurios peaks. 
Furthermore, only background noise is likely to be located below about 10 Hz [46]. In 
addition, the accelerometers and geophones used in this work are also limited by their CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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dynamic behaviour at frequencies below 10 Hz. However, in some extreme cases useful 
data was found at frequencies as low as 8 Hz. An initial bandwidth was therefore defined 
between 10 Hz and 250 Hz within which further data processing could be carried out. 
Figure 4.3 shows the coherence and the modulus of the CSD for weak leak noise 
signals. The leak signals were measured using accelerometers located at points P2 and P3 
with a leak located at point P6 (see Fig. 2.1). Figures 4.3a(i) and 4.3a(ii) show the original 
coherence  function  and  the  modified  coherence  function,  respectively.  The  modified 
coherence function is set to zero below 8 Hz and above 250 Hz. Also the mains noise at 
multiples of 50 Hz has been removed. Although the coherence is set to zero above 250 Hz, 
the Figure only shows the coherence up to 150 Hz as in this case, the energy of the leak 
signal is only located below this frequency. Figures 4.3b(i) and 4.3b(ii) show the original 
modulus and the modified modulus of the CSD, respectively. The modified modulus of the 
CSD has the background noise below 10 Hz and above 250 Hz removed, as well as the 
mains frequencies at multiples of 50 Hz. 
Figure 4.4 shows the coherence of hydrophone-measured leak signals acquired in 
the Canadian pipe rig. It is the case shown in Fig. 3.14 in Chapter 3. Figures 4.4a and 4.4b 
show the original and modified coherence. For the same reason as the previous case, the 
figure only shows the coherence up to 200 Hz. It can be seen that there is high coherence 
below 10 Hz. In this specific case, the high coherence below 10 Hz affects the automatic 
choice of the bandwidth as  is  shown in  the next  section. Although the 150 Hz mains 
frequency is not completely removed, it does not adversely affect the algorithm used for 
selecting the bandwidth. This is because the peak at 152 Hz is not larger than the largest 
value of the coherence over the frequency range where the leak information is contained. 
Moreover, it is  the only case out  of the  all cases  studied in  this  thesis that the entire 
removal of the mains was not possible by using the method proposed. It occurs because the 
mains or narrow band-noise is located at 152 Hz instead of 150 Hz. 
4.3.2 – Steps 3 and 4: bandwidth estimate: The total and effective bandwidth 
It is known that for non-dispersive leak propagation, e.g. leak noise propagation in plastic 
pipes, the phase is linear with frequency when there is good coherence [62]. The main 
objective  here  is  to  describe  how  the  frequency  bandwidth  that  generally  contains  the 
linear phase information can be found automatically. The frequency bandwidth over which 
there is linear phase behaviour is referred to here as the total bandwidth (TB). CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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  As mentioned in Chapter 3, in leak signals the unwrapped phase can be evaluated 
when the coherence is above the threshold value of 10
-2. Using this result, a computer 
program was written to detect the TB limits automatically. The procedure can be divided in 
two steps. First, the frequency, at which the coherence has the largest value, is selected. 
Secondly, from this point a search is made at lower and higher frequencies for the TB 
lower and upper frequency limits which occur when the coherence has a value of 10
-2. 
  In many cases the coherence by itself it is not enough to define the region where the 
time delay information is located. In Chapter 3, it was observed that in many leak data 
collected in plastic pipes are likely to present resonances, which are speculated to be due to 
the dynamics of the hydrants. These resonances appear as peaks in the modulus of the CSD, 
and/or  additional  phase  shifts  in  the  phase  spectra  (see  Fig.  3.9  and  Fig.  3.14).  The 
coherence, however, is not affected by the presence of resonances. It was also shown in 
Chapter 3 that, if resonances are taking into account in the analysis, the time delay estimate 
calculated using the BCC and PHAT correlators is affected (see Fig. 3.12 and 3.16). Hence, 
if the time delay estimate given by the peak in the BCC is affected by the presence of 
resonances, then the time delay estimate calculated using the phase gradient in Eq. (4.1) is 
also affected. Figure 4.5a shows the TB defined by the coherence above the threshold 
value of 10
-2 (see Section 3.3 in Chapter 3) for accelerometer data. Figure 4.5b shows that 
the TB covers the region where the phase is unwrapped linearly but also includes the 
resonance, which is observed as an additional phase shift in the phase spectra, within its 
limits. One way of refining the TB, considering accelerometer data, is by using information 
contained in the modulus of the CSD. Using the phenomenological model and actual leak 
data as described in Chapter 3, it was observed that the modulus of the CSD decreases 
rapidly above the frequency at which the resonance occurs. Moreover, for plastic pipes it 
seems that resonaces are heavily damped due to its structural characteristics, so that the 
modulus of the CSD generally will not be sharp. This information can then be used to 
determine the frequency range over which the analysis can be conducted.  
The modulus of the CSD is first normalized with respect to the maximum value of its 
modulus within the TB. In addition to this, it was found that the unwrapped phase is still 
linear when the normalised modulus of the CSD is above the threshold value of 10
-1. The 
same procedure adopted in the search of TB thus can be used to evaluate the region where 
the phase is approximately linear (i.e. it excludes the frequency range where the phase 
distortions occurs). This refined frequency bandwidth is referred to here as the effective CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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bandwidth (EB). The automatic determination of the EB is carried out using the same 
procedure as that used to determine the TB but now the normalised modulus of the CSD is 
used instead of the coherence, as it contains the information of the presence of resonances. 
First, the frequency, at which the normalised modulus of the CSD has the largest value 
within the TB, is selected. Secondly, from this point a search is made at lower and higher 
frequencies for the EB lower and upper frequency limits which occur when the normalised 
modulus of the CSD has a value of 10
-1 or if the boundaries of the EB reach the same value 
of TB lower and upper limits. The EB defines the lower and upper limits of the frequency 
range that is used in the subsequent analysis. 
Figure 4.6a shows the TB defined by the threshold value of 10
-2 in the coherence, 
which is the frequency range of 24 – 147 Hz. This is an example of accelerometer data as 
shown in Fig. 4.5. Figure 4.6b shows the EB defined by the threshold value of 10
-1 in the 
normalised modulus of the CSD. The lower and upper limits of the EB are 38 Hz and 89 
Hz, respectively. Figure 4.6c depicts TB and EB limits in the phase spectra. 
Gao  et  al.  [25]  showed  that  pressure  measurements  in  the  pipe  are  related  to 
accelerometer measurements by a factor of 
2 1   as pressure measurements are related to 
the  displacement  of  the  pipe  wall.  Geophone  measurements  (velocity)  are  related  to 
accelerometer measurements by a factor of   1 . Accordingly, the method to determine the 
EB in these cases has to be modified. For geophone and hydrophone data the modulus of 
the CSD is multiplied by the square of frequency and the frequency to the power of four, 
respectively, and then divided by their largest values within the TB limits. 
Figure 4.7 shows the selection of the EB for a hydrophone-measured data. The sensors 
are mounted at points P2 and P4 with a leak set at point P3 (see Fig. 2.1). This is the same 
case as shown in Fig. 2.9. Figure 4.7a shows the TB defined by the threshold value of 10
-2 
in the coherence, which gives a frequency range of 8 – 105 Hz. Figure 4.7b shows the EB 
defined by the threshold value of 10
-1 in the normalised modulus of the CSD. The lower 
and upper limits of the EB are 20 Hz and 53 Hz, respectively. Figure 4.7c depicts TB and 
EB limits in the phase spectra. It is observed that the EB, has its upper limit below the 
frequency resonance at about 83 Hz, hence avoiding its effect on the estimation of the time 
delay. 
Figure 4.8 shows the selection of the EB for a geophone-measured data. The sensors 
are mounted at points P2 and P4 with a leak set at point P3 (see Fig. 2.1). This is the same CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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as the case shown in Fig. 2.11. Figure 4.8a shows the TB defined by the threshold value of 
10
-2 in the coherence, which gives a frequency range of 13 – 94 Hz. Figure 4.8b shows the 
effective bandwidth defined by the threshold value of 10
-1 in the normalised modulus of 
the CSD. The lower and upper limits of the EB are 28 Hz and 67 Hz, respectively. Figure 
4.8c depicts TB and EB limits in the phase spectra. 
4.3.3 – Step 5: Removing the offset in the phase spectra 
Once the EB has been defined, it is then possible to estimate the time delay by using the 
gradient of the phase spectrum as shown in Equation 4.1. For this thesis it is assumed that 
the input excitation, which is the change in pressure due to the presence of a leak, is 
positive correlated (same direction) with the response (output) at the hydrants collected by 
the sensors (accelerometer, geophone and hydrophone) at low frequencies, which means 
that the intercept on the y-axis should be an integer multiple of 2π. An example of this is 
depicted in Figure 4.9a. For an off-set phase, the weighted mean square error to a straight 
line fit to the data is given by 
     
2
1
ˆ
2 ) ( 

   
m
j
j j j W        ,       (4.3) 
where   ˆ   and   are the gradient and the intercept of the weighted straight line fit to the 
off-set phase data; m is the number of points within the EB limits;    j W   is the weighting 
function which depends on the correlator used. If the weighting function is set to be the 
modulus of the CSD, then the correlator is the BCC, and when the weighting function is set 
to unity then the correlator is the PHAT. These correlators have been discussed in Chapter 
3 in Section 3.2, however, in that chapter the weighting function for the BCC and PHAT 
were defined as unity and the inverse of the modulus of the CSD, respectively. When 
2   is 
a minimum with respect to   ˆ   and  , then 
0
ˆ
2


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,            (4.4) 
and 
0
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respectively. Thus, differentiating the mean square error in Eq. (4.4) and (4.5) with respect 
to   ˆ   and  , respectively, and setting them to zero, the resulting equations can be written 
as 
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If    j W  =1, corresponding to the PHAT correlator, then Eq. (4.6) is for an unweighted 
least squares fit to the data, and corresponds to the result given in [65]. Expanding Eq. 
(4.6),   ˆ   and   are given by 
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and 
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Comparing  Eqs.  (4.1)  and  (4.7),  it  is  clear  that  the  time  delay  estimate  given  by  the 
gradient calculated using the WLSF of an offset phase spectrum is not the same as when it 
passes through the origin. The difference between Eqs. (4.1) and Eq. (4.7) is that additional 
negative terms are present in the numerator and denominator due to the non-zero intercept. CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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If the intercept is zero, or small such that it can be neglected, then the terms    

m
j
j j W
1
   
and    

m
j
j j W
1
) (    can be neglected in Eq. (4.7). It is thus desirable to remove the offset 
so that Eq. (4.1) can be used to determine the time delay estimate. 
It  is  known  that  the  unwrapping  process  connects  the  points  where  the  phase 
discontinues have differences of multiples of   2  so the intersection between the straight 
line and y-axis should also be a multiple of   2 . The estimate of the intercept point of the 
actual phase data can be calculated using Eq. (4.8). The multiple of   2  closest to the value 
of the intercept estimate given by Eq. (4.8) is then subtracted from the actual phase. Once 
the  intercept  offset  is  removed  (the  phase  is  forced  to  pass  close  to  the  origin),  it  is 
assumed that the phase passes through the origin, so that the time delay estimate using the 
phase data is now a function of the gradient only. If so, a new WLSF to the corrected phase 
(offset removal) gradient is calculated using Eq. (4.1), hence giving an estimation of the 
time delay 
 ˆ  . 
Figure 4.9a shows the WLSF applied to an offset phase spectrum. The weighting 
function is set equal to the modulus of the CSD. Moreover, the lower and upper limits of 
the EB calculated for this case are 39 Hz and 89 Hz, respectively. It is the same case as 
shown  in  Fig.  4.6. Figure  4.9b  shows  the  offset  removal,  subtracting  the  actual  phase 
gradient by the intercept estimate calculated in Eq. (4.8). Once the offset is removed, the 
WLSF given in Eq. (4.1) is then applied to the modified phase spectra. It is observed that 
the time delay estimates given by the offset and modified phase gradients are not the same 
as expected according to Eq. (4.7) and Eq. (4.1), being 19.2 ms and 22.6 ms, respectively. 
Figure 4.9c shows the BCC correlator confirming that the peak in the cross-correlation 
function gives the same time delay estimate of the WLSF as applied to the modified phase. 
The peak in the BCC occurs at 22.6 ms. 
4.3.4 – Step 6: Statistical analysis 
In the following analysis of the confidence limits related to the estimation of     some 
assumptions are made. These are based on those articulated by Draper and Smith [65] as 
follows: 
1.  Error in the linear regression applied to the phase spectra is a random variable;  CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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2.  Errors  between  the  linear  regression  estimate  and  the  actual  phase  at  different 
frequencies are uncorrelated; 
3.  The error in the WLSF method at each frequency is a normally distributed random 
variable, with zero mean. 
These assumptions are portrayed graphically in Figure 4.10. Assuming that the phase 
crosses the origin, the variance of the estimate of the phase gradient can be determined 
from Eq. (4.1) and is given by 
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To simplify this expression it is assumed that the phase    j    is a random variable and 
  j W  , is not. Based on these assumptions [65] 
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and 
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2  ,          (4.11) 
where C  is any constant. Equation (4.9) can thus be written as 
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Now,  provided  that  the  CSD  is  performed  using  Welch’s  method  with  no 
overlapping segments, the variance of the phase spectra at frequency  j   is given by [62] 
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Note that it is a function of the coherence    j  
2 , resolution bandwidth  f d  in Hz, and 
data  length T .  Note  also  that  m f   2 d   ,  where  m  is  the  number  of  points  in  the 
effective bandwidth    , and hence Eq. (4.13) can be rewritten as 
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Substituting for the variance of the phase from Eq. (4.14) into Eq. (4.12) gives 
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It  can  be  observed  that  Eq.  (4.15) is  a  function  of  the frequency  bandwidth,  which  is 
defined by the effective bandwidth limits, and  the data length such that the larger the 
product  T 1  the smaller is the variance. Moreover, this equation is also a function of the 
frequencies over which the analysis is carried out, the weighting function used and the 
value of the coherence within the effective bandwidth limits. For a large number of points 
(observations)    m , and hence Eq. (4.15) can be written as 
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which, in the limit, becomes 
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Knapp and Carter [45] derived a variance expression for the time delay estimate for the 
generalised cross-correlation function (GCC). The details of which can be found in Gao et 
al. [46]. In their model, it was assumed that the estimated time delay given by the peak of 
the cross-correlation is close to the actual time delay. The Knapp and Carter equation for 
the variance of the time delay estimate is given by CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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where    
1 1x x S  and    
2 2x x S  are the power spectral densities (PSD) of the measured signals 
) ( 1 t x  and  ) ( 2 t x  (see  Fig.  4.2),  respectively;    
2 1x x S  is  the  CSD  between  the  measured 
signals  ) ( 1 t x  and  ) ( 2 t x  (see Chapter 3, Section 3.2);       is weighting function in [45], 
which is dependent on the type of correlator used. It is related to the weighting function 
   W  by 
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Substituting Eq. (4.19) into Eq. (4.18), results in 
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Note that Eq. (4.20) is the same as Eq. (4.17), which shows that the variance for the time 
delay  estimate  for  a  GCC  correlator  calculated  in  the  frequency  domain  is  the  same 
variance for a GCC correlator in the time domain. It is believed that this is the first time 
that the variance expression for GPS methods is shown to be equivalent to the variance for 
GCC methods. In this work, however, the analysis is conducted using Eq. (4.15), for a 
finite number of frequency points with the EB. If the weighting function     W  is set to 
unity then the variance given by Eq. (4.15) is for the PHAT. However, if the weighting 
function is set to the modulus of the CSD then the variance is for the BCC. In this case it 
should be noted that Eq. (4.15) is not strictly valid, as the modulus and phase of the CSD 
are  correlated.  Despite  this,  Eq.  (4.15)  is  also  used  to  estimate  the  variance  in  the 
calculation of the time delay. 
Figure 4.11 shows the ratio        var , as a percentage, for the BCC and PHAT 
correlators for different cases studied. Table 4.1 shows the cases studied. The variance 
    var  for the BCC and PHAT correlators is calculated by setting the weighting function CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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in Eq. (4.15) to the modulus of the CSD and unity, respectively. Once having the values of 
the variances for the cases studied, the standard deviation      var  is then calculated. The 
time delay for the BCC and PHAT correlators is also calculated by setting the weighting 
function in Eq. (4.1) to the modulus of CSD and unity, respectively. As observed in Fig. 
4.11, the standard deviations are very small when compared with the time delay estimate, 
no matter which correlator is used. 
  Measurement 
points  leak point  Period  Sensor type 


2
0   


2
1   
Case 1  P2-P3  P3  Feb 2010  Acc  38  147 
Case 2  P2-P6  P3  Sep 2011  Acc  38  76 
Case 3  P3-P5  P3  Feb 2010  Acc  34  55 
Case 4  P2-P4  P3  Jun 2010  Geo  28  67 
Case 5  P2-P4  P3  Jun 2010  Hyd  20  53 
Case 6  -  -  Canadian  Hyd  11  62 
Case 7  P4-P5  P6  Jun 2010  Hyd  74  87 
Table 4.1 – Data of the cases studied which are shown Fig. 4.11. Acc – Accelerometer; Geo – 
Geophone Hyd – hydrophone; Feb – February; Sep – September; Jan – January. 
To  gain  further  broad  insight  into  the  variance  of  the  time  delay  estimate,  the 
weighting function is set to be equal to unity (as the PHAT correlator). Equation 4.15 then 
becomes 
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If it is further assumed that the coherence is constant (
2
0  ) over the EB then Eq. (4.21) can 
be written as 
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From Eq. (4.22) it can be seen that the variance increases with the increment of the 
term  T m    . This is the case when     and T  are small. In addition, for a large m for CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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a fixed T , (a smaller the number of averages), the variance increases. The next term is 
dependent  on  the  coherence 
2
0  .  If  the  coherence  is  smaller  than  1/2,  then  the  factor 
  1 1
2
0
2
0     , hence having an amplifying effect on the variance. If the coherence is 
greater than 1/2, then the factor   1 1
2
0
2
0     , hence having an attenuating effect. For a 
fixed EB    , the variance is greater if the EB is at low frequencies than if the EB is at 
high  frequencies,  as  the  factor  

m
j
j
1
2 1   is  a  function  of  the  inverse  summation  of 
frequencies squared. 
Assuming that the phase variation about the estimated weighted least square fit at 
different frequencies has a normal distribution; in other words, the errors  i   are from the 
same normal distribution,   
2 , 0  N , it can be shown that confidence limit intervals can be 
calculated to the time delay estimate    . Confidence interval is a range or interval estimate 
of a parameter calculated using data collected from a sample, and by applying the specific 
confidence level of the estimate [66]. The confidence level of an interval estimate of a 
parameter  is  defined  by  [66]  as  the  probability of  the  interval  estimate  to  contain  the 
parameter. Hence, confidence limits are the lower and upper boundaries of a confidence 
interval for a certain measurement, e.g. the time delay estimate. Considering the time delay 
estimate given by the slope of the phase spectrum as in Eq. (4.1), then the confidence 
limits of this interval is thus given by 
            var 1 , 1 m t ,        (4.23) 
where       1 , 1 m t - is the Student’s t-distribution where,   represents the total area in 
both tails of the t-distribution with  1  m  degrees of freedon.   is the level of significance 
and    1  is  the  intended  confidence  interval,  usually  95%.  The  product  between  the 
Student’s t-distribution and the standard deviation           var 1 , 1 m t  gives the margin 
of error of the time delay estimate. In the following section, the new method which has 
been developed in this chapter is applied to different leak situations. 
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4.4 – Application 
In order to verify how the new technique developed in this chapter works, a few selected 
cases are studied in the following subsections. This new method involves the automatic 
selection  of  the  filter  bandwidth,  the  time  delay  estimate  using  phase  data  and  the 
implementation of confidence intervals to the time delay estimate. The cases are related to 
leak signals collected using accelerometers, hydrophones and geophones. A set of data 
collected in the Canadian pipe rig is also used to illustrate the effectiveness of this new 
method. Actual leak data is shown istead of the pre-processed data in the follow cases. 
4.4.1 – Accelerometer data: wide bandwidth and high coherence case 
Figure 4.12 shows the case for accelerometer measurements made at points P2 and P3 with 
7y 4.13b shows the normalised modulus of the CSD together with the effective bandwidth, 
with limits equal to the TB limits. Although the bandwidth cannot be considered narrow as 
it is larger than 20 Hz and the ratio    c    0.25, the coherence is considered poor as its 
value does not go above 0.1. Figures 4.13c and 4.13d show the offset phase spectra and the 
modified  phase,  respectively.  In  both  cases  the  WLSFt  evaluated  over  the  EB  is  also 
highlighted, along with the time delay estimate which is 132.8 ms and 127.7 ms for the 
offset  and  modified  phase  spectra,  respectively.  Figure  4.13e  shows  the  BCC  also 
evaluated over the EB where its positive peak gives the time delay estimate of 127.8 ms. 
Figure 4.13f depicts the confidence interval together with the margin of error given by Eq. 
(4.23) when the standard deviation is calculated using the square root of the variance in Eq. 
(4.15) for the BCC correlator. As observed, despite the poor coherence the margin of error 
is at about 0.23%. 
4.4.3 – Hydrophone data: perturbation in phase 
Figure 4.14 shows the case for hydrophone measurement made at points P2 and P4 with a 
strong leak set at P3 (see Figure 2.1). Figures 4.14a shows the coherence together with the 
total bandwidth, with lower and upper limits of 10 Hz and 105 Hz, respectively. Figure 
4.14b shows the normalised modulus of the CSD together with the effective bandwidth, 
with lower and upper limits of 20 Hz and 53 Hz, respectively. As observed the additional 
phase shift at about 83 Hz is not included within the EB limits. Although the reduction of 
the frequency bandwidth (EB < TB), the ratio  c     is approximately 0.9 for which the CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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bandwidth is considered broad. Figures 4.14c and 4.14d show the offset phase and the 
modified phase spectra, respectively. In both cases the WLSF evaluated over the EB is also 
depicted together with the time delay estimate which is 30.4 ms and 37.1 ms for the offset 
and modified phase spectra, respectively. Figure 4.14e shows the BCC performed over the 
EB where its positive peak gives the time delay estimate of 37.2 ms. This estimate has the 
same  value  as  the  phase  gradient  estimate  in  Fig.  4.14d.  Figure  4.14f  depicts  the 
confidence together with the margin of error interval given by Eq. (4.23) when the standard 
deviation is calculated using the square root of the variance of the BCC correlator. As 
observed, the coherence over the EB is close to unity resulting in a very small variance, 
hence resulting in a narrow confidence interval. 
4.4.4 – Geophone data 
Figure 4.15 shows the case for geophone measurement made at points P2 and P4 with a 
strong leak set at P3 (see Figure 2.1). Figures 4.15a shows the coherence together with the 
total bandwidth, with lower and upper limits of 13 Hz and 94 Hz, respectively. Figure 
4.15b shows the normalised modulus of the CSD together with the effective bandwidth 
with lower and upper limits of 28 Hz and 67 Hz, respectively. Figures 4.15c and 4.15d 
show  the  offset  phase  and  the  modified  phase  spectra,  respectively.  In  both  cases  the 
WLSF evaluated over the EB is highlighted, along with the time delay estimate which is 
24.3 ms and 24.2 ms for the offset and modified phase spectra, respectively. In this specific 
case, the phase gradient estimates have practically the same values. Figure 4.15e shows the 
BCC also evaluated over the EB where its positive peak gives the time delay estimate of 
24.4 ms. This estimate has the same value as the phase gradient estimate in Fig. 4.15d. 
Figure 4.15f depicts the confidence interval together with the margin of error given by Eq. 
(4.23) when the standard deviation is calculated using the square root of the variance in Eq. 
(4.15) for the BCC correlator. As observed, the coherence over the EB is close to unity 
resulting in a very small variance, hence resulting in a narrow confidence interval. 
4.4.5 – Canadian data: perturbation in phase 
Figure 4.16 shows the case for hydrophone measurement of a simulated leak in a Canadian 
pipe rig. The total distance d  and  1 d  are 109.5 m and 32.8 m, respectively (see fig 4.2). 
Figures 4.16a shows the coherence together with the total bandwidth, with lower and upper 
limits of 10 Hz and 93 Hz, respectively. Figure 4.16b shows the normalised modulus of the CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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CSD along with the effective bandwidth with lower and upper limits of 11 Hz and 62 Hz, 
respectively. In this specific case the EB includes the first additional phase shift at about 56 
Hz within its limits. Figures 4.16c and 4.16d show the offset phase and the modified phase 
spectra, respectively. In both cases the WLSF evaluated over the EB is also highlighted, 
along with the time delay estimate which is 82 ms and 91.5 ms for the offset and modified 
phase spectra, respectively. Figure 4.16e shows the BCC evaluated over the EB where its 
positive peak gives the time delay estimate of 92 ms. This estimate has practically the same 
value as the phase gradient estimate in Fig. 4.16d. Figure 4.16f depicts the confidence 
interval together with the margin of error given by Eq. (4.23) when the standard deviation 
is calculated using the square root of the variance in Eq. (4.15) for the BCC correlator. 
4.5 – Conclusions 
In  this  chapter  a  technique  to  estimate  the  time  delay  between  two  leak  signals  was 
introduced. It is based on the phase gradient of the CSD. The phase gradient is estimated 
using the weighted least square fit method (WLSF). The weighting function is set to the 
modulus of the CSD in order to obtain the same time delay estimate given by the peak in 
the basic cross-correlation function (BCC) as shown in [50]. However, the effectiveness of 
the technique is associated with the choice of the filter bandwidth. In order to overcome 
this problem, the coherence and a normalised modulus of the CSD are used to define such 
bandwidth. The coherence is used to define the frequencies over which the phase can be 
unwrapped. This choice consists in finding the frequencies where the coherence is above to 
the threshold value of 10
-2. This bandwidth is called the total bandwidth (TB). However, 
the  presence  of  resonances  commonly  observed  in  some  leak  signals,  can  have  a 
detrimental effect on the estimation of the time delay when they are taken into account in 
its calculation. Thus the coherence cannot be used to determine the frequency range in 
which to  calculate the time delay estimate. However, the modulus  of the CSD decays 
rapidly right above the resonance frequency, and hence the CSD is used to refine TB in 
order to reduce the influence of resonances in the calculation of the time delay estimate. 
The CSD is normalised to its maximum value located within the TB and the effective 
bandwidth  (EB)  is  defined  by  including  all  frequencies  within  the  range  where  the 
normalised  CSD  is  above  the  threshold  value  of  10
-1.  The  EB  can  thus  be  calculated 
automatically. CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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  In  many  case  the  unwrapped  phase  spectra  does  not  pass  through  the  origin 
resulting in additional errors in the time delay estimate using the WLSF. To reduce such an 
error, phase is forced to pass as close as possible to the origin. It has been shown that the 
offset and corrected phases give different time delay estimates, the latter being equal to the 
time delay estimate given by the peak in the BCC correlator. The variance Equation for the 
time delay estimate using generalised phase spectra (GPS) method has been derived, which 
gives  the  same  variance  for  the  time  delay  as  that  estimated  using  generalised  cross 
correlation (GCC) method. It is believed that it has been the first time that such comparison 
has been made. 
  A statistical analysis presented in this chapter is based on the standard error in the 
estimation of the phase gradient by the WLSF method. This study involved the calculation 
of  a  confidence  interval  in  which  the  time  delay  estimate  can  rely  on  with  95%  of 
confidence. Hence, instead of having a single number or a single estimate for the time 
delay,  there  is  a  range  of  possible  values  that  the  time  delay  estimate  can  assume. 
Moreover, instead of having a single position at which the leak is supposedly located, there 
is now a region over which the leak can be located increasing the reliability for the search 
of a leak. In the next Chapter, the variance of the wavespeed estimate at the time that the 
search for a leak is carried out, is investigated which can be used to expand the confidence 
interval given in this Chapter.   CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
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FIGURES 
 
 
Figure  4.1  –  Example  of  data  from  strong  leak  measured  using  accelerometers.  Sensors  are 
mounted at points P2 and P3 with a leak set at point P3 (see Fig. 2.1). This case corresponds to the 
same case shown in Fig. 3.2. (a) Basic cross-correlation coefficient evaluated over the frequency 
range  of  38  Hz  and  147 Hz,  where  peak  =  0.0788  s.  (b)  Phase  of  the  CSD. —  Actual  phase 
spectrum;∙∙∙∙∙∙  Estimated  phase  gradient  by  the  weighted  least  square  fit  method,  where      
0.0789 s.    
-0.1 0 0.1
-0.4
0
0.4
0 50 100 150 200
-120
-80
-40
0
Frequency (Hz) 
P
h
a
s
e
 
(
r
a
d
)
 
Time delay (s) 
C
r
o
s
s
-
c
o
r
r
e
l
a
t
i
o
n
 
c
o
e
f
f
i
c
i
e
n
t
 
peak   
(a) 
(b) 
Lower  
Limit 
(38 Hz) 
Upper Limit 
(147 Hz) CHAPTER 4     AN IMPROVED METHOD FOR LEAK DETECTION 
 
       
123 
 
 
 
Figure 4.2 – Sketch indicating the main steps used in the new technique to estimate the phase 
gradient and the time delay related to two leak signals. 
Signal 
Conditioning 
Step 1: Data acquisition and signal processing. 
Reason:  Define  which  sensor  is  used,  the  time 
duration  and  sample  frequency  of  the  acquisition. 
Based on these parameters the frequency resolution 
can be defined then the PSD, CSD and coherence of 
the signals are calculated; 
Step  2:  Remove  mains  noise  at  50  Hz  and  its 
harmonics  +  low and  high frequency filtering in 
the coherence function and CSD 
Reason:  undesirable  peaks  at  50  Hz  and  its 
harmonics;  no  leak  information  below  8  Hz  and 
spurious peaks above 250 Hz where there is no leak 
information; 
Step  3:  Automatic  selection  of  the  frequency 
bandwidth  where  there  is  linear  phase.  This  is 
called the Total Bandwidth (TB). Reason: It is the 
bandwidth where phase can be unwrapped; 
Step 4: Automatic determination of the bandwidth 
where  time  delay  information  is  located.  This  is 
called the Effective Bandwidth (EB). 
Reason: Generally, distortions in the phase spectrum 
are  encountered  within  the  TB  which  make  it 
necessary to define a new frequency bandwidth; 
Step  5:  Remove  the  phase  spectrum  off-set  and 
estimate the phase gradient. 
Reason:  Background  noise  shifts  the  phase  up  or 
down when it is unwrapped. Estimate the time delay 
by the use of a weighted least square fit method over 
the EB; 
Step  6:  Estimate  the  region  where  the  leak  is 
located with 95% of confidence. 
Reason:  Uncertainties  on  the  estimate  of  the  phase 
gradient. 
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Figure 4.3 – Removal of background noise and mains multiples of 50 Hz in the coherence and 
modulus of the CSD. The Coherence and modulus of the CSD at frequencies below 8 Hz and above 
250 Hz are set to zero. The coherence and the modulus of the CSD are shown up to 150 Hz for 
convenience. Accelerometer-measured signals at points P2 and P3 with a leak set at P6 (see Fig. 
2.1). (a) Actual Coherence function; (b) Modified coherence function; (c) Actual modulus of the 
CSD (d) Modified modulus of the CSD. {1} Mains. {2} Background below 8 Hz.   
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Figure 4.4 – Removal of background noise and mains contained in the coherence and modulus of 
the CSD of a strong leak signal simulated using the Canadian pipe rig. The Coherence and modulus 
of the CSD at frequencies below 8 Hz and above 250 Hz are set to zero. Hydrophone-measured 
signals where distances d  and  1 d  are 109.5 m and 32.8 m (see Fig. 4.2). (a) Actual Coherence 
function; (b) Modified coherence function; {1} Mains. {2} Background below 8 Hz. The strongest 
mains signal is at about 152 Hz and is not completely removed by the algorithm. It occurs because 
the algorithm removes only mains multiples of 50 Hz and frequencies 1 Hz above and below it.   
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Figure  4.5  –  Total  Bandwidth  defined  by  the  threshold  value  of  10
-2  in  the  coherence. 
Accelerometers mounted at P2 and P4 with the leak induced at P3. (a) The coherence function with 
the total bandwidth indicated. (b) The corresponding phase spectra showing the total bandwidth 
and the additional phase shift due to resonances in the system.   
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Figure 4.6 – Effective Bandwidth defined by the normalized modulus of the CSD. Accelerometer 
data as the case shown in Fig. 4.5. (a) coherence and the Total Bandwidth (TB); (b) normalized 
modulus of the CSD and the effective bandwidth (EB); (c) phase spectrum showing the TB and EB 
limits.   
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Figure 4.7 – Effective Bandwidth defined by the normalized modulus of the CSD. Hydrophone-
measured signals for a strong leak. Sensors mounted at points P2 and P3 with a leak set at point P3 
(see Figure 2.1). (a) coherence and the Total Bandwidth (TB); (b) normalized modulus of the CSD 
and the effective bandwidth (EB); (c) phase spectrum showing the TB and EB limits.   
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Figure 4.8 – Effective Bandwidth defined by the normalized modulus of the CSD. Geophone-
measured signals for a strong leak. Sensors mounted at points P2 and P4 with a leak set at point P3 
(see Figure 2.1). (a) coherence and the Total Bandwidth (TB); (b) normalized modulus of the CSD 
and the effective bandwidth (EB); (c) phase spectrum showing the TB and EB limits.   
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Figure 4.9 – Comparison between 3 different time delay estimates. The effective bandwidth is the 
same defined by the normalized modulus of the CSD in Fig. 4.5. (a) Off-set unwrapped phase and 
its  estimate  calculated  using  the  weighted  least  square  fit  given  in  Eq.  (4.6)  (b)  Adjusted 
unwrapped phase and its estimate given by the weighted least square fit using Eq. (4.1); (c) Basic 
cross-correlation coefficient.  ---- Estimated phase gradient by the weighted least square fit method.   
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Figure  4.10  –  The  probability  distribution  function  assumed  for  the  involved  errors  on  the 
estimation of the linear regression fitting.   
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Figure 4.11 – The ratio between the variance and the time delay for different cases studied. The 
frequency over which the analysis is conducted is also shown (in brackets). The cases studied are 
given in Table 4.1.  Ratio        var  for the BCC correlator;   Ratio        var  for 
the PHAT correlator. Acc – Accelerometer; Geo – Geophone; Hyd – Hydrophone.   
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Figure 4.12 – Typical accelerometer-measured signals for a strong leak. Sensors mounted at points 
P2 and P3 with a leak set at point P3 (see Figure 2.1) (a) Total bandwidth (TB) defined by the 
coherence  above  the  threshold  value  of  10
-2.  (b)  Effective  bandwidth  (EB)  defined  by  the 
normalised modulus of the CSD above the threshold value of 10
-1 (c) Offset phase spectra and the 
straight line estimated using Eq. (4.6) over EB (d) Modified phase and the straight line estimated 
using Eq. (4.1) over EB (e) Cross-correlation coefficient evaluated over the EB (f) Confidence 
interval and margin of error given by Eq. (4.23) using the general standard deviation    .    
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Figure 4.13 – Typical accelerometer-measured signals for a weak leak. Sensors mounted at points 
P2 and P6 with a leak set at point P3 (see Figure 2.1) (a) Total bandwidth (TB) defined by the 
coherence above the threshold value of 10
-2. (b) Effective bandwidth (EB) defined by the threshold 
value of 10
-1, which is equal to TB (c) Offset phase spectra and the straight line estimated using Eq. 
(4.6) over EB (d) Modified phase spectra and the straight line estimated using Eq. (4.1) over EB (e) 
Cross-correlation function coefficient over the EB (f) Confidence interval and  margin of error 
given by Eq. (4.23) using the general standard deviation    .    
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Figure 4.14 – Typical hydrophone-measured signals for a strong leak. Sensors mounted at points 
P2 and P4 with a leak set at point P3 (see Figure 2.1) (a) Total bandwidth (TB) defined by the 
coherence  above  the  threshold  value  of  10
-2.  (b)  Effective  bandwidth  (EB)  defined  by  the 
normalised modulus of the CSD above the threshold value of 10
-1 (c) Offset phase spectra and the 
straight line estimated using Eq. (4.6) over EB (d) Modified phase spectra and the straight line 
estimated  using  Eq.  (4.1)  over  EB  (e)  Cross-correlation  coefficient  evaluated  over  EB  (f) 
Confidence interval and margin of error given by Eq. (4.23) using the standard deviation    .   
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Figure 4. 15 – Typical geophone-measured signals for a strong leak. Sensors mounted at points P2 
and  P4  with  a leak  set  at  point  P3 (see  Figure  2.1)  (a) Total  bandwidth (TB)  defined  by  the 
coherence  above  the  threshold  value  of  10
-2.  (b)  Effective  bandwidth  (EB)  defined  by  the 
normalised modulus of the CSD above the threshold value of 10
-1 (c) Offset phase spectra and the 
straight line estimated using Eq. (4.6) over EB (d) Modified phase spectra and the straight line 
estimated using Eq. (4.1) over EB (e) Cross-correlation coefficient performed over the EB (f) 
Confidence interval and margin of error given by Eq. (4.25) using the standard deviation    .   
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Figure 4.16 – Typical hydrophone-measured signals for a strong leak simulated using the Canadian 
pipe rig. The distances d  and  1 d  are 109.5 m and 32.8 m (see Fig. 4.2) (a) Total bandwidth (TB) 
defined by the coherence above the threshold value of 10
-2. (b) Effective bandwidth (EB) defined 
by the normalised modulus of the CSD (c) Offset phase spectra and the straight line estimated 
using Eq. (4.6) over EB (d) Modified phase spectra and the straight line estimated using Eq. (4.1) 
over EB (e) Cross-correlation coefficient evaluated over the EB (f) Confidence interval and margin 
of error given by Eq. (4.25) using the general standard deviation    . 
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CHAPTER 5 
 
NEW TECHNIQUES FOR WAVE SPEED AND LOSS 
FACTOR ESTIMATION IN PIPES
 
5.1 – Introduction 
As  discussed  in  Chapter  2,  the  wavespeed  estimate  in  a  section  of  a  pipe  can  vary 
depending on many factors involved in its estimation. Knowledge of the wavespeed in the 
section of the pipe which has the leak, is of paramount importance if an accurate estimate 
of the position of the leak is required. 
The aim of this chapter is to investigate new techniques that can be used either to 
measure the wavespeed, or to estimate the damping and, hence the wave attenuation, in 
buried pipes. Both techniques are based on measuring the envelope of the cross-correlation 
function. One advantage of the method proposed for wavespeed estimation is that it can 
also be used in the presence of a leak. The leak signal could dominate the data, hence the 
estimate  of  the  time  delay  used  to  estimate  the  wavespeed  could  be  affected  by  the 
presence of a leak. As seen in Chapter 2, the wavespeed estimate changes depending on 
different aspects related to its estimation, such as the positioning and type of excitation 
source. In order to improve this situation, two measurements are carried out. An actuator is 
attached to one of the measurement positions forcing the structure to vibrate. The resulting 
vibration is measured using two sensors, one mounted next to the actuator and the other 
mounted at the next available access point. If there is coherence between the two measured 
signals, the cross-correlation function can then be calculated, from which a wavespeed 
estimate can be determined. Moving the actuator to the next access point, but keeping the CHAPTER 5     NEW TECHNIQUES FOR WAVE SPEED AND LOSS FACTOR ESTIMATION 
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sensors in position, the procedure can then be repeated but now the wave propagates in the 
opposite direction in the pipe. Another wavespeed estimate can then be calculated. The 
procedure to calculate a representative wavespeed for the section of the pipe involves some 
manipulation of the estimated cross-correlation functions, including the determination of 
their envelopes using the Hilbert transform. The envelope can also be used to estimate the 
wave attenuation in the pipe, hence the wave attenuation in dB per metre can be predicted. 
Moreover, an estimation of the maximum distance that the leak noise would travel can be 
calculated. 
Based on the work by Gao et al. [39], an analytical model of the cross-correlation 
function is used to demonstrate the methodology proposed in this chapter. Data from the 
experimental pipe-rig located at Blithfield Reservoir are used to show the efficacy and 
applicability of the new techniques.  
5.2 – Development of the new method of wavespeed measurement 
As seen in Chapter 3, in Eq. (3.3), the estimate of the position of the leak is a function of 
the time delay, which is the difference between the arrival times at the two sensors, and the 
speed of propagation velocity of the leak noise. In order to reduce errors in this estimate 
due to errors in the wavespeed estimate, a new technique is proposed in this chapter to 
measure in-situ the wavespeed responsible for leak noise propagation. 
Figure 5.1 shows a schematic of a pipe with an in-bracket leak between points P2 
and P4. Actuators are mounted at points P2 and P4, and sensors are also positioned at these 
points. The initial goal is to excite the pipe at point P4 such that a wave travels the distance 
d  between points P4 and P2. As the distance d  is known, the wavespeed through this 
section of the pipe can be estimated, from measurements of the time taken for the wave to 
propagate between the two points is measured. Moving the actuator to point P2, the same 
procedure is adopted and another wavespeed estimate is calculated. However, if a leak is 
present, the coherence between the measured signals at points P2 and P4 may be affected if 
the leak signal dominates one measurement and the actuator generated signal dominates 
the other. 
Usually, the energy of leak noise in water-filled plastic pipes is concentrated at low 
frequencies, in which the predominantly fluid-borne axisymmetric wave is responsible for CHAPTER 5     NEW TECHNIQUES FOR WAVE SPEED AND LOSS FACTOR ESTIMATION 
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carrying most of the acoustic energy [30]. The frequency response function between a leak 
and an acceleration measurement on the pipe a distance u  from the leak is given by [25] 
  ) , ( ,
2 u H u Ha      ,        (5.1) 
where    u H ,   is given in Eq. (3.7) and is repeated here for convenience 
 
uc i ue e u H
  
   , .         (5.2) 
Considering the pipe system in Fig. 5.1, where the actuator at point P4 is driven, and the 
leak is induced at point P3, the total cross-spectral density function  ) (
2 4  P P S  between the 
measurement positions P4 and P2, when the pipe is excited by both excitation sources 
simultaneously, is given by 
      ) ( ) , ( ) ( ) , ( ) , ( 2 1 2 1
* 4 ) ( 4
2 4        ee ll
P
P P S d d H S d H d H S    ,    (5.3) 
where  ) ( ll S  and     ee S  are the auto-spectral density functions of the leak and the actuator 
excitation, respectively, and the superscript  4 P  means that the actuator is mounted at point 
P4. 
The basic cross-correlation function between points P4 and P2 when an actuator 
excites  point  P4,    
) ( 4
2 4
P
P P R ,  can  then  be  calculated  by  performing  the  inverse  Fourier 
transform of Eq. (5.3) to give 
      ) ( ) ( ) ( ) ( ) ( ) ( act 0
) ( 1 ) ( 4
2 4
4
2 4 T R T h R S F R ee ll
P
P P
P
P P         
            ,  (5.4) 
where   
1  F  is the inverse Fourier transform;  denotes convolution; the auto-correlation 
of  the  leak  signal    ) ( ) (
1   ll ll S F R
  ;  the  auto-correlation  function  of  the  acceleration 
signal  at  the  actuator  excitation  point    ) ( ) (
1   ee ee S F R
  ; 
   
2 1 4 1 ) (
d d e F h
   
   ; 
   
2 1 1 ) (
d d e F
   
   ;  c d d T ) ( 1 2 0    is  the  time  delay  due  to  the  leak; 
c d d T ) ( 1 2 act    is the time delay due to the actuator excitation; and  ) (   is the Dirac 
delta function. An interpretation of Eq. (5.4) is that the delta function  ) ( 0 T     is smeared 
by the introduction of the leak spectrum  ) ( ll S  and the behaviour of 
  2 1 4 d d e
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the delta function  ) ( act T     is smeared by the external excitation spectrum  ) ( ee S  and the 
frequency characteristics of    2 1 ) (
d d e
  
   . 
  The spectral characteristics of the leak have been modelled and studied in [60] and 
the external excitation can be chosen according to the excitation used in practice, here the 
excitation is of a sweep (linear chirp) type. For the purpose of this work, however, the 
auto-spectral density of the excitation source is considered to be a constant fraction of the 
leak auto-spectral density function  0 ) ( S Sll    such that    ) (  ll ee S S r  , is constant for 
all frequencies. If the signals from the sensors are filtered by an ideal band-pass filter, 
   G ,  which  is  equal  to  unity  if  1 0       and  zero  otherwise,  the  cross-correlation 
function becomes 
    ) ( ) ( ) ( ) ( ) ( ) ( act 0 0
) ( 4
2 4 T g n T g h S R
P
P P                   ,   (5.5) 
where  ) ( g  is given in Eq. 3.13, but it is repeated here for convenience 
  ) cos(
2
) 2 sin(
) ( ) (
1  




  c G F g

 
 
 ,      (5.6) 
where the frequency band  0 1        and the central frequency  2 ) ( 1 0      c . The 
band-pass filter introduces a ripple with frequency  c   into the cross-correlation. Eq. (5.5) 
also shows that the Dirac delta function is increasingly smeared by the introduction of the 
band-pass filter. 
According to Eq. (5.5) there are two possible peaks present in the cross-correlation 
function; one due to the leak and another due to the external excitation source. In this 
particular case where the external excitation source is at point P4, the peak in the cross 
correlation function between points P2 and P4 related to the external excitation source 
occurs at  c d d ) ( 1 2    . However, when the external excitation is induced at point P2 in 
the cross-correlation function    
) ( 2
2 4
P
P P R , the peak occurs at  c d d ) ( 1 2      as result of the 
new position of the excitation source. The peak in the cross-correlation function due to the 
leak excitation is fixed at  c d d ) ( 1 2     irrespective of the position of the external source. 
The band-pass filter used to suppress undesirable noise and distortion in the data, 
introduces further broadening of the peak in the cross-correlation function together with CHAPTER 5     NEW TECHNIQUES FOR WAVE SPEED AND LOSS FACTOR ESTIMATION 
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the addition of secondary lobes with a similar height to the main peak which corresponds 
to the time delay. This phenomenon was introduced and studied in Chapter 3. To reduce 
the influence of the secondary lobes due to the filtering process on the estimate of the time 
delay, the envelope of the cross-correlation function is taken in order to obtain only one 
large positive peak corresponding to the time delay estimate. It will be seen later that 
another  advantage  of  calculating  the  envelope  of  the  cross-correlation  function  is  to 
overcome problems of estimating the time delay when the wavespeed estimate is different 
depending  on  its  propagating  direction.  Considering  that  the  predominantly  fluid-wave 
responsible for leak noise propagation in  plastic pipes is  non-dispersive [30], the time 
delay given by the peak of the envelope is roughly the same as that of the peak of the 
cross-correlation function. The normalized envelope of the cross-correlation function in Eq. 
(5.5) is determined by using the Hilbert transform [67]. It is given by 
   
       
      
 

) (
2 ) ( 2 ) (
) (
4
2 4
4
2 4
4
2 4 4
2 4 Env Max
~
Env
P
P P
P
P P
P
P P P
P P R
R R
R

 ,        (5.7) 
where    
) ( 4
2 4
~ P
P P R  is the Hilbert transform of the cross-correlation function when the source of 
vibration is set at P4, and        
) ( 4
2 4 Env Max
P
P P R  is the maximum value of      
) ( 4
2 4 Env
P
P P R . The 
same procedure is adopted when the pipe is excited at P2, although, the cross-correlation 
function is performed between P2 and P4 (   
) ( 2
4 2
P
P P R ), forcing the time at which the peak 
occurs due to the external excitation source to have the same sign as    
) ( 4
2 4
P
P P R . The reason 
of  doing  this  is  that  if  the  product  of  the  two  envelopes  is  calculated  at  each  ,  i.e. 
         
) ( ) ( 2
4 2
4
2 4 Env Env
P
P P
P
P P R R  , the peaks related to the leak are largely supressed, and the 
peak due to the external source is reinforced. For convenience, the final envelope is given 
by 
  

 
Max
ˆ ,             (5.8) 
where           
) ( ) ( 2
4 2
4
2 4 Env Env
P
P P
P
P P R R     and     Max  is  the  maximum  value  of   .The 
envelope technique,  ˆ , is now illustrated using computer simulations. The system in Fig. 
5.1 is considered with the parameters give in Table 5.1, which corresponds to the one of 
the measurements in the Blithfield test rig. CHAPTER 5     NEW TECHNIQUES FOR WAVE SPEED AND LOSS FACTOR ESTIMATION 
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1 d   2 d      c 
0    1    r 
20 m  30 m  2.9×10
-4 s/m  390 m/s  20 Hz  200 Hz  2×10
10 
Table 5.1 – Parameters used in the model to illustrate the envelope technique. 
Figure  5.2a  shows,    
) ( 4
2 4
P
P P R  and    
) ( 2
4 2
P
P P R  normalized  by  their  maximum  values 
together with their envelopes. The largest peaks in each of the cross-correlation functions 
correspond to the time delays due to wave propagation from P4 and P2, and from P2 and 
P4. Note that one occurs when   is negative, and one when   is positive. The small peak 
is due to the leak at P3. Figure 5.2b depicts   
) ( 2
4 2 Env
P
P P R  and   
) ( 4
4 2 Env
P
P P R . It can be seen that 
both peaks in the envelopes due to the external sources overlay exactly, but the peaks due 
to the leak do not. Figure 5.2c shows the product of the envelopes multiplied for each value 
of  . It can be seen that the peaks in the cross-correlation function due to the leak are 
heavily suppressed whilst the peak due to the time delay of the wave propagating between 
P2 and P4 is amplified further. 
As the distance between points P4 and P2 is known, the wavespeed in the pipe can 
be calculated by dividing this distance by the time delay corresponding to peak in the 
product of the two envelopes, such as that shown in Figures 5.2c. 
5.3 – Effect of bandwidth on the envelope technique for wavespeed estimation 
Figure 5.3 depicts the same case, as discussed above, however to investigate the effects of 
the band-pass filter on the time delay estimate using the envelope technique. The filter 
lower and upper limits are now set at 20 Hz and 35 Hz, respectively. Figure 5.3a shows the 
cross-correlation  functions    
) ( 4
24 4
P
P P R  and    
) ( 2
2 4
P
P P R  in  solid  and  dashed-lines,  respectively. 
The side lobes of the broadening main peak, as well as the masking of the peak due to the 
leak  by  the  side  lobes  are  apparent. Figure  5.3b  shows  the  envelopes   
) ( 2
4 2 Env
P
P P R  and 
 
) ( 4
2 4 Env
P
P P R . Figure 5.3c shows the product of the envelopes multiplied for each value of  . 
The presence of side lobes around the peak in the cross-correlation function due to the time 
delay of the wave propagating between P4 and P2 can be seen, as well as the masking of 
the peak due to the leak.  CHAPTER 5     NEW TECHNIQUES FOR WAVE SPEED AND LOSS FACTOR ESTIMATION 
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The results in Fig. 5.2 and 5.3 demonstrate the technique for wavespeed estimation 
works well for the parameters given in Table 5.1. The filter bandwidths used in Fig. 5.2 
and 5.3 are 20 – 200 Hz and 20 – 35 Hz, respectively. However, the technique may not 
work as well for others parameters, and this is considered next. Although in principle the 
wavespeed estimate between two points should be the same irrespective of the direction of 
the  wave  propagation,  it  is  found  in  practice  that  it  is  not  necessarily  the  case.  The 
following  section  investigates  how  this  difference  affects  the  wavespeed  estimate, 
calculated using the envelope technique described above. 
5.4 – Effect of different wavespeed estimates on the envelope technique  
As seen in Chapter 2, the wavespeed estimate in buried plastic pipes is dependent on many 
factors, such as the type, strength and positioning of an excitation source. To determine 
how this feature affects the estimate of the wavespeed using the envelope technique, some 
simulations are carried out. 
As the measured estimate of the wavespeed depends on the type and the excitation 
position, the wavespeed estimates  given by the cross-correlation  functions    
) ( 4
2 4
P
P P R  and 
  
) ( 2
4 2
P
P P R  may be different. Thus, the peaks in these functions due to the external vibrating 
sources will occur at different times. The peak due to the leak, however, will be unaffected, 
provided that the strength of the leak and the background noise do not vary with time. 
  Figure 5.4 shows the cases corresponding to those in Fig. 5.2 and Fig. 5.3 for a 
large and a small bandwidth,  respectively. However, now the wavespeed estimates  are 
different,  the  first  being  set  at  390  m/s  which  travels  from  point  P2  to  P4  and  the 
wavespeed in the other direction being set at 300 m/s, which differs by about 23 %. It is 
assumed that the wavespeed due to the leak travels at 390 m/s in both directions as it is 
assumed  that  the  difference  in  wavespeed  is  not  a  physical  phenomenon,  rather  it  is 
because of the different types of excitation and bandwidth. These figures were taken in 
order to show the limitation of the method, although the wavespeed estimates are based on 
real data collected at different times. Figures 5.4a(i) and 5.4a(ii) show the cross-correlation 
functions    
) ( 4
2 4
P
P P R  and    
) ( 2
2 4
P
P P R , where the labels ‘i’ and ‘ii’ means that the signals were 
filtered over a broad frequency bandwidth of 20 Hz – 200 Hz and a narrow frequency CHAPTER 5     NEW TECHNIQUES FOR WAVE SPEED AND LOSS FACTOR ESTIMATION 
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bandwidth  of  20  Hz  and  35  Hz,  respectively.  Figures  5.4b(i)  and  5.4b(ii)  show  the 
envelopes   
) ( 2
4 2 Env
P
P P R  and   
) ( 4
2 4 Env
P
P P R . Figures 5.4c(i) and 5.4c(ii) show the product of the 
envelopes. As can be seen in Fig. 5.4c(i), there are four peaks in the envelope instead of 
only one. The presence of these peaks occurs because the intersection point between the 
two envelopes in 5.4b(i) is too low compared to the height of the envelopes. Figure 5.4c(ii), 
however, shows that the envelope technique does not fail when the bandwidth is smaller as 
the cross-correlation function is smeared (broadening of the peak effect), pushing up the 
crossing point between the two envelopes, which is just below the peaks of the envelope. 
An interesting question is what are the parameters that affect the success or failure 
of the technique. There is a simple rule of thumb that can be used to check whether the 
technique  will  be  successful  It  can  be  seen  that,  when  the  wavespeed  estimates  are 
different, as in the case above, the envelope technique, when successful, gives an average 
between the two peaks of the envelopes. Simulations were conducted in order to determine 
a  rule  of  thumb  for  the  success  of  the  methodology  proposed  (envelope  technique). 
Considering an extreme case, where the wavespeed estimates are different by about 20 %, 
and also that the envelopes      
) ( 4
2 4 Env
P
P P R  and      
) ( 2
4 2 Env
P
P P R  are evaluated using the same 
filter bandwidth (which is not strictly true in practice) then the ratio  c     can be used 
for measuring the degree of the broadening of the peak effect, hence this ration can be used 
to the success of the envelope technique. For a lower frequency limit of 50 Hz,  c     
cannot be higher than 0.65 for the success of the envelope technique to allow for sufficient 
smearing so that a single peak occurs. Analysing experimental data from the Blithfield pipe 
rig shows that if the ratio  c     is smaller than 0.05, then the time delay has a negligible 
effect on the cross-correlation function as it becomes a function of the filter characteristics 
only. As result, a rule of thumb for the envelope technique to be effective in estimating 
wavespeed is given by 
65 . 0 05 . 0 


c 

,          (5.9) 
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5.5 – Attenuation factor estimation 
The wavespeed estimate can be calculated without knowledge of the attenuation factor of 
the pipe. However, it is sometimes of interest to know the wave attenuation in order to 
investigate  how  far  a  signal  may  travel  in  the  pipe  at  any  frequency.  One  way  of 
calculating the attenuation factor   is given by Eq. (3.8) in Chapter 3. Despite having an 
analytical Equation to estimate the attenuation factor, its application is not straightforward 
as the damping   is often not known. Moreover, in this Equation all losses in the pipe are 
assumed to be due to the damping within the pipe wall neglecting the external factors, such 
as the soil interaction. 
In order to have an estimate of the attenuation factor without knowing the pipe 
properties, a new method based on the envelope of the basic cross correlation function is 
proposed. It is assumed that the filter bandwidth is broad enough for the BCC envelope is 
given by     
2 2
0
0
act
d T d e S  
   
   [39], hence the normalised envelope with respect 
to its peak value when  act T   , is then 
       
2 2
) ( ) (
) ( ) (
Env Env
2
4 2
4
2 4
act
P
P P
P
P P
T d
d
R R
 
 
 

  ,      (5.10) 
It is also assumed that the envelopes are calculated using data in the same frequency range, 
and the time delay estimate  act T  is given by the peak in both envelopes. For simplicity, the 
product of the normalised envelopes is centred at the origin, as a result the expression for 
the envelope is given by 
       
 
2
) ( ) (
1
1
Env Env
2
4 2
4
2 4 d
T R T R act
P
P P act
P
P P
 
 

    ,  (5.11) 
It can be seen that the envelope given by Eq. (5.11) is a function of the attenuation 
factor. Two ways of estimating the attenuation factor are proposed here. The first is based 
on setting Eq. (5.11) to be equal to  2 1  which is a measurable quantity. This value is used 
for convenience only. Hence, the attenuation factor is given by 
d
2 1 
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where  2 1   is the modulus of   when Eq. (5.11) is equal to 1/2. The second method to 
estimate the loss factor is based on the area  A of the envelope given in Eq. (5.11). If it is 
assumed that the envelope is symmetric then 
   

1
0
2 1
1
2


 
d
d
A ,        (5.13) 
where  1   is the upper limit of the integral. The integral in Eq. (5.13) can be integrated to 
give 
 
1
0 arctan 2

 

d d
A
 .        (5.14) 
If    1   then    2 arctan     d , 


d
A
 .          (5.15) 
In practice, the area  A is calculated numerically. The limit defined by  1   also does 
not go to infinity due to the presence of side lobes not related to the main peak. Based on 
practical situations, the upper limit  1   is set to coincide when Eq. (5.11) is equal to 0.01 to 
avoid the undesirable side lobes. The results are given in the next section after describing 
the experimental measurement set-up. 
5.6 – Experimental set-up and results 
To investigate the methods proposed to estimate the wavespeed and the attenuation factor 
described in the previous sections, experimental tests were carried out using the Blithfield 
pipe rig. Figure 5.5 shows photographs of the set-up at Blithfield used to measure the 
wavespeed in a section of pipe in the presence of a leak and also to estimate the attenuation 
factor. The description of the pipe rig is given in detail in Chapter 2. Figure 5.5a shows the 
instrumentation used at positions P2 and P4, which are 50 metres apart. Figures 5.5b and c 
show  the  leak  at  point  P3  with  the  secondary  valve  opened  half  way  and  fully  open, 
respectively. The leak is 30 metres away from point P2. CHAPTER 5     NEW TECHNIQUES FOR WAVE SPEED AND LOSS FACTOR ESTIMATION 
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The signals from the sensors were captured and digitised using DATS. The actuator 
was driven using a chirp signal generated by a Hameg signal generator, repeated every 3 
seconds. The low and high frequency limits used were 20 Hz and 200 Hz, respectively. 
Figure  5.6  shows  a  time  series  from  an  accelerometer  mounted  close  to  the  actuator 
positioned at P4. The seven different excitation levels, each over a 60 second period, can 
clearly be seen in Figure 5.6. This procedure is taken in order to check the interference of 
the chirp excitation when the leak is set in the pipe. Moreover, (1) is the time period when 
the excitation was maximum and, (8) is when the actuator was not excited. The leak was 
induced at point P3. The sampling frequency was 5 kHz and the frequency resolution of 1 
Hz was used in the subsequent spectral analysis. Details of the transducers and acquisition 
system are shown in Table 5.2. 
Device  Manufacturer  Type 
Accelerometer  Bruel and Kjaer  4383 and 4384 
Shaker (actuator)  LDS  V201 
Charge Amplifiers  Bruel and Kjaer  2635 
Oscilloscope  Hameg  HM303-6 
Cables  ISVR  BNC 
Function Generator  Hameg  HM8130 
Acquisition System  Dats   
Table 5.2 – Instrumentation used in the experiments. 
Figure 5.7 compares the signals in the frequency domain with the actuator and leak 
exciting the pipe together, and with the leak exciting the pipe by itself. The shaker was set 
at its highest level or turned off with the leak fully open. As mentioned previously, the leak 
and the actuator are at points P3 and P4, respectively. Figures 5.7a, and 5.7b show the 
power-spectral  density  (PSD)  of  accelerometer-measured  signals  at  points  P2  and  P4, 
respectively. Figure 5.7c shows the coherence between the signals at points P2 and P4. It 
can be seen that the leak marginally dominates the signals measured at point P2, however 
the actuator strongly dominates the signal at point P4. It can also be seen that when the 
actuator is turned on, the coherence between the signals at P2 and P4 changes significantly 
due to the interaction of the different sources of vibration. 
Figure 5.8 shows the cross-correlation coefficient between signals at points P2 and 
P4 for three cases; (a) when the pipe is excited at point P4 by an actuator, (b) when the leak CHAPTER 5     NEW TECHNIQUES FOR WAVE SPEED AND LOSS FACTOR ESTIMATION 
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at  point  P3  only  excites  the  pipe,  and  (c)  when  both  the  leak  and  actuator  act 
simultaneously to excite the pipe. Comparing Figs. 5.8a and 5.8c it can be observed that 
the peak in the cross-correlation coefficient reduces when the leak is turned on. This is 
because the leak marginally dominates the signal at P2 and the actuator strongly dominates 
the  signal  at  P4  as  shown  in  Fig.  5.7.  Despite  this,  the  peak  in  the  cross-correlation 
coefficient is similar to that of the time delay due to the wave generated by the actuator as 
shown in Fig. 5.8c. 
5.6.1 – Envelope technique applied to experimental data: wavespeed estimation 
One of the advantages of the envelope technique used to estimate the wavespeed in 
pipes is its robustness and the fact that potentially it can also be performed automatically 
without any user intervention. Figure 5.9 depicts the flow chart of the algorithm used to 
perform  the  envelope  technique.  Firstly,  the  frequency  range  over  which  there  is 
information on the time delay is defined by using the technique described in Chapter 4. 
The  signal  is  then  filtered  and  the  cross-correlation  function  evaluated.  Secondly,  a 
decision  is  made  in  order  to  determine  whether  the  filtered  signal  still  has  significant 
information on the time delay, based on two statements. The first statement is based on the 
observation of the ratio  c     calculated from different experimental data. If this ratio is 
less than 0.05, the cross-correlation function is predominantly only a function of the band-
pass filter characteristics. The second statement is that the time delay given by the peak in 
the cross-correlation functions    
) ( 4
2 4
P
P P R  and    
) ( 2
2 4
P
P P R  need to have opposite sign due to the 
reference adopted. If these two statements are true then the envelope  is calculated using 
both  cross-correlation  functions.  If  only  one  cross-correlation  function  fulfils  the 
conditions, then the wavespeed is estimated from this data only. However, if both cross-
correlation functions fail then the envelope technique fails to give an estimation of the 
wavespeed.  
Figure 5.10 shows the envelope technique applied to an experimental data. Figure 
5.10a  shows  the  envelopes  of  the  cross -correlation  functions      
) ( 4
2 4 Env
P
P P R  and 
    
) ( 2
2 4 Env
P
P P R ,  calculated  over  the  frequency  range  of  45  -  115  Hz  and  55  -  95  Hz, 
respectively; Figure 5.10b shows the envelopes overlaid; Figure 5.10c shows the product 
of  the  two  envelopes.  The  time  delays 
2 P T  and 
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envelopes      
) ( 4
2 4 Env
P
P P R  and      
) ( 2
4 2 Env
P
P P R  are  0.1382  s  and  0.1292  s,  respectively. 
However, the time delay given by the peak in the cross-correlation functions and    
) ( 2
4 2
P
P P R  
and    
) ( 4
2 4
P
P P R
 is 0.1403 s and 0.1298 s, respectively. The peak in the envelope shown in Fig. 
5.10c is located at the time delay of 0.1338 s. It can be seen that the multiplication of the 
envelopes  gives  another time delay  estimate  whose value is  between 
2 P T  and 
4 P T .  The 
peaks due to the leak were not evident in the envelopes in Fig. 5.10. The PSD, modulus of 
the CSD, phase of the CSD, coherence and the basic cross-correlation function calculated 
over  the  effective  bandwidth  of  all  cases  used  to  investigate this  new  technique  of 
estimating wavespeed in pipes are shown in Appendix B. The outcomes of the envelope 
technique evaluated using the data described in Appendix B are shown in Appendix C. The 
shadowed cases in the Table C1 are the cases that fail due to the bandwidth criteria. 
  Figure  5.11  illustrates  the  results  from  the  envelope  technique  for  estimating 
wavespeed applied to three different situations: no leak on the pipe, a leak induced with the 
valve at P3 half way open and, a leak induced with the valve at P3 fully open. For each 
case, the shaker was driven using 5 different strength levels, 1 being the highest possible 
due to the limitation of the dynamics of the actuator. The wavespeeds predicted using 
    
) ( 4
2 4 Env
P
P P R  (bar with dashed line) and      
) ( 2
4 2 Env
P
P P R  (bar with dashed-dotted lines) are 
also presented. It can be seen that the envelope technique  ˆ  (bar with solid line) gives an 
estimate  between  those  estimated  by  the  individual  cross-correlation  functions.  As 
observed, the wavespeed prediction varies from case to case. It is also observed that in a 
few  cases  one  of  the  estimates  from      
) ( 4
2 4 Env
P
P P R  or      
) ( 2
4 2 Env
P
P P R  is  missing.  This  is 
because of the conditions discussed above, failed. 
  Figure 5.12 shows the wavespeed estimate given by      
) ( 4
2 4 Env
P
P P R  (dashed line), 
    
) ( 2
4 2 Env
P
P P R  (point-dashed lines) and  ˆ  (solid line) as function of the ratio  c    . It is 
observed for  4 . 0   c    the wavespeed estimates are less variable than for  4 . 0   c   . 
In addition, it can also be observed that for  4 . 0   c    the average wavespeed estimate 
of the individual envelopes still differs by about ±7%, which suggests that the minimum 
error in the wavespeed estimate is likely not to be less than ±5% CHAPTER 5     NEW TECHNIQUES FOR WAVE SPEED AND LOSS FACTOR ESTIMATION 
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The mean value and the standard deviation are calculated for the estimate given by 
  above  0.4.  As  result,  the  final  estimate  of  379   3  m/s  is  found.  Therefore,  this 
tolerance is given for a set of data, which is less effective in the calculation of the position 
of the leak than if it was given for each wavespeed estimate. It will be seen later in Chapter 
6 that the weighted least square fit method developed in Chapter 4 is more suitable for 
predicting the region where the leak is likely to be located. 
5.6.2 – Attenuation factor estimation in the Blithfield pipe rig 
In  this  section  the  methodology  to  estimate  the  attenuation  factor  is  applied  to  the 
experimental data from the Blithfield pipe rig. 
Figures 5.13a and 5.13b show the results of the two techniques to estimate the 
attenuation factor discussed in Section 5.5. The experimental data is shown as a solid line 
and  the  envelopes  given  by  Eq.  (5.14)  when  the  total  loss  is  estimated  by  the  half-
amplitude method (red dashed line), and the area method (blue dashed-dotted line) in the 
absence and presence of a leak, respectively. For the Blithfield pipe rig the attenuation 
factor was found to be 2.8×10
-4 s/m and 1.9×10
-4 s/m using the half-amplitude and area 
method, respectively. When a leak was set at P3 then the attenuation factor calculated 
using half-amplitude and area methods are 2.5×10
-4 s/m and 1.9×10
-4 s/m, respectively. 
Thus it appears that the attenuation factor can be estimated even when a leak is present. 
The attenuation in the pipe at each frequency in dB/m can be calculated by [39] 
 67 . 8 n Attenuatio           (5.18) 
  In  practical  situations,  i.e.  using  shakers  to  induce  vibration  upon  the  pipe,  the 
attenuation can be calculated dividing the transfer function (given in Decibels) between 
two signals by the distance which the sensors are apart. Figures 5.14a(i) and 5.14a(ii) show 
the attenuation for some experimental data and those predicted as discussed above when 
the pipe was excited at points P2 and P4 when there was no leak. Figures 5.14b(i) and 
5.14b(ii) show the attenuation for some experimental data and those as predicted above 
when  the  pipe  was  excited  at points  P2  and  P4,  with  a  leak  present  at  point  P3.  The 
presence of a leak, in this case, does not interfere dramatically with the estimation of the 
damping as the signal due to the actuator masks that from the leak at both measurement 
positions. This technique for estimating the attenuation factor fails when the ratio  c     
is smaller than 0.4 as the envelope starts to be controlled by the filter properties instead. CHAPTER 5     NEW TECHNIQUES FOR WAVE SPEED AND LOSS FACTOR ESTIMATION 
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5.7 – Conclusions 
In  this  chapter  new  methods  have  been  proposed  for  estimating  the  wavespeed  and 
attenuation factor in  buried pipes. These methods  involve two measurements  made by 
attaching  an  actuator  to  two  different  positions  with  co-located  sensors.  Hence,  the 
wavespeed  can  be  measured  in  two  opposite  directions,  with  the  final  estimate  being 
between these two estimates. Both techniques are based on the envelope of the cross-
correlation function. Analytical models have been used to describe and to investigate some 
of the features of the methods enhancing the understanding of their applicability. Using the 
methodology proposed in this work, the wavespeed can be estimated even in the presence 
of a leak, potentially reducing the errors involved in locating the leak. 
  An envelope technique was also used to estimate the attenuation factor in the pipe. 
Expressions for estimating this were derived from the analytical Equation of the envelope 
of the BCC correlator. Two methods have been investigated, one is based on matching the 
half-amplitudes of the measured and the simulated envelopes, and the other is based on 
matching the areas of the measurement and theoretical envelopes. This technique can also 
be used even in the presence of a leak. The results show that the area method gives a 
marginally better estimate compared to the half area method. All the cases discussed in this 
chapter are catalogued in Appendix B and C for convenience.   CHAPTER 5     NEW TECHNIQUES FOR WAVE SPEED AND LOSS FACTOR ESTIMATION 
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FIGURES 
 
 
 
 
 
Figure 5.1– Schematic of part of experimental pipe at the Blithfield site with a bracketed leak and, 
the sensors and actuators mounted at the measurement points P4 and P2 while the leak is located at 
point P3. The distances  1 d  and  2 d  are 20 m and 30 m, respectively.   
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Figure 5.2 – Simulations illustrating the envelope technique. The lower and upper limits of the 
band-pass filter are set at 20 Hz and 200 Hz, respectively. (a) The cross-correlation function 
2 4P P R  
given by Eq. (5.9). The envelope is also shown for clarity  Actuator at P4,   Actuator at P2 
(see Fig. 5.1). (b) The Envelopes of the cross-correlation function 
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Figure 5.3 – Simulations illustrating the envelope technique. The lower and upper limits of the 
band-pass filter are set at 20 Hz and 35 Hz, respectively. (a) The cross-correlation function 
4 2P P R  
given by Eq. (5.9). The envelope is also shown for clarity  Actuator at P4,   Actuator at 
P2,  (see  Fig.  5.1).  (b) The  Envelopes  of the  cross-correlation  functions 
) ( 4
2 4
P
P P R  and 
) ( 2
4 2
P
P P R .  (c)  ˆ  
given by Eq. (5.8).   
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Figure  5.4  –  Simulations  illustrating  the  envelope  technique  considering  the  variation  of  the 
wavespeed estimate as a function of the excitation positioning. The label ‘i’ and ‘ii’ mean that the 
pass band of the ideal filter are set at 20-200 Hz and 20-35 Hz, respectively. a(i) and a(ii): The 
cross-correlation function 
4 2P P R  given  by Eq.(5.9). The envelope is also shown for clarity 
Actuator at P4,   Actuator at P2, (see Fig. 5.1). b(i) and b(ii): The Envelopes of the cross-
correlation functions 
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Figure 5.5 – Photograph of the test rig at Blithfield used to validate the methods proposed to 
estimate the wavespeed in the presence of a leak and the attenuation factor (a) Instrumentation at 
points P2 and P4. The actuator is attached to the pipe using a standard cap. (b) The leak at point P3 
with the valve opened ½ way. (c) The leak at point P3 with the valve fully open.   
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Figure 5.6 – Acceleration of the pipe system measured using an accelerometer mounted adjacent to 
the excitation point. There was no leak. In region (8) the shaker is not excited.   
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Figure 5.7 – Measurements at points P2 and P4 with the system being excited at point P4. The leak 
is set at point P3. (a) PSD at point P2. (b) PSD at point P4. (c) The coherence between points P2 
and P4.     Actuator switched on at the highest level with a leak (valve fully open)   leak 
only.   
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Figure 5.8 – The cross-correlation coefficient calculated from signals measured at points P2 and 
P4, see Figure 5.1, when: (a) The actuator is at the maximum level at point P4 without any leak in 
the pipe; (b) Leak induced at point P3 only (valve fully open); (c) Actuator and leak excitation 
acting simultaneously.   
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Figure 5.9 – Flow chart describing the envelope technique. 
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Figure 5.10 – The envelope technique applied to experimental data measured at points P4 and P2 
with a leak (valve fully open) set at P3, see Fig. 5.1. (a) The cross-correlation function 
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Figure 5.11  – Wavespeed estimate between the measurement points P2 and P4 50 m apart (see 
Figure 5.1). The pipe was excited with 5 different shaker strength levels, level 5 is the lowest and, 
level 1 is the highest (the maximum current that could be supplied to the shaker). (a) No leak (b) 
Valve ½ way open (c) Valve fully open. 
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Figure 5.12 – The wavespeed shown in Fig. 5.11 as a function of the ratio  c    . The smaller the 
ratio,  the  higher  is  the  variability  in  the  wavespeed  estimation.   Excitation  at  point  P2   
 Excitation at point P4   Envelope technique.   
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Figure 5.13 – The envelope technique given by Eq. (5.13)  Envelope estimated by substituting 
the damping estimate given in Eq. (5.14) into Eq. (5.13)   Envelope estimated by substituting 
the damping estimate given in Eq. (5.17) into Eq. (5.13);  Experimental data given by the 
envelope  technique.  (a)  No  leak:  damping  calculated  by  Eq.  (5.14)  and  Eq.  (5.17)  are 
m s/ 10 8 . 2
4    and m s/ 10 9 . 1
4   ,  respectively.  (b)  Leak  (valve  fully  open)  set  at  point  P3: 
damping  calculated  by  Eq.  (5.14)  and  Eq.  (5.17)  are   m s/ 10 5 . 2
4    and m s/ 10 9 . 1
4   , 
respectively.   
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Figure 5.14 – Attenuation factor in dB/m. Measurement points P2 and P4 (see Figure 5.1). The 
measured attenuation factor is calculated dividing the transfer function between two signals, in dB, 
by the total distance d  between the sensors. Here d  is equal to 50 m. The simulated attenuation 
factor is evaluated by substituting the damping estimate calculated in Eq. (5.14) and Eq. (5.17) into 
Eq. (3.18). (a) Actuator set at point P2 with no leak on the pipe. (b) Actuator at point P4 with no 
leak on the pipe. (c) Actuator at point P2 and leak (valve fully open) at point P3. (d) Actuator set at 
P4 and leak (valve fully open) set at point P3.  Estimated attenuation factor by substituting 
Eq. (5.14) into Eq. (5.18)   Estimated attenuation factor by substituting Eq. (5.17) into Eq. 
(5.18)                 Measured attenuation factor using acceleration data (transfer function over 
the total distance). 
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CHAPTER 6 
 
LEAK LOCATION: A DEMONSTRATION OF THE 
APPROACH
 
6.1 – Introduction 
In this chapter the methods of time delay and wavespeed estimation developed in this 
thesis, are combined to estimate the region where a known leak in the pipe is likely to be 
located. Actual leak data presented in the appendix B and analysed in Chapter 5 are used to 
demonstrate the effectiveness of the methods proposed in this thesis. The goal is to have a 
more reliable (accurate) technique to indicate where a leak is located along the pipe than 
the classical techniques currently used. The aim of this chapter is to illustrate the outcome 
of the methodologies developed in this thesis, using real leak data measured at the bespoke 
rig in Blithfield. 
6.2 – Wavespeed estimate variability 
As mentioned in Chapter 2, the wavespeed estimate can vary depending on seasonal effects 
and  the  type  and  position  of  the  source  excitation.  In  this  thesis,  two  new  ways  of 
determining the time delay estimate which can be used to calculate the wavespeed estimate 
were developed. One is based on the phase gradient between two signals where a 95% 
confidence interval can be calculated as described in Chapter 4. The other method is based 
on  the  envelope  of  the  cross-correlation  function  and  was  developed  to  calculate  the CHAPTER 6     LEAK LOCATION: A DEMONSTRATION OF THE APPROACH  
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wavespeed estimate in the presence of a leak. This method was described in Chapter 5. 
Although the envelope method was used to estimate the wavespeed in Chapter 5, the phase 
gradient technique can also be used to estimate wavespeed as the distances between the 
position of the excitation and the sensors are known apriori. Moreover, using this allows 
confidence intervals for each wavespeed estimate to be computed, which is not possible 
with the envelope technique. Accordingly in this chapter the phase gradient technique is 
used to calculate the time delay estimate. However, the envelope technique is used to give 
a measure of the quality of the measurement, based on the value of the ratio  c    , 
which was defined in Chapter 3. The ratio is used to determine whether the data can or 
cannot be used for calculating the wavespeed estimates. 
  Figure 6.1  shows  the wavespeed  estimate  calculated  for  different  measurements 
together with the confidence limits related to each estimate using the technique developed 
in Section 4.3 in Chapter 4. These are the same measurements shown in Fig. 5.11 and 5.12 
in Chapter 5. Moreover, these measurements are made using accelerometers attached at 
points P2 and P4, with a leak set to different flow rates (none up to full leak) located at 
point P3. The data used for each case is given in appendix B. As observed in Fig. 6.1, there 
are cases where it was not possible to calculate the wavespeed estimate due to the small 
value of the ratio  c     as shown in Chapter 5. This is because the signals is dominated 
by filter characteristics instead the leak. The data were extracted from measurements in 
which the pipe was excited with shakers attached at two different positions located either 
side of the suspected leak. Measurements of the mechanical excitation were made with the 
leak turned off, and then when turned on, by opening the secondary valve half way, then 
opening it  fully  (see Chapter 5). The shaker was driven at different strengths, denoted 
approximately on a scale between 1 and 5, with 1 being the strongest and 5 weakest shaker 
strengths, respectively. A schematic of the system was shown in the previous chapter in 
Fig. 5.1. In general when the leak and shaker were acting together upon the pipe, it was 
observed that the confidence interval increased as the leak strength increased, and also 
when the shaker strength was reduced. This was because of a reduction in the coherence 
and also due to a reduction in the ratio  c     as there were two uncorrelated sources 
acting together upon the pipe. Moreover, it is observed in Fig. 6.1 that the wavespeed 
estimates  calculated  when  the  pipe  is  excited  at  point  P4  differ  from  the  wavespeed 
estimates calculated when the pipe is excited at P2 by an average of about 10 %. It is not 
clear why there is such difference between them. CHAPTER 6     LEAK LOCATION: A DEMONSTRATION OF THE APPROACH 
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  The confidence limits calculated for the wavespeed estimate can be combined with 
that  calculated  for  the  time  delay  estimate  related  to  the  leak  noise  by  itself  when 
determining the region where the leak is likely to be located. This procedure is illustrated 
in the following sections. 
6.3 – Time delay estimation due to the leak  
The time delay estimate due to the leak is calculated by the method developed in Chapter 4. 
Two different leak strengths were investigated by opening the secondary valve either half 
way or fully open. Fig. 6.2 shows an example of processed leak noise data. The normalized 
modulus of the CSD, coherence, phase of the CSD and the basic cross-correlation (BCC) 
coefficient are shown for leak signals measured at points P2 and P4 when a leak is set at 
point P3, with the secondary valve fully open. The total bandwidth limits given by the 
threshold value of 10
-2 in the coherence are 31 Hz and 161 Hz. However, the effective 
bandwidth defined by the threshold value of 10
-1 in the normalized modulus of the CSD is 
narrower, resulting in lower and upper limits of 36 Hz and 94 Hz, respectively. It can be 
observed in Fig. 6.2a that the normalized modulus of the CSD has two distinct frequency 
regions where the signal energies are concentrated. One frequency region is situated below 
the  resonance  frequency  identified  by  a  drop  in  the  modulus  of  the  CSD.  The  other 
frequency region is located above the resonance frequency. The time delay estimate given 
by the weighted least square fit (WLSF) method and the peak in the BCC calculated using 
data within the effective bandwidth are 24.2 ms and 24.3 ms, respectively. 
  Figure 6.3 shows the modulus of the CSD, the coherence, the phase of the CSD and 
the  BCC  coefficient  between  two  leak  signals  as  described  in  Fig.  6.2,  but  now  the 
secondary  valve  was  open  half-way.  As  observed  in  Fig.  6.3b,  there  is  a  drop  in  the 
coherence if compared to the strong leak case in Fig. 6.2b. Moreover, the method used to 
select the total bandwidth is affected by the presence of a spurious peak in the coherence at 
about 117 Hz, which is not related to the mains or any other kind of known disturbance. 
Figures 6.3c and 6.3d show the WLSF method and the BCC evaluated over the effective 
bandwidth of 103 Hz and 131 Hz. It is observed that the time delay estimate given by the 
WLSF method, which is 25.5 ms, is different from the time delay estimate given by the 
peak  in  the  BCC,  which  is  17  ms.  As  depicted  in  the  cross-correlation  function,  the CHAPTER 6     LEAK LOCATION: A DEMONSTRATION OF THE APPROACH  
170 
 
information on the time delay is given in the adjacent positive peak. This phenomenon 
happens  because  of  the  effects  of  the  resonance  on  the  form  of  the  cross-correlation 
function  as  discussed  in  Chapter  3.  Observing  Fig.  6.3a,  the  frequency  region  located 
below the resonance still has the highest energy in the modulus of the CSD, which suggests 
that the most time delay information might also be located in this region. If the spurious 
peak is removed and a new search for the total and effective bandwidth is carried out then 
another frequency range, which is located below the resonance is selected as depicted in 
Figures 6.3a and 6.3b. In this case the lower and upper limits of the total and effective 
bandwidth are the same and equal to 50 Hz and 89 Hz, respectively. Figures 6.3e and 6.3f 
show  the  WLSF  method  and  the  BCC  evaluated  over  this  new  frequency  range, 
respectively. In this case the estimates given by the WLSF method, which is 24.8 ms, and 
the peak in the BCC, which is 25 ms, are very nearly the same. To be consistent in the 
analysis using the algorithm  described in  Chapter 4, however, the time delay estimate 
calculated over the frequency  range above the resonance frequency is  used for further 
analysis. 
  Figure  6.4  shows  the  time  delay  estimates  calculated  for  the  cases  with  the 
secondary  valve  is  half  way  open  and  fully  open,  along  with  the  confidence  interval 
calculated for each estimate. Using the time delay and wavespeed estimates with their 
respective confidence intervals, the region where the leak is likely to be located may be 
calculated more accurately as seen in the next section. 
6.4 – Leak location 
As seen in the previous sections confidence intervals can be calculated for the time and 
wavespeed  estimates  using  the  method  described  in  Chapter  4.  Figure  6.5  shows  a 
comparison  between  the  margin  of  error  for  the  shaker  excitation  and  for  the  leak 
excitation. Eq. (4.25) predicts the confidence interval for the time delay estimate where the 
product between the Student’s t distribution and the variance gives the margin of error. It 
can be seen that the margin of error for the mechanical excitation is a function of the 
shaker and leak strength, when they act together upon the pipe. Knowing the margin of 
error for the time delay and wavespeed estimates, it is possible to calculate the distance  1 d  
between point P4 and the leak as CHAPTER 6     LEAK LOCATION: A DEMONSTRATION OF THE APPROACH 
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) )( (
1
      

  c c d
d         (6.1) 
where d  is the total distance between the measurement points P2 and P4,   c  and     are 
the wavespeed and time delay estimates calculated by the WLSF method, respectively;  c   
and     are the margins of error at 95% level of confidence [68] related to the wavespeed 
and time delay estimates, respectively. It is assumed that        c c  , thus Eq. (6.1) can 
be approximated as 
   
2
1
1
      

  c c d
d         (6.2) 
It can be seen that the margins of error introduced in Eq. (6.2) leads to a margin of error for 
the estimation of the position of the leak. The lower and upper limits of the region where 
the leak is, can be calculated by choosing the larger and smaller values of           c 1  
related to their estimates, respectively. For example, for a mechanical excitation set at level 
3 and a weak leak (secondary valve half way open), the time delay estimate due to the leak 
is 25.5±0.1 ms. The wavespeed estimates when the pipe is excited by shakers attached to 
P2 and P4 are 300±0.7 m/s and 382±1.7 m/s, respectively. To calculate the lower limit of 
this region then the maximum wavespeed and time delay estimates should be used in its 
estimation, which are 383.7 m/s and 25.6 ms, respectively, leading  1 d  to be equal to 20.1 
m. To calculate the upper limit of this region, the minimum wavespeed and time delay 
estimates have to be used, which are 299.3 m/s and 25.4 ms, respectively. Hence  1 d  = 21.2 
m. The leak is then likely to be located within 20.1 m and 21.2 m from point P4. Fig. 6.6 
shows  the  regions  calculated  using  different  set  of  measurements  which  are  listed  in 
appendix B. Figure 6.6a and 6.6b show the cases where the leak is induced by setting the 
secondary  valve  half  way  open  and  fully  open,  respectively.  These  data  involve  cases 
where the wavespeed could be measured in both directions, which are marked with , and 
cases where it was only possible to measure the wavespeed in one direction, which are 
highlighted with the symbol . It is observed that the size of the region is more dependent 
on the strength of the leak, being wider for the weak leak. Moreover, it is also observed 
that there is a bias error in the estimation of the region when the secondary valve is fully 
open.  The  reason  for  this  is  not  known,  but  it  is  because  of  the  differing  wavespeed 
estimates in each direction. CHAPTER 6     LEAK LOCATION: A DEMONSTRATION OF THE APPROACH  
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6.5 – Conclusions 
In this  chapter the WLSF method, which is  described in  Chapter 4, has  been used to 
calculate the time delay and wavespeed estimates for different sets of data along with the 
confidence interval related to each estimate. It has been shown that the variability of the 
wavespeed estimate is dependent on the way in which the wave travels along the pipe. It is 
not however clear why there is such variability. The region where the leak is likely to be 
located was estimated for two situations. One for a weak leak, when the secondary valve 
was half way open, and one for a strong leak, when the secondary valve was fully open. It 
has been found that for the weak leak, the confidence interval is wider when compared 
with the strong leak, as there is a drop in the coherence and a reduction in the effective 
bandwidth in those cases. For the strong leak, the region where the leak is likely to be 
located is narrower and shifted marginally from the actual leak position. This bias error is 
due to different wavespeed measurements in different directions along the pipe.  
  In conclusion, despite calculating the confidence interval for each time delay and 
wavespeed estimates, they are very small not adding much in the calculation of the region 
limits  over  which  the  leak  is  likely  to  be  located.  Hence,  the  variability  between  the 
wavespeed  estimates  measured  in  different  propagation  directions  are  the  parameters 
responsible for such limits.  
   CHAPTER 6     LEAK LOCATION: A DEMONSTRATION OF THE APPROACH 
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FIGURES 
 
 
   
Figure 6.1 – Wavespeed estimate between the measurement points P2 and P4, which are 50 m apart 
(see Figure 5.1). The confidence interval for each estimate is also shown. The pipe was excited 
with 5 different shaker strength levels, level 1 and level 5 being the highest and lowest level, 
respectively (see Chapter 5 in Section 5.6). The leak was set at three different strengths, no leak, 
secondary valve half open, and valve fully open  Wavespeed estimate   Confidence interval of 
the  wavespeed  estimate  when  the  pipe  is  excited  at  point  P2,    Confidence  interval  of  the 
wavespeed estimate when the pipe is excited at point P4.   
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Figure 6.2 – Typical accelerometer-measured signals for a strong leak. Sensors are mounted at 
points P2 and P4 with a leak set at point P3 (see Figure 2.1) with the secondary valve fully open. 
(a) Normalised modulus of the CSD (see Chapter 4) (b) coherence (c) Phase spectrum of the CSD 
(d) Basic cross-correlation coefficient over the frequency range.  Least square fit over the 
frequency range.   
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Figure 6.3 – Typical accelerometer-measured signals for a leak. Sensors mounted at points P2 and 
P4 with a leak set at point P3 (see Figure 2.1) with the secondary valve half way open. (a) Modulus 
of the CSD. (b) coherence (c) Phase spectrum  Least square fit over the frequency range of 
103 Hz and 131 Hz (d) Basic cross-correlation over the same frequency range (e) Phase spectrum 
of the CSD. spectrum  Least square fit over the frequency range of 50 Hz and 89 Hz (f) Basic 
cross-correlation over the same frequency range as mentioned previously.   
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Figure 6.4 – Time delay estimate between the measurement points P2 and P4 which are 50 m apart, 
see Figure 5.1. The confidence interval for each estimate is also depicted. The pipe was excited by 
a leak located at P3 set at two different strengths by setting the secondary valve half way or fully 
way open.  Time delay estimate    Confidence interval of the time delay estimate when the pipe 
is excited by the strongest leak      Confidence interval of the time delay estimate when the pipe 
is excited by the weakest leak.   
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Figure 6.5 – The margin of error in percentage whose are related to the wavespeed estimates shown 
in Fig. 6.1 and the time delay estimates due to leak shown in Fig 6.4.   Confidence interval of the 
time delay estimate when the pipe is excited by the strongest leak estimate (secondary valve fully 
open).     Confidence interval of the time delay estimate when the pipe is excited by the weakest 
leak (secondary valve half way open).    Confidence interval of the wavespeed estimate when the 
pipe is excited at point P2   Confidence interval of the wavespeed estimate when the pipe is 
excited at point P4.   
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Figure 6.6 – Region over which the leak is located. The sketch is to scale. (a) Leak set at P3 with 
the secondary valve half way open. (b) Leak set at P3 with the secondary valve fully open.   
Wavespeed estimate could be calculated in both directions;  the wavespeed estimate could be 
calculated only in one direction. 
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CHAPTER 7 
 
CONCLUSION AND FUTURE WORK
 
7.1 – Conclusions 
In  this  chapter  the  main  conclusions  of  this  thesis  are  summarized  together  with 
suggestions for future work. Detailed conclusions are given in the end of each chapter, 
hence only the important points are presented here. In this thesis, the main features that 
may cause errors in  the time delay estimate  given by the generalised cross-correlation 
(GCC) and the generalised phase spectrum (GPS) methods between two leak signals have 
been investigated. A new method to estimate the time delay based on the phase gradient of 
leak  signals  has  also  been  presented.  Moreover,  a  95%  confidence  interval  has  been 
calculated for the phase gradient, which gives a range of values for the time delay estimate. 
A new way of measuring the wavespeed in the presence of a leak has been presented. This 
can be developed further so that the errors in locating a leak due to the wrong estimation of 
the wavespeed. The main conclusions of this thesis can be summarised as follows, 
  The Blithfield pipe rig is a good test site to simulate leaks as shown in Chapter 2. 
Leak data with high and low signal to the noise ratio (SNR) were collected as 
expect in real situations. Moreover, the data also contain features encountered in 
leak signals  as  lobes in  the unwrapped phase  due to  reflections,  and  additional 
phase shifts which are supposedly due to resonances in the pipe system; 
  The analytical model used to investigate the effects of the band-pass filter, which is 
used  to  suppress  the  undesirable  noise,  on  the  shape  of  the  cross-correlation CHAPTER 7     CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK  
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function matched well with actual leak data. One measure for the quality of the 
cross-correlation function with respect to leak detection was found to be the ratio 
between the filter bandwidth and its central frequency as presented in Chapter 3; 
  The phenomenological model used to investigate the effect of resonances in the 
pipe system present in some leak signals, matched generally well with actual data 
as shown in Chapter 3. It has been observed that in the data collected in Blithfield 
and  in  the  Canadian  rig,  the  modulus  of  the  CSD  decays  rapidly  above  the 
resonance  frequency.  Hence,  the  modulus  of  the  CSD  is  used  to  define  the 
frequency range (effective bandwidth) over which the acoustic methods are applied 
as presented in Chapter 4; 
  The  resonance  frequency  present  in  some  leak  signals  does  not  have  a  strong 
influence on the time delay estimate when using the basic cross-correlation (BCC) 
function,  as  the  phase  is  weighted  by  the  modulus  of  the  CSD,  which  decays 
rapidly above the resonance frequency. However, the resonance does not strongly 
affect  the  time  delay  estimate  only  if  the  lower  limit  of  the  band-pass  filter  is 
selected correctly as studied in Chapter 3. The phase transform (PHAT) correlator, 
however, is sensitive to phase changes, such as additional shifts due to the presence 
of a resonance. Hence, the time delay estimate calculated using this correlator is 
affected by the presence of resonances. For plastic pipes, it is thus concluded that 
the BCC is the most suitable correlator for leak detection 
  The new method used for selecting automatically the frequency range (effective 
bandwidth) over which the time delay information is contained generally worked. 
The method does not work especially when the modulus of the CSD is peaky at the 
resonance frequency due to the presence of the resonance in the pipe system. This 
new method uses the modulus of the CSD which is normalised with respected to its 
maximum value located within the total bandwidth defined by the coherence above 
the threshold value of 10
-2 as presented in Chapter 3. The effective bandwidth is 
then defined by the normalised modulus of the CSD above the threshold value of 
10
-1 as shown in Chapter 4; 
  The new technique of estimating the time delay between two leak signals based on 
the phase gradient has worked in most of the cases. Its effectiveness depends on the CHAPTER 7     CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK 
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selection of the filter bandwidth, which is automatic set by the method developed in 
this research that fails in few cases as mentioned previously. In Chapter 4, it has 
been shown using many case studies that, the time delay estimate given by the 
adjusted weighted least square fit (WLSF) when the weighting function is selected 
as the absolute value of the CSD, is  equivalent to the peak in the basic cross-
correlation function; 
  It has been found that, the variance expression derived in Chapter 4 for the time 
delay estimate using GPS method is equal to the expression for variance of the time 
delay calculated using GCC method; 
  The wavespeed estimate given by the envelope technique presented in Chapter 5 
has  shown  to  be  a  good  alternative  to  calculate  the  wavespeed  estimate  in  the 
presence of a leak. However, if a confidence interval for each wavespeed estimate 
is wanted, then the phase gradient technique given in Chapter 4 is more suitable for 
calculating the range of values of which the wave speed estimate can assume. If the 
envelope technique is used to estimate the attenuation factor in the pipe, then the 
ratio  c     used to measure the quality of the time delay estimate in the GCC 
method presented in Chapter 3, has to be greater than 0.4 as the band-pass filter 
properties used to suppress the undesirable noise starts to dominate the information 
contained in the envelope below this threshold value; 
  It  has  been  observed  that  the  measured  wavespeed  can  vary  depending  on  the 
direction in which the wave generated by the leak or any mechanical excitation 
source  propagates.  The  location  of  the  leak  is  dependent  on  how  precise  the 
wavespeed and time delay estimates are calculated. This dependence is related to 
the  strength  of  the  mechanical  excitation  (shakers  attached  to  the  pipe  for  the 
wavespeed estimate), the pipe properties (distance between the excitation positions 
and the attenuation factor), and the leak strength as shown in Chapter 5. 
  In  Chapter  6,  it  has  been  shown  using  actual  data  that  the  variability  in  the 
wavespeed estimate is the parameter that affects the most the calculation of the leak 
position as the variance in the time delay and wavespeed estimates is very small. 
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7.2 – Recommendations for future work 
This work has been focused on leak detections by using acoustic methods between leak 
signals in the time domain, i.e. the cross-correlation function, and the frequency domain, 
i.e. modulus and phase of the CSD. The time delay estimate, using these techniques, has 
been the major parameter investigated in this work. Therefore, the time delay estimation 
could be calculated, a priori, by any other method as parameter estimation, for example. 
Hence, the time delay estimate can be calculate using other methods, i.e. adaptive filters, 
and compared to the classical acoustic methods used in this work. 
  Data  fusion  techniques  can  be  applied  to  the  different  signals  collected  by 
accelerometers, geophones and hydrophones. As it has been shown, each sensor acts as a 
filter allowing information to pass over different frequency ranges, hence the signals from 
different sensors can be combined in such way resulting in a broader effective bandwidth. 
Investigation can be conducted on algorithms used to remove the effects of resonances on 
leak signals enhancing even more the effective bandwidth limits. 
  The methodology presented through this thesis can be implemented on commercial 
correlators  allowing  the  operator  to  have  additional  information  (quantitatively  and 
qualitatively) into the leak data. A portable exciter can be designed and developed to be 
used in real leak surveys, hence the wavespeed estimate can be calculated in the presence 
of a leak instead of using standard Tables. A kind of hardware (virtual pipe rig), which can 
simulate  leak  situations  can  be  also  designed  and  developed  to  assess  commercial 
correlators used currently in leak detection. This hardware can also be applied for training 
purposes. 
  New leak data can be collected at  different  pipe test  rigs  to  compare the main 
features  in  the  leak  signal,  e.g.  frequency  content.  Finally,  an  investigation  can  be 
conducted on the main reason that causes wavespeed variability between pipe sections and 
the way in which the wave generated by different excitation sources propagates. 
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APPENDIX A 
 
EQUIVALENCE OF THE GENERALISED CROSS-
CORRELATION METHOD AND GENERALISED PHASE 
SPECTRUM METHOD
 
  This  appendix  shows  analytically  the  equivalence  between  generalised  cross-
correlation (GCC) methods and generalised phase spectrum (GPS) methods for time delay 
estimation problems. 
In Chapter 4 a new technique used to estimate the time delay between two signals were 
introduced. This technique is based on the gradient of the phase spectra. It was shown that 
the phase gradient estimate calculated by the weighted least square fit method is also the 
peak of a generic cross-correlation estimator depending on the choice of the weighting 
function. In this appendix, a comparison between the both time delay estimation is made. 
As seen in Chapter 4, the time delay estimate given by the weighted least square fit (WLSF) 
method is 
 



  
n
j
j j
n
j
i j j
peak
W
W
1
2
1 ˆ

  
 ,          (A.1) 
where  peak ˆ  is  the  peak  of  a  generic  cross-correlation  estimator  given  by  a  selected 
weighted least square fit applied to the phase gradient;  j W  is the weighting function of the 
least  square  fit  and    j    is  the  linear  phase  between  two  measurements.  As  seen  in 
Chapter 3, the presence of a leak appears as a distinct peak in the cross-correlation function 
between    t x1 and,    t x2 , which is given by [46] APPENDIX A     EQUIVALENCE OF THE GENERALISED CROSS-CORRELATION 
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          
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
 
d e S S F R
i
x x x x x x 2 1 2 1 2 1 2
1 1 ,    (A.2) 
where   
1  F  is the inverse Fourier transform,       is the frequency weighting function 
for the different correlators, and  
         
i
x x x x e S S
2 1 2 1  ,         (A.3) 
is the CSD between the signals    t x1  and   t x2 , where   is the phase between    t x1  and 
  t x2 . When    1     the correlator is reduced to the so-called BCC method, and when 
     
2 1 1 x x S    the correlator is reduced to the so-called PHAT method (more details in 
Chapter 3). To compare the time delay estimates determined using the WSLF method and 
a generic correlator, Eq. (A.2) must be rewritten in a continuous form as 
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where   
  ) ( ) ( Λ
2 1    x x g S W  .         (A.5) 
Differentiating Eq. (A.4) with respect to   gives 
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If it is assumed that  1 ) (
2 1      x x , then      ) ( 1
2 1
2 1 ) (   
  
x x
i i e
x x   
  ,which can 
be substituted into Eq. (A.6) to give 
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Now,  0 ) (
2
1
 

 
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
d W i g , because the weighting function of the square fit is an even 
function of the frequency, and h ence  ) (  g W  is an odd function. Eq. (A.7) can thus be 
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When  peak    ˆ ,  0 ) ˆ (
2 1      peak x x R , and since    ) ( ) (
2 1      x x g W   is an even function 
(product of two odd functions), Eq. (A.8) can be set to zero and written as 
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Expressing this as a summation with limits of  n j ,..., 2 , 1   and frequency increment df  
gives 
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Rearranging Eq. (A.10) gives the time delay estimate as 
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which is identical to Eq. (A.1), the time delay estimate given by the peak in a generic 
cross-correlator. 
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APPENDIX B 
 
WAVESPEED ESTIMATE: DATA USED IN CHAPTERS 5 
AND 6
 
In  this  appendix,  all  the  cases  used  to  investigate  the  new  technique  to  estimate  the 
wavespeed in pipes, which is described in Chapter 5, are catalogued. These data is also 
used in Chapter 6. The schematic of the set-up for the sensors and actuators used in this 
technique is shown in Figure 5.1. As observed, the measurement positions are points P2 
and P4 which are 50 m apart, whilst the leak is set at point P3 which is 30 m from point P2. 
An actuator, attached to one of the measurement positions, forces the structure to vibrate at 
this point, the resulting vibration is measured using two sensors, one mounted next to the 
actuator and the other mounted at the next available access point. If there is coherence 
between the two measured signals, the cross-correlation function can then be calculated 
from which a wavespeed can be determined. Moving the actuator to the next access point, 
but keeping the sensors in position, the procedure can then be repeated but now the wave 
propagates in the opposite direction in the pipe. Another wavespeed can then be calculated. 
  In order to analyse the effectiveness of the method, different measurements were 
carried out. The shaker was driven at 5 different strengths. The strongest strength was 
defined based on the maximum current that the actuator can support, and the weakest one 
was based on the minimum excitation delivered by the actuator in order to obtain some 
coherence between the measurement points P2 and P4. In addition, a leak was also induced 
at two different strengths in order to check its effects on the wavespeed estimate. All the 
Figures show the PSD, the modulus of the CSD, the coherence, the phase of the CSD and 
the normalized cross-correlation function between the measurements taken at points P2 
and  P4.  The  normalization  is  made  with  respect  to  the  maximum  peak  in  the  cross-
correlation  function.  The  cross-correlation  function  and  the  weighted  least  square  fit 
(WLSF) method were evaluated over the effective bandwidth (see Chapter 4). The Figures APPENDIX B     WAVESPEED ESTIMATE: DATA USED IN CHAPTERS 5 AND 6  
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are  summarized  in  Table  B.1  where  Exct  and  fail  means  excitation  and  failure  of the 
analysis due to low coherence, respectively. The yellow shadowing in Table B.1 depicts 
the  cases  where  the  analysis  cannot  be  conducted  in  both  directions  due  to  the  low 
coherence. In Table B.2, the Figures related to the leak measurements at its two strengths 
are summarized. Figure B.8 shows a case where the WSLF method does not match the 
actual phase gradient and gives a time delay estimate of 0.0575 s (869 m/s) which is not 
consistent to the wavespeed estimate calculated for different data collected at Blithfield 
pipe rig. Despite this, the peak in the cross-correlation function gives a time delay estimate 
of 0.1292 s (387 m/s) which is more consistent with the measurements reported in this 
thesis and estimates found in the literature. The difference between the estimates could be 
due to the additional phase shift in the bandwidth of interest (effective bandwidth). 
Shaker strength  No Leak  Leak ½ way open  Leak fully open 
Level 1 
Figure B1 (Exct. P4) 
and 
Figure B2 (Exct. P2) 
Figure B10 (Exct. P4) 
and 
Figure B11 (Exct. P2) 
Figure B18 (Exct. P4) 
and 
Figure B19 (Exct. P2) 
Level 2 
Figure B3 (Exct. P4) 
and 
Figure B4 (Exct. P2) 
Figure B12 (Exct. P4) 
and 
Figure B13 (Exct. P2) 
Figure B20 (Exct. P4) 
and 
Figure B21 (Exct. P2) 
Level 3 
Figure B5 (Exct. P4) 
and 
Figure B6 (Exct. P2) 
Figure B14 (Exct. P4) 
and 
Figure B15 (Exct. P2) 
Figure B22 (Exct. P4) 
and 
(Exct. P2 - fail) 
Level 4 
Figure B7 (Exct. P4) 
and 
Figure B8 (Exct. P2) 
Figure B16 (Exct. P4) 
and 
(Exct. P2 – fail) 
Figure B23 (Exct. P4) 
and 
(Exct. P2 - fail) 
Level 5 
Figure B9 (Exct. P4) 
and 
(Exct. P2 - fail) 
Figure B17 (Exct. P4) 
and 
(Exct. P2 - fail) 
Figure B24 (Exct. P4) 
and 
Figure B25 (Exct. P2) 
Table B.1 – The summarized Figures according to the study cases. 
Leak ½ way 
opened 
Figure B24 
 
Leak fully 
opened  Figure B25 
Table B.2 – The summarized Figures according to the leak strengths.   APPENDIX B     WAVESPEED ESTIMATE: DATA USED IN CHAPTERS 5 AND 6  
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Figure B1 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 with no leak on the pipe. Shaker strength set at level 1. (a) PSD at P2; (b) 
PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the CSD; (f) Cross-correlation 
function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see Chapter 4) evaluated over 
the bandwidth.   
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Figure B2 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P2 with no leak on the pipe. Shaker strength set at level 1. (a) PSD at P2; (b) 
PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the CSD; (f) Cross-correlation 
function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see Chapter 4) evaluated over 
the bandwidth. 
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Figure B3 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 with no leak on the pipe. Shaker strength set at level 2. (a) PSD at P2; (b) 
PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the CSD; (f) Cross-correlation 
function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see Chapter 4) evaluated over 
the bandwidth.   
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Figure B4 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P2 with no leak on the pipe. Shaker strength set at level 2. (a) PSD at P2; (b) 
PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the CSD; (f) Cross-correlation 
function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see Chapter 4) evaluated over 
the bandwidth. 
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Figure B5 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 with no leak on the pipe. Shaker strength set at level 3. (a) PSD at P2; (b) 
PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the CSD; (f) Cross-correlation 
function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see Chapter 4) evaluated over 
the bandwidth. 
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Figure B6 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P2 with no leak on the pipe. Shaker strength set at level 3. (a) PSD at P2; (b) 
PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the CSD; (f) Cross-correlation 
function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see Chapter 4) evaluated over 
the bandwidth. 
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Figure B7 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 with no leak on the pipe. Shaker strength set at level 4. (a) PSD at P2; (b) 
PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the CSD; (f) Cross-correlation 
function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see Chapter 4) evaluated over 
the bandwidth. 
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Figure B8 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P2 with no leak on the pipe. Shaker strength set at level 4. (a) PSD at P2; (b) 
PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the CSD; (f) Cross-correlation 
function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see Chapter 4) evaluated over 
the bandwidth. 
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Figure B9 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 with no leak on the pipe. Shaker strength set at level 5. (a) PSD at P2; (b) 
PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the CSD; (f) Cross-correlation 
function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see Chapter 4) evaluated over 
the bandwidth. 
0 50 100 150 200
-160
-140
-120
-100
-80
0 50 100 150 200
-160
-140
-120
-100
-80
0 50 100 150 200
-160
-140
-120
-100
-80
0 50 100 150 200
0.5
1
0 50 100 150 200
-120
-100
-80
-60
-40
-20
0
-0.5 0 0.5
0
0.1064
-0.1066
 
Bandwidth 
(60 – 70 Hz) 
 
 
 
 
ms
d
d
8 . 0 8 . 131   

  
 
 
 
(a)  (b) 
(c)  (d) 
(e)  (f) 
C
o
h
e
r
e
n
c
e
 
P
h
a
s
e
 
(
r
a
d
)
 
M
o
d
u
l
u
s
 
o
f
 
t
h
e
 
C
S
D
 
(
d
B
 
–
 
r
e
 
a
r
b
i
t
r
a
r
y
 
u
n
i
t
s
)
 
P
S
D
 
a
t
 
p
o
i
n
t
 
P
2
 
(
d
B
 
–
 
r
e
 
a
r
b
i
t
r
a
r
y
 
u
n
i
t
s
)
 
P
S
D
 
a
t
 
p
o
i
n
t
 
P
4
 
(
d
B
 
–
 
r
e
 
a
r
b
i
t
r
a
r
y
 
u
n
i
t
s
)
 
C
r
o
s
s
-
c
o
r
r
e
l
a
t
i
o
n
 
c
o
e
f
f
i
c
i
e
n
t
 
Frequency (Hz) 
Frequency (Hz) 
Frequency (Hz) 
Time delay (s) 
Frequency (Hz) 
Frequency (Hz) APPENDIX B     WAVESPEED ESTIMATE: DATA USED IN CHAPTERS 5 AND 6  
198 
 
     
     
     
Figure B10 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 and a leak set at point P3 with the valve ½ way open. Shaker strength set at 
level 1. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth.   
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Figure B11 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P2 and a leak set at point P3 with the valve ½ way open. Shaker strength set at 
level 1. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth. 
0 50 100 150 200
-160
-140
-120
-100
-80
-60
0 50 100 150 200
-160
-140
-120
-100
-80
-60
0 50 100 150 200
-160
-140
-120
-100
-80
-60
0 50 100 150 200
0.5
1
0 50 100 150 200
0
20
40
60
80
100
120
140
-0.5 0 0.5
0
0.2483
-0.2635
 
 
 
 
Bandwidth 
(57 – 95 Hz) 
 
 
 
 
   
(a)  (b) 
(c)  (d) 
(e)  (f) 
C
o
h
e
r
e
n
c
e
 
P
h
a
s
e
 
(
r
a
d
)
 
M
o
d
u
l
u
s
 
o
f
 
t
h
e
 
C
S
D
 
(
d
B
 
–
 
r
e
 
a
r
b
i
t
r
a
r
y
 
u
n
i
t
s
)
 
P
S
D
 
a
t
 
p
o
i
n
t
 
P
2
 
(
d
B
 
–
 
r
e
 
a
r
b
i
t
r
a
r
y
 
u
n
i
t
s
)
 
P
S
D
 
a
t
 
p
o
i
n
t
 
P
4
 
(
d
B
 
–
 
r
e
 
a
r
b
i
t
r
a
r
y
 
u
n
i
t
s
)
 
C
r
o
s
s
-
c
o
r
r
e
l
a
t
i
o
n
 
c
o
e
f
f
i
c
i
e
n
t
 
Frequency (Hz) 
Frequency (Hz) 
Frequency (Hz) 
Time delay (s) 
Frequency (Hz) 
Frequency (Hz) APPENDIX B     WAVESPEED ESTIMATE: DATA USED IN CHAPTERS 5 AND 6  
200 
 
     
     
     
Figure B12 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 and a leak set at point P3 with the valve ½ way open. Shaker strength set at 
level 2. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth.   
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Figure B13 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P2 and a leak set at point P3 with the valve ½ way open. Shaker strength set at 
level 2. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth. 
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Figure B14 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 and a leak set at point P3 with the valve ½ way open. Shaker strength set at 
level 3. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth. 
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Figure B15 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P2 and a leak set at point P3 with the valve ½ way open. Shaker strength set at 
level 3. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth. 
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Figure B16 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 and a leak set at point P3 with the valve ½ way open. Shaker strength set at 
level 4. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth. 
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Figure B17 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 and a leak set at point P3 with the valve ½ way open. Shaker strength set at 
level 5. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth.    
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Figure B18 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 and a leak set at point P3 with the valve fully open. Shaker strength set at 
level 1. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth. 
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Figure B19 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P2 and a leak set at point P3 with the valve fully open. Shaker strength set at 
level 1. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth. 
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Figure B20 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 and a leak set at point P3 with the valve fully open. Shaker strength set at 
level 2. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth. 
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Figure B21 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P2 and a leak set at point P3 with the valve fully open. Shaker strength set at 
level 2. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth. 
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Figure B22 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 and a leak set at point P3 with the valve fully open. Shaker strength set at 
level 3. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth. 
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Figure B23 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 and a leak set at point P3 with the valve fully open. Shaker strength set at 
level 4. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth. 
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Figure B24 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P4 and a leak set at point P3 with the valve fully open. Shaker strength set at 
level 5. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth.   
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Figure B25 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Actuator set at point P2 and a leak set at point P3 with the valve fully open. Shaker strength set at 
level 5. (a) PSD at P2; (b) PSD at P4; (c) modulus of the CSD; (d) Coherence; (e) Phase of the 
CSD; (f) Cross-correlation function evaluated over the bandwidth. ∙∙∙∙ Weighted least square fit (see 
Chapter 4) evaluated over the bandwidth.   
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Figure B26 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Leak set at point P3 with the valve ½ way open. (a) PSD at P2; (b) PSD at P4; (c) modulus of the 
CSD;  (d)  Coherence;  (e)  Phase  of  the  CSD;  (f)  Cross-correlation  function  evaluated  over  the 
bandwidth. ∙∙∙∙ Weighted least square fit (see Chapter 4) evaluated over the bandwidth. 
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Figure B27 – Accelerometer-measured signals at point P2 and P4 (see Figure 5.1 in Chapter 5). 
Leak set at point P3 with the valve fully open. (a) PSD at P2; (b) PSD at P4; (c) modulus of the 
CSD;  (d)  Coherence;  (e)  Phase  of  the  CSD;  (f)  Cross-correlation  function  evaluated  over  the 
bandwidth. ∙∙∙∙ Weighted least square fit (see Chapter 4) evaluated over the bandwidth. 
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APPENDIX C 
 
ENVELOPE TECHNIQUE: DATA USED IN CHAPTER 5
 
As seen in Chapter 5, a new technique to estimate the wavespeed in pipes at the same time 
that a search for a leak is being conducted, was developed. The procedure to calculate a 
representative wavespeed for the section of the pipe involves some manipulation of the 
estimated cross-correlation functions, including the determination of their envelopes. The 
PSD, CSD, coherence and cross-correlation function of all cases used in this study are 
shown in appendix B. Here, the peak of envelopes of the cross-correlation functions are 
used to give a representative of the time delay estimate and hence the wavespeed. For 
convenience, the final envelope is given by 
  

 
Max
ˆ ,             (C.1) 
where           
) ( ) ( 2
4 2
4
2 4 Env Env
P
P P
P
P P R R    ,      
) ( 4
2 4 Env
P
P P R  and      
) ( 2
4 2 Env
P
P P R  are the envelopes of 
the  cross-correlation  functions    
) ( 4
2 4
P
P P R  and    
) ( 2
4 2
P
P P R ,  respectively,  and    Max  is  the 
maximum value of . The superscripts  2 P  and  4 P  denote the position of the actuator on 
the pipe. Table C.1 summarizes all the cases studied to investigate the effectiveness of the 
envelope technique in this thesis. It relates the envelope technique to cases described in 
appendix  B.  Figure  C1  shows  the  envelope  technique  between  the  cases  presented  in 
Figure. B1 and B.2, for instance. The yellow shadowing in Table C.1 depicts the cases 
where the analysis cannot be conducted in both directions due to the low coherence. Hence, 
in some cases, as in Figure C5, the envelope technique is given by the envelope of one 
unique case instead. 
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Shaker 
strength  No Leak  Valve ½ way opened  Valve fully opened 
Level 1  Figure C1 
(Fig. B1 and Fig. B2) 
Figure C6 
(Fig. B10 and Fig. B11) 
Figure C11 
(Fig. B18 and Fig. B19) 
Level 2  Figure C2 
(Fig. B3 and Fig. B4) 
Figure C7 
(Fig. B12 and Fig. B13) 
Figure C12 
(Fig. B20 and Fig. B21) 
Level 3  Figure C3 
(Fig. B5 and Fig. B6) 
Figure C8 
(Fig. B14 and Fig. B15) 
Figure C13 
(Fig. B22) 
Level 4  Figure C4 
(Fig. B7 and Fig. B8) 
Figure C9 
(Fig. B16) 
Figure C14 
(Fig. B23) 
Level 5  Figure C5 
(Fig. B9) 
Figure C10 
(Fig. B17) 
Figure C15 
(Fig. B24 and Fig. B25) 
Table B1 – Index of the Figures according to the cases studied. 
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Figure C1 – The envelope technique applied to experimental data measured at points P4 and P2 
with no leak on the pipe and shaker strength set at level 1 (see Fig. 5.1). (a) The cross-correlation 
function 
2 4P P R   Actuator at P4 ( c    : 0.53).   Actuator at P2 ( c    : 0.38). (b) The 
Envelopes of the cross-correlation functions 
) ( 4
2 4
P
P P R  and 
) ( 2
4 2
P
P P R , whose are located at 0.1292 s and 
0.1382 s, respectively. (c)  ˆ  given by Eq. (5.8).  ˆ  given by Eq. (5.8), which peak is located at 
0.1338 s. 
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Figure C2 – The envelope technique applied to experimental data measured at points P4 and P2 
with no leak on the pipe and shaker strength set at level 2 (see Fig. 5.1). (a) The cross-correlation 
function 
2 4P P R   Actuator  at  P4  ( c    :  0.52)   Actuator  at  P2  ( c    :  0.33).  (b)  The 
Envelopes of the cross-correlation functions 
) ( 4
2 4
P
P P R  and 
) ( 2
4 2
P
P P R , whose peaks are 0.131 s and 0.1402, 
respectively. (c)  ˆ  given by Eq. (5.8).  ˆ  given by Eq. (5.8), which peak is located at 0.1328 s.   
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Figure C3 – The envelope technique applied to experimental data measured at points P4 and P2 
with no leak on the pipe and shaker strength set at level 3 (see Fig. 5.1). (a) The cross-correlation 
function 
2 4P P R   Actuator  at  P4  ( c    :  0.29)   Actuator  at  P2  ( c    :  0.31).  (b)  The 
Envelopes of the cross-correlation functions 
) ( 4
2 4
P
P P R  and 
) ( 2
4 2
P
P P R , whose peaks are loacted at 0.1304 s 
and 0.144 s, respectively. (c)  ˆ  given by Eq. (5.8). The envelope peak is at 0.139 s. 
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Figure C4 – The envelope technique applied to experimental data measured at points P4 and P2 
with no leak on the pipe and shaker strength set at level 4 (see Fig. 5.1). (a) The cross-correlation 
function 
2 4P P R   Actuator  at  P4  ( c    :  0.23)  Actuator  at  P2  ( c    :  0.22).  (b)  The 
Envelopes of the cross-correlation functions 
) ( 4
2 4
P
P P R  and 
) ( 2
4 2
P
P P R , whose peaks are located at 0.1414 s 
and 0.1336 s, respectively. (c)  ˆ  given by Eq. (5.8), which peak is located at 0. 0.1374 s. 
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Figure C5 – The envelope technique applied to experimental data measured at points P4 and P2 
with no leak on the pipe and shaker strength set at level 5 (see Fig. 5.1). The envelope technique  ˆ  
is  given  by  the  envelope  of  the  cross -correlation  function 
) ( 4
2 4
P
P P R  only.  The  cross-correlation 
function is also shown for convenience.  c     is 0.15 and the peak in the envelope  ˆ  is located 
at 0.1278 s.   
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Figure C6 – The envelope technique applied to experimental data measured at points P4 and P2 
with the valve ½ way open at point P3 and shaker strength set at level 1, reference to Fig. 5.1. (a) 
The  cross-correlation  function 
2 4P P R   Actuator  at  P4  ( c    :  0.35)   Actuator  at  P3  (
c    : 0.49). (b) The Envelopes of the cross-correlation functions 
) ( 4
2 4
P
P P R  and 
) ( 2
4 2
P
P P R , whose peaks 
are located at 0.1312 s and 0.1372 s, respectively. (c)  ˆ  given by Eq. (5.8), which peak is located 
at 0.1348 s. 
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Figure C7 – The envelope technique applied to experimental data measured at points P4 and P2 
with the valve ½ way open at point P3 and shaker strength set at level 2 (see Fig. 5.1). (a) The 
cross-correlation function 
2 4P P R   Actuator at  4 P  ( c     0.51)   Actuator at  2 P  ( c   
:  0.37). (b) The  Envelopes  of  the  cross-correlation functions 
) ( 4
2 4
P
P P R  and 
) ( 2
4 2
P
P P R ,  whose  peaks  are 
located at 0.131 s and 0.1364 s, respectively (c)  ˆ  given by Eq. (5.8), which peak is located at 
0.1322 s. 
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Figure C8 – The envelope technique applied to experimental data measured at points P4 and P2 
with the valve ½ way open at point P3 and shaker strength set at level 3 (see Fig. 5.1). (a) The 
cross-correlation  function 
2 4P P R   Actuator  at  P4  ( c    :  0.15).   Actuator  at  P2  (
c    : 0.13). (b) The Envelopes of the cross-correlation functions 
) ( 4
2 4
P
P P R  and 
) ( 2
4 2
P
P P R , whose peaks 
are located at 0.1414 s and 0.1588 s, respectively. (c)  ˆ  given by Eq. (5.8), which peak is located 
at 0.1502 s. 
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Figure C9 – The envelope technique applied to experimental data measured at points P4 and P2 
with the valve ½ way open at P3 and shaker strength set at level 4 (see Fig. 5.1). The envelope 
technique  is  given  by  the  envelope  of  the  cross-correlation  function 
) ( 4
2 4
P
P P R  only.  The  cross-
correlation function is also shown for convenience.  c     is 0.14 and the peak in the envelope  ˆ  
is located at 0.1264 s.   
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Figure C10 – The envelope technique applied to experimental data measured at points P4 and P2 
with the valve ½ way open at P3 and shaker strength set at level 5 (see Fig. 5.1). The envelope 
technique  is  given  by  the  envelope  of  the  cross-correlation  function 
) ( 4
2 4
P
P P R  only.  The  cross-
correlation function is also shown for convenience.  c     is 0.05 and the peak in the envelope  ˆ  
is located at 0.1178 s.   
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Figure C11 – The envelope technique applied to experimental data measured at points P4 and P2 
with the valve fully open at point P3 and shaker strength set at level (see Fig. 5.1). (a) The cross-
correlation  function 
2 4P P R   Actuator  at  4 P  ( c    :  0.53)   Actuator  at  2 P  ( c    : 
0.46).  (b)  The  Envelopes  of  the  cross-correlation  functions 
) ( 4
2 4
P
P P R  and 
) ( 2
4 2
P
P P R ,  whose  peaks  are 
located at 0.1304 s and 0.1382 s, respectively. (c)  ˆ  given by Eq. (5.8), which peak is located at 
0.1336 s. 
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Figure C12 – The envelope technique applied to experimental data measured at points P4 and P2 
with the valve fully open at point P3 and shaker strength set at level 2 (see Fig. 5.1). (a) The cross-
correlation function 
2 4P P R   Actuator  at  P4  ( c    :  0.77).   Actuator  at  P2 ( c    : 
0.07).  (b)  The  Envelopes  of  the  cross-correlation  functions 
) ( 4
2 4
P
P P R  and 
) ( 2
4 2
P
P P R ,  whose  peaks  are 
located at 0.1306 s and 0.1246 s, respectively. (c)  ˆ  given by Eq. (5.8), which peak is located at 
0.1306 s. 
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Figure C13 – The envelope technique applied to experimental data measured at points P4 and P2 
with the valve fully open at point P3 and shaker strength set at level 3 (see Fig. 5.1). The envelope 
technique  is  given  by  the  envelope  of  the  cross-correlation  function 
) ( 4
2 4
P
P P R  only.  The  cross-
correlation function is also shown for convenience.  c    is 0.14 and the peak in the envelope  ˆ  
is located at 0.1266 s.   
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Figure C14 – The envelope technique applied to experimental data measured at points P4 and P2 
with the valve fully open at point P3 and shaker strength set at level 4 (see Fig. 5.1). The envelope 
technique  is  given  by  the  envelope  of  the  cross-correlation  function 
) ( 4
2 4
P
P P R  only.  The  cross-
correlation function is also shown for convenience.  c     is 0.16 and the peak in the envelope is 
located at 0.1306 s. 
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Figure C15 – The envelope technique applied to experimental data measured at points P4 and P2 
with the valve fully open at point P3 and shaker strength set at level 5 (see Fig. 5.1). (a) The cross-
correlation function 
2 4P P R   Actuator at P4 ( c    : 0.15).   Actuator at P2 ( c    : 0.1). 
(b) The Envelopes of the cross-correlation functions 
) ( 4
2 4
P
P P R  and 
) ( 2
4 2
P
P P R , whose peaks are located at 
0.1244 s and 0.1248 s, respectively. (c)  ˆ  given by Eq. (5.8), which peak is located at 0.1246 s. 
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