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Machine Recognition of Hand Printing* 
R. J. SPINRAD 
Brookhaven National Laboratory, Upton, New York 
The prob lem of pattern recognition as applied to line drawings has 
been studied and  a generalized method  developed wh ich  is based on a 
hierarchical sequence of classification stages. Recognition pro- 
ceeds in two steps: First the individual pen strokes are abstracted 
into straight line segments; then the normalized pattern of lines is 
identified with one member of the possible pattern set. 
The procedures used to abstract he line segments are reasonably 
invariant o size, position, line width, noise, and certain small topo- 
graphic variations. This line recognition stage produces normalized, 
quantized measurements of each segment's length and angle, and 
its bearing direction and distance from the pattern's centroid. These 
data are presented in a matrix form which is convenient to manipulate 
both for the recognition programs and for certain topographic pre- 
processing procedures. 
Recognition is accomplished by comparing the unknown matrix 
with a catalog of arrays which are formed by accumulating statistics 
on known samples. The classification process makes use of two 
measures of the unknown against he arrays: The first is the correla- 
tion coefficient which yields a provisional identification. The second 
is an insignificance index which, by providing a measure of the re- 
liability of the correlation coefficient, serves to improve the iden- 
tification. 
The method was tested on hand printed letters. The identification 
was correct for 93.5% of the unknown samples. Using the insignifi- 
cance index resulted in a reduction of the error rate over that of the 
unmodified correlation-based identification by a factor of 2.5. 
The operation of the entire system was simulated on a general pur- 
pose digital computer. 
INTRODUCTION 
The work reported in this paper examines a hierarchical approach to 
the pat tern  recognit ion problem (Spinrad, 1963). Such an approach 
* This paper is based on a thesis submitted in partial fulfillment of the re- 
quirements for the degree of Doctor of Philosophy at the Massachusetts Institute 
of Technology on May 17, 1963. The work was supported in part by the United 
States Atomic Energy Commission. 
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implies that the recognition task may be structured so that the finM 
classification is done on elements of the pattern which were themselves 
"recognized" by sorting on subelements, and so on. Thus, for example, a
city may be recognized on an aerial photograph as a certMn combina- 
tion of buildings, streets, and fields; while the buildings, streets, and 
fields, may, themselves, be independently recognized by the shape, 
regularity, and texture of the images which comprise them. These 
qualities of shape, regularity, and texture are "recognized" by classify- 
ing groups of picture elements at a still lower level and so on until the 
set of inputs to be operated on are the electrical signals from the photo- 
detectors. 
The patterns chosen for analysis in this work were line drawings. 
They represented a sufficiently complex class to present a challenging 
problem and, at the same time, were tractable nough not. to require 
too many recognition levels. While the techniques developed were 
applicable to generalized line patterns, the particular subset chosen for 
detailed test were hand printed letters. 
The operation of the entire system was simulated on a general pur- 
pose digital computer. The detailed procedures were chosen for their 
suitability to the simulation process and do not, in fact, represent a
guide to hardware reMization. 
The printing samples used were collected from 35 individuals. 
L INE  RECOGNIT ION 
By choosing a sufficiently simple pattern set to work with we were 
able to restrict he recognition chain to a three step one: (1) read the 
patterns on a point-by-point basis, (2) recognize all the line segments 
using the point information as input, (3) recognize the pattern using the 
line information as input.. It was possible to limit step two to the recog- 
nition of straight line segments because of the restricted range of pat- 
terns considered. 
The object of the line recognition program, called "Scan," was to 
abstract a minimM set of line segments from the pattern presented. 
Broad, "straight" strokes were to be represented by single segments 
approximating the strokes' midline. Curved strokes were to be repre- 
sented by groups of spaced straight line segments approximating the 
tangent to the midline. The program had to be tolerant of variations in 
Iine thickness, smudges, void areas, blots, etc. 
Figure 1 illustrates ome typical results. The dimmer, background 
points represent a "picture" of the character under test. The brighter 
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FIG. 1. Line segment fitting on some letter samples 
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strings of points represent the si.raight line segments abstracted. (The 
letters in the lower right corners are used as identifiers.) 
The Scan program starts by determining all the line segments, at 
eight angular steps, which can be fitted into the source pattern. A 
series of four "filtering" programs are then employed to successively 
"weed out" those line segments which do not represent a good fit. 
The first of these filters discards all those segments whose length is 
less than a certain fraction of the longest single segment. (A length of 
one unit is assigned to this longest line and every subsequent measure- 
ment is scaled to it.) The next filter determines whether the remaining 
lines truly lie along the direction of a hypothetical midline threading the 
pen stroke. Misfits are eliminated except in eases where the line segment 
represents another crossing or abutting pen stroke. 
At this point all the remaining lines are of substantial length and 
proper orientation. The remaining steps take on the character of "thin- 
ning" operations. The third filter removes all but the longest segment 
in each stroke or tangent cluster. The last filter removes all the arbi- 
trary angular boundaries and thins the pattern as a whole. 
LINE SEGMENTS AS COMPONENTS OF LINE PATTERNS 
When we speak of letters as being the "building blocks" of words, or 
further, of words being the building blocks of language, there is always 
an implicit understanding that certain structural rules underly these 
constructions. The letter symbols of our alphabet can be coded into a 
very large number of unique words because we recognize a specific 
serial format o the code group. Similar rules control the coding of more 
complex information using words as symbols. 
Thus the word is recognizable tous through the decoding of two mech- 
anisms: one, the combination of letter symbols that comprise it; the 
second, the ordering of those symbols into a specific permutation. 
There are, for example, 17,576 three letter words possible in the English 
language. There are, however, only 2,951 distinguishable combinations 
of three letters. It is the interrelationship of the letter symbols as well as 
their identification which enables us to distinguish, for example, be- 
tween SIT, TIS, and ITS. 
The same mechanism is at work in the coding of line patterns. In 
this case the building block symbols are the line segments. Real letters 
(the patterns we are testing) depend not only on the slope and, to a cer- 
tain extent., on the size of their constituent line segments but. also largely 
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on the spatial interrelationships of those segments. It is this second 
"code" alone which enables us, for example, to distinguish between a T 
and an L. 
Clearly, any straight line segment can be specified in any planar 
coordinate system by four quantities. Thus any n-line segment set 
could be described by 4n quantities. However, while this form of de- 
scription would be complete, it would be undesirable for two reasons: 
first it provides more information than we really want, and second the 
information is in an awkward form. 
Such a description, in addition to containing information about the 
relationships of the line segments o one another also relates the pattern 
as a whole to some external (and frequently irrelevant) coordinate 
system. Furthermore, by this procedure the pattern is measured in size 
against some external (arbitrary) scale. In most situations these meas- 
urements are unnecessary and, in fact, undesirable since they only 
"clutter up" the recognition process. 
With respect o the second objection, one must understand that the 
segments would be related to one another only through some arbitrary, 
external point (the coordinate system origin). Furthermore, the same 
pattern would have many different descriptions depending on its posi- 
tion with respect o the arbitrary origin. Actually, presented with the 
measm'ements in this form, the only direct way one could understand 
the relationships of the segments would be to recast he data into the 
map form. 
What is needed, then, is a concise description, invariant o size and 
position of the pattern which presents, in a direct manner, the segment 
interrelationships. One would like, further, that any such description 
while not. being rotationally invariant, be readily amenable to rotational 
manipulations. This last because many line patterns and letter sets~ 
while not wholly rotationally invariant, are largely so, and it would be 
desirable to be able to conveniently probe this aspect of the recognition 
problem. Clearly, in order to avoid reference to an arbitrary external 
point, a point of the pattern itself should be chosen as a reference. The 
pattern's centroid is a good choice. 
MATRIX METHOD 
The representational scheme we have selected has a matrix format 
in which the rows are a description of the line segments and the columns 
MACHINE RECOGNITION OF HAND PRINTING 129 
90 o 
671/2  ° 
45 ° 
?.2 I/?. ° 
0 
-22  I /2 ° 
-45  ° 
-67  |/?.o 
ABSTRAGTED 
L INE  SEGMENTS 
C O 
N NNE NE ENE E 'ESE SE SSE S SSW SWWSW W ~IWNW NWNNW 
2" 
b ALL ENTRIES NOT I ARE O 
PARTIAL  MATRIX 
REPRESENTATION 
]PIG. 2. A character and its partial matrix representation 
describe their relationships to the pattern's centroid. Figure 2 illustrates 
the technique. In this pattern each one of the three line segments is 
represented by a one in the matrix. Segments a and c appear in the row 
labeled 90 ° since their angle is 90 ° with respect o the assumed horizontal 
reference. Segment b appears in the row marked -67½ ° since that is its 
angular measure. Segment a is in a colunm marked W. This signifies 
the bearing direction of its midpoint from the figure's centroid. Similarly, 
segment c is E of the centroid and b is S of the centroid. 
This simplified description does not, however, provide any length or 
distance information. To specify these, each element of the matrix is 
made into a small three by three submatrix. Figure 3 illustrates its ar- 
rangement. The segment lengths are all quantized into three sizes, with 
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FINAL MATRIX 
REPRESENTATION 
FIG. 3. Structure of the submatrix (top), total matrix (bottom) 
the longest being called one. 1 The sizes are in the binary series 1, ½, ~. 
They are represented as the rows of the submatrix. The columns of the 
submatrix represent the length of the bearing vector (i.e. the distance 
separating the centroid from the segment's midpoint). The distances 
are quantized into the lengths ½, I, and ~ (to the same scale as the seg- 
ment lengths). Thus the one in the submatrix of Fig. 3 represents a 
segment of relative length one which is at a distance of ~ from the 
centroid. (The segment's slope and bearing are expressed by the larger 
matrix. )
The particular submatrix described above is actually the one repre- 
i Three quantized lengths are a good "match" to the eight angular quantiza- 
tions. Both of these quantities were determined by a subjective valuation of the 
pattern class. 
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senting segment b and would occupy the position shown by the lowest 
entry in the matrix shown in Fig. 2. The total matrix representation f 
the pattern would appear as in Fig. 3. This full matrix has a size 24 by 
48. For any such matrix the number of ones is always equal to the num- 
ber of line segments abstracted from the source pattern. 
The quantized abstraction of the character into matrix form naturally 
causes a loss of detail. Thus, if one attempted to reconstruct the charac- 
ter from the matrix, the resulting figure would not, in general, be iden- 
tical with the original. Line segments might be too short or too long. 
Segments which should touch one another might not. The  quality of 
the abstraction is, nevertheless, such that the observer can recognize 
even the distorted figure. 
Figure 4 shows an example of an actual input letter and its matrix 
output. The  printer output is a continuation of the Scan program dis- 
cussed above. After the final filtered set of line segments have been 
determined, the center of gravity of their midpoints is calculated. This 
point is used as the local reference for the next step in which bearings of 
the midpoints of the segments from the centroid are measured and 
quantized (i.e., N, NNE,  NE ,  --). At  the same time their separations 
from the centroid are measured. Quantization of the segment lengths 
and bearing distances is carried out as described above. This completes 
the information eeded to generate the output matrix. The computer 
then requests the operator to identify the letter by typewriter. Once he 
does so, a magnetic tape record is written which contains the following 
information: 
1. The operator's identification of the pattern 
2. The number of segments 
3. The matrix representation 
4. A 32 by 32 quantized point plot of the pattern field 
5. The unquantized line segment parameters 
These magnetic tape records are then used as input for all the sub- 
sequent programs. 
CLASSIF ICAT ION 
The classification technique used is based on a provisional identifica- 
tion by correlation analysis which is altered by additional processing 
of the data to separately reflect the effect of the line recognition stage. 
Highleyman (1961) has shown that a linear decision function classifier 
can always be constructed (though not necessarily easily) which is at 
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least as good as one based on correlation analysis. We chose, however, 
to use the corrdation coefficient approach because it readily facilitated 
the separation we sought. This is discussed further below. 
The classification process involves two parts: First the program which 
accumulates information about the pattern classes. Second the recog- 
nition programs which involve the computation, on the unknown set, 
of the correlation coefficients and a measure of the reliability of the 
correlation coefficients which we call the insignificance indices. 
ACCUMULATE PROGRAM 
It is the function of "Accumulate" to collect, in a compact form, the 
matrix representations of a large number of previously identified line 
pattern samples. It does this by forming, for each category, an occu- 
pancy distribution on a space which bears a one to one relationship with 
the matrix space. These Accumulation Arrays are thus a sort of a "den- 
sity mask" of the matrix patterns. (An Array, if mapped back onto the 
character space, would yield a hne density mask recognizable as a char- 
acter.) 
The procedure, while somewhat complicated programmatically, 
is simple to describe. The magnetic tapes containing the letters to be 
"learned" are the input to the program. Each letter description is read 
in and the identification assigned to it is used to select the relevant 
ka'ray. In the simple case, for each one in the matrix a one would be 
added to the equivalent element in the Array. The Accumulate program 
does not operate quite this simply, however. This is because all of the 
measurements which went into the construction of the matrix m'e not 
equally precise. Actually, one of the measurements--the quantized 
bearing angle--is represented in the Array by a distribution. 
With the exception of this one modification, the Accumulate program 
proceeded as in the simple case. A typical output Array is shown in Fig. 
5. The columns are labeled (each bearing label corresponding to three 
columns representing the three bearing distances). The rows, in groups 
of three, are from top to bottom, 90 °, 67½ °, 45 °, 22} °, 0 °, -22}  °, -45 °, 
and -67} °. The letter which the Array represents i  printed just above 
and to the right of ENE. Also printed at the top are the number of 
samples represented and sum of the squares of all the entries. This last 
is needed for calculations which will be described below. The Accumulate 
program was run on 466 letter samples for the purposes of this investi- 
gation. 
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CORRELAT ION COEFF IC IENT 
If there are p classes of the unknowns ,  the correlation coefficient 
Ck(k -- I, 2, 3, ..- , p) of the unknown with each of the test Arrays is 
generated in the following way:  
i=1 i= l  
where 
ui = 1, 0 depending on whether the ith element of the uaknown's 
matrix is 1 or 0. 
ai,k = the value of the ith element of the Array corresponding to the 
kth letter. 
m = the number of elements in the matrix (Array) (l152 for this test). 
In the work reported here p = 26 and so there are 26 coefficients 
determined. The one with the highest value corresponds, provisionally, 
to the most likely identification. A typical output listing appears in 
Fig. 6. The leftmost colmnn indicates the Array under test. The next 
column to the right contains the correlation coefficient with the unknown 
sample. 
It  should be noted that, with the Accumulate program we use, a 
correlation coefficient of one is unattainable. This is due to the distribu- 
tion applied to the sample data which was discussed above. In the 
limiting case in which a number of identical samples are presented to the 
Accumulate  program, and  then another identical sample is used as the 
unknown,  the correlation coefficient wou ld  be 0.816. 
INS IGNIF ICANCE INDEX 
As  was  indicated above, the correlation coefficient is considered to be 
an inadequate classification tool. This coefficient does, after all, repre- 
sent a "consensus" of a number  of independently valid measurements.  
It is clear that, by  employing just this one number  as the recognition 
measure, one discards a lot of information wh ich  may aid in the identi- 
fication procedure. What  is needed is a measure  of the measure-- that  is 
to say a quantitative tool for assessing the reliability of the correlation 
coefficient in any  given context. 
The  starting point is the explicit recognition that each line segment  
abstracted by  the Scan program is a significant one. A second assump-  
136 
.INEAR 
SP INRAD 
CORRELATION COEFFICIENTS AND I~SISNIFICANCE INDICE~ 
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FIG. 6. Cor re la t ion  coefficients and ins igni f icance indices for a sample  A 
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t ion is that  the number  of l ine segments determined by  the Scan program 
is a significant nleasure. Table  I l ists the average number  of segments 
and the s tandard  deviat ion for each letter  class for the sample set used. 
( I t  seems clear that  an unknown which was abst racted to 7 line seg- 
ments  is unl ikely to be a J, or an H, etc.) 
There is informat ion to be gained from an examinat ion of the elements 
of the sum which comprise the numerator  of the correlation coefficient. 
The aumber  of these elements and their  dispersion in value bears heavi ly 
on the credence we should give to the correlat ion coefficient hey  form. 
Consider the meaning to be ascr ibed 'co the dispersion of values. As- 
sume that  a measured unknown has been abstracted to n line segments 
TABLE I 
i~I~M:BER OF STRAIGHT LINE S~GM]~NTS IN LETTER SAMPLES 
Letter Avg. no. of segments Std. dev. Norm. std. dev. 
A 3.1 0.31 0.10 
B 6.7 0.90 0.13 
C 5.0 1.69 0.34 
D 4.5 0.78 0.17 
E 4.1 0.32 0.08 
F 3.2 0.38 0.12 
G 7.2 1.42 0.20 
H 3.0 0 0 
I 1.7 0.94 0.55 
J 3.0 0.72 0.24 
1£ 3.3 0.44 0.13 
L 2.0 0 0 
M 4.1 0.22 0.05 
N 3.1 0.24 0.08 
O 6.6 1.85 0.28 
P 4.4 0.49 0.11 
Q 9.5 2.38 0.25 
1% 5.3 0.75 0.14 
S 5.7 1.36 0.24 
T 2.0 0 0 
U 3.6 0.69 0.19 
V 2.0 0 0 
W 4.2 0.39 0.09 
X 2.1 0.34 0.16 
Y 3.3 0.61 0.18 
Z 3.4 0.48 0.14 
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and that we wish to compare it with a subset of the Arrays representative 
of those letters which have, on the average, n line segments. (We tern- 
porarily adopt this restriction to remove the effect of the number of 
line segments.) Figure 7 illustrates this situation in pictorial form. At 
the left is the matrix of the unknown u. In the central column are a sub- 
set of the Arrays x, y, and z on which the numerical distribution is 
schematized by a density distribution. For illustrative purposes only, we 
assume that the sums of the squares of the elements in the arrays x, y, 
and z are the same. Thus the correlation coefficients would be propor- 
tional to the sums of the individual elements as listed at the right. (In 
the actual situation, of course, this restriction is not necessary.) 
In the situation illustrated here, the unknown would have been identi- 
:¢~i'.'~ ::"-~.:=. - 
" ; : ' "~10 ' 'y '  ":" 12 
I 
I 
I 
I 
MATRIX OF 
UNKNOWN 
• ..:,.'-.,. ..: !.~.: 
• 
6 
7 
5 
6 
24 
":", '" I < "':  0 
DENSITY DISTRIBUTION ELEMENTS 
REPRESENTATIVE OF NUMBER 
DISTRIBUTION OF TEST ARRAYS, 
WITH UNKNOWN MATRIX SUPER- 
IMPOSED. 
FIG, 7. Pictorial representation f inadequacy of correlation coefficient (equal 
number of segments). 
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fled as an x on the basis of the fact that the correlation with the x Array 
yields the highest value. "Inspection" by the reader, on the other hand, 
would indicate y as the identification of the unknown. What has hap- 
pened is clear. Certain portions of the unknown have correlated to a 
high degree with selected sections of the x Array. The "match" of just 
two out of the four segments i so good that the sum of the elements on x 
exceeds the other sums. 
The reader's "inspection," on the other hand, notes that, while none 
of the unknown segments fall on the peaks of the y Array distribution, 
all of the segments are "matched" in the sense that they fall in the 
neighborhoods of discernable maxima. He thus chooses to make the 
identification as y instead of x, despite the lower correlation coefficient. 
The situation becomes more complex when we examine the case of an 
unknown matrix being compared with a subset of Arrays which are 
representative of line patterns whose average number of segments differs 
from that of the unknown. Analysis (Spinrad, 1963) shows that, in the 
situation where the unknown has fewer line segments than the average 
number represented by the Array, one should append to the element 
list a number of zero elements equal to the difference. 
What is required is some quantitative measure of this distribution 
phenomenon. The measure must be in normalized form to allow for the 
real situation where the sum of the squares of the Array elements are 
not the same. To allow for this and to permit patterns of different scales 
to be uniformly treated we require that, given a set of numbers el, e2, 
ez, e4, • • • , en which yield an index i, the set of numbers, 
ke l ,ke l , . . .  ,ke~; Ice2 , ke~ , . . . ,  ke :  ; . . . ; ken  , ken ,  . . . , ke~ 
q of these q of these q of these 
should yield the same index i for any k and any q. 
Of the many expressions which meet the above criteria and which 
give a measure of the dispersion (this latter quality having been de- 
scribed only by example) the one selected was 
where 
n i=1 
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This index has the same computational form as a normalized standard 
deviation. It must be emphasized, however, that that is not what it is, 
since it is computed on a set of measurements of different quantities. 
To emphasize this, and to put it into its proper context, as a measure of 
the reliability of the correlation coefficient we call it the Insignificance 
Index. 
For the three situations presented in Fig 7 the computed insignificance 
indices are: 
The match with x: I I  = 1.01 
The match with y: I I  = 0.118 
The match with z: / /  = 1.60 
The best matched situation, y, is seen to yield the lowest value; the 
poorest match, z, yields the highest value (hence insignificance index). 
The utility of the insignificance index in improving the correlation- 
based classification has been qualitatively shown. The procedure adopted 
for quantitatively incorporating the results of this test into the classi- 
fication decision was to form the quotient of the unmodified correlation 
coefficient by the insignificance index. Figure 6 lists these indices and 
quotients for the given letter sample along with the appropriate ranking 
flags. 
SYSTEM PERFORMANCE ON UNKNOWN LETTER SETS 
A sample of 243 letters, different from those used in the Accumulate 
program, was run through the classification program. ~The program 
correctly identified 93.5 % of the input set. At 95 % confidence intervals 
(Fraser, 1958), the performance can be inferred to be in the range 
90.0 % to 96.5 %. Had the decision process been made on the correla- 
tion coefficient alone, the results would have been 83.5 % correct iden- 
tification with 95% confidence interval being 77.7% to 87.6%. This 
represents a reduction in the error rate by a factor of 2.5 as a consequence 
of using the insignificance t st to improve the identification. 
In 77.5 % of the samples, the correlation coefficient est and the in- 
significance index test agreed on the identity of the unknown. If a 
sample were to be rejected on the basis of its not being the unanimous 
choice, the performance figures would be 76.7 % correct identification, 
22.5 % rejected, and .8 % incorrect identification. Work by Miller and 
2 These were new letters, collected from different people. 
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Friedman (1957) on the readability of mutilated English text indicates, 
however, that it would be better to provide a 6.5 % substitution error 
than a 22.5 % deletion rate coupled with an .8 % substitution rate. We 
did not, therefore, pursue this two-category classification further. 
There were a total of 16 letters erroneously identified. Of these 8 
were correctly identified in the second choice. Essentially, three classes 
of errors existed. The first kind of error occurred when the unknown 
letter represented an extremum of its group, that is, when the topog- 
raphy of the unknown is markedly out of the "experience" of the classi- 
fication program. The second kind of error occurred when the unknown, 
though of "reasonable" shape, was poorly fitted with line segments by 
the Scan simulation program. The last class of error is a direct failure 
of the classification program even though the letter is normally formed 
and adequately abstracted by the Scan program. 
COMMENTS 
Previous work in this area is extensively discussed in Spinrad (1963). 
The  advantages of this system, as measured by its performance, have 
been presented above. Certain other features, however, bear mentioning. 
The first is the system's inherent noise rejection ability. The Scan line 
recognition program, with its constituent filters, acts as a very effective 
"noise" rejection mechanism. Examination of Fig. 1 will show that 
extraneous blots, spots, etc. are not fitted with line segments because 
they are too small or because the program cannot abstract just one 
representative line segment. Further, because the Scan program initially 
fits a multiplicity of segments, the final abstraction is relatively toler- 
ant of void areas within the character's boundaries. 
Another advantage is the availability of program parameters which 
control the Scan program's "concept" of how wide a pen stroke must 
be before it is no longer considered representative of a single line seg- 
ment. These parameters were fixed for this work but can readily be 
changed to alter the nature of the line segment fit to suit a different in- 
put class, perhaps by using self-adaptive t chniques. 
A third advantage is the nature of the output matrix, concisely repre- 
senting, as it does, the character's featm-es. Having the measurements 
available in such a form allows, readily, for manipulations which cor- 
respond, on the original figure, to rotation, skew, and certain other 
nonaffine transformations. 
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The most obvious disadvantage is the system's complexity. The line 
recognition operations, even when implemented by special purpose 
hardware, will not be simple. 
Certain other (correctable) deficiencies exist. Due to quantization 
effects, the initial filter scale factor can range over as much as 4-15% 
for the same input pattern when it is presented over a 22½ ° rotational 
range. Another inadequacy is the lack of a synthesis ection to combine 
two or more abutting, equisloped line segments into one longer segment. 
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