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Reconstruction of the magnetic field for a Schro¨dinger operator
in a cylindrical setting
Daniel Campos
Abstract
In this thesis we consider a magnetic Schro¨dinger inverse problem over a compact domain contained
in an infinite cylindrical manifold. We show that, under certain conditions on the electromagnetic
potentials, we can recover the magnetic field from boundary measurements in a constructive way.
A fundamental tool for this procedure is a global Carleman estimate for the magnetic Schro¨dinger
operator. We prove this by conjugating the magnetic operator essentially into the Laplacian, and
using the Carleman estimates for it proven by Kenig–Salo–Uhlmann in the anisotropic setting, see
[8]. The conjugation is achieved through pseudodifferential operators over the cylinder, for which
we develop the necessary results.
The main motivations to attempt this question are the following results concerning the magnetic
Schro¨dinger operator: first, the solution to the uniqueness problem in the cylindrical setting in [2],
and, second, the reconstruction algorithm in the Euclidean setting from [18]. We will also borrow
ideas from the reconstruction of the electric potential in the cylindrical setting from [9]. These two
new results answer partially the Carleman estimate problem (Question 4.3.) proposed in [19] and
the reconstruction for the magnetic Schro¨dinger operator mentioned in the introduction of [9]. To
our knowledge, these are the first global Carleman estimates and reconstruction procedure for the
magnetic Schro¨dinger operator available in the cylindrical setting.
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1 Introduction
Let us present the notion of an inverse problem through the following contrasting settings. A direct
problem aims to determine, from the knowledge of the internal properties of a system, the reaction of
it to certain stimuli. For example, knowing the conductivity of a medium and the voltage potential
at the boundary we can determine the voltage induced in the interior of the domain and, therefore,
the current flowing through the boundary. In contrast, an inverse problem looks to deduce properties
of the system from the knowledge of the reactions to the stimuli. For instance, in his seminal paper
[1], Caldero´n proposes to study the uniqueness and the subsequent reconstruction of the conductivity
of a medium from the voltage–to–current measurements at the boundary. This problem came to be
known as the Caldero´n inverse conductivity problem. Since then, this and other related problems have
attracted a great deal of attention; see the survey [26]. Various examples of inverse problems are also
presented in [27] and [7].
For a domain M ⊆ Rd, the isotropic conductivity equation can be expressed as the boundary value
problem {
div(γ∇u) = 0 in M,
u = f on ∂M,
where the unknown conductivity γ is a function in M . The known data is the boundary measurement
Λγ : f 7→ γ∂νu|∂M , which maps the voltage potential at the boundary to the current flowing through
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the boundary due to the induced voltage in the interior. As mentioned before, the Caldero´n inverse
problem consists in recovering the function γ from the map Λγ .
After a change of variables the conductivity equation can be expressed in the form H0,W v := (D
2 +
W )v = 0, where D = −i∇ is the gradient, D2 := D · D = −div · ∇ is the (negative) Laplacian, and
W is a function; we refer to H0,W as a (electric) Schro¨dinger operator. In greater generality, we can
consider a magnetic Schro¨dinger operator, which has a structure similar to the previous operator but
contains first order terms in the formHV,W := (D+V )
2+W . In any of these cases, the inverse problem
consists in recovering information about either (or both) of the electromagnetic potentials V and W ,
in the interior of the domain, from boundary measurements. We elaborate this with more detail in
the following section. One of the reasons why this problem is interesting and relevant is its relation
to the inverse scattering problem at fixed energy from quantum mechanics; see the introduction of the
Ph.D. thesis by Haberman [6] for a detailed presentation on this.
As mentioned before, there is a significant body of work surrounding these problems. In the Euclidean
setting, the uniqueness (or identifiability) problem for the electric Schro¨dinger operator was explic-
itly addressed by Nachman–Sylvester–Uhlmann in [14], but it was implicitly used in the proof of the
uniqueness for the conductivity problem by Sylvester–Uhlmann in [23]. Their proof uses the construc-
tion of many special solutions inspired by the complex exponential solutions introduced by Caldero´n in
[1]; this method of construction relies on a global Carleman estimate for the Laplacian. The Carleman
estimates are a kind of parameter–dependent weighted inequalities, originally introduced in the setting
of unique continuation problems. The reconstruction of the electric potential is due to Nachman, see
[13], and uses the uniqueness for the global Carleman estimate from [23] in two ways. First, it is shown
that the uniqueness “at infinity” implies a uniqueness property at the boundary, and this allows to
determine the boundary values of the special solutions. Second, the smallness that is established in
the estimate makes it possible to disregard certain correction terms. Later we will elaborate more
carefully on this. For the magnetic operator, the uniqueness has been established in a series of papers
under different assumptions. This was started with the work of Sun, in [22], under smallness condi-
tions on the magnetic field; then the smallness condition was replaced by a smoothness condition by
Nakamura–Sun–Uhlmann in [15]. Further improvements of these include the results by Salo in [18]
and Krupchyk–Uhlmann in [11]. For a more detailed account of the available results, see [6]. More-
over, in [18], Salo carries out a constructive procedure to recover the electromagnetic parameters. As
before, the reconstruction uses the existence of many special solutions which are constructed through
a Carleman estimate for the magnetic Schro¨dinger operator. We will follow closely the arguments from
this paper.
Moving away from the Euclidean setting, the Caldero´n problem, or its corresponding problem for the
Schro¨dinger operator, can also be formulated in the context of Riemannian manifolds. This problem
arises as a model for electrical imaging in anisotropic media, and it is one of the most basic inverse
problems in a geometric setting; for the basic results in this context we refer to [19]. Motivated by
the results in the Euclidean setting, we are interested in proving analogous Carleman estimates on
manifolds. Looking to deduce such an estimate, in [2] it is proven that the existence of a limiting
Carleman weight implies some kind of product structure on the manifold. Since then, it has been
usual to consider a cylindrical manifold, as we will do with T = R × Td, and the Carleman weight
x1; for instance, see [8] or [9]. Our setting will be slightly different from the so–called admissible
Riemannian manifolds from [2]. The solution to the uniqueness problem for the magnetic operator
was established by Dos Santos Ferreira–Kenig–Salo–Uhlmann in [2], and the reconstruction problem
for the electric Schro¨dinger operator is elaborated in [9]. For a more complete exposition of the results
either in the Euclidean or Riemannian setting we refer to the surveys [26] and [27].
In this thesis we prove a global Carleman estimate for the magnetic Schro¨dinger operator and propose
a reconstruction procedure for the magnetic field. The main motivations to attempt this question
are the following results concerning the magnetic Schro¨dinger operator: first, the solution to the
uniqueness problem in the cylindrical setting in [2], and, second, the reconstruction algorithm in the
Euclidean setting from [18]. We will also borrow ideas from the reconstruction of the electric potential
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in the cylindrical setting from [9]. These two new results answer partially the Carleman estimate
problem (Question 4.3.) proposed in [19] and the reconstruction for the magnetic Schro¨dinger operator
mentioned in the introduction of [9]. To our knowledge, these are the first global Carleman estimates
and reconstruction algorithms for the magnetic Schro¨dinger operator available in the cylindrical setting.
1.1 Setting and main results
Let Td = Rd/Zd be the d-dimensional torus with standard metric g0 and let e be the Euclidean metric
on R. Consider the cylinder T = R × Td with the standard product metric g = e ⊕ g0. We denote
the points in the cylinder T by (x1, x
′), meaning that x1 ∈ R and x
′ ∈ Td. Let (M, g) ⊆ T be a
smooth connected compact (d+ 1)-submanifold. Let ∂M denote its smooth d-dimensional boundary,
letM− :=M \∂M andM+ = T \M . We callM− andM+ the interior and exterior ofM , respectively.
Let Dx1 = ∂x1/(2πi) and Dx′ = ∇x′/(2πi), and define the gradient D := (Dx1 , Dx′) and Laplacian
−∆g := D
2 = D2x1 +D
2
x′ . We denote −∆g0 := D
2
x′ , so that its eigenvalues on T
d consist of the set
Spec(−∆g0) := {|k|
2 : k ∈ Zd}.
Let F , G1, . . . , Gd, W be functions in M , and consider the vector field V := (F,G) := (F,G1, . . . , Gd).
We call V and W the magnetic and electric potentials, respectively. We consider the magnetic
Schro¨dinger operator
HV,W := (D + V )
2 +W = D2 + 2V ·D + (V 2 +D · V +W ),
and its associated Dirichlet problem {
HV,Wu = 0 in M−,
u = f on ∂M.
(∗)
In Chapter 2. Prelimaries we will introduce the necessary notation and motivate the following defini-
tions. For f ∈ H1/2(∂M), we say that u ∈ H1(M) is a weak solution to the Dirichlet problem (∗) if
tr−(u) = f and ∫
M
−Du ·Dϕ+ V · (ϕDu− uDϕ) + (V 2 +W )uϕ = 0, (1)
for all test functions ϕ ∈ H10 (M). Under certain conditions on the potentials, which we later elaborate,
there exists a unique weak solution to the Dirichlet problem (∗). We define the Dirichlet-to-Neumann
(DN) map ΛV,W as follows: if f, g ∈ H
1/2(∂M) and v ∈ H1(M) is any function extending g, i.e.
tr−(v) = g, then
〈ΛV,W f, g〉 :=
∫
M
−Du ·Dv + V · (vDu − uDv) + (V 2 +W )uv, (2)
where u ∈ H1(M) is the weak solution of (∗). Formally, the DN map corresponds to the boundary
measurement
ΛV,Wf =
i
2π
ν · (D + V )u
∣∣
∂M
.
The reconstruction problem then consists in using measurements at the boundary of the domain, such
as the DN map ΛV,W , to recover information about the potentials in the interior of it.
Before we proceed to formulate the results, let us recall the gauge invariance of the DN map observed
in [22]. The conjugation identity e−2piiϕDe2piiϕ = D +∇ϕ gives that HV+∇ϕ,W = e
−2piiϕHV,W e
2piiϕ,
which implies that if 0 is not an eigenvalue of HV,W on M and ϕ ∈ C
∞(T ), then 0 is also not an
eigenvalue of the operator HV+∇ϕ,W . Indeed, u˜ is a solution of the Dirichlet problem{
HV+∇ϕ,W u˜ = 0 in M−,
u˜ = g on ∂M,
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if and only if u = e2piiϕu˜ solves {
HV,Wu = 0 in M−,
u = e2piiϕg on ∂M.
A routine computation yields that ΛV+∇ϕ,W = e
−2piiϕ|∂MΛV,We
2piiϕ which gives the gauge invariance
ΛV+∇ϕ,W = ΛV,W if ϕ|∂M = 0. Therefore, it is not possible to determine the magnetic potential
V from the knowledge of ΛV,W . Let us note, however, that the magnetic fields are the same, i.e.
curl V = curl (V + ∇ϕ). The main result from the thesis is that it is possible to reconstruct the
magnetic field curl V under the following smoothness, support, and vanishing moment conditions:
V ∈ C∞c (M−), W ∈ L
∞(M), supp(W ) ⊆M,
∫
R
V (x1, x
′)dx1 = 0 for all x
′ ∈ Td. (†)
Theorem 1.1. Let M ⊆ T be as before, with d ≥ 3. Assume that the potentials V,W satisfy (†) and
0 is not an eigenvalue of HV,W in M . Then the magnetic field curl V can be reconstructed from the
knowledge of the Dirichlet-to-Neumann map ΛV,W .
A fundamental step in the reconstruction of curl V from the DN map ΛV,W is the construction of many
special solutions to the equation HV,Wu = 0. Following Sylvester–Uhlmann’s method of complex
geometric optics (CGOs), see [23], the solutions consist in appropriate corrections, depending on a
large parameter, of harmonic functions. The standard technique to perform these constructions has
been the use of Carleman estimates. Following [13] and [9], we use a uniqueness result for these kind
of estimates, as mentioned in the previous section, for a twofold purpose: first, to characterize the
boundary values of the CGOs from the DN map; second, to “disregard” the correction terms as the
parameter grows. The other main result of the thesis is the following Carleman estimate, which holds
under the following conditions on the potentials:
V ∈ C∞c (T ), supp(V ) ⊆ [−R,R]×T
d, 〈x1〉
2δW ∈ L∞(T ),
∫
R
V (x1, x
′)dx1 = 0 for all x
′ ∈ Td. (⋆)
Theorem 1.2. Let 1/2 < δ < 1 and let V,W satisfy (⋆). There exists τ0 ≥ 1, such that if |τ | ≥ τ0
and τ2 /∈ Spec(−∆g0), then for any f ∈ L
2
δ(T ) there exists a unique u ∈ H
2
−δ(T ) which solves
e2piτx1HV,W e
−2piτx1u = f.
Moreover, this solution satisfies the estimates
‖u‖Hs
−δ(T )
. |τ |s−1‖f‖L2δ(T ),
for s = 0, 1, 2. The constant of the inequality is independent of τ .
In the next chapter we introduce the weighted Sobolev spaces L2δ(T ) and H
s
−δ(T ). The solution to this
equation is based on a reduction to the case of the Laplacian, i.e. when there are no electromagnetic
potentials. The gain of one derivative in the estimate, meaning the constant τ−1, allows to deduce the
estimate of Theorem 1.2 in the presence of an electric potential alone through perturbative methods.
The reconstruction procedure of the electric potential has been given in [13] for the Euclidean case
and in [9] for the cylindrical case. However, the gain of one derivative is not enough to deal with
the magnetic potential beyond the perturbative regime, i.e. when the norm of the magnetic potential
may not be small. Following the ideas in [16], [15], and especially [18], we prove this by conjugating
the equation through pseudodifferential operators in order to “essentially eliminate” the magnetic
potential. To do this we consider the small parameter ~ = τ−1 and use the results for semiclassical
analysis on R.
1.2 Structure of the thesis
In Chapter 2. Preliminaries we recall some definitions and results on Fourier analysis, introduce
the function spaces that will appear through the problem, and present the basic facts necessary to
formulate the magnetic Schro¨dinger inverse problem.
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In Chapter 3. Semiclassical pseudodifferential operators over R × Td we define these operators over
T and prove the usual results specific to our cylindrical setting. These results do not seem to be
explicitly stated in the standard references, see [25] or [29], so, we elaborate the necessary theory
for it. For zero order pseudodifferential operators we prove an analog of the Caldero´n–Vaillancourt
L2–boundedness theorem, as well as a norm estimate for the first order expansion of the composition
of two such operators.
In Chapter 4. Conjugation and Carleman estimate we carry out the construction of the conjugation
as well as the proof of Theorem 1.2. The conjugation requires the solution of a first order differential
equation, together with the appropriate estimates. In our cylindrical setting, through the expansion in
Fourier series, this equation can be reduced to the solution of multiple ODEs. The ideas follow closely
the results from [18].
In Chapter 5. Equivalent formulations and boundary characterization we use Theorem 1.2 to construct
many solutions of the equation HV,Wu = 0. Starting from a harmonic solution, we construct a unique
solution (CGO) to the equation that “behaves like” it at infinity. We show that the uniqueness at
infinity implies a uniqueness property at the boundary, and so the boundary values of the CGOs can
be characterized as solutions to boundary integral equations involving only the knowledge of the DN
map ΛV,W and not the unknown electromagnetic potentials. We follow the presentation from [9].
In Chapter 6. Reconstruction of the magnetic field we restrict the attention to CGOs that result from
correcting the harmonic functions e±2pi|m|x1em(x
′). We prove that such CGOs can also be written in
the form e±2pi|m|x1em(x
′)am + e
−2piτx1rm,τ , for an appropriate amplitude am making the correction
term have better estimates. Then we define an analog of the scattering transform from [13] and
[18], and use it together with the correction estimates to obtain integrals that are basically a mixed
(Laplace–Fourier) transform of terms involving the magnetic potential. Finally, we show that it is
possible to recover the magnetic field curl V from these integrals. These steps require some linear
algebra lemmas over Q and the reconstruction formula for an entire function, which we prove in the
appendix of the chapter. This is perhaps the most interesting chapter: not only the methods require
playful ideas, but the results obtained are somewhat different from analogous previous ones.
2 Preliminaries
Consider the cylinder T = R × Td with standard product metric g = e ⊕ g0. The points in T are
denoted by x = (x1, x
′), meaning that x1 ∈ R and x
′ ∈ Td. Let (M, g) ⊆ T is a smooth connected
compact (d + 1)-submanifold with boundary ∂M . We denote the volume element in T and M by
dx = dx1dx
′ and the surface measure in ∂M by dσ.
Let Dx1 = ∂x1/(2πi) and Dx′ = ∇x′/(2πi), and define the gradient D := (Dx1 , Dx′) and Laplacian
−∆g := D
2 = D2x1 +D
2
x′ . For a multiindex α = (α1, α
′) = (α1, α
′
1, . . . , α
′
d), we denote |α| = α1 +α
′
1 +
. . .+ α′d and D
α = Dα1x1D
α′1
x′
1
. . . D
α′d
x′d
.
In what follows we define several functions spaces over T , and we mention when the definitions allow
for analogous spaces over R, Td, or M . Most of the definitions and results from this chapter can be
found in [18], [24], [25], [29].
2.1 Fourier analysis and distributions
2.1.1 Distributions and Sobolev spaces
We consider the space of smooth compactly supported functions D(T ) := C∞c (T ) with the family of
seminorms
‖f‖k,l = sup{|D
αf(x1, x
′)| : |x1| ≤ k, x
′ ∈ Td, |α| ≤ l},
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with k, l ∈ N. We say a linear functional ϕ : D(T ) → C is continuous, if for all k ∈ N there exist
l ∈ N and C > 0, both possibly depending of k, such that |〈ϕ, f〉| ≤ C‖f‖k,l for all f ∈ D(T ). We call
distributions to these functionals and denote its space by D′(T ).
In addition, we define the space of Schwartz functions S(T ) as the space of rapidly decaying smooth
functions with the family of seminorms
‖f‖k = sup{〈x1〉
k|Dαf(x1, x
′)| : (x1, x
′) ∈ T, 0 ≤ |α| ≤ k},
with k ∈ N. We say that fj → f in S(T ) if ‖fj − f‖k → 0 for all k. We say a linear functional
ϕ : S(T ) → C is continuous if 〈ϕ, fj〉 → 〈ϕ, f〉 whenever fj → f in S(T ). We call tempered
distributions to these functionals and denote its space by S ′(T ). We define that ϕj ⇀ ϕ in S
′(T )
if 〈ϕj , f〉 → 〈ϕ, f〉 for all f ∈ S(T ). A well–known result in functional analysis says that if ϕ ∈ S
′(T ),
then there exist k ∈ N and C > 0 such that |〈ϕ, f〉| ≤ C‖f‖k for all f ∈ S(T ). The space of tempered
distributions S ′(T ) is a subspace of the distributions D′(T ). The definitions of the spaces S(R) and
S ′(R) are analogous.
For 1 ≤ p ≤ ∞, let Lp(T ) = Lp(T, dx1dx
′) denote the standardLp space in T . For a nonnegative integer
s, we consider the Lp Sobolev spaces W s,p(T ) with norm given by ‖f‖W s,p(T ) :=
∑
|α|≤s ‖D
αf‖Lp(T ).
Similarly, we also consider the spaces W s,p(R) and W s,p(Td).
2.1.2 Fourier analysis on smooth functions
For a function f ∈ L1(R) we define its Fourier transform by f̂(ξ) :=
∫
R
e−2piix1ξf(x1)dx.
Proposition 2.1 ([24], [29]). If f ∈ S(R), then its Fourier transform f̂ satisfies the following:
a). the transform and its derivatives have polynomial decay bounds
|Dαξ f̂(ξ)| . 〈ξ〉
−2m‖xα1 f‖W 2m,1(R),
where 〈ξ〉 := (1 + ξ2)1/2 and the constant of the inequality may depend on m,
b). f̂ ∈ S(R) and we have the inversion formula f(x1) =
∫
R
e2piix1ξf̂(ξ)dξ, with pointwise absolute
uniform convergence, as well as for its derivatives,
c). Plancherel’s identity holds, ‖f‖L2(R) = ‖f̂‖L2(R).
For k ∈ Zd, let ek(x
′) := e2piik·x
′
. For a function f ∈ L1(Td) we define its k-th Fourier coefficient by
fk :=
∫
T
d e−k(x
′)f(x′)dx′.
Proposition 2.2 ([24]). If f ∈ C∞(Td), then its Fourier coefficients and series satisfy the following:
a). the coefficients have polynomial decay bound
|fk| . 〈k〉
−2m‖f‖W 2m,1(Td),
where 〈k〉 := (1 + |k|2)1/2 and the constant of the inequality may depend on m and d,
b). there is pointwise absolute uniform convergence of the Fourier series f(x′) =
∑
k∈Zd fkek(x
′), as
well as for of its derivatives,
c). Plancherel’s identity holds, ‖f‖2L2(Td) =
∑
k∈Zd |fk|
2.
Similarly, for a function f ∈ S(T ) we define its k-th Fourier coefficient by fk(x1) :=
∫
T
d e−k(x
′)f(x1, x
′)dx′.
The previous results can be combined as follows.
Proposition 2.3. If f ∈ S(T ), then its Fourier coefficients fk are in S(R). Moreover, these satisfy
the following:
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a). the coefficients have polynomial decay bounds
‖fk‖L1(R) . 〈k〉
−2m‖f‖W 2m,1(T ),
where the constant of the inequality may depend on m and d,
b). the transform of the coefficients and its derivatives have polynomial decay bounds
|Dαξ f̂k(ξ)| . 〈ξ, k〉
−2m‖xα1 f‖W 2m,1(T ),
where 〈ξ, k〉 := (1 + ξ2 + |k|2)1/2 and the constant of the inequality may depend on m and d,
c). the inversion formula holds,
f(x1, x
′) =
∑
k∈Zd
fk(x1)ek(x
′) =
∑
k∈Zd
∫
R
e2piix1ξek(x
′)f̂k(ξ)dξ,
with pointwise absolute uniform convergence, as well as for its derivatives,
d). Plancherel’s identity holds, ‖f‖2L2(T ) =
∑
k∈Zd ‖fk‖
2
L2(R) =
∑
k∈Zd ‖f̂k‖
2
L2(R).
e). for any k ∈ Zd, the function fk(x1)ek(x
′) is in S(T ), and we have that
‖fkek‖l . 〈k〉
−(2m−l)‖f‖l+2m,
where the constant may depend on l, m, and d. Moreover, the partial sums of the Fourier series,
SNf(x1, x
′) :=
∑
|k|≤N fk(x1)ek(x
′), converge to f in S(T ),
Proof. For α ≤ m we have that
〈x1〉
m|Dαx1fk| ≤ ‖〈x1〉
mDαx1f(x1, ·)‖L1(Td) ≤ ‖f‖m,
where ‖f‖m is the seminorm defined above for functions in S(T ). This proves that the Fourier coef-
ficients fk are in S(R). Moreover, using the identity 〈k〉
2me−k(x
′) = 〈Dx′〉
2me−k(x
′) and integrating
by parts yields that
〈k〉2m|fk(x1)| =
∣∣∣∣
∫
T
d
〈Dx′〉
2m(e−k(x
′))f(x1, x
′)dx′
∣∣∣∣
=
∣∣∣∣
∫
T
d
e−k(x
′)〈Dx′〉
2mf(x1, x
′)dx′
∣∣∣∣ .
∫
T
d
|〈Dx′〉
2mf(x1, x
′)|dx′.
Integrating over R gives the first result. Similarly, using the identities
Dαξ e
−2piix1ξ = (−x1)
αe−2piix1ξ, 〈ξ, k〉2m(e−2piix1ξe−k(x
′)) = 〈D〉2m(e−2piix1ξe−k(x
′)),
and integrating by parts we conclude that
〈ξ, k〉2m|Dαξ f̂k(ξ)| =
∣∣∣∣
∫
T
〈D〉2m(e−2piix1ξe−k(x
′))xα1 fdx1dx
′
∣∣∣∣
=
∣∣∣∣
∫
T
e−2piix1ξe−k(x
′)〈D〉2m(xα1 f)dx1dx
′
∣∣∣∣ . ‖xα1 f‖W 2m,1(T ).
Moreover, this result proves that the Fourier decomposition converges absolutely, and so the inversion
and Plancherel formulas follow from Proposition 2.1 and Proposition 2.2. Finally, we can bound
‖fkek‖l = sup{〈x1〉
l|Dα(fkek)| : |α| ≤ l} . 〈k〉
l sup{〈x1〉
l|Dα1x1 fk| : α1 ≤ l} . 〈k〉
−(2m−l)‖f‖l+2m,
where we have used Proposition 2.2 for the last step. The convergence of the partial sums in S(T )
follows from this.
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2.1.3 Fourier analysis on tempered distributions
From Fubini’s theorem we have that
∫
R
f ĝ =
∫
R
f̂ g, for f, g ∈ S(R). This suggests to define the
Fourier transform of ϕ ∈ S ′(R) by
〈ϕ̂, f〉 := 〈ϕ, f̂〉.
To see indeed that ϕ̂ ∈ S ′(R) we use Proposition 2.1 to get that f̂n → f̂ in S(R) if fn → f in S(R).
It is clear that this definition extends the above definition of Fourier transform in S(R).
Finally, we proceed to define the Fourier coefficients of a tempered distribution. Let us consider the
operators πk : S(T )→ S(R) and ψk : S(R)→ S(T ) given by πkf := fk and ψkg := g(x1)ek(x
′). The
Fourier inversion formula on S(T ) can be written formally as I =
∑
k∈Zd ψkπk. Moreover, proceeding
as in the proof of Proposition 2.3 we have that
‖πkf‖l . 〈k〉
−2m‖f‖l+2m, ‖ψkg‖l . 〈k〉
l‖g‖l,
for all l,m ≥ 0. By duality, this gives rise to the adjoint operators π∗k : S
′(R) → S ′(T ) and ψ∗k :
S ′(T)→ S ′(R), defined by
〈π∗kφ, f〉 := 〈φ, πkf〉, 〈ψ
∗
kϕ, g〉 := 〈ϕ, ψkg〉.
For a distribution ϕ ∈ S ′(T ), we define its k-th Fourier coefficient by ϕk := ψ
∗
−kϕ ∈ S
′(R). This
definition extends that of Fourier coefficients for functions in S(T ). Below, we prove the formal dual
of the inversion formula above, which reads I =
∑
k∈Zd π
∗
kψ
∗
k =
∑
k∈Zd π
∗
−kψ
∗
−k.
Proposition 2.4. Let f ∈ S(T ) and ϕ ∈ S ′(T ). The Fourier coefficients satisfy the following:
a). the usual differentiation properties hold, i.e. (Dαx′ϕ)k = k
αϕk,
b). Parseval’s identity holds, 〈ϕ, f〉 =
∑
k∈Zd〈ϕk, fk〉, with absolute convergence.
c). the partial sums of the Fourier series, SNϕ =
∑
|k|≤N π
∗
−kϕk, converge to ϕ in S
′(T ).
Proof. If g ∈ S(R), then we have that
〈(Dαx′ϕ)k, g〉 = 〈D
α
x′ϕ, ge−k〉 = (−1)
α〈ϕ,Dαx′(ge−k)〉 = (−1)
α〈ϕ, (−k)αge−k〉 = k
α〈ϕk, g〉,
i.e. (Dαx′ϕ)k = k
αϕ. To prove Parseval’s identity we first prove that the series converges absolutely.
We know that there exists l ∈ N such that |〈ϕ, g〉| . ‖g‖l for all g ∈ S(T ). From a remark above we
have that
|〈ϕk, fk〉| = |〈ϕ, fkek〉| . ‖fkek‖l . 〈k〉
−(2m−l)‖f‖l+2m,
so it follows that the series converges absolutely by choosing m large. Recalling from Proposition 2.3
that SNf → f in S(T ), we conclude that,
〈ϕ, f〉 = lim
N→+∞
∑
|k|≤N
〈ϕ, fkek〉 = lim
N→+∞
∑
|k|≤N
〈ϕk, fk〉 =
∑
k∈Zd
〈ϕk, fk〉.
The convergence SNϕ ⇀ ϕ in S
′(T ) follows from Plancherel’s identity and the fact that fk = (f)−k.
2.2 Function spaces
Recall that for a nonnegative integer s we considered the Sobolev spacesW s,p(T ) with norm ‖f‖W s,p(T ) :=∑
|α|≤s ‖D
αf‖Lp(T ). For p = 2 we denote H
s(T ) := W s,2(T ). The definitions of these spaces over
R, Td, and M are analogous. In the case of T and R, these spaces are also the completions of the
corresponding space of Schwartz functions under the respective norm, while for M these spaces are
the completions of restrictions to M of the Schwartz functions S(T ) under the W s,p(M) norm.
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Since T has no boundary we can define the dual space H−1(T ) := (H1(T ))∗; we leave the definition
of H−1(M) to the next section. By Plancherel’s theorem, from Proposition 2.3, we see that if s is a
nonnegative integer and f ∈ S(T ), then
‖f‖2Hs(T ) ≃
∑
|α|≤s
‖Dαf‖2L2(T ) ≃
∑
k∈Zd
∫
R
〈ξ, k〉2s|f̂k(ξ)|
2dξ.
This allows to extend the definition of the spaces Hs(T ) to any s ∈ R. Moreover, observe that this
extension coincides also with the previous definition of H−1(T ). Analogous extensions can also be
defined for R and Td.
On the boundary ∂M , we consider the usual L2 space L2(∂M, dσ) and its corresponding Sobolev
spaces Hs(∂M); we elaborate more on the Sobolev spaces in the next section. We also define the
Sobolev subspaces
Hsloc(T ) := {f : f ∈ H
s([−R,R]×Td) for any R > 0},
Hsc (T ) := {f ∈ H
s(T ) : f(x1, x
′) = 0 when |x1| ≥ R for some R > 0},
and its analogs over R. For δ ∈ R we define the L2 weighted spaces L2δ(T ) := {f : 〈x1〉
δf ∈ L2(T )},
with the norm ‖f‖L2
δ
(T ) := ‖〈x1〉
δf‖L2(T ). Similarly, we also define L
2
δ(R). It follows from Proposition
2.2 that we also have Plancherel’s identity for weighted spaces,
‖f‖L2δ(T ) =
∫
T
〈x1〉
2δ|f(x1, x
′)|2dx1dx
′ =
∫
R
〈x1〉
2δ
∑
k∈Zd
|fk(x1)|
2dx1 =
∑
k∈Zd
‖fk‖
2
L2δ(R)
. (3)
For a nonnegative integer s the weighted Sobolev spaces have two equivalent definitions,
Hsδ (T ) := {f ∈ L
2
δ(T ) : D
αf ∈ L2δ(T ) for |α| ≤ s} = {f ∈ L
2
δ(T ) : 〈x1〉
δf ∈ Hs(T )}.
We consider the norm ‖f‖Hsδ (T ) as any of the two equivalent norms:
∑
|α|≤s ‖D
αf‖L2
δ
(T ) or ‖〈x1〉
δf‖Hs(T ).
We also consider the analogs of these spaces over R. By (3) we get that
‖f‖2Hsδ (T )
≃
∑
|α|≤s
‖Dαf‖2L2δ(T )
≃
s∑
m=0
∑
k∈Zd
〈k〉2s−2m‖Dmx1fk‖
2
L2δ(T )
.
We can endow the space Hsδ (T ) with another norm by considering a (small) real parameter ~ and
definining
‖f‖Hsδ,~(T ) :=
∑
|α|≤s
‖(~D)αf‖L2δ(T ) ≃
( s∑
m=0
∑
k∈Zd
〈~k〉2s−2m‖(~Dx1)
mfk‖
2
L2δ(T )
)1/2
.
We call this the semiclassical weighted Sobolev space. Analogously, we define the semiclassical Sobolev
spaces W s,p
~
(T ) and their norm.
2.3 Dirichlet problem: definitions and basic facts
In this section we introduce the necessary definitions give a precise formulation of the Dirichlet problem{
HV,Wu = 0 in M−,
u = f on ∂M,
(∗)
where HV,W = (D + V )
2 +W = D2 + 2V ·D + (V 2 +D · V +W ).
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2.3.1 Trace operators and Sobolev spaces
We call the trace operator that which restricts functions in the cylinder T to its boundary values in
∂M , and we denote it by tr. For s > 1/2, the operator tr : Hs(T )→ Hs−1/2(∂M) is continuous. For
functions defined only either in the interior or exterior of M , denoted by M− and M+ respectively,
there are also the operators tr± : Hs(M±)→ H
s−1/2(∂M) for s > 1/2.
On the boundary we define the dual space H−1/2(∂M) = (H1/2(∂M))∗. The continuity of the trace
operator tr : H1(T ) → H1/2(∂M) gives the existence of the adjoint operator tr∗ : H−1/2(∂M) →
H−1(T ). If ϕ ∈ H1(T ) is supported away from ∂M , then tr(ϕ) = 0; this implies that the adjoint
tr∗ actually maps H−1/2(∂M) into H−1c (T ). The adjoint is supported on ∂M and, formally, we have
tr∗ϕ = ϕdσ.
We also consider the space H10 (M) := {u ∈ H
1(M) : tr−(u) = 0} and its dual H−1(M) := (H10 (M))
∗.
The space H10 (M) is also the closure of C
∞
c (M−) under the H
1(M) norm.
2.3.2 Weak solutions
The definitions below of weak solution and Dirichlet-to-Neumann map are natural after we formally
integrate by parts,∫
M
(HV,Wu)v =
∫
M
D · [(D + V )u]v + V · [(D + V )u]v +Wuv
=
∫
M
−[(D + V )u] ·Dv + V · [(D + V )u]v +Wuv +
1
2πi
∫
∂M
ν · [(D + V )u]v
=
∫
M
−Du ·Dv + V · (vDu − uDv) + (V 2 +W )uv −
i
2π
∫
∂M
ν · [(D + V )u]v.
For f ∈ H1/2(∂M), we say that u ∈ H1(M) is a weak solution to the Dirichlet problem (∗) if tr−(u) = f
and ∫
M
−Du ·Dϕ+ V · (ϕDu − uDϕ) + (V 2 +W )uϕ = 0, (1)
for all test functions ϕ ∈ H10 (M).
2.3.3 Inhomogeneous problem and extension operator
The first step towards solving the Dirichlet problem (∗) is the solution to the inhomogeneous boundary
value problem
D2u = f ∈ H−1(M), u ∈ H10 (M). (∗∗)
We say that u is a solution to (∗∗) if for any ϕ ∈ H10 (M) we have
〈f, ϕ〉 =
∫
M
−Du ·Dϕ.
Proposition 2.5 ([24]). For any f ∈ H−1(M) there exists a unique solution u ∈ H10 (M) to the
boundary value problem D2u = f . If Tf := u denotes the solution operator, then T : Hs(M) →
Hs+2(M) ∩H10 (M) is bounded for any s ≥ −1.
In [24] it is shown an explicit construction of a bounded extension operator E : Hs−1/2(∂M)→ Hs(M)
for all s ≥ 1, such that tr− ◦ E = I. Moreover, for any N ∈ N and s ≤ N there is an extension
Hs(M)→ Hs(T ) (that may depend on N), so that we have an extension E : Hs−1/2(∂M)→ Hs(T )
with tr ◦ E = I; in particular, the trace operator tr : Hs(T ) → Hs−1/2(∂M) is surjective for s ≥ 1.
Moreover, by cutting off the extension with an appropriate fixed smooth function we can assume that
Ef is supported on some fixed compact set of T , containing M , for any f ∈ Hs(∂M).
Remark. We will be concerned with values of s in a fixed range, so we will avoid to refer constantly
to the integer associated to the extension.
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2.3.4 Solution to the Dirichlet problem
The existence of the extension allows to turn the Dirichlet problem (∗) into the boundary value problem
(∗∗) for which we know the existence, uniqueness, and regularity properties.
Proposition 2.6 ([24]). Assume that the potentials satisfy V,W ∈ L∞(M) and D · V ∈ L∞(M). If
0 is not a Dirichlet eigenvalue of HV,W in M , then for any f ∈ H
1/2(∂M) there exists a unique weak
u ∈ H1(M) solution to the Dirichlet problem (∗). If we denote DV,W f := u, then DV,W : H
s(∂M)→
Hs+1/2(M) is bounded for 1/2 ≤ s ≤ 3/2.
Proof. Under the conditions on the potentials we have that the first order differential operator X :=
HV,W − D
2 = 2V · D + (V 2 + D · V + W ) maps H1(M) into L2(M). We first consider the case
f ∈ H1/2(∂M), so that Ef ∈ H1(M). Then, u ∈ H1(M) solves the Dirichlet problem (∗) if and only
if v := u − Ef ∈ H10 (M) solves the boundary value problem HV,W v = −HV,WEf . From Proposition
2.5 we can look for a solution of the form v = Tw, with w ∈ H−1(M), leaving us to solve the equation
(I + XT )w = −HV,WEf ∈ H
−1(M). From Proposition 2.5 and the conditions on the potentials we
know that the operator XT : H−1(M)→ L2(M) is continuous, and by Rellich’s theorem we have that
XT is a compact operator on H−1(M). If 0 is not a Dirichlet eigenvalue of HV,W in M , then the
Dirichlet problem (∗) has at most one solution and therefore I +XT is injective. It follows then from
Fredholm’s alternative that I +XT is bijective, and by the Open Mapping theorem that its inverse is
continuous. Then,
‖v‖H1
0
(M) . ‖w‖H−1(M) . ‖HV,WEf‖H−1(M) . ‖Ef‖H1(M) . ‖f‖H1/2(∂M).
Therefore, u = v + Ef ∈ H1(M) and ‖u‖H1(M) . ‖v‖H1(M) + ‖Ef‖H1(M) . ‖f‖H1/2(∂M), as desired.
To prove the higher–order regularity of the solutions, all we need to modify in the proof is the fact
that for f ∈ H3/2(∂M) we have Ef ∈ H2(M), and therefore HV,WEf ∈ L
2(M). The higher–order
regularity properties of T from Proposition 2.5 imply that T : L2(M) → H1(M) is compact, and so
XT is compact on L2(M). After this the proof carries out exactly as before.
2.3.5 Dirichlet-to-Neumann map and normal derivatives
We define the Dirichlet-to-Neumann (DN) map ΛV,W as follows: if f, g ∈ H
1/2(∂M) and v ∈ H1(M)
is any function extending g, i.e. tr−(v) = g, then
〈ΛV,W f, g〉 :=
∫
M
−Du ·Dv + V · (vDu − uDv) + (V 2 +W )uv, (2)
where u = DV,W f ∈ H
1(M) is the weak solution of (∗). The definition of the weak solution implies
that the DN map is well-defined, i.e. it depends only on g an not on the choice of extension. Formally
we have that
ΛV,Wf =
i
2π
ν · (D + V )u
∣∣
∂M
.
Before proving the boundedness properties of the DN map we record a Green identity that will be
useful now and in Chapter 5. This is just slightly more general than saying that the divergence theorem
holds for vector fields in W 1,1(M).
Proposition 2.7. If supp(V ) ⊆M−, V ∈ L
∞(M), D · V ∈ L∞(M), w ∈W 1,1(M), then∫
M
V ·Dw + (D · V )w = 0.
Proof. This proof is taken from [18], Lemma 5.2. Let N = d + 1. Since L∞(M) does not have good
approximation properties, we start proving it for V ∈ LN (M), D ·V ∈ LN/2(M), w =W 1,N/(N−1)(M).
From the Sobolev embedding we have that w ∈ WN/(N−2)(M), so that the integral is in fact convergent.
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Given that supp(V ) ⊆ M− we can find a compact set K ⊆M− and smooth functions {Vk} such that
supp(Vk) ⊆ K, Vk → V in L
N(M) and D ·Vk → D ·V in L
N/2(M). Moreover, Vkw ∈W
1,N/(N−1)(M)
and supp(Vkw) ⊆ K. The divergence theorem holds for vector fields in W
1,1(M), and so we get∫
M
V ·Dw + (D · V )w = lim
k→+∞
∫
M
Vk ·Dw + (D · Vk)w
= lim
k→+∞
∫
M
D · (Vkw) = lim
k→+∞
1
2πi
∫
∂M
ν · (Vkw) = 0.
The conditions V ∈ LN(M) and D · V ∈ LN/2(M) are satisfied if we assume V ∈ L∞(M) and
D · V ∈ L∞(M). Finally, the integral only takes place in supp(V ) ⊆ M−. We know that there exist
smooth functions {wk} such that wk → w in L
1(M) and Dwk → Dw in L
1(supp(V )), and thus the
conclusion follows.
Remark. The condition supp(V ) ⊆M− is not necessary; in [18] this is proven under weaker conditions
whose analogs would be supp(V ) ⊆M and D · V ∈ L∞(T ).
Before we continue, we need to define the interior and exterior normal derivative of a function. This
represents no problem if the function u is in H2(M) or H2loc(M+), as the gradient Du is in H
1(M) or
H1loc(M+) and so its trace is in H
1/2(∂M). Moreover, for ϕ ∈ C∞c (T ) it satisfies either∫
∂M
(∂±ν u)ϕ = ∓4π
2
∫
M±
(D2u)ϕ+Du ·Dϕ.
These identities suggest that we can define the normal derivatives for harmonic functions in H1(M)
or H1loc(M+). We say u, in H
1(M) or H1loc(M+), is harmonic if for any ϕ ∈ C
∞
c (M±) we have∫
M±
Du ·Dϕ = 0, (4)
as it corresponds. By continuity these definitions extend to all test functions ϕ ∈ H1(M±) with
tr±(ϕ) = 0. If f ∈ H1/2(∂M) and v ∈ H1(M±) is any function extending f , i.e. tr
±(v) = f , then we
define the normal derivatives as the functionals
〈∂±ν u, f〉 := ∓4π
2
∫
M±
Du ·Dv. (5)
The condition (4) ensures that this is well-defined, i.e. it depends only on f and not on the choice
of the extension. In particular, taking v = Ef ∈ H1c (T ) and using the boundedness and support
properties of Ef we can conclude that ∂±ν u ∈ H
−1/2(∂M).
Proposition 2.8. Assume that the potentials satisfy V,W ∈ L∞(M) and D · V ∈ L∞(M). Suppose
in addition that supp(V ) ⊆ M−. If 0 is not a Dirichlet eigenvalue of HV,W in M , then the Dirichlet-
to-Neumann map
ΛV,W : H
s(∂M) → Hs−1(∂M) is bounded for 1/2 ≤ s ≤ 3/2. Moreover, if f ∈ H3/2(∂M) and
u = DV,W f ∈ H
2(M), then we have
ΛV,Wf =
1
4π2
∂−ν u
∣∣
∂M
.
Proof. We first prove that ΛV,W : H
1/2(∂M)→ H−1/2(∂M) is bounded. If f, g ∈ H1/2(∂M), then we
have to show that |〈ΛV,W f, g〉| . ‖f‖H1/2(∂M)‖g‖H1/2(∂M). For u, v ∈ H
1(M) we have that∣∣∣∣
∫
M
−Du ·Dv + V · (vDu− uDv) + (V 2 +W )uv
∣∣∣∣ . ‖u‖H1(M)‖v‖H1(M).
In particular, taking u = DV,W f ∈ H
1(M) and v = Eg ∈ H1(M), we conclude from (2) that
|〈ΛV,W f, g〉| . ‖u‖H1(M)‖v‖H1(M) . ‖f‖H1/2(∂M)‖g‖H1/2(∂M),
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where we used in the last inequality the boundedness of DV,W and E.
Now we prove the result when f ∈ H3/2(∂M). Let g, v be as before. From Proposition 2.6 we have
that u = DV,W f ∈ H
2(M), and so ∂−ν u ∈ H
1/2(∂M). Moreover, we can integrate by parts to obtain∫
M
(D2u)v =
∫
M
−Du ·Dv −
1
4π2
∫
∂M
(∂−ν u)g
In addition, for u ∈ H2(M), v ∈ H1(M) we have that uv ∈W 1,1(M), so that we obtain
∫
M
D ·(V u)v =
−
∫
M V · (uDv). from Proposition 2.7. From the previous identities and HV,Wu = 0 we get that
0 =
∫
M
D · [(D + V )u]v + V · [(D + V )u]v +Wuv
=
∫
M
−Du ·Dv + V · (vDu − uDv) + (V 2 +W )uv −
1
4π2
∫
∂M
(∂−ν u)g,
i.e. ΛV,W f = ∂
−
ν u/4π
2, and ‖ΛV,Wf‖H1/2(∂M) . ‖Du‖H1(M) . ‖u‖H2(M) . ‖f‖H3/2(∂M), as we
wanted to prove.
An important application of the previous theorem is the case of the Laplacian H0,0 = D
2. We know
that 0 is not a Dirichlet eigenvalue of the Laplacian in M , and so we have the DN map Λ0,0 defined by
〈Λ0,0f, g〉 :=
∫
M
−Du ·Dv, (6)
where u = D0,0f ∈ H
1(M) and v ∈ H1(M) is any function extending g ∈ H1/2(∂M). We will not use
the result for s > 3/2, but it can be shown that for s ≥ 1/2, the map Λ0,0 : H
s(∂M) → Hs−1(∂M)
is bounded. Moreover, the symmetry in (6) implies the symmetry of the DN map, i.e. we have
〈Λ0,0f, g〉 = 〈Λ0,0g, f〉 for f, g ∈ H
1/2(∂M).
3 Semiclassical pseudodifferential operators over R×Td
We denote the points in the cylinder T = R×Td by (x1, x
′), meaning that x1 ∈ R and x
′ ∈ Td. As
it has been usual in the inverse problem literature, instead of the large parameter τ (appearing in the
Carleman estimate) we consider a small parameter ~ = 1/τ > 0, and use the standard notation and
results from semiclassical analysis. We use the notation ~ instead of h to prevent confusion with the
later use of h for a harmonic function.
In this section, we define and prove the necessary results for pseudodifferential operators on the cylinder
T = R×Td. We will use the definition and basic properties of these operators on R and Td, for which
we refer to [21], [29], [18], [20], [17].
Some of the results below may be valid in greater generality than that we consider here. We will
restrict to prove the results that we will need.
3.1 Definitions and elementary properties
3.1.1 Semiclassical Fourier transform
We will use the ideas from semiclassical analysis only for the real variable x1, as the term τx1 = x1/~
appears in the limiting Carleman weight, and expressions of the form
e2piτx1Dx1e
−2piτx1 = Dx1 + iτ = τ(~Dx1 + i)
will continue to appear through the problem. For this reason, throughout the present chapter, we
define the semiclassical Fourier transform, for functions in L1(R), by
f̂~(ξ) :=
∫
R
e−2piix1ξ/~f(x1)dx1,
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i.e. f̂~(~ξ) = f̂(ξ). We can rewrite the results from Proposition 2.3 as follows.
Proposition 3.1. If f ∈ S(T ), then its Fourier coefficients fk are in S(R). Moreover, these satisfy
the following:
a). the transform of the coefficients and its derivatives have polynomial decay bounds
|(~Dξ)
αf̂~k (ξ)| .
‖xα1 f‖W 2m,1
~
(T )
〈ξ, ~k〉2m
,
where 〈ξ, ~k〉 := (1 + ξ2 + |~k|2)1/2 and the constant of the inequality may depend on m and d,
b). the inversion formula holds,
f(x1, x
′) =
∑
k∈Zd
fk(x1)ek(x
′) =
1
~
∑
k∈Zd
∫
R
e2piix1ξ/~ek(x
′)f̂~k (ξ)dξ,
with pointwise absolute uniform convergence, as well as for its derivatives,
c). Plancherel’s identity holds ‖f‖2L2(T ) =
∑
k∈Zd ‖fk‖
2
L2(R) = ~
−1
∑
k∈Zd ‖f̂
~
k ‖
2
L2(R).
3.1.2 Semiclassical pseudodifferential operators
For the differential operator aα,β(x1, x
′)(~Dx1)
α(~Dx′)
β on T and f ∈ S(T ) we have the Fourier
inversion relation
[aα,β(x1, x
′)(~Dx1)
α(~Dx′)
β ]f(x1, x
′) =
1
~
∑
k∈Zd
∫
R
e2piix1ξ/~ek(x
′)[aα,β(x1, x
′)ξα(~k)β ]f̂~k (ξ)dξ.
We refer to the function a(x1, x
′, ξ, k) = aα,β(x1, x
′)ξα(~k)β as the symbol of the differential operator.
In what follows we show that we can admit symbols more general than polynomials (in the dual
variables ξ and k). Finally, although we only need to define the symbol over R×Td ×R×Zd, it may
be convenient also to allow for symbols overR×Td×R×Rd. We denote the points in R×Td×R×Rd
by (x1, x
′, ξ, t), and we call ξ and t the dual real and toroidal variables, respectively.
Definition 3.2. We say that a = a(x1, ξ; ~) is a (semiclassical) m-th order symbol over R×R if there
exists ~0 such that if 0 < ~ ≤ ~0, then for any M ≥ 0 there exists a constant AM such that
|Dαx1D
β
ξ a(x1, ξ; ~)| ≤ AM 〈ξ〉
m,
whenever α+ |β| ≤M . The associated pseudodifferential operator is defined by
Af(x1) := Op~(a)f(x1) =
1
~
∫
R
e2piix1ξ/~a(x1, ξ; ~)ĝ~(ξ)dξ.
Definition 3.3. We say that a = a(x1, x
′, ξ, t; ~) is a (semiclassical) m-th order symbol over R×Td×
R×Rd if there exists ~0 such that if 0 < ~ ≤ ~0, then for any M ≥ 0 there exists a constant AM such
that
|Dαx1D
β
x′D
γ
ξ a(x1, x
′, ξ, t; ~)| ≤ AM 〈ξ, ~t〉
m,
whenever α+ |β|+ γ ≤M . The associated pseudodifferential operator is defined by
Af(x1, x
′) := Op~(a)f(x1, x
′) :=
1
~
∑
k∈Zd
∫
R
e2piix1ξ/~ek(x
′)a(x1, x
′, ξ, k; ~)f̂~k (ξ)dξ.
Remark. Observe that we do not require the order of the factor 〈ξ〉 or 〈ξ, ~t〉 to decrease whenever
we differentiate with respect to ξ. This would be the case if the symbol were a polynomial or a ratio-
nal function, but we will be considering more general symbols. In the notation of [21], these would
correspond to symbols in Sm0,0.
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Remark. Note that we do not require any condition on the differences (or derivatives) with respect
to the dual toroidal variables. In a later section, Composition, we will need these symbols and refer to
them as special.
Remark. To avoid unnecessary notation, we may occasionally drop the dependance of the symbol on
the semiclassical parameter and just write a(x1, x
′, ξ, t).
Example. With this definition, the functions ξ and ~tj are symbols of order 1. Moreover, we have
that ~Dx1 = Op~(ξ) and ~Dx′j = Op~(~tj) as
(~Dx1)f(x1, x
′) =
1
~
∑
k∈Zd
∫
R
e2piix1ξ/~ek(x
′)(ξ)f̂~k (ξ)dξ,
(~Dx′j)f(x1, x
′) =
1
~
∑
k∈Zd
∫
R
e2piix1ξ/~ek(x
′)(~kj)f̂~k (ξ)dξ.
Example. The function 〈ξ, ~t〉−2 := 1/(ξ2 + |~t|2 + 1) is a symbol of order −2.
Proposition 3.4. If a, b are symbols of order m and n, then Dαx1D
β
x′D
γ
ξ a, a+ b, and ab are symbols
of order m, max{m,n}, and m+n, respectively. The seminorms of each of these symbols are bounded
by those of a, the maximum of those of a and b, and products of those of a and b, respectively.
Proof. This is a routine argument.
Proposition 3.5. If A = Op~(a) is a pseudodifferential operator over T , then A maps the space of
Schwartz functions S(T ) into itself.
Proof. For this proof we will use the notation Dx = (Dx1 , Dx′). Let f ∈ S(T ). The polynomial
control of the symbol a and its derivatives, together with the rapid decay of f̂~k (ξ) from Proposition
3.1 give that Af ∈ C∞(T ), and it is bounded together with its derivatives. Moreover, differentiating
the expression we see that (the vector) (~Dx)Af equals
~DxAf(x1, x
′) =
1
~
∑
k∈Zd
∫
R
~Dx(e
2piix1ξ/~ek(x
′)a)f̂~k (ξ)dξ
=
1
~
∑
k∈Zd
∫
R
e2piix1ξ/~ek(x
′)[(ξ, ~k)a+ ~Dxa]f̂~k (ξ)dξ,
and so it is a pseudodifferential operator corresponding to the symbol (ξ, ~t)a + ~Dxa. By induction
the same is true for higher order derivatives. Therefore, in order to show that Af ∈ S(T ), it suffices
to show that 〈x1〉
2m|Af | ≤ Cm for all m ≥ 0. Integrating by parts we obtain that
〈x1〉
2mAf(x1, x
′) =
1
~
∑
k∈Zd
∫
R
〈~Dξ〉
2m(e2piix1ξ/~)ek(x
′)af̂~k (ξ)dξ
=
1
~
∑
k∈Zd
∫
R
e2piix1ξ/~ek(x
′)〈~Dξ〉
2m[af̂~k (ξ)]dξ.
Again, the polynomial control of the symbol a and its derivatives, together with the rapid decay of
the derivatives of f̂~k (ξ) from Proposition 3.1 give that this is bounded, from where the conclusion
follows.
Proposition 3.6. Let A = Op~(a) be a pseudodifferential operator over T . Then, it satisfies the
following identities,
~Dx1A = Op~(ξa+ ~Dx1a), ~
2D2x1A = Op~(ξ
2a+ 2~ξDx1a+ ~
2D2x1a),
~Dx′jA = Op~(~tja+ ~Dx′ja), ~
2D2x′A = Op~(|~t|
2a+ 2~(~t ·Dx′a) + ~
2D2x′a),
A ◦ ~Dx1 = Op~(ξa), A ◦ ~
2D2x1 = Op~(ξ
2a), A ◦ ~2D2x′ = Op~(|~t|
2a).
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Proof. These results follow directly from the definition.
The simplest case when dealing with pseudodifferential operators in Rd, is when the symbol has spatial
compact support, see Chapter 6, Section 2.1 in [21]. This is always the case for symbols on the torus,
so in analogy to [21], we decompose the symbol in its Fourier series. With uniform convergence (in x1,
x′, ξ, and l), we have that a(x1, x
′, ξ, l; ~) =
∑
k∈Zd ak(x1, ξ, l; ~)ek(x
′), so we can rewrite the operator
A = Op~(a) as
Af(x1, x
′) =
1
~
∑
l∈Zd
∫
R
e2piix1ξ/~el(x
′)a(x1, x
′, ξ, l)f̂~l (ξ)dξ
=
1
~
∑
k,l∈Zd
∫
R
e2piix1ξ/~ek+l(x
′)ak(x1, ξ, l)f̂~l (ξ)dξ
=
∑
k,l∈Zd
(
1
~
∫
R
e2piix1ξ/~ak−l(x1, ξ, l)f̂~l (ξ)dξ
)
ek(x
′). (7)
If a is a symbol over R× Td ×R ×Rd, then for fixed k, l ∈ Zd we can define a symbol over R ×R
by ak,l(x1, ξ; ~) := ak−l(x1, ξ, l; ~). We will elaborate below on the properties of this symbol. Let us
define Akl := Op~(ak,l) on S(R). For f ∈ S(T ), we define Aklf(x1, x
′) := Aklfl(x1)ek(x
′), so that (7)
can be expressed as the decomposition
Af(x1, x
′) =
∑
k,l∈Zd
Aklfl(x1)ek(x
′) =
∑
k,l∈Zd
Aklf(x1, x
′). (8)
3.2 Boundedness
In this section we prove a weighted version of the Caldero´n–Vaillancourt theorem for pseudodifferential
operators over T . It is interesting to observe that we do not need to control the differences over the
dual toroidal variables; this had already been noted in [20], [17].
Recall from before that for the symbol a(x1, x
′, ξ, l; ~) over R×Td ×R× Zd, we defined the symbol
ak,l(x1, ξ; ~) := ak−l(x1, ξ, l; ~) over R×R.
Proposition 3.7. If a(x1, x
′, ξ, l; ~) is a semiclassical zero order symbol over R×Td ×R×Zd, then
ak,l(x1, ξ; ~) is a semiclassical zero order symbol over R×R with seminorm bounds
|Dαx1D
β
ξ ak,l(x1, ξ; ~)| . AM+2N 〈k − l〉
−2N ,
whenever α+ β ≤M and any N ≥ 0.
Proof. From Proposition 2.2 we have that
|Dαx1D
β
ξ ak,l(x1, ξ)| = |D
α
x1D
β
ξ ak−l(x1, ξ, l)| . 〈k − l〉
−2N‖Dαx1D
β
ξ a(x1, ·, ξ, l)‖W 2N,1(Td).
Given that a is a zero order symbol, then for any N ≥ 0 we can bound ‖Dαx1D
β
ξ a(x1, ·, ξ, l)‖W 2N,1(Td) .
AM+2N , whenever α+ β ≤M , as we wanted to prove.
We use this to show that the decomposition from (8) actually converges. The first step is to recall
the standard boundedness properties of pseudodifferential operators on weighted spaces over R. We
will elaborate a little more on the quantitative aspect of the bound in the appendix at the end of the
chapter.
Proposition 3.8 ([18]). Let 0 < ~ ≤ 1. Let a(x1, ξ; ~) be a semiclassical zero order symbol over
R × R. For any δ ∈ R the operator Op~(a) is bounded in L
2
δ(R). Moreover, if |δ| ≤ δ0, then the
operator norms ‖Op~(a)‖L2δ(R)→L2δ(R) are uniformly bounded (in δ and ~) by a multiple (depending on
δ0) of some seminorm of a.
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Remark. From Proposition 3.7 and Proposition 3.8 we obtain that if |δ| ≤ δ0, then we can uniformly
bound ‖Akl‖L2δ(R)→L2δ(R) . AM+2N 〈k − l〉
−2N , for some value of M and any N ≥ 0.
Let us consider the elliptic differential operator 〈~D〉2 = (~D)2+1 = Op~(〈ξ, ~t〉
2), and the multiplier
operator 〈~D〉−2 := Op~(〈ξ, ~t〉
−2). These are pseudodifferential operators, so by Proposition 3.5 they
map S(T ) to itself. Moreover, these are inverses to each other on S(T ). The proof the following result
is presented in the appendix.
Proposition 3.9. Let |δ| ≤ δ0 and let 0 < ~ ≤ 1. The differential operator 〈~D〉
2 : H2δ,~(T )→ L
2
δ(T )
and the multiplier operator 〈~D〉−2 : L2δ(T )→ H
2
δ,~(T ) are uniformly bounded (in δ and ~) operators,
and inverses to each other. The bounds of the operators may depend in δ0.
Proposition 3.10. Let 0 < ~ ≤ 1. If A = Op
~
(a) is an m-th order pseudodifferential operator, then
〈~D〉2A〈~D〉−2 is also an m-th order pseudodifferential operator with symbol
a˜ := a+
2~(ξ, ~t) · (Dx1a,Dx′a) + ~
2(D2x1a+D
2
x′a)
〈ξ, ~t〉2
.
Moreover, the seminorms of a˜ are bounded by seminorms of a.
Proof. The first part is a direct computation,
〈~D〉2A〈~D〉−2f(x1, x
′)
= 〈~D〉2
(
1
~
∑
k∈Zd
∫
R
e2piix1ξ/~ek(x
′)a
f̂~k (ξ)
〈ξ, ~k〉2
dξ
)
=
1
~
∑
k∈Zd
∫
R
〈~D〉2(e2piix1ξ/~ek(x
′)a)
f̂~k (ξ)
〈ξ, ~k〉2
dξ
=
1
~
∑
k∈Zd
∫
R
e2piix1ξ/~ek(x
′)
(
a+
2~(ξ, ~k) · (Dx1a,Dx′a) + ~
2(D2x1a+D
2
x′a)
〈ξ, ~k〉2
)
f̂~k (ξ)dξ.
The symbols (ξ, ~t)/(ξ2 + |~t|2 + 1) and 1/(ξ2 + |~t|2 + 1) have order −1 and −2, respectively, with
uniformly bounded (in ~) seminorms. The conclusion follows then from Proposition 3.4.
Theorem 3.11. Let 0 < ~ ≤ 1. Let a be a zero order symbol over R × Td ×R ×Rd. For s = 0, 2
and |δ| ≤ δ0, the operator Op~(a) is uniformly bounded (in δ and ~) on H
s
δ,~(T ). The bounds depend
on d, δ0, and (linearly) in some seminorm of the symbol, but are independent of ~.
Proof. We prove first the result on the weighted spaces L2δ(T ), and then conjugate by 〈~D〉
2 to
show the result in H2δ,~(T ). Recall the decomposition A =
∑
k,l Akl from (8), where Aklf(x1, x
′) :=
Aklfl(x1)ek(x
′). Choosing N = N(d) large enough and using the bounds for the operators Akl, from
the remark after Proposition 3.8, we obtain that
sup
k∈Zd
∑
l∈Zd
‖Akl‖L2δ(R)→L2δ(R), sup
l∈Zd
∑
k∈Zd
‖Akl‖L2δ(R)→L2δ(R) . AM+2N .
By Plancherel’s theorem and Schur’s criterion it follows that
‖Af‖2L2δ(T )
=
∑
k∈Zd
∥∥∥∥∑
l∈Zd
Aklfl
∥∥∥∥2
L2δ(R)
≤
∑
k∈Zd
(∑
l∈Zd
‖Akl‖L2δ(R)→L2δ(R)‖fl‖L2δ(R)
)2
. A2M+2N
∑
l∈Zd
‖fl‖
2
L2δ(R)
= A2M+2N‖f‖
2
L2δ(T )
.
This gives that A is a bounded operator on L2δ(T ) for |δ| ≤ δ0. From Proposition 3.9 we get that the
boundedness of A on H2δ,~(T ) is equivalent to the boundedness of 〈~D〉
2A〈~D〉−2 on L2δ(T ). We know
from Proposition 3.10 that this is a zero order pseudodifferential operator with seminorms bounded
by those of a, and thus the conclusion follows.
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Remark. The result proven above will be sufficient for our purposes, but the result can be extended to
Hsδ,~(T ) for any 0 ≤ s ≤ 2 by complex interpolation.
3.3 Composition
Let a, b be zero order symbols, and letA = Op~(a) andB = Op~(b). We know from Proposition 3.4 that
ab is also a zero order symbol. The following result provides a relation between the operator Op
~
(ab)
and the composition AB. This will be used to obtain the invertibility of pseudodifferential operators
corresponding to certain zero order symbols. In contrast to Theorem 3.11, in this case we need our
symbols to satisfy bounds for the differences in the dual toroidal variables. For (u, v, w) ∈ R×Rd×Rd
we denote 〈u, v, w〉 := (1 + u2 + |v|2 + |w|2)1/2.
Definition 3.12. We say a zero order symbol a = a(x1, x
′, ξ, t; ~) is special if, in addition to the
conditions from Definition 3.3, for any M ≥ 0 there exists a constant A′M such that
|Dαx1D
β
x′D
γ
ξ (a(·, t1)− a(·, t2))| ≤ ~A
′
M |t1 − t2|,
whenever α+ |β|+ γ ≤M .
Remark. If the symbol is differentiable with respect to t and satisfies
|Dαx1D
β
x′D
γ
ξDta| ≤ ~A
′
M ,
whenever α+ |β|+ γ ≤M , then the symbol is be special.
Theorem 3.13. Let 0 < ~ ≤ 1 and δ0 ≥ 0. Let a, b be zero order symbols over R × T
d × R × Rd.
There exists a zero order symbol c such that Op
~
(a)Op
~
(b) = Op
~
(c). If the symbols are special, then,
for s = 0, 2 and |δ| ≤ δ0, we have
‖Op
~
(a)Op
~
(b)−Op
~
(ab)‖Hsδ,~(T )→Hsδ,~(T ) = ‖Op~(c− ab)‖Hsδ,~(T )→Hsδ,~(T ) . ~,
where the constant of the inequality is a multiple (depending on d, δ0) of the product of some seminorm
of the symbols, but is independent of ~.
Proof. Let A = Op~(a) and B = Op~(b). Let us decompose A =
∑
Ajk and B =
∑
Blm as in (8).
We have that AjkBlm = 0 if k 6= l, so that
ABf(x1, x
′) =
∑
j,k,l∈Zd
AjkBklf(x1, x
′),
and AjkBklf(x1, x
′) = AjkBklfl(x1)ej(x
′). We know that there exists a zero order symbol cj,k,l over
R×R such that AjkBkl = Op
~
(cj,k,l), see [21], [29]. Thus,
ABf(x1, x
′) =
∑
j,k,l∈Zd
AjkBklf(x1, x
′) =
∑
j,k,l∈Zd
AjkBklfl(x1)ej(x
′) =
∑
j,k,l∈Zd
Op
~
(cj,k,l)fl(x1)ej(x
′).
From Proposition 3.7 and Proposition 3.19, which we prove in the appendix, there exists some K such
that for any N ≥ 0 we have that
|Dαx1D
β
ξ cj,k,l| . AK+M+2NBK+M+2N 〈j − k〉
−2N 〈k − l〉−2N , (9)
|Dαx1D
β
ξ (cj,k,l − aj,kbk,l)| . ~AK+M+2NBK+M+2N 〈j − k〉
−2N 〈k − l〉−2N , (10)
whenever α + β ≤ M . Recall that for a symbol s we denote sk,l(x1, ξ) = sk−l(x1, ξ, l). Using this
notation and the decomposition from (8), we see that if c were a symbol such that AB = Op~(c), then
we must have cj,l(x1, ξ) =
∑
k∈Zd cj,k,l(x1, ξ). Thus we define
c(x1, x
′, ξ, l) =
∑
j∈Zd
cj(x1, ξ, l)ej(x
′)
=
∑
j∈Zd
cj+l,l(x1, ξ)ej(x
′) =
∑
j∈Zd
cj,l(x1, ξ)ej−l(x
′) :=
∑
j,k∈Zd
cj,k,l(x1, ξ)ej−l(x
′).
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It follows from (9) that c is a zero order symbol. Moreover,
c(x1, x
′, ξ, l)− a(x1, x
′, ξ, l)b(x1, x
′, ξ, l)
=
∑
j,k∈Zd
(cj,k,l(x1, ξ)− aj−k(x1, ξ, l)bk−l(x1, ξ, l))ej−l(x
′)
=
∑
j,k∈Zd
(cj,k,l(x1, ξ)− aj,k(x1, ξ)bk,l(x1, ξ))ej−l(x
′) + (aj−k(x1, ξ, k)− aj−k(x1, ξ, l))bk,l(x1, ξ)ej−l(x
′).
From (10) and the inequality 〈x+y〉 . 〈x〉〈y〉, we obtain that the first difference is a zero order symbol
with seminorms bounded by (appropriate) multiples of ~. For the second difference we use that the
symbol is special and Proposition 2.2 (as in the proof of Proposition 3.7) to obtain
|Dαx1D
β
ξ (aj−k(x1, ξ, k)− aj−k(x1, ξ, l))| . ~|k − l|A
′
M+2N 〈j − k〉
−2N ,
any N ≥ 0, whenever α+ β ≤M . Therefore,
|Dαx1D
β
ξ [(aj−k(x1, ξ, k)− aj−k(x1, ξ, l))bk,l(x1, ξ)]| . ~A
′
M+2NBM+2N 〈j − k〉
−2N 〈k − l〉−2N+1,
for any N ≥ 0, whenever α+β ≤M . As before, we conclude that the second difference is a zero order
symbol with seminorms bounded by (appropriate) multiples of ~, and the result follows from Theorem
3.11.
Proposition 3.14. Let a and b be special zero order symbols over R×Td ×R×Rd. Then,
a). Dαx1D
β
x′D
γ
ξ a, a + b, and ab are also special zero order symbols. Moreover, their seminorms are
controlled by the products of the seminorms of a and b.
b). the function ea is also a special zero order symbol,
c). for small enough ~, depending on a, the function log(1 + ~a) is also a special zero order symbol.
Proof. This is a routine argument.
Corollary 3.15. Let a be a special zero order symbol over R × Td ×R ×Rd and let δ0 > 0. Then
there exists ~0 > 0, such that if 0 < ~ ≤ ~0, then Op~(e
a) is an invertible operator in Hsδ,~(T ) for
|δ| ≤ δ0 and s = 0, 2. Moreover, the norms in H
s
δ,~(T ) of the operator and its inverse are uniformly
bounded (in δ and ~).
Proof. We know from Proposition 3.14 that e±a are zero order symbols. From Theorem 3.13 we have
that
‖Op~(e
a)Op~(e
−a)− I‖Hsδ,~(T )→Hsδ,~(T ), ‖Op~(e
−a)Op~(e
a)− I‖Hsδ,~(T )→Hsδ,~(T ) . ~.
This implies that Op
~
(ea) has left and right inverses and the conclusion follows.
3.4 Appendices
3.4.1 Some facts about weighted spaces
Let us recall the multiplier operator 〈~D〉−2 := Op~(〈ξ, ~t〉
−2), i.e.
〈~D〉−2f(x1, x
′) =
1
~
∑
k∈Zd
∫
R
e2piix1ξ/~ek(x
′)
1
ξ2 + |~k|2 + 1
f̂~k (ξ)dξ
=
∑
k∈Zd
(
1
~
∫
R
e2piix1ξ/~
ξ2 + |~k|2 + 1
f̂~k (ξ)dξ
)
ek(x
′)
If λ > 0, then we have the classical Fourier transform∫
R
e2piix1ξ
ξ2 + λ2
dξ =
π
λ
e−2piλ|x1|,
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so that the multiplier operator is also given by a convolution with the convergent Fourier series
π
~
∑
k∈Zd
1
〈~k〉
e−2pi〈~k〉|x1|/~ek(x
′). (11)
In the following results we study the properties of convolutions with functions of the form e−λ|x1| to
give a proof to Proposition 3.9.
Proposition 3.16. Let |δ| ≤ δ0 and g ∈ L
1
δ0
(R). For any f ∈ L2δ(R) we have that ‖f ∗ g‖L2δ .
‖f‖L2δ‖g‖L1δ0
, where the constant of the inequality may depend on δ0.
Proof. Using that 〈a〉〈b〉−1 . 〈a− b〉 and 〈a〉 ≥ 1 we obtain that
〈x1〉
δ|f ∗ g|(x1) ≤ 〈x1〉
δ(|f | ∗ |g|)(x1)
=
∫
R
〈y1〉
δ|f(y1)|〈x1 − y1〉
δ0 |g(x1 − y1)|[〈x1〉
δ〈y1〉
−δ〈x1 − y1〉
−δ0 ]dy1
. (〈·〉δ |f |) ∗ (〈·〉δ0 |g|)(x1).
The conclusion then follows from Young’s inequality.
Proposition 3.17. Let λ ≥ 1. Then e−λ|x1| ∈ L1δ0(R) for all δ0 ≥ 0, and satisfies ‖e
−λ|x1|‖L1δ0
. λ−1,
with the constant depending on δ0.
Proof. Integrating by parts we obtain that if n ≥ 0 is an integer, then∫ ∞
0
e−λx1xn1dx1 =
n!
λn+1
.
1
λ
.
We have that 〈x1〉
n . 1 + |x1|
n, so that if δ0 ≤ n, then∫
R
e−λ|x1|〈x1〉
δ0dx1 ≤
∫
R
e−λ|x1|〈x1〉
ndx1 .
∫ ∞
0
e−λx1(1 + xn1 )dx1 .
1
λ
,
as we wanted to prove.
Proposition 3.18. Let 0 < ~ ≤ 1, |δ| ≤ δ0, and λ ≥ 1. If f ∈ L
2
δ(R) and we define Tλf :=
e−2piλ|x1|/~ ∗ f , then Tλf ∈ H
2
δ,~(R) and ‖(~Dx1)
mTλf‖L2δ . ~λ
m−1‖f‖L2δ for 0 ≤ m ≤ 2.
Proof. Differentiating we observe that
~Dx1(e
−2piλ|x1|/~) = λisgn(x1)e
−2piλ|x1|/~, (~Dx1)
2(e−2piλ|x1|/~) =
~λ
π
δ0 − λ
2e−2piλ|x1|/~,
so that we have
~Dx1Tλf = λi(sgn(x1)e
−2piλ|x1|/~) ∗ f, (~Dx1)
2Tλf =
~λ
π
f − λ2Tλf.
From Proposition 3.16 and Proposition 3.17 we obtain that
‖Tλf‖L2δ .
~
λ
‖f‖L2δ , ‖~Dx1Tλf‖L2δ . ~‖f‖L2δ , ‖(~Dx1)
2Tλf‖L2δ . ~λ‖f‖L2δ .
Proposition 3.9. Let |δ| ≤ δ0 and let 0 < ~ ≤ 1. The differential operator 〈~D〉
2 : H2δ,~(T )→ L
2
δ(T )
and the multiplier operator 〈~D〉−2 : L2δ(T )→ H
2
δ,~(T ) are uniformly bounded (in δ and ~) operators,
and inverses to each other. The bounds of the operators may depend in δ0.
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Proof. It is clear that the differential operator 〈~D〉2 : H2δ,~(T )→ L
2
δ(T ) is a bounded operator. Using
the notation of Proposition 3.18, we get from (11) that
F (x1, x
′) := 〈~D〉−2f(x1, x
′) =
π
~
∑
k∈Zd
1
〈~k〉
T〈~k〉fk(x1)ek(x
′).
We have that ‖F‖2
H2
δ,~
(T )
≃
∑
k∈Zd〈~k〉
4‖Fk‖
2
L2
δ
(R)
+ 〈~k〉2‖~Dx1Fk‖
2
L2
δ
(R)
+ ‖(~Dx1)
2Fk‖
2
L2
δ
(R)
. The
bound ‖F‖2
H2δ,~(T )
. ‖f‖2
L2δ(T )
then follows from Proposition 3.18. We have proven that both of these
maps are uniformly bounded. The fact that these maps are inverses to each other on S(T ), together
with the density of S(T ) in L2δ(T ) and H
s
δ,~(T ), implies the desired result.
3.4.2 Some facts about semiclassical pseudodifferential calculus on R
In the results above we needed some quantitative results for the bounds of the symbols and operators
over R. They are implicitly hinted in the literature, but, for the sake of completeness, we state them
explicitly. We start with the operator bounds for zero order pseudodifferential operators. To avoid
unnecessary notation, we denote x1 ∈ R simply by x.
Proposition 3.8 ([18]). Let 0 < ~ ≤ 1. Let a(x1, ξ; ~) be a semiclassical zero order symbol over
R × R. For any δ ∈ R the operator Op
~
(a) is bounded in L2δ(R). Moreover, if |δ| ≤ δ0, then the
operator norms ‖Op~(a)‖L2δ(R)→L2δ(R) are uniformly bounded (in δ and ~) by a multiple (depending on
δ0) of some seminorm of a.
Proof. Let us write
Op
~
(a)f(x) :=
1
~
∫
R
e2piixξ/~a(x, ξ)f̂~(ξ)dξ =
∫
R
e2piixξa(x, ~ξ)f̂(ξ)dξ.
The symbols a~(x, ξ) := a(x, ~ξ) satisfy the same seminorm estimates |D
α
xD
β
ξ a~| ≤ AM , whenever
α + β ≤ M . Therefore, it suffices to prove this estimate for the case ~ = 1. The case δ = 0, i.e. in
L2(R), is the Caldero´n–Vaillancourt theorem, and the bound for it in terms of the seminorms is stated
in [21] at the end of Section 2.4, Chapter 6, or Section 4.5 in [29] (in the semiclassical setting for the
Weyl quantization, but the method of proof is the same). We prove first the case δ > 0 for δ = 2n,
with n a positive integer. Using the identities
〈x〉2ne2piixξ = 〈Dξ〉
2ne2piixξ, Dkξ f̂(ξ) = (−1)
k (̂xkf)(ξ),
and integrating by parts we obtain that if f ∈ S(R), then
〈x〉2nOp(a)f =
∫
R
〈Dξ〉
2n(e2piixξ)a(x, ξ)f̂ (ξ)dξ
=
∫
R
e2piixξ〈Dξ〉
2n(a(x, ξ)f̂ (ξ))dξ =
2n∑
k=0
∫
R
e2piixξak(x, ξ)(̂xkf)(ξ)dξ =
2n∑
k=0
Op(ak)(x
kf),
for some zero order symbols ak(x, ξ), with seminorms controlled by those of a. From this and the
Caldero´n–Vaillancourt theorem we get that
‖〈x〉2nOp(a)f‖L2(R) ≤
2n∑
k=0
‖Op(ak)(x
kf)‖L2(R) .
2n∑
k=0
‖xkf‖L2(R) . ‖〈x〉
2nf‖L2(R),
with the constant of the inequality depending on n and some seminorm of a. We have shown that Op(a)
is bounded on L22n(R). The intermediate values 0 < δ < 2n are obtained by complex interpolation.
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Now, let us consider the case δ < 0 for δ = −2n, with n a positive integer. Integrating by parts we
obtain that if f ∈ S(R), then
〈x〉−2nOp(a)〈x〉2nf = 〈x〉−2n
∫
R
e2piixξa(x, ξ)〈Dξ〉
2nf̂(ξ)dξ
= 〈x〉−2n
∫
R
〈Dξ〉
2n(e2piixξa(x, ξ))f̂ (ξ)dξ = Op(a˜)f,
for some zero order symbol a˜(x, ξ), with seminorms controlled by those of a. This identity can be rewrit-
ten as 〈x〉−2nOp(a) = Op(a˜)〈x〉−2n, and so the Caldero´n–Vaillancourt theorem gives the boundedness
on L2−2n(R). Again, the intermediate values −2n < δ < 0 are obtained by complex interpolation.
We also prove the following result for the symbol of the composition, which we used in the proof of
Theorem 3.13.
Proposition 3.19. Let a(x, ξ; ~) and b(x, ξ; ~) be symbols over R×R satisfying
|DαxD
β
ξ a| ≤ AM , |D
α
xD
β
ξ b| ≤ BM ,
whenever α + β ≤ M . If c = c(x1, ξ; ~) is the symbol such that Op~(c) = Op~(a)Op~(b), then there
exists some K such that for any M ≥ 0 the symbol satisfies
|DαxD
β
ξ c| . AK+MBK+M , |D
α
xD
β
ξ (c− ab)| . ~AK+MBK+M ,
whenever α + β ≤ M , where the constants of the inequalities may depend on M but are independent
of ~.
Proof. Proceeding as in [21], see Chapter 6, Section 3, it suffices to show the estimates for compactly
supported symbols and prove that these are independent of the size of the support. Let us recall the
integral kernel representation of a pseudodifferential operator,
Op~(s)f(x) =
1
~
∫
R
e2piixξ/~s(x, ξ)f̂~(ξ)dξ =
1
~
∫
R
(∫
R
e2pii(x−y)ξ/~s(x, ξ)dξ
)
f(y)dy.
Then, the composition has an integral kernel representation given by
Op~(a)Op~(b)f(x) =
1
~
∫
R
(∫
R
e2pii(x−y)ξ/~a(x, ξ)dξ
)
Op~(b)f(y)dy
=
1
~
∫
R
(
1
~
∫
R
2
e2pii(x−y)ξ/~e2pii(y−z)η/~a(x, ξ)b(y, η)dξdηdy
)
f(z)dz
=
1
~
∫
R
(∫
R
e2pii(x−z)η/~c(x, η)dη
)
f(z)dz,
and therefore the symbol of Op~(a)Op~(b) is equal to
c(x, η) :=
1
~
∫
R
2
e2pii(x−y)(ξ−η)/~a(x, ξ)b(y, η)dξdy =
1
~
∫
R
2
e−2piiyξ/~a(x, η + ξ)b(x+ y, η)dξdy.
From the inversion formula we have that
a(x, η) =
1
~
∫
R
2
e−2piiyξ/~a(x, η + ξ)dξdy,
which implies that
c(x, η)− a(x, η)b(x, η) =
1
~
∫
R
2
ye−2piiyξ/~a(x, η + ξ) ·
b(x+ y, η)− b(x, η)
y
dξdy.
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Now we use the identity
Dξ〈~Dξ〉
2
〈y〉2
e−2piiyξ/~ = −
1
~
ye−2piiyξ/~
and integrate by parts to obtain that
c(x, η) − a(x, η)b(x, η) =
∫
R
2
e−2piiyξ/~(Dξ〈~Dξ〉
2a(x, η + ξ))
(
b(x+ y, η)− b(x, η)
y〈y〉2
)
dξdy
=:
∫
R
2
e−2piiyξ/~A(x, η, ξ)B(x, η, y)dξdy.
Let us observe that the integral above is absolutely convergent because A has compact support in ξ
and B is integrable in y. Therefore, we can exchange the order of integration and obtain that∣∣∣∣
∫
R
2
e−2piiyξ/~A(x, η, ξ)B(x, η, y)dξdy
∣∣∣∣
= ~
∣∣∣∣
∫
R
2
e−2piiyµA(x, η, ~µ)B(x, η, y)dydµ
∣∣∣∣
= ~
∣∣∣∣
∫
R
A(x, η, ~µ)B(x, η, µ̂)dµ
∣∣∣∣ . ~‖A(x, η, ·)‖L∞(R)‖〈Dy〉2B(x, η, ·)‖L1(R),
where we used in the last inequality that∫
R
|f̂(µ)|dµ =
∫
R
|〈µ〉2f̂(µ)|
〈µ〉2
dµ =
∫
R
|〈̂D〉2f(µ)|
〈µ〉2
dµ . ‖〈̂D〉2f‖L∞(R) . ‖〈D〉
2f‖L1(R).
Similarly, for α+ β ≤M we can bound
|DαxD
β
η (c− ab)| . ~
∣∣∣∣
∫
R
DαxD
β
η (A(x, η, ~µ)B(x, η, µ̂))dµ
∣∣∣∣
. ~ sup
α0+β0≤M
‖Dα0x D
β0
η A(x, η, ·)‖L∞(R) sup
α1+β1≤M
γ1≤2
‖Dα1x D
β1
η D
γ1
y B(x, η, ·)‖L1(R).
To finish the estimate we use that
|DαxD
β
ηA(x, η, ξ)| . AM+3, |D
α
xD
β
ηD
γ
yB(x, η, y)| .
BM+3
〈y〉2
,
whenever α+β ≤M and γ ≤ 2. The differential inequalities for the difference c− ab imply the results
for the symbol c, and this completes the proof.
4 Conjugation and Carleman Estimate
The results of this chapter are an adaptation of those from [18] in the case of Rd to the case of the
cylinder T = R×Td. As briefly mentioned in the setting, the proof of the magnetic Carleman estimate
Theorem 1.2 is reduced to the case with no potentials. The proof of this Carleman estimate in [8] for
R×M0, whereM0 is a Riemannian manifold with boundary, is realized by an eigenfunction expansion
and the solution of first order linear constant coefficient ODEs. This can be carried out in the exact
same way for the torus Td, so we have the following result.
Theorem 4.1 ([8]). Let δ > 1/2. There exists τ0 ≥ 1 such that if |τ | ≥ τ0 and τ
2 /∈ Spec(−∆g0), then
for any f ∈ L2δ(T ) there exists a unique u ∈ H
1
−δ(T ) which solves
e2piτx1D2e−2piτx1u = f.
Moreover, this solution is in H2−δ(T ) and satisfies the estimates
‖u‖Hs
−δ(T )
. |τ |s−1‖f‖L2δ(T ),
for 0 ≤ s ≤ 2, with the constant of the inequality independent of τ .
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Remark. It is important to note that the constant in the inequality only requires the condition that τ2
does not belong to Spec(−∆g0); it is not necessary to ensure any distance condition to the spectrum.
We can easily see that the uniqueness would fail if τ2 ∈ Spec(−∆g0) as u = em(x
′) ∈ H2−δ(T ), with
τ2 = |m|2, is a solution of the homogeneous problem.
The theorem above allows to define the operatorGτ : L
2
δ(T )→ H
2
−δ(T ) byGτf := u, so that ∆τGτ = I
on L2δ(T ), where ∆τ = e
2piτx1D2e−2piτx1.
The reduction from our problem to this one is accomplished through a conjugation by two invertible
pseudodifferential operators, i.e. essentially through the construction of an integrating factor. The
construction of these operators is the main content of this chapter.
Let us consider the relevant terms from the expression e2piτx1HV,W e
−2piτx1:
∆τ := e
2piτx1D2e−2piτx1 = D2x1 + 2iτDx1 − τ
2 +D2x′ ,
Vτ := e
2piτx1(V ·D)e−2piτx1 = e2piτx1(FDx1 +G ·Dx′)e
−2piτx1 = F (Dx1 + iτ) +G ·Dx′ .
Remark. Observe that we have absorbed the negative sign of the Laplacian into the definition of ∆τ .
If we use semiclassical notation, with ~ = 1/τ a small parameter, we can denote
∆~ := τ
−2∆τ = ~
2D2x1 + 2i~Dx1 − 1 + ~
2D2x′ , V~ := τ
−1Vτ = F (~Dx1 + i) +G · ~Dx′ .
Equivalently, we could have defined
∆~ := e
2pix1/~(~D)2e−2pix1/~, V~ := e
2pix1/~[V · (~D)]e−2pix1/~.
Then we have that ~2(∆τ + 2Vτ ) = ∆~ + 2~V~. A significant part of this chapter is devoted to prove
that we can conjugate this operator into the Laplacian plus a suitable error, as we state next. This
construction follows closely the ideas from [18].
Theorem 4.2. Let 1/2 < δ < 1. Let V satisfy (⋆). There are ε > 0 and 0 < ~0 ≤ 1 such that for
0 < |~| ≤ ~0 there exist zero order semiclassical pseudodifferential operators A, B, R over the cylinder
T , so that the following conjugation identity holds,
(∆~ + 2~V~)A = B∆~ + ~
1+εR.
Moreover, the operators A and B are invertible, uniformly bounded (in ~) together with its inverses in
Hs±δ,~(T ), for s = 0, 2, and R : L
2
−δ(T )→ L
2
δ(T ) is uniformly bounded (in ~).
With the semiclassical notation we have that ∆~ = Op~(ξ
2 + 2iξ − 1 + |~t|2) = Op~((ξ + i)
2 + |~t|2).
Moreover, from Proposition 3.6 we have that
∆~A = (~
2D2x1 + 2i~Dx1 − 1 + ~
2D2x′)A
= Op~(ξ
2a+ 2~ξDx1a+ ~
2D2x1a) + 2iOp~(ξa+ ~Dx1a)−Op~(a)
+ Op~(|~t|
2a+ 2~(~t ·Dx′a) + ~
2D2x′a)
= Op
~
([(ξ + i)2 + |~t|2]a) + 2~Op
~
((ξ + i)Dx1a+ ~t ·Dx′a) + ~
2Op
~
(D2a)
= A∆~ + 2~Op~((ξ + i)Dx1a+ ~t ·Dx′a) + ~
2Op
~
(D2a),
V~A = (F (~Dx1 + i) +G · ~Dx′)A
= Op~((ξ + i)Fa+ ~F ·Dx1a) + Op~(~t ·Ga+ ~G ·Dx′a)
= Op
~
([(ξ + i)F + ~t ·G]a) + ~Op
~
(V ·Da),
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so, we obtain
(∆~ + 2~V~)A
= A∆~ + 2~Op~((ξ + i)Dx1a+ ~t ·Dx′a+ (ξ + i)Fa+ ~t ·Ga) + ~
2Op~(D
2a+ 2V ·Da).
If a has nice properties, then the last operator already has the form we look for the remainder term in
Theorem 4.2. Then, roughly speaking, we are left to make the operator
2~Op
~
((ξ + i)Dx1a+ ~t ·Dx′a+ (ξ + i)Fa+ ~t ·Ga) (12)
suitably small. In order to do that, we split it in two parts: we make one part of it vanish and the
remainder will be supported on a set where the operator ∆~ is elliptic. The remainder will be subsumed
by the expression A∆~ becoming into B∆~.
In order for the operator A to be invertible it is usual to look for the symbol to be of the form a = e−u,
so that the symbol (12) becomes
(ξ + i)Dx1a+ ~t ·Dx′a+ (ξ + i)Fa+ ~t ·Ga = a[−(ξ + i)Dx1u− ~t ·Dx′u+ (ξ + i)F + ~t ·G],
leaving us to solve the equation
(ξ + i)Dx1u+ ~t ·Dx′u = (ξ + i)F + ~t ·G, (13)
for t ∈ Zd. In the following sections we deal with appropriate existence and uniqueness of solutions
to these equations, as well as with its estimates. Recall that the symbol of ∆~ is (ξ + i)
2 + |~t|2, and
note that this vanishes if and only if ξ = 0 and |~t| = 1. The symbol is elliptic away from this set.
Therefore, for the construction of the solution to the equation we will be mostly interested in working
in a neighborhood of this vanishing set.
Finally, let us mention some difficulties of our problem which do not seem to be present in the Euclidean
setting, like in [22] or [18]. Observe that (13) can be rewritten as
(ξ + i, ~t) ·Du = (ξ + i, ~t) · V.
Near the vanishing set of the symbol of ∆~, i.e. ξ = 0 and |~t| = 1, this equation resembles a higher
dimensional version of the ∂–equation. It has been usual to reduce all such equations to a ∂–equation
through a rotation, see for instance [22] or [18]. In our setting this is not immediately possible, in
part because Zd does not admit non–trivial rotations. One way to try to remedy this could be as
follows. In [28], it is shown that for any k ∈ Zd \ {0} there is a matrix A ∈ SLn(Z
d), i.e. a linear
automorphism of Td, such that Ak = gcd(k)e1. This allows to make a change of variables so that the
directional derivative ~k ·Dx′ becomes an “exact” partial derivative ~ gcd(k)Dy′
1
, and so the equation
reduces from R×Td to (R×T1)×Td−1, where the last (d − 1) toroidal variables do not intervene.
In this case, the coefficient ~ gcd(k) plays a role in the estimates, and this seems difficult to handle.
In addition to the previous inconvenient, we will to need to estimate of the differences of the solutions
when k varies; since it is not clear how the change of variables (i.e. the matrix) depends on k, we will
refrain from using this idea. Instead, we will proceed using the decomposition in Fourier series.
4.1 Equation
We start recalling the assumptions on the magnetic potential V = (F,G):
V ∈ C∞c (T ), supp(V ) ⊆ [−R,R]×T
d,
∫
R
V (x1, x
′)dx1 = 0 for all x
′ ∈ Td. (⋆)
Under these conditions, we will see that there is no difference in working over R × Td ×R × Zd or
R × Td ×R ×Rd, and so, to avoid suggesting that there is something special about the former, we
will work over the latter. In this section we state the properties of the solution the equation (13) and
motivate the reasons for assuming (⋆).
Let us recall that for (u, v) ∈ R × Rd and (u, v, w) ∈ R × Rd × Rd we use the notation 〈u, v〉 :=
(1 + u2 + |v|2)1/2 and 〈u, v, w〉 := (1 + u2 + |v|2 + |w|2)1/2.
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Theorem 4.3. Let ~ > 0 and let V = (F,G) satisfy (⋆). For fixed (ξ, t) ∈ R×Rd, the equation
(ξ + i)Dx1u+ ~t ·Dx′u = (ξ + i)F + ~t ·G, (13)
has a unique solution u(·, ξ, t; ~) ∈ C∞(T ) with the decay condition ‖u(x1, ·, ξ, t)‖L∞(Td) → 0 as
x1 → ±∞. Moreover, we have that u(·, t) ∈ C
∞(R×Td ×R) and it satisfies the bounds
|Dαx1D
β
x′D
γ
ξu| . 〈ξ, ~t〉, |D
α
x1D
β
x′D
γ
ξ (u(·, ξ, t1)− u(·, ξ, t2))| . ~|t1 − t2|〈ξ, ~t1, ~t2〉. (14)
For |x1| ≥ 2R we have the linear decay bound
|Dαx1D
β
x′D
γ
ξ u| .
〈ξ, ~t〉
|x1|
. (15)
The constants of the inequalities may depend on α, β, γ, d, R, ‖V ‖WN,1(T ) for some N = N(α, β, d),
but are independent of ~, ξ, t.
Remark. Under some conditions on t, like t ∈ Zd or other arithmetic properties, it may be possible
to show that u(·, ξ, t) ∈ S(T ). We do not need such a strong result, so we do not intend to prove it.
The equation (13) has constant coefficients in (x1, x
′), so we can decompose u, F,G in its Fourier series
u =
∑
m∈Zd
um(x1, ξ, t; ~)em(x
′), F (x1, x
′) =
∑
m∈Zd
Fm(x1)em(x
′), G(x1, x
′) =
∑
m∈Zd
Gm(x1)em(x
′),
and look for um to solve the equation
(ξ + i)Dx1um + ~t ·mum = (ξ + i)Fm + ~t ·Gm. (16)
For instance, in order to prove (14), it would suffice to show inequalities of the form
|Dαx1D
β
ξ um| . 〈m〉
−M 〈ξ, ~t〉, |Dαx1D
β
ξ (um(·, ·, t1)− um(·, ·, t2))| . ~〈m〉
−M |t1 − t2|〈ξ, ~t1, ~t2〉,
for some sufficiently large M . We will prove these in a later section.
Before we proceed, let us motivate the conditions that we are requiring for V . Considering the Fourier
transform (no longer semiclassical) in (16) gives that
ûm(η) =
(ξ + i)F̂m(η) + ~t · Ĝm(η)
(ξ + i)η + ~t ·m
.
The denominator vanishes only if η = 0 and ~t ·m = 0. This suggests that the case ~t ·m 6= 0 may
be less problematic than the case ~t · m = 0. Indeed, we already see from (16) that there is not a
unique solution, and even when defining such a solution it may not decay. The simplest way to avoid
the problem of the denominator vanishing is to require F̂m(0) = Ĝm(0) = 0, which is the same as the
vanishing moments from (⋆). Uniqueness and decay are not necessarily required, but we will see that
the decay estimates play a role in the construction of the conjugation (namely on the properties of R)
and the reconstruction procedure.
4.2 Lemmas: ODEs and calculus
In this section we prove some boundedness estimates for the solution of an ODE of the form (16),
as well as some other necessary calculus facts. To avoid unnecessary notation, in this section we will
denote the variable x1 simply by x.
We start with the most elementary estimate for solutions of an ODE, and then improve it under the
hypothesis of a vanishing moment. The reason why we will be dealing only with L1 and L∞ estimates
is that these are useful to iterate and they relate through the Fundamental Theorem of Calculus (i.e.
as a 1-dimensional version of the Gagliardo–Nirenberg–Sobolev inequality).
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Lemma 4.4. Let a, ξ ∈ R, a 6= 0, and let H ∈ S(R). Consider the equation
(ξ + i)Dxv + av = H.
Then there exists a unique solution in the sense of tempered distributions. Moreover, the solution
belongs to S(R) and satisfies the estimates
‖v‖L1 ≤
〈ξ〉
|a|
‖H‖L1, ‖v‖L∞ . ‖Dxv‖L1 . ‖H‖L1.
The constants in the inequality are independent of a, ξ, H.
Proof. Taking the Fourier transform yields that
v̂(η) =
Ĥ(η)
(ξ + i)η + a
.
We can bound the norm of the denominator by
|(ξ + i)η + a|2 = 〈ξ〉2η2 + 2ξηa+ a2 =
(
〈ξ〉η +
ξa
〈ξ〉
)2
+
a2
〈ξ〉2
≥
a2
〈ξ〉2
> 0.
Therefore, the denominator is a non-vanishing smooth function, and we obtain the existence and
uniqueness in the sense of distributions. Moreover, the rapid decay of Ĥ(η) and the bound for the
denominator give that v ∈ S(R). Let µ := 2πia/(ξ+ i) = 2πa(1 + iξ)/〈ξ〉2, so that Re(µ) = 2πa/〈ξ〉2.
The form of the solution depends on the sign of Re(µ). The cases a > 0 and a < 0 are analogous, so
we only consider one of these. If we assume that a > 0, then the solution is given by
v(x) =
2πi
ξ + i
∫ x
−∞
e−µ(x−s)H(s)ds,
as Re(µ) = 2πa/〈ξ〉2 > 0. This gives that
‖v‖L1 ≤
2π
〈ξ〉
∫
R
∫ x
−∞
e−2pia(x−s)/〈ξ〉
2
|H(s)|dsdx
=
2π
〈ξ〉
∫
R
∫ ∞
s
e−2pia(x−s)/〈ξ〉
2
|H(s)|dxds =
〈ξ〉
a
‖H‖L1. (17)
Using this together with the equation gives
‖Dxv‖L1 ≤
1
〈ξ〉
(a‖v‖L1 + ‖H‖L1) ≤
〈ξ〉 + 1
〈ξ〉
‖H‖L1 . ‖H‖L1,
as we wanted. The bound ‖v‖L∞ . ‖Dxv‖L1 follows from the Fundamental Theorem of Calculus and
the fact that v ∈ S(R).
Remark. It is also possible to show that
‖v‖L∞ .
〈ξ〉
|a|
‖H‖L∞.
The following result shows that a vanishing moment assumption allows to consider the missing case
a = 0 and also gives an improvement of the L1-estimates for the solution.
Lemma 4.5. Let a, ξ ∈ R and let H ∈ S(R). The equation
(ξ + i)Dxv + av = DxH.
has a unique solution v ∈ S(R) and it satisfies
‖v‖L1 . ‖H‖L1, ‖v‖L∞ . ‖Dxv‖L1 . ‖DxH‖L1 .
The constants in the inequality are independent of a, ξ, H. Moreover, if a 6= 0, then there exists
w ∈ S(R) such that v = Dxw.
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Proof. If a = 0 then v = H/(ξ+ i) ∈ S(R), and the result follows immediately. For a 6= 0 the existence
and uniqueness follow from Lemma 4.4. The cases a > 0 and a < 0 are analogous, so we only consider
one of these. Assume that a > 0 and let µ := 2πa/(ξ + i) be as in the previous proof. Integrating by
parts yields that
v(x) =
2πi
ξ + i
∫ x
−∞
e−µ(x−s)DsH(s)ds =
1
ξ + i
(
H(x) − µ
∫ x
−∞
e−µ(x−s)H(s)ds
)
. (18)
We use the estimate (17) for the integral term, to conclude that
‖v‖L1 ≤
1
〈ξ〉
(
1 + |µ|
〈ξ〉2
a
)
‖H‖L1 . ‖H‖L1.
The L∞ bound follows trivially if a = 0, and from Lemma 4.4 if a 6= 0. Finally, if a 6= 0, then
v =
1
a
Dx(H − (ξ + i)v) = Dxw,
with w = (H − (ξ + i)v)/a ∈ S(R).
Remark. The solutions in C1(R) to the equation (ξ+i)Dxv+av = 0 are multiples of e
−µx. Therefore,
there is also uniqueness under the weaker conditions v ∈ C1(R) and v(x)→ 0 as x→ ±∞.
Remark. From (18) it is also possible to show that
‖v‖L∞ ≤
1
〈ξ〉
(
1 +
|µ|〈ξ〉2
a
)
‖H‖L∞ . ‖H‖L∞ .
In the proof of the main result of the next section we will remark why focusing only in the L∞ → L∞
estimates may not be so convenient.
In the following proposition we show that the exponential function appearing from the integrating
factor of the differential equations is bounded, together with all its derivatives. In proving the bound-
edness results from the following section we will use this result, as well as the idea of the proof.
Lemma 4.6. Let η, ξ ∈ R with η ≥ 0. Then, for any polynomial p we have∣∣∣∣e−iη/(ξ+i)p
(
η
〈ξ〉2
)∣∣∣∣ ≤ C(p),
for some constant C(p) depending on the polynomial. Moreover, |Dβξ (e
−iη/(ξ+i))| ≤ Cβ for any β ≥ 0.
The constants C(p) and Cβ are independent of η and ξ.
Proof. Let µ = iη/(ξ + i) = η(1 + iξ)/〈ξ〉2, so that Re(µ) = η/〈ξ〉2 > 0. The first inequality follows
from the triangle inequality and the bound e−xxn ≤ n! for x ≥ 0. In order to differentiate with respect
to ξ, we first observe that Dξµ = −µ/(2πi(ξ + i)). We show by induction that
Dβξ (e
−µ) =
e−µPβ(µ)
(ξ + i)β
,
where Pβ is a polynomial of degree β, whose coefficients depend only on β. For β = 0 it is clear.
Moreover,
Dξ
(
e−µPβ(µ)
(ξ + i)β
)
= e−µ
(
µ
2πi(ξ + i)
Pβ(µ)
(ξ + i)β
−
µ
2πi(ξ + i)
P ′β(µ)
(ξ + i)β
−
βPβ(µ)
2πi(ξ + i)β+1
)
.
Thus, by defining the polynomial Pβ+1(z) := (zPβ(z)−zP
′
β(z)−βPβ)/(2πi) we complete the induction.
Since |1/(ξ + i)| ≤ 1 and Pβ has degree β, we obtain that there exists some polynomial P˜β of degree
β such that ∣∣∣∣ Pβ(µ)(ξ + i)β
∣∣∣∣ ≤ P˜β
(
η
〈ξ〉2
)
.
With this we conclude that
|Dβξ e
−µ| =
∣∣∣∣e−µPβ(µ)(ξ + i)β
∣∣∣∣ ≤
∣∣∣∣e−µP˜β
(
η
〈ξ〉2
)∣∣∣∣ ≤ Cβ .
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4.3 Estimates for the solutions of the equations
The purpose of this section is to finally prove Theorem 4.3. We start by proving the estimates for
the ODEs (16) which result from expanding in Fourier series the equation (13). We start with the
following elementary result.
Proposition 4.7. If f ∈ S(R) is such that
∫
R
f(x1)dx1 = 0, then there exists a unique g ∈ S(R)
such that Dx1g = f . Moreover, if f is compactly supported, then so is g.
Similarly, if f ∈ S(T ) is such that
∫
R
f(x1, x
′)dx1 = 0 for all x
′ ∈ Td, then there exists g ∈ S(T )
such that Dx1g = f . Moreover, its Fourier coefficients fk ∈ S(R) satisfy that
∫
R
fk(x1) = 0 and
Dx1gk = fk.
Proof. Let us first consider the case f ∈ S(R). The uniqueness follows from the Schwartz condition.
For the existence we define
g(x1) :=
∫ x1
−∞
f(y)dy = −
∫ ∞
x1
f(y)dy.
To show that g ∈ S(R) we use that if L ≥ 1, then for any positive m > 0 we have∫ −L
−∞
1
〈y〉m+1
dy,
∫ ∞
L
1
〈y〉m+1
dy .
1
Lm
.
If f were compactly supported, then the definition above shows that g shares the same support. For
the case of T , the first part of the proof follows exactly as before. Moreover, by Fubini’s theorem we
have that ∫
R
fk(x1)dx1 =
∫
T
d
e−k(x
′)
(∫
R
f(x1, x
′)dx1
)
dx′ = 0,
and
Dx1gk(x1) =
∫
T
d
Dx1g(x1, x
′)e−k(x
′)dx′ =
∫
T
d
f(x1, x
′)e−k(x
′)dx′ = fk(x1).
If f and g are as in Proposition 4.7, then we define D−1x1 f := g.
Theorem 4.8. Let ~ > 0 and let V = (F,G) satisfy (⋆). For fixed (m, ξ, t) ∈ Zd×R×Rd the equation
(ξ + i)Dx1um + ~t ·mum = (ξ + i)Fm + ~t ·Gm (16)
has a unique solution um(·, ξ, t; ~) ∈ C
1(R) with the decay condition um(x1, ξ, t) → 0 as x1 → ±∞.
Moreover, we have that um(·, ξ, t) ∈ S(R), um(·, ·, t) ∈ C
∞(R ×R), and for any α, β ≥ 0 it satisfies
that Dαx1D
β
ξ um(·, ξ, t) ∈ S(R). If ~t ·m = 0, then um is supported on |x1| ≤ R. If ~t ·m 6= 0, then um
vanishes in one of the components of |x1| > R, and decays exponentially (depending on the product
~t ·m) on the other component. In addition, it satisfies the bounds
|Dαx1D
β
ξ um| . 〈ξ, ~t〉‖D
α
x1Vm‖L1 , (19)
|Dαx1D
β
ξ (um(·, t1)− um(·, t2))| . ~|t1 − t2|(‖D
α
x1Vm‖L1 + 〈ξ, ~t1, ~t2〉|m|‖D
α−1
x1 Vm‖L1). (20)
Moreover, for |x1| ≥ 2R we have the linear decay bound
|Dαx1D
β
ξ um(x1)| .
〈ξ, ~t〉
|x1|
‖Dα−1x1 Vm‖L1. (21)
The constants in the inequalities may depend on α, β, d, but are independent of ~, m, ξ, t, R.
Proof. The uniqueness of such a solution follows from the remark after Lemma 4.5. From (⋆) and
Lemma 4.5 we obtain the existence and that it belongs to S(R). As in the previous proofs, let
µ = 2πi(~t · m)/(ξ + i), so that Re(µ) = 2π(~t · m)/〈ξ〉2. We know that the form of the solution
depends on the sign of Re(µ); more explicitly, proceeding as in the proof of Lemma 4.5, we have that:
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1. if ~t ·m = 0, then
um(x1, ξ, t) =
1
ξ + i
[(ξ + i)D−1x1 Fm(x1) + ~t ·D
−1
x1 Gm(x1)],
2. if ~t ·m > 0, then
um(x1, ξ, t) =
1
ξ + i
[
(ξ + i)D−1x1 Fm(x1) + ~t ·D
−1
x1 Gm(x1)
− µ
∫ x1
−∞
e−µ(x1−y1)[(ξ + i)D−1y1 Fm(y1) + ~t ·D
−1
y1 Gm(y1)]dy1
]
,
3. if ~t ·m < 0, then
um(x1, ξ, t) =
1
ξ + i
[
(ξ + i)D−1x1 Fm(x1) + ~t ·D
−1
x1 Gm(x1)
+ µ
∫ ∞
x1
e−µ(x1−y1)[(ξ + i)D−1y1 Fm(y1) + ~t ·D
−1
y1 Gm(y1)]dy1
]
.
From Proposition 4.7 we know that (ξ + i)D−1x1 Fm + ~t · D
−1
x1 Gm is a smooth compactly supported
function. In particular, this implies that in the first case the solution is compactly supported. In the
second and third case, this implies that the solutions vanish if x1 < −R and x1 > R, respectively,
and are decaying exponentials if x1 > R and x1 < −R, respectively. Moreover, all the terms involved
(ξ+ i, µ, e−µ(x1−y1), and (ξ+ i)D−1x1 Fm+ ~t ·D
−1
x1 Gm) are differentiable with respect to x1 and ξ, and
the possible different cases depend only on m and t (namely on the sign of ~t ·m), and not on x1 or
ξ. This implies that um(·, ·, t) ∈ C
∞(R×R) and Dαx1D
β
ξ um(·, ξ, t) ∈ S(R).
To prove the estimates (19) we succesively differentiate the equation (16) to show that Dx1Dξum(·, ξ, t)
(which we know is in S(R)) solves certain ODE, and then use the estimates for the unique solution
in S(R) from Lemma 4.5. Differentiating the equation, we see that if α ≥ 0 then Dαx1um solves the
equation
(ξ + i)Dx1 [D
α
x1um] + ~t ·m[D
α
x1um] = (ξ + i)D
α
x1Fm + ~t ·D
α
x1Gm. (22)
By (⋆) and Lemma 4.5 we can bound
‖Dαx1um‖L1 . 〈ξ〉‖D
α−1
x1 Fm‖L1 + |~t|‖D
α−1
x1 Gm‖L1 . 〈ξ, ~t〉‖D
α−1
x1 Vm‖L1, (23)
|Dαx1um| . ‖D
α+1
x1 um‖L1 . 〈ξ, ~t〉‖D
α
x1Vm‖L1 . (24)
Differentiating (22) with respect to ξ gives that Dαx1Dξum solves the equation
(ξ + i)Dx1 [D
α
x1Dξum] + ~t ·m[D
α
x1Dξum] =
1
2πi
(Dαx1Fm −D
α+1
x1 um). (25)
By (⋆), Lemma 4.5, and (23) we can bound
‖Dαx1Dξum‖L1 . ‖D
α−1
x1 Fm‖L1 + ‖D
α
x1um‖L1 . 〈ξ, ~t〉‖D
α−1
x1 Vm‖L1 , (26)
|Dαx1Dξum| . ‖D
α+1
x1 Dξum‖L1 . 〈ξ, ~t〉‖D
α
x1Vm‖L1. (27)
By induction on β ≥ 2, differentiating (25) with respect to ξ gives that Dαx1D
β
ξ um solves the equation
(ξ + i)Dx1 [D
α
x1D
β
ξ um] + ~t ·m[D
α
x1D
β
ξ um] =
−β
2πi
Dα+1x1 D
β−1
ξ um. (28)
From (28), Lemma 4.5, and (26) we obtain
‖Dαx1D
β
ξ um‖L1 . ‖D
α
x1D
β−1
ξ um‖L1 . . . . . ‖D
α
x1Dξum‖L1 . 〈ξ, ~t〉‖D
α−1
x1 Vm‖L1, (29)
31
|Dαx1D
β
ξ um| . ‖D
α+1
x1 D
β
ξ um‖L1 . 〈ξ, ~t〉‖D
α
x1Vm‖L1 . (30)
We have shown (19) through (24), (27), and (30). Now we prove (20). Let us denote ujm(x1, ξ) :=
um(x1, ξ, tj) and recall that D
α
x1D
β
ξ u
j
m(·, ξ) ∈ S(R) for any α, β ≥ 0. There are two cases to consider:
when both products ~tj ·m vanish, and when at least one of them does not vanish. In the first case
we have that
ujm(x1, ξ) =
1
ξ + i
[(ξ + i)D−1x1 Fm(x1) + ~tj ·D
−1
x1 Gm(x1)],
and so
u1m(x1, ξ)− u
2
m(x1, ξ) =
~(t1 − t2)
ξ + i
·D−1x1 Gm(x1).
It follows directly from this and the Fundamental Theorem of Calculus that
|Dαx1D
β
ξ (u
1
m − u
2
m)| . ~|t1 − t2|‖D
α
x1Vm‖L1 . (31)
Suppose now that ~t1 ·m 6= 0. Substracting the equations (22) for D
α
x1u
j
m we obtain that
(ξ + i)Dx1 [D
α
x1(u
1
m− u
2
m)] + ~t2 ·m[D
α
x1(u
1
m− u
2
m)] = ~(t1 − t2) ·D
α
x1Gm− ~(t1− t2) ·mD
α
x1u
1
m. (32)
By (⋆) and Lemma 4.5 we have that the condition ~t1 · m 6= 0 implies that u
1
m = Dx1w for some
w ∈ S(R). Therefore, the difference Dαx1(u
1
m− u
2
m) (which we know is in S(R)) is the unique solution
in S(R) to a differential equation, (32), as in the setting of Lemma 4.5. By (⋆), (32), Lemma 4.5, and
(23) we obtain
|Dαx1(u
1
m − u
2
m)| . ‖D
α+1
x1 (u
1
m − u
2
m)‖L1
. ~|t1 − t2|(‖D
α
x1Gm‖L1 + |m|‖D
α
x1u
1
m‖L1)
. ~|t1 − t2|(‖D
α
x1Vm‖L1 + 〈ξ, ~t1〉|m|‖D
α−1
x1 Vm‖L1). (33)
Remark. This step shows why it is useful to have at disposal the L1 → L∞ estimates and not the
L∞ → L∞ estimates alone.
Similarly, substracting the equations (25) for Dαx1Dξu
j
m we obtain that
(ξ + i)Dx1 [D
α
x1Dξ(u
1
m − u
2
m)] + ~t2 ·m[D
α
x1Dξ(u
1
m − u
2
m)]
= −
1
2πi
Dα+1x1 (u
1
m − u
2
m)− ~(t1 − t2) ·mD
α
x1Dξu
1
m.
For β ≥ 2 the equation takes the same form. Indeed, substracting the equations (28) for Dαx1D
β
ξ u
j
m
we obtain that
(ξ + i)Dx1 [D
α
x1D
β
ξ (u
1
m − u
2
m)] + ~t2 ·m[D
α
x1D
β
ξ (u
1
m − u
2
m)]
= −
β
2πi
Dα+1x1 D
β−1
ξ (u
1
m − u
2
m)− ~(t1 − t2) ·mD
α
x1D
β
ξ u
1
m. (34)
Since u1m = Dx1w, then we are in the setting of Lemma 4.5 as before. By (34), Lemma 4.5, (26), and
(29) we can bound
‖Dα+1x1 D
β
ξ (u
1
m − u
2
m)‖L1 . ‖D
α+1
x1 D
β−1
ξ (u
1
m − u
2
m)‖L1 + ~|t1 − t2||m|‖D
α
x1D
β
ξ u
1
m‖L1
. ‖Dα+1x1 D
β−1
ξ (u
1
m − u
2
m)‖L1 + ~|t1 − t2|〈ξ, ~t1〉|m|‖D
α−1
x1 Vm‖L1.
Iterating this and using (33) we obtain that
‖Dα+1x1 D
β
ξ (u
1
m − u
2
m)‖L1 . . . . . ‖D
α+1
x1 (u
1
m − u
2
m)‖L1 + ~|t1 − t2|〈ξ, ~t1〉|m|‖D
α−1
x1 Vm‖L1
. ~|t1 − t2|(‖D
α
x1Vm‖L1 + 〈ξ, ~t1〉|m|‖D
α−1
x1 Vm‖L1).
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From this and the Fundamental Theorem of Calculus we conclude that
|Dαx1D
β
ξ (u
1
m−u
2
m)| . ‖D
α+1
x1 D
β
ξ (u
1
m−u
2
m)‖L1 . ~|t1−t2|(‖D
α
x1Vm‖L1+〈ξ, ~t1〉|m|‖D
α−1
x1 Vm‖L1). (35)
We have shown (20) through (31), (33), and (35). Finally, we prove the decay estimates (21) for the
solution. In the case ~t ·m = 0 there is nothing to prove, as the solution is compactly supported on
|x1| ≤ R. The other two cases are analogous, so we only consider the case ~t ·m > 0, so that Re(µ) > 0.
For this one we know the solution vanishes if x1 < −R, so we only have to deal with x1 > R. We can
rewrite the solution for x1 > R as
um(x1, ξ, t) =
−µe−µ(x1−R)
ξ + i
∫ R
−R
e−µ(R−y1)[(ξ + i)D−1y1 Fm(y1) + ~t ·D
−1
y1 Gm(y1)]dy1.
Integrating by parts we obtain that
Dαx1um =
(
−µ
2πi
)α
um
=
−µe−µ(x1−R)
ξ + i
∫ R
−R
[(−Dy1)
αe−µ(R−y1)][(ξ + i)D−1y1 Fm(y1) + ~t ·D
−1
y1 Gm(y1)]dy1
=
−µe−µ(x1−R)
ξ + i
∫ R
−R
e−µ(R−y1)[(ξ + i)Dα−1y1 Fm(y1) + ~t ·D
α−1
y1 Gm(y1)]dy1 =: ϕψ.
We will prove that ϕ and its derivatives (with respect to ξ) have the required decay, while ψ and its
derivatives remain bounded. Let us observe that µ(R − y1) = iη/(ξ + i) with η ≥ 0 for y1 ∈ [−R,R],
so that we are in the setting of Lemma 4.6. It follows from this that |Dβξ ψ| . 〈ξ, ~t〉‖D
α−1
x1 Vm‖L1,
where we allow the constant of the inequality to depend on β. By a similar induction as in the proof
of Lemma 4.6, we obtain that
Dβξ
(
µe−µs
ξ + i
)
=
µe−µsQβ(µs)
(ξ + i)β+1
,
where Qβ is a polynomial of degree β with coefficients depending only on β. Multiplying by s we
obtain
sDβξ
(
µe−µs
ξ + i
)
=
e−µsQ∗β(µs)
(ξ + i)β+1
,
where Q∗β(z) = zQβ(z) is a polynomial of degree β+1. Again, as |ξ+ i| ≥ 1, there exists a polynomial
Q˜∗β of degree β + 1 such that ∣∣∣∣ Q∗β(µs)(ξ + i)β+1
∣∣∣∣ ≤ Q˜∗β
(
|µs|
〈ξ〉
)
.
We have that µ(x1 − R) = iη/(ξ + i) with η ≥ 0 for x1 ≥ R, so that we are in the setting of Lemma
4.6. It follows from the previous inequalities that
|(x1 −R)D
β
ξ ϕ| ≤
∣∣∣∣e−iη/(ξ+i)Q˜∗β
(
η
〈ξ〉2
)∣∣∣∣. 1,
where we allow the constant in the last inequality to depend on β. In particular, for x1 ≥ 2R we have
that x1 −R ≥ x1/2, so that the previous inequality gives |D
β
ξ ϕ| . 1/|x1|. Combining the bounds for
ψ and ϕ gives the decay estimate that we wanted.
Remark. It may not be relevant for this particular problem, but the condition m ∈ Zd does not seem
to intervene in the proof of the result.
Remark. It does not seem relevant, but the constants in the inequalities are independent of R. It only
plays a role when we need that |x1| ≥ 2R to have the decay.
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Let us discuss briefly why the vanishing moment conditions were important in the previous proof. First,
they appear in proving the differences estimates. If t1, t2 ∈ R
d are such that ~t1 ·m > 0 > ~t2 ·m,
then for x1 > R we would have u
2
m(x1) = 0 and
u1m(x1) =
2πie−µ1(x1−R)
ξ + i
∫ R
−R
e−µ1(R−y1)[(ξ + i)Fm(y1) + ~t1 ·Gm(y1)]dy1.
It seems that there is no way to estimate u1m − u
2
m in terms of the difference ~|t1 − t2|. For instance,
letting µ1 → 0, we obtain that the difference would be approximately
2πi
ξ + i
∫ R
−R
[(ξ + i)Fm(y1) + ~t1 ·Gm(y1)]dy1,
which suggests the need of the vanishing moment condition. They also show up with a crucial im-
provement for the decay estimates. In the case ~t ·m > 0 and x1 > R, without the vanishing moment
condition, we would only have the exponential decay
um(x1) =
2πie−µ(x1−R)
ξ + i
∫ R
−R
e−µ(R−y1)[(ξ + i)Fm(y1) + ~t ·Gm(y1)]dy1.
It may happen that µ is small, for instance if t ·m = 1, making the exponential decay very slow. In
this case, the best estimates we seem to obtain are
|um| .
〈ξ〉
µ|x1 −R|
,
with 1/µ potentially being as big as 1/~. In our proof, what allows us to get better estimates is the
presence of the factor µ in front of the integral. This factor comes from integrating by parts using the
vanishing moment condition.
We rewrite the previous estimates to depend on V and no longer on the Fourier coefficients Vm.
Corollary 4.9. Let V = (F,G) satisfy (⋆), and let um be the solution from Theorem 4.8. Then, for
any M ≥ 0 we have
|Dαx1D
β
ξ um| . 〈ξ, ~t〉〈m〉
−2M‖V ‖Wα+2M,1(T ), (36)
|Dαx1D
β
ξ (um(·, t1)− um(·, t2))| . ~|t1 − t2|〈ξ, ~t1, ~t2〉〈m〉
−2M+1‖V ‖Wα+2M,1(T ). (37)
Moreover, for |x1| ≥ 2R we have the linear decay bound
|Dαx1D
β
ξ um(x1)| .
〈ξ, ~t〉
|x1|
〈m〉−2M‖V ‖Wα+2M,1(T ). (38)
The constants in the inequalities may depend on α, β, M , d, R, but are independent of ~, m, ξ, t.
Proof. We use that V is compactly supported and the Fundamental Theorem of Calculus to get that
‖Dα−1x1 Vm‖L1 . ‖D
α−1
x1 Vm‖L∞ . ‖D
α
x1Vm‖L1 ,
where we allow the constant of the inequality to depend on R. For α ≥ 0 and any M ≥ 0, we have
from Proposition 2.3 that
‖Dαx1Vm‖L1(R) . 〈m〉
−2M‖Dαx1V ‖W 2M,1(T ) . 〈m〉
−2M‖V ‖Wα+2M,1(T ),
where we allow the constant of the inequality to depend on M . Then the conclusion follows from
Theorem 4.8.
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Proof of Theorem 4.3. Let u(·, ξ, t; ~) ∈ C∞(T ) solve the equation (13) and satisfy the decay condition
‖u(x1, ·, ξ, t)‖L∞(Td) → 0 as x1 → ±∞. Then its Fourier coefficients must solve the ODEs (16) and
satisfy the decay conditions as x1 → ±∞. Under (⋆), we know from Theorem 4.8 the existence and
uniqueness of such solutions. Let {um} be such and define
u(x1, x
′, ξ, t; ~) :=
∑
m∈Zd
um(x1, ξ, t; ~)em(x
′).
The control on derivatives of um from Corollary 4.9 implies that u(·, t) ∈ C
∞(R × Td × R) and it
solves (13). Moreover, we can bound
|Dαx1D
β
x′D
γ
ξ u| ≤
∑
m∈Zd
|m|β |Dαx1D
γ
ξum| .
∑
m∈Zd
|m|β〈m〉−2M 〈ξ, ~t〉 . 〈ξ, ~t〉,
by taking M = M(β, d) sufficiently large. The constants in the inequalities may depend on the
admissible quantities, but are independent of ~, ξ, t. In the same way we prove the difference estimate
from (14) and the decay estimate (15); finally, the existence of a solution satisfying the decay condition
follows from (15).
4.4 Explicit definition of the symbol and properties
The purpose of this section is to prove the conjugation from Theorem 4.2. Recall that we have
(∆~+2~V~)A = A∆~+2~Op~((ξ+ i)Dx1a+ ~t ·Dx′a+(ξ+ i)Fa+ ~t ·Ga) + ~
2Op~(D
2a+2V ·Da).
Let us define a = e−uφ, where u(x1, x
′, ξ, t; ~) is the solution from Theorem 4.3 to
(ξ + i)Dx1u+ ~t ·Dx′u = (ξ + i)F + ~t ·G,
and φ(x1, ξ, t; ~) is defined as follows. Let ψ(s) be a (nonnegative, even, decreasing) smooth function
such that ψ(s) ≡ 1 for |s| ≤ 1 and ψ(s) ≡ 0 for |s| ≥ 2. Define
φ0(ξ, t; ~) := ψ(ξ)ψ(4(|~t| − 1)), φ(x1, ξ, t; ~) := ψ(~
θx1)φ0(ξ, t; ~),
with θ > 0 to be defined later.
Remark. Note that φ0 and φ vanish if |~t| ≤ 1/2, in particular they vanish for t near the origin and
so these are smooth in all their variables. Moreover, it is a special zero order symbol.
Remark. The cutoff in x1 is unnecessary for the properties of A and B, but it is actually needed for
the properties of R.
The estimates from Theorem 4.3 give that uφ is a special zero order symbol. From Corollary 3.15 we
obtain that, for small ~, the operator A := Op~(a) is invertible and its inverse is uniformly bounded
(in ~) in Hs±δ,~(T ). We also have
(ξ + i)Dx1a+ ~t ·Dx′a+ (ξ + i)Fa+ ~t ·Ga
= a[−(ξ + i)Dx1(uφ)− ~t ·Dx′(uφ) + (ξ + i)F + ~t ·G]
= a(1− φ)[(ξ + i)F + ~t ·G]− (ξ + i)auDx1φ
= a(1− φ)[(ξ + i)F + ~t ·G]−
1
2πi
~
θ(ξ + i)auψ′(~θx1)φ0.
Note that (1− φ) vanishes if |x1| ≤ ~
−θ, |ξ| ≤ 1 and ||~t| − 1| ≤ 1/4. Let us rewrite
1− φ = (1− φ0) + φ0 · (1− ψ(~
θx1)),
and observe that 1 − ψ(~θx1) vanishes for |x1| ≤ ~
−θ. Because F and G are supported on |x1| ≤ R,
then, for small enough ~, say ~−θ ≥ R, we have
a(1− φ)[(ξ + i)F + ~t ·G] = a(1− φ0)[(ξ + i)F + ~t ·G].
The function (1 − φ0) vanishes if |ξ| ≤ 1 and ||~t| − 1| ≤ 1/4, and outside of this set the operator ∆~
is elliptic, i.e. its symbol (ξ + i)2 + |~t|2 does not vanish.
35
Proposition 4.10. Outside of the set {|ξ| ≤ 1} ∩ {||~t| − 1| ≤ 1/4}, we can bound
|(ξ + i)2 + |~t|2| & 〈ξ, ~t〉2
Proof. Let s := (ξ + i)2 + |~t|2. Let us observe that
|s| = ([ξ2 + |~t|2 − 1]2 + 4ξ2)1/2 = (ξ4 + 2ξ2(|~t|2 + 1) + (|~t|2 − 1)2)1/2 ≥ ξ2 + ||~t|2 − 1|.
This proves that |s| ≥ ξ2. If |ξ| ≥ 1, this also proves |s| ≥ 1. If |ξ| ≤ 1, then we must have
||~t| − 1| ≥ 1/4, and this gives |s| ≥ ||~t| + 1|/4 ≥ 1/4. We have shown that |s| & 1. Thus, all
that remains to prove is that |s| & |~t|2. If |~t| ≤ 2, then this follows from before. If |~t| ≥ 2, then
||~t|2 − 1| ≥ |~t|2/2, and the conclusion follows.
Let us consider the function
r(x1, x
′, ξ, t; ~) :=
1− φ0
(ξ + i)2 + |~t|2
[(ξ + i)F + ~t ·G] =
(1− φ0)〈ξ, ~t〉
2
(ξ + i)2 + |~t|2
·
(ξ + i)F + ~t ·G
〈ξ, ~t〉2
=: q1 · q2.
The functions ξ/〈ξ, ~t〉2 and ~t/〈ξ, ~t〉2 are special zero order symbols, and so q2 is a special zero order
symbol. We know that q1 is supported outside of {|ξ| ≤ 1} ∩ {||~t| − 1| ≤ 1/4} and 1− φ0 is a special
zero order symbol. By induction we can show that
DαξD
β
t
〈ξ, ~t〉2
(ξ + i)2 + |~t|2
=
~βPα,β(ξ, ~t)
((ξ + i)2 + |~t|2)α+β+1
,
for some polynomial Pα,β of degree at most α+ β + 2. Outside of {|ξ| ≤ 1} ∩ {||~t| − 1| ≤ 1/4}, from
Proposition 4.10, we can bound∣∣∣∣DαξDβt 〈ξ, ~t〉2(ξ + i)2 + |~t|2
∣∣∣∣ =
∣∣∣∣ ~βPα,β(ξ, ~t)((ξ + i)2 + |~t|2)α+β+1
∣∣∣∣ . ~β〈ξ, ~t〉α+β+2〈ξ, ~t〉2(α+β+1) ≤ ~β .
This proves that q1 is a special zero order symbol, and by Proposition 3.14 so is r. Let us define the
symbol b by
b := a+ 2~a
1− φ0
(ξ + i)2 + |~t|2
[(ξ + i)F + ~t ·G] = a(1 + 2~r).
Since r is a special zero order symbol, by Proposition 3.14 we have that, for small enough ~, v :=
log(1 + 2~r) is also a special zero order symbol. Therefore b = a(1 + 2~r) = e−uφ+v and −uφ + v a
special zero order symbol. From Corollary 3.15, we conclude that for small ~, the operator B := Op~(b)
is invertible and its inverse is uniformly bounded (in ~) in Hs±δ,~(T ).
Finally, we are left to consider the expression
~
2(D2a+ 2V ·Da)−
2
2πi
~
1+θ(ξ + i)auψ′(~θx1)φ0 =: r1 + r2.
In order to prove that the pseudodifferential operator R, from Theorem 4.2, is bounded from L2−δ(T ) to
L2δ(T ), we will show that 〈x1〉
2δri are zero order symbols. Recall that uφ is supported on |x1| ≤ 2~
−θ
and so a = e−uφ ≡ 1 if |x1| ≥ 2~
−θ. Therefore, r1 is supported on |x1| ≤ 2~
−θ, and we have the
bounds
|Dαx1D
β
x′D
γ
ξ r1| . ~
2, |Dαx1D
β
x′D
γ
ξ (〈x1〉
2δr1)| . ~
2−2δθ.
The term ψ′(~θx1) gives that r2 is supported on ~
−θ ≤ |x1| ≤ 2~
−θ. The decay estimate from Theorem
4.3 gives that |Dαx1D
β
x′D
γ
ξu| . ~
θ〈ξ, ~t〉. Moreover, a is a zero order symbol and (ξ + i)ψ′(~θx1)φ0 is a
zero order symbol supported on {|ξ| ≤ 2} ∩ {||~t| − 1| ≤ 1/2}. We obtain that
|Dαx1D
β
x′D
γ
ξ r2| . ~
1+2θ, |Dαx1D
β
x′D
γ
ξ (〈x1〉
2δr2)| . ~
1+2θ−2δθ.
We can ensure that 2 − 2δθ, 1 + 2θ − 2δθ > 1 by taking θ = 1/2 and δ < 1. If we let ε = 1 − δ > 0,
then we obtain the conjugation identity
(∆~ + 2~V~)A = B∆~ + ~
1+εR.
Remark. The restriction δ < 1 does not appear in [18]. This may be due that in our case we look for
the operator R to be bounded from L2−δ(T ) to L
2
δ(T ), so we need a gain of a factor 〈x1〉
2δ. In [18], it
is only needed from L2δ(R
d) to L2δ+1(R
d), so just a factor 〈x〉 is required.
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4.5 Proof of the Carleman estimate
Let us rewrite the statements of Theorem 4.1 and Theorem 1.2 in semiclassical notation.
Theorem 4.11. Let δ > 1/2. There exists ~0 ≤ 1 such that if 0 < |~| ≤ ~0 and ~
−2 /∈ Spec(−∆g0),
then for any f ∈ L2δ(T ) there exists a unique u ∈ H
1
−δ,~(T ) which solves
e2pix1/~(~D)2e−2pix1/~u = ~2f.
Moreover, this solution is in H2−δ,~(T ) and satisfies the estimates
‖u‖H2
−δ,~(T )
. ~‖f‖L2δ(T ),
with the constant of the inequality independent of ~.
This theorem allows to define G~ : L
2
δ(T )→ H
2
−δ,~(T ) by G~f := u, so that ∆~G~ = ~
2I on L2δ(T ).
Theorem 4.12. Let 1/2 < δ < 1 and let V,W satisfy (⋆). There exists ~0 ≥ 1 such that if 0 < |~| ≤ ~0
and ~−2 /∈ Spec(−∆g0), then for any f ∈ L
2
δ(T ) there exists a unique u ∈ H
2
−δ,~(T ) which solves
e2pix1/~(~2HV,W )e
−2pix1/~u = ~2f.
Moreover, this solution satisfies the estimates
‖u‖H2
−δ,~(T )
. ~‖f‖L2δ(T ),
with the constant of the inequality independent of ~.
Proof. We prove this only for ~ > 0, as the other case is analogous. Let us write
(∆~ + 2~V~ + ~
2W˜ )u = e2pix1/~(~2HV,W )e
−2pix1/~u = ~2f, (39)
where ∆~ = e
2pix1/~(~D)2e−2pix1/~, V~ = e
2pix1/~[V · (~D)]e−2pix1/~, W˜ := V 2 +D · V +W . To avoid
repetition throughout the proof we recall from Theorem 4.2 that A and B are uniformly bounded
invertible operators on Hs±δ,~(T ) with uniformly bounded inverses, R : L
2
−δ(T ) → L
2
δ(T ) is bounded.
Also, W˜ : L2−δ(T )→ L
2
δ(T ) is bounded, because it is bounded and compactly supported.
We start showing the existence and the estimates for the solution. We look for a solution of the form
u = AG~g ∈ L
2
−δ(T ), with g ∈ L
2
δ(T ), and use Theorem 4.2 to rewrite the expression as
(∆~ + 2~V~ + ~
2W˜ )u = (∆~ + 2~V~ + ~
2W˜ )AG~g = ~
2(B + ~−1+εRG~ + W˜AG~)g.
Let C := ~−1+εRG~ + W˜AG~. We claim that C : L
2
δ(T ) → L
2
δ(T ) is a small perturbation of the
invertible operator B, so that B + C is also invertible. Using the boundedness properties of G~, from
Theorem 4.11 we obtain that
‖~−1+εRG~‖L2δ(T )→L2δ(T ) . ~
ε, ‖W˜AG~‖L2δ(T )→L2δ(T ) . ~.
We observe that B +C = (I +CB−1)B, from where we conclude that B +C is invertible in L2δ(T ) as
claimed, and its inverse has uniformly bounded norms. Thus if we define g := (B + C)−1f ∈ L2δ(T ),
then we obtain that
u := AG~g = AG~(B + C)
−1f
solves the equation (39). The estimates for G~ from Theorem 4.11 give
‖u‖H2
−δ,~(T )
= ‖AG~(B + C)
−1f‖H2
−δ,~(T )
. ~‖f‖L2δ(T ),
as we wanted. Now we address the uniqueness. Assume that u ∈ H2−δ,~(T ) solves
(∆~ + 2~V~ + ~
2W˜ )u = 0.
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Let v := A−1u ∈ H2−δ,~(T ), so that v satisfies (B∆~ + ~
1+εR+ ~2W˜A)v = 0, or equivalently
∆~v = −~
2B−1(~−1+εR+ W˜A)v.
The right-hand side is in L2δ(T ) and
‖~−1+εB−1Rv‖L2δ(T ) . ~
−1+ε‖v‖L2
−δ(T )
, ‖B−1W˜Av‖L2δ(T ) . ‖v‖L2−δ(T ).
The uniqueness from Theorem 4.11 implies that v = −G~B
−1(~−1+εR + W˜A)v. Using the estimates
for G~, from Theorem 4.11, and the bound from above we obtain that
‖v‖L2
−δ(T )
. ~ · ~−1+ε‖v‖L2
−δ(T )
= ~ε‖v‖L2
−δ(T )
.
Taking ~ small enough yields that v ≡ 0, from where we conclude that u ≡ 0.
Remark. The uniqueness does not follow directly from the equation and perturbative arguments: if
we rewrite the equation as
∆~u = −~
2(2~−1V~ + W˜ )u,
then the right-hand side is in L2δ(T ), so that u = −G~(2~
−1V~ + W˜ )u, but we obtain no contradiction
as we can only say ‖G~(2~
−1V~u)‖L2
−δ(T )
. ‖u‖L2
−δ(T )
.
Remark. Let f ∈ L2δ(T ) and let u ∈ H
2
−δ,~(T ) be the unique solution to the equation (∆~ + 2~V~ +
~2W˜ )u = ~2f . We can rewrite this as
∆~u = ~
2f − (2~V~ + W˜ )u,
and observe that (2~V~ + ~
2W˜ )u ∈ L2δ(T ). Therefore, u = G~g˜, for some g˜ ∈ L
2
δ(T ). In the proof of
existence of the solution, we showed that u takes the form AG~g for some g ∈ L
2
δ(T ). This and the
last observation yield that the operator A maps the subspace G~L
2
δ(T ) ⊆ L
2
−δ(T ) to itself.
5 Equivalent formulations and boundary characterization
As mentioned in the introduction, in order to reconstruct the electromagnetic parameters we are
interested in constructing many solutions to the equation HV,Wu = 0. The result from Theorem 1.2
can be used to construct a unique solution that “behaves like” a harmonic function at infinity. Indeed,
let h ∈ H2loc(T ) be harmonic and let us look for a solution of the form u = h+ e
−2piτx1r; such u solves
HV,Wu = 0 if and only if the correction term r solves the equation
e2piτx1HV,W e
−2piτx1r = −e2piτx1Xh,
where X := HV,W −D
2 = 2V ·D + (V 2 +D · V +W ) is a first order differential operator supported
in M . The conditions (†) imply that Xh ∈ L2c(T ), and so e
2piτx1Xh ∈ L2δ(T ). From Theorem 1.2 we
obtain a unique solution r ∈ H2−δ(T ), and so there is a unique solution to HV,Wu = 0 which “behaves
like” the harmonic function. As has been usual, we call these functions the complex geometrical optics
(CGO) solutions.
The purpose of this section is to show that the boundary values of the CGO can be characterized as
the unique solution to a certain boundary integral equation. The passage from the uniqueness problem
at the boundary to a uniqueness problem at infinity was first explicitly noticed by Nachman in [13],
and has become standard since then; for instance, see [18] or [9]. The uniqueness of this corrected
solution is crucial for our problem; the lack of such is what prevents the local Carleman estimate for
the magnetic Schro¨dinger operator in [2] from being useful in the reconstruction procedure.
In this section we follow closely the presentation from [18], as the operators are translation invariant,
and [9]. However, we have to proceed slightly different, as 0 ∈ Spec(−∆g0) and the Laplacian in T
does not have a bounded inverse, i.e. for f ∈ L2(T ) (or f ∈ H−1(T )) there may not be u ∈ H2(T ) (or
u ∈ H1(T )) such that D2u = f .
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5.1 Green functions, operators, and layer potentials
5.1.1 τ-dependent Green function and operator
The differential operator ∆τ = D
2
x1 + 2iτDx1 − τ
2 +D2x′ has constant coefficients, in particular it is
translation invariant, and so it is its right inverse Gτ from Theorem 4.1. Since Gτ : L
2
δ(T )→ L
2
−δ(T ) is
bounded, there exists a tempered distribution gτ ∈ S
′(T ) such that Gτf = gτ ∗f for Schwartz functions
f ∈ S(T ), where the convolution is considered over the whole cylinder. The purpose of this section
is to understand the properties of gτ and other related distributions. We have that ∆τgτ = δT (0), so
the Fourier expansion of this distribution is given by
ĝτ,k(ξ) =
1
ξ2 + 2iτξ − τ2 + |k|2
=
1
(ξ + iτ)2 + |k|2
, (40)
and therefore
gτ,k(x1) =
∫
R
e2piix1ξ
(ξ + iτ)2 + |k|2
dξ. (41)
Let us note that this integral converges absolutely, as the denominator is quadratic in ξ and never
vanishes because τ2 /∈ Spec(−∆g0). These integrals can be computed explicitly as follows.
Proposition 5.1. The Fourier coefficients gτ,k(x1) of the distribution gτ are given by
gτ,k(x1) = πe
2piτx1


−2π(|x1| − sgn(τ)x1) if k = 0,
(e−2pi|k||x1| − e−2pi|k|sgn(τ)x1)/|k| if 0 < |k| < |τ |,
e−2pi|k||x1|/|k| if |k| > |τ |.
The distribution gτ is actually smooth away from (0, 0) ∈ T . For any ε > 0 and |x1| > ε, the function
gτ (x1, x
′) and all its derivatives are uniformly bounded, i.e. we have |Dαx1D
β
x′gτ (x1, x
′)| ≤ C, for some
constant C = C(α, β, τ, ε).
Proof. Instead of (41), let us consider the expression
gτ (x1, λ) :=
∫
R
e2piix1ξ
(ξ + iτ)2 + λ2
dξ, (42)
with λ ≥ 0 and λ 6= |τ |, so that the denominator does not vanish. We start with the following two
observations: first, g−τ (−x1, λ) = gτ (x1, λ), so it suffices to consider the case τ > 0; second, for fixed
τ and x1, the function gτ (x1, ·) is continuous, so the case λ = 0 follows from the case λ > 0. We would
like to relate (42) to the classical integral∫
R
e2piix1ξ
ξ2 + λ2
dξ =
π
λ
e−2piλ|x1|,
which can be obtained by direct computation and the inversion formula. Consider the meromorphic
function f(z) = e2piix1z/(z2+λ2), with simple poles at z = ±λi, and the rectangular contour bounded
by the lines Re(z) = ±L, for some large L > 0, and Im(z) = 0, Im(z) = τ . The pole −λi is outside of
this domain since we are assuming τ > 0. The pole λi is inside this domain if 0 < λ < τ and outside
if λ > τ . Moreover, the residue of f at z = λi is equal to e−2piλx1/(2λi). The vertical segments of
the contour have length τ , and over them the numerator of f is bounded (uniformly in L), while the
denominator is of order L2. From the residue theorem, after letting L→ +∞, we deduce that
π
λ
e−2piλ|x1| − e−2piτx1gτ (x1, λ)
=
∫
R
f(z)dz −
∫
R
f(z + iτ)dz = 2πi
{
e−2piλx1/(2λi) if 0 < λ < τ,
0 if λ > τ,
which gives that
gτ (x1, λ) =
πe2piτx1
λ
{
e−2piλ|x1| − e−2piλx1 if 0 < λ < τ,
e−2piλ|x1| if λ > τ,
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For the case λ = 0, we let λ→ 0+, to conclude
gτ (x1, 0) = πe
2piτx1 lim
λ→0+
e−2piλ|x1| − e−2piλx1
λ
= −2π2e2piτx1(|x1| − x1).
We have proven the formulas for the Fourier coefficients. To show the regularity, let us observe that
D2(e−2piτx1gτ ) = e
−2piτx1∆τgτ = δT (0).
From Weyl’s regularity lemma for distributions, see Chapter 10 in [5], it follows that e−2piτx1gτ is a
smooth function away from (0, 0) ∈ T . Therefore, gτ is also smooth away from (0, 0). Assuming that
τ > 0, for x1 > 0 we have that
gτ (x1, x
′) = π
∑
|k|>τ
e−2pi(|k|−τ)|x1|
|k|
ek(x
′),
while for x1 < 0 we have that
gτ (x1, x
′) = 4π2e−2piτ |x1|x1 + π
∑
|k|6=0
e−2pi(τ+|k|)|x1|
|k|
ek(x
′)− π
∑
0<|k|<τ
e−2pi(τ−|k|)|x1|
|k|
ek(x
′).
The uniform boundedness of gτ and its derivatives, for |x1| > ε, follows from the fact that gτ (x1, x
′)
is a sum of negative exponentials on each half of |x1| > ε.
Remark. The coefficient gτ,k(x1) can also be computed by solving the equation
(D2x1 + 2iτDx1 − |τ |
2 + |k|2)gτ,k(x1) = δR(0).
This can be solved in each half x1 > 0 and x1 < 0 as sum of exponentials, and then using decay
conditions lim|x1|→±∞ gτ,k(x1) = 0 and the jump condition at x1 = 0.
As in the previous proof, we consider the distribution Γτ := e
−2piτx1gτ ∈ D
′(T ), which is no longer a
tempered distribution, and satisfies D2Γτ = δT (0). In principle, it may not make sense to talk about
the Fourier transform of Γτ as it is not a tempered distribution. However, from Proposition 5.1, we
could formally say that the Fourier coefficients of Γτ are given by
e−2piτx1gτ,k(x1) =


−2π2(|x1| − sgn(τ)x1) if k = 0,
π(e−2pi|k||x1| − e−2pi|k|sgn(τ)x1)/|k| if 0 < |k| < |τ |,
πe−2pi|k||x1|/|k| if |k| > |τ |.
Based on the formal Fourier coefficients above, we consider the harmonic function
Hτ (x1, x
′) := 2π2sgn(τ)x1 − π
∑
0<|k|<|τ |
e−2pi|k|sgn(τ)x1
|k|
ek(x
′).
We have that Hτ ∈ D
′(T ) because it is a smooth function, and so Γ0 := Γτ −Hτ ∈ D
′(T ) as well. Let
us define the distributions Γ00 := −2π
2|x1| and Γ
∗
0 := Γ0 − Γ
0
0. Formally, the Fourier coefficients of Γ0
and Γ∗0 are given by
Γ0,k(x1) =
{
−2π2|x1| if k = 0,
πe−2pi|k||x1|/|k| if k 6= 0,
Γ∗0,k(x1) =
{
0 if k = 0,
πe−2pi|k||x1|/|k| if k 6= 0.
(43)
As in the proof of Proposition 5.1, we have that if k 6= 0, then
Γ̂∗0,k(ξ) =
1
ξ2 + |k|2
. (44)
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Proposition 5.2. The distributions Γ00 and Γ
∗
0 are tempered distributions, thus so is Γ0.
Proof. It is clear that Γ00 is a tempered distribution. From (44) we actually obtain that Γ
∗
0 ∈ H
s(T )
for all s < −(d− 3)/2, and the conclusion follows.
Proposition 5.3. Let Γτ (x, y) := Γτ (x − y). Then, D
2Γτ (x, ·) = δT (x), Γτ (·, ·) is smooth in T × T
away from the diagonal.
Proof. As mentioned in the proof of Proposition 5.1, the fact that D2Γτ = δT (0) and Weyl’s regularity
lemma imply that Γτ is smooth away from (0, 0) ∈ T . This gives that D
2Γτ (x, ·) = δT (x) and the
smoothness of Γτ (·, ·) away from the diagonal.
Despite the reasons not being apparent at this moment, we consider the following definition. We will
see later how this operator appears naturally when we try to reformulate the differential equation the
solution HV,Wu = 0 as an integral equation. For the moment, in Proposition 5.5 below, we show how
this operator relates to the distribution Γτ .
Definition 5.4. Let |τ | ≥ τ0, τ
2 /∈ Spec(−∆g0), so that ∆τ has a right inverse Gτ from Theorem 4.1.
For functions in L2c(T ), we define the operator Kτ := e
−2piτx1Gτe
2piτx1.
Proposition 5.5. The operator Kτ maps L
2
c(T ) into H
2
loc(T ), is translation invariant, commutes
with differentiation, and satisfies D2Kτ = I on L
2
c(T ) and KτD
2 = I on H2c (T ). Moreover, its
distributional kernel is Γτ (·, ·), i.e. Kτf(x) = Γτ ∗ f(x) = 〈Γτ (x, ·), f〉 for f ∈ C
∞
c (T ).
Proof. The first claim follows because Gτ maps L
2
δ(T ) into H
2
−δ(T ). The translation invariance of Kτ
follows from the conjugation structure and the translation invariance of Gτ . Indeed, if we denote the
translation operators by tyf(x) := f(x+ y) and note that ty(e
λxf) = eλ(x+y)tyf , then
tyKτ = e
−2piτ(x1+y1)tyGτe
2piτx1
= e−2piτ(x1+y1)Gτ tye
2piτx1 = e−2piτ(x1+y1)Gτe
2piτ(x1+y1)ty = e
−2piτx1Gτe
2piτx1ty = Kτ ty,
as we wanted to prove. The commutativity with differentiation follows from the translation invariance.
In addition, if f ∈ L2c(T ), then e
2piτx1f ∈ L2δ(T ), and so
D2Kτf = e
−2piτx1(e2piτx1D2e−2piτx1)Gτ (e
2piτx1f) = e−2piτx1(∆τGτ )(e
2piτx1f) = f.
If f ∈ H2c (T ), then D
2f ∈ L2c(T ), and the commutativity with differentiation yields that KτD
2f =
D2Kτf = f . Finally, for f ∈ C
∞
c (T ) we have that e
2piτx1f ∈ C∞c (T ) ⊆ S(T ), and so
Kτf(x) = e
−2piτx1Gτ (e
2piτx1f)(x)
= e−2piτx1
∫
T
gτ (x1 − y1, x
′ − y′)e2piτy1f(y1, y
′)dy1dy
′
=
∫
T
e−2piτ(x1−y1)gτ (x1 − y1, x
′ − y′)f(y1, y
′)dy1dy
′ =
∫
T
Γτ (x, y)f(y)dy, (45)
as we wanted to prove.
The purpose of what follows is to show that the mapping properties of Kτ from L
2
c(T ) into H
2
loc(T )
can be extended to H−1c (T ) into H
1
loc(T ). To show this, let us consider the operators
K00f := Γ
0
0 ∗ f, K
∗
0f := Γ
∗
0 ∗ f, Rτf := Hτ ∗ f,
with the above definitions for Γ00, Γ
∗
0, and Hτ . Given that Γτ = Γ
0
0 + Γ
∗
0 +Hτ we have that
Kτ = K
0
0 +K
∗
0 +Rτ , and so it suffices to show that each of these maps H
−1
c (T ) into H
1
loc(T ).
Proposition 5.6. The operator K00 maps H
−1
c (T ) into H
1
loc(T ).
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Proof. Let ϕ ∈ H−1c (T ), so that ϕ0 ∈ H
−1
c (R) ⊆ H
−1
c (T ). Since |x1| does not depend on x
′, we have
that |x1| ∗ ϕ = |x1| ∗ϕ0, and it remains to show that |x1| ∗ϕ0 ∈ H
1
loc(R). Let supp(ϕ0) ⊆ [−L,L] and
let φ ∈ C∞c (R) be such that φ ≡ 1 on [−L,L] and φ ≡ 0 outside of [−2L, 2L]. Let us show that for
fixed x1 ∈ R, φ|x1 − ·| ∈ H
1(R). Indeed, by Leibniz’ rule we obtain
‖φ|x1 − ·|‖H1(R) . ‖φ‖C1(R)‖|x1 − ·|‖H1(−2L,2L) . L+ |x1|,
where we allow the constants of the inequality to depend on L and φ. Let Φ(x1) := |x1| ∗ ϕ0. Then,
|Φ(x1)| = |〈ϕ0, |x1 − ·|〉|
= |〈φϕ0, |x1 − ·|〉|
= |〈ϕ0, φ|x1 − ·|〉| ≤ ‖ϕ0‖H−1(R)‖φ|x1 − ·|‖H1(R) . ‖ϕ0‖H−1(R)(L+ |x1|).
This shows that Φ ∈ L∞loc(R) ⊆ L
2
loc(R), which implies that Φ
′ ∈ H−1loc (R). Moreover, because
|x1|
′′ = 2δ
R
(0), then we have that Φ′′ = 2ϕ0 ∈ H
−1(R). Let η ∈ C∞c (R) and ρ = ηΦ, so that
ρ ∈ L2c(R). We have to show that ρ ∈ H
1(R), which is equivalent to showing that 〈ξ〉ρ̂(ξ) ∈ L2(R).
Since ρ ∈ L2(R), we have 〈ξ〉ρ̂(ξ) ∈ L2(|ξ| ≤ 1). Moreover, because Φ ∈ L2loc(R) and Φ
′,Φ′′ ∈ H−1loc (R),
then ρ′′ = η′′Φ + 2η′Φ′ + ηΦ′′ ∈ H−1(R), Therefore, 〈ξ〉−1ξ2ρ̂(ξ) ∈ L2(R), from where we conclude
that 〈ξ〉ρ̂(ξ) ∈ L2(|ξ| ≥ 1). This proves the result.
Proposition 5.7. The operator K∗0 : H
s(T )→ Hs+2(T ) is bounded for any s ∈ R.
Proof. For ϕ ∈ Hs(T ), let us consider the Fourier series ϕ(x1, x
′) =
∑
k∈Zd ϕk(x1)ek(x
′). From (43)
we have that (̂K∗0ϕ)0(ξ) =
̂(Γ∗0 ∗ ϕ)0(ξ) = 0, and for k 6= 0 we have
|(̂K∗0ϕ)k(ξ)| = |
̂(Γ∗0 ∗ ϕ)k(ξ)| = |Γ̂
∗
0,k(ξ)||ϕ̂k(ξ)| =
1
ξ2 + |k|2
|ϕ̂k(ξ)| . 〈ξ, k〉
−2|ϕ̂k(ξ)|,
where we used in the last step that |k| ≥ 1 for all k 6= 0. Therefore we conclude that
‖K∗0ϕ‖
2
Hs+2(T ) =
∑
k 6=0
∫
R
〈ξ, k〉2s+4| ̂(K∗0ϕ)k(ξ)|
2dξ .
∑
k 6=0
∫
R
〈ξ, k〉2s|ϕ̂k(ξ)|
2dξ = ‖ϕ‖2Hs(T ).
Proposition 5.8. The operator K0 := K
0
0 +K
∗
0 maps L
2
c(T ) into H
2
loc(T ) and H
−1
c (T ) into H
1
loc(T ),
satisfies D2K0 = I on L
2
c(T ) and K0D
2 = I on H2c (T ), and is symmetric, i.e. 〈K0f, g〉 = 〈K0g, f〉
for any f, g ∈ H−1c (T ).
Proof. The operator Rτ maps L
2
c(T ) into C
∞(T ), because the kernel Hτ is a smooth function. There-
fore, K0 = Kτ −Rτ also maps L
2
c(T ) into H
2
loc(T ). Moreover, we have that K
0
0 and K
∗
0 map H
−1
c (T )
into H1loc(T ) from Proposition 5.6 and Proposition 5.7, and therefore so does K0. The identities with
the Laplacian follow from those of Proposition 5.5, since the kernel of Rτ is a harmonic function.
Finally, the symmetry of the operator follows from the symmetry of the kernel Γ0 := Γ
0
0 + Γ
∗
0.
Proposition 5.9. The operator Kτ maps H
−1
c (T ) into H
1
loc(T ).
Proof. Recall that Kτ = K0 +Rτ . The result follows from Proposition 5.8 and the fact that Rτ maps
H−1c (T ) into C
∞(T ).
5.1.2 τ-dependent single layer potential
Recall that we have the boundedness of tr : Hs(T )→ Hs−1/2(∂M), for s > 1/2. In particular we have
tr : H1(T ) → H1/2(∂M) and its adjoint tr∗ : H−1/2(∂M) → H−1c (T ). The results from Proposition
5.8 and Proposition 5.9 allow for the following definition.
Definition 5.10. Define the single layer operator S0 := K0tr
∗ : H−1/2(∂M) → H1loc(T ). Similarly,
for |τ | ≥ τ0, τ
2 /∈ Spec(−∆g0), we define the τ-dependent single layer operator
Sτ := Kτ tr
∗ : H−1/2(∂M)→ H1loc(T ).
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Proposition 5.11. Let S denote either of the single layer operators S0 or Sτ from Definition 5.10,
and let Γ and K denote either of Γ0 and K0 or Γτ and Kτ , as it corresponds. For ϕ ∈ H
−1/2(∂M),
the single layer potential Sϕ ∈ H1loc(T ) satisfies the following properties:
a). for x /∈ ∂M we have the integral representation Sϕ(x) = 〈ϕ, tr(Γ(x, ·))〉,
b). Sϕ is harmonic in M±,
c). Sϕ has no jump at the boundary, tr+(Sϕ) = tr−(Sϕ), and therefore has a well-defined trace,
d). the normal derivatives of Sϕ satisfy that ∂−ν Sϕ− ∂
+
ν Sϕ = 4π
2ϕ on ∂M ,
e). if ϕ ∈ H1/2(∂M), then Sϕ|M ∈ H
2(M), Sϕ|M+ has an extension in H
2
loc(T ), and tr ◦ S maps
H1/2(∂M) into H3/2(∂M).
Proof. Let ϕ ∈ H−1/2(∂M). For a fixed x /∈ ∂M there exists an open neighborhood N ⊆ T , such that
∂M ⊆ N and x /∈ N . From Proposition 5.3 and the fact that Hτ is smooth we have that Γ(x, ·) is
smooth in N and so tr(Γ(x, ·)) ∈ H1/2(∂M). Therefore,
〈ϕ, tr(Γ(x, ·))〉 = 〈tr∗ϕ,Γ(x, ·)〉 = Γ ∗ tr∗ϕ(x) = Ktr∗ϕ(x) = Sϕ(x).
The harmonicity of Sϕ in M± follows from the previous result as Γ(·, y) is harmonic in M± for any
y ∈ ∂M . The existence of a well-defined trace follows from the fact that Sϕ ∈ H1loc(T ). Given that
Sϕ ∈ H1loc(T ) is harmonic inM±, there are well-defined normal derivatives as elements of H
−1/2(∂M).
Moreover, Kτ − K0 = Rτ maps H
−1
c (T ) into C
∞(T ), so it suffices to show the jump condition for
S = S0. Let g ∈ H
3/2(∂M) and let v ∈ H2c (T ) be some function extending g. The definition of normal
derivatives (5), integration by parts, and Proposition 5.8 give that
〈(∂−ν − ∂
+
ν )S0ϕ, g〉 = 4π
2
∫
T
−DS0ϕ ·Dv
= 4π2
∫
T
S0ϕD
2v
= 4π2〈K0tr
∗ϕ,D2v〉 = 4π2〈tr∗ϕ,K0D
2v〉 = 4π2〈tr∗ϕ, v〉 = 4π2〈ϕ, g〉.
The density of H3/2(∂M) in H1/2(∂M) implies the jump condition of the normal derivatives. Finally,
as in [9], we invoke the transmission property from [12] to prove the higher regularity properties of the
single layer potential. Namely, the harmonicity of Sϕ|M± and the jump conditions at the boundary
give that if ϕ ∈ H1/2(∂M), then Sϕ|M± is in H
2(M± ∩ N), for some neighborhood N ⊆ T of ∂M .
The interior regularity of harmonic functions gives that Sϕ|M ∈ H
2(M) and Sϕ|M+ ∈ H
2
loc(M+), and
the boundary regularity allows to construct the extension of Sϕ|M+ to H
2
loc(T ).
Remark. We will not need this, but the map tr◦Sτ : H
s(∂M)→ Hs+1(∂M) is bounded for s ≥ −1/2.
5.2 Equivalent formulations and boundary characterization
For the rest of the section we assume that 0 is not an eigenvalue of the magnetic Schro¨dinger operator
HV,W on M . Let |τ | ≥ τ0, τ
2 /∈ Spec(−∆g0) as in Theorem 1.2, and let h ∈ H
2
loc(T ) be a harmonic
function.
Theorem 5.12. All the following problems have a unique solution:
(DE): u = h+ e−2piτx1r, with r ∈ H2−δ(T ), solves the differential equation HV,Wu = 0 in T,
(IE): u ∈ H2loc(T ) solves the integral equation u+KτXu = h in T,
(EP): u˜ ∈ H2loc(M+) is harmonic, has an extension in H
2
loc(T ) of the form h+ e
−2piτx1r with
r ∈ H2−δ(T ), and ∂
+
ν u˜ = 4π
2ΛV,W (tr
+(u˜)),
(BE): f ∈ H3/2(∂M) solves the boundary equation (I + tr ◦ Sτ (ΛV,W − Λ0,0))f = tr(h).
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These problems are equivalent in the following sense:
(DE)⇔ (IE): u solves (DE) if and only if u solves (IE),
(DE)⇔ (EP): if u solves (DE), then u|M+ solves (EP), and if u˜ solves (EP), then there exists an
extension u to T that solves (DE),
(DE)⇒ (BE): if u solves (DE), then tr(u) solves (BE),
(BE)⇒ (EP): if f solves (BE), then there is an extension u˜ to M+ that solves (EP).
Proof. From Theorem 1.2 we know that (DE) has a unique solution. It remains to show the equivalence
between the existence of solutions, as the equivalence of the uniqueness follows from this.
We start proving that the problems (DE) and (IE) are equivalent. Assume that a solution to the
equation HV,Wu = 0, has the form u = h+ e
−2piτx1r, with r ∈ H2−δ(T ). Then u ∈ H
2
loc(T ) and we see
that r solves
∆τ r = e
2piτx1D2(u− h) = e2piτx1D2u = −e2piτx1Xu,
and e2piτx1Xu ∈ L2c(M). Since r ∈ H
2
−δ(T ), the uniqueness from Theorem 1.2 implies that r =
−Gτ (e
2piτx1Xu), and so h = u−e−2piτx1r = u+KτXu. Conversely, if u ∈ H
2
loc(T ) satisfies u+KτXu =
h, then u = h+ e−2piτx1r with r := −Gτ (e
2piτx1Xu) ∈ H2−δ(T ). This gives that
e2piτx1D2u = e2piτx1D2(u− h) = ∆τr = −e
2piτx1Xu,
and thus HV,Wu = 0.
Now we show that the problems (DE) and (EP) are equivalent. Assume that a solution to the equation
HV,Wu = 0, has the form u = h+e
−2piτx1r, with r ∈ H2−δ(T ), so that u ∈ H
2
loc(T ). If we let u˜ := u|M+ ,
then u˜ ∈ H2loc(M+), and, given that V,W are supported in M , we have that u˜ is harmonic in M+. If
g ∈ H1/2(∂M) and v ∈ H1c (T ) is some function extending g, then from the definitions (5) and (2) we
have
〈∂+ν u˜, g〉 = −4π
2
∫
M+
−Du˜ ·Dv,
〈ΛV,W (tr
−(u)), g〉 =
∫
M
−Du ·Dv + V · (vDu − uDv) + (V 2 +W )uv.
Since u is a solution to HV,Wu = 0 in T , and V,W are supported in M , we obtain that
−
∫
M+
−Du˜ ·Dv = −
∫
M+
−Du ·Dv =
∫
M
−Du ·Dv + V · (vDu − uDv) + (V 2 +W )uv
which gives that ∂+ν u˜ = 4π
2ΛV,W (tr
−(u)). Thus we conclude that
∂+ν u˜ = 4π
2ΛV,W (tr
−(u)) = 4π2ΛV,W (tr
+(u)) = 4π2ΛV,W (tr
+(u˜)).
Conversely, suppose that u˜ ∈ H2loc(M+) is harmonic in M+, satisfies ∂
+
ν u˜ = 4π
2ΛV,W (tr
+(u˜)), and is
such that u˜ has an extension in H2loc(T ) of the form h+ e
−2piτx1r on M+ with r ∈ H
2
−δ(T ). We want
to extend u˜ to the interior of M in order to solve HV,Wu = 0 in T . Let u = DV,W (tr
+(u˜)) ∈ H2(M),
i.e. the solution of the problem {
HV,Wu = 0 in M−,
u = tr+(u˜) on ∂M.
and define u|M+ = u˜ ∈ H
2
loc(M+) and u|M = u ∈ H
2(M). Then we have
tr+(u) = tr+(u˜) = tr−(u) = tr−(u),
∂+ν u = ∂
+
ν u˜ = 4π
2ΛV,W (tr
+(u˜)) = 4π2ΛV,W (tr
−(u)) = ∂−ν u = ∂
−
ν u,
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where we used the result from Proposition 2.8. This implies that u is in H2loc(T ) and solves HV,Wu = 0.
Moreover, u = h+ e−2piτx1r in T , with r ∈ H2−δ(T ), where r|M+ = r|M+ and r|M = e
2piτx1(u− h)|M .
Now we prove that (DE) implies (BE). Assume that a solution to the equation HV,Wu = 0 has the
form u = h+e−2piτx1r, with r ∈ H2−δ(T ), so that u ∈ H
2
loc(T ) and tr(u) ∈ H
3/2(∂M). The equivalence
between (DE) and (IE) yields that u +KτXu = h and so tr(u) + trKτXu = tr(h). Taking (exterior)
traces in Proposition 5.13 below, gives that trKτXu = tr ◦ Sτ (ΛV,W − Λ0,0)tr(u), which implies that
tr(u) solves (BE).
Finally, we show that (BE) implies (EP). Suppose f ∈ H3/2(∂M) solves the boundary equation (I+tr◦
Sτ (ΛV,W −Λ0,0))f = tr(h). Motivated by Proposition 5.13 below, we define u˜ := h−Sτ (ΛV,W −Λ0,0)f .
The boundary equation gives that tr(u˜) = f . From Proposition 5.11 we know that the restrictions u˜|M±
are in H2loc(M±) and are harmonic in M±, respectively. Since u˜|M is harmonic in M and tr(u˜) = f ,
then we have ∂−ν u˜ = 4π
2Λ0,0f . Given that h ∈ H
2
loc(T ), the definition of u˜, and the jump condition of
the normal derivatives from Proposition 5.11 we obtain that
∂+ν u˜ = ∂
−
ν u˜+ 4π
2(ΛV,W − Λ0,0)f = 4π
2ΛV,W f.
From Proposition 5.11 we know that u˜|M+ has an extension in H
2
loc(T ). All that remains is to show that
u˜|M+ has an extension in H
2
loc(T ) of the form h+e
−2piτx1r, with r ∈ H2−δ(T ). Given that u˜ := h−Sτφ
with φ ∈ H1/2(∂M), all we have to show is that e2piτx1Sτφ|M+ has an extension in H
2
−δ(T ). From
Proposition 5.11 we know that it has an extension in H2loc(T ), so it suffices to show that e
2piτx1Sτφ is
in H2−δ(|x1| ≥ L) for some large L. From the integral representation in Proposition 5.11 we see that
e2piτx1Sτφ(x) = e
2piτx1〈φ, tr(Γτ (x, ·))〉 = 〈e
2piτy1φ, tr(gτ (x, ·))〉,
where we have used that Γτ (x, y) = e
−2piτ(x1−y1)gτ (x, y). From Proposition 5.1 we have that the
restrictions {tr(Dαxgτ (x, ·))} are uniformly bounded for |x1| ≥ L with L large. This implies that
Dα(e2piτx1Sτφ) is uniformly bounded for |x1| ≥ L, and we conclude that e
2piτx1Sτφ ∈ H
2
−δ(|x1| ≥ L),
as desired.
The following identity, which follows by integration by parts, is at the core of the results of this section,
and we consider it interesting in its own.
Proposition 5.13. Let u ∈ H2(M) satisfy HV,Wu = 0 in M . Let J : H
2(M) ։ H1(M) be the
compact embedding, and let E : L2(M)→ L2(T ) denote the extension by zero, so that EXJu ∈ L2c(T ).
For x ∈M+ we have the identity
Kτ (EXJu)(x) = Sτ [(ΛV,W − Λ0,0)tr
−(u)](x). (46)
Proof. Let x ∈M+ be fixed, so that Γτ (x, ·) is smooth and harmonic in a neighborhood M . From the
integral representation (45) and the fact that EXJu is supported in M we get that
Kτ (EXJu)(x) =
∫
T
Γτ (x, ·)EXJu =
∫
M
Γτ (x, ·)Xu =
∫
M
Γτ (x, ·)(2V ·Du+(V
2+D ·V +W )u). (47)
From the integral representation in Proposition 5.11 and the definition of the DN map (2) we have
that
Sτ (ΛV,W tr
−(u))(x) = 〈ΛV,W tr
−(u), tr(Γτ (x, ·))〉
=
∫
M
−Du ·DΓτ (x, ·) + V · (Γτ (x, ·)Du − uDΓτ (x, ·)) + (V
2 +W )uΓτ (x, ·).
From the integral representation in Proposition 5.11, the harmonicity of Γτ (x, ·) in M , the definition
(6) of the DN map Λ0,0 and its symmetry we have that
Sτ (Λ0,0tr
−(u))(x) = 〈Λ0,0tr
−(u), tr(Γτ (x, ·))〉 = 〈Λ0,0tr(Γτ (x, ·)), tr
−(u)〉 =
∫
M
−DΓτ (x, ·) ·Du.
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Therefore, we obtain
Sτ [(ΛV,W − Λ0,0)tr
−(u)](x) =
∫
M
V · (Γτ (x, ·)Du − uDΓτ (x, ·)) + (V
2 +W )uΓτ (x, ·). (48)
From Proposition 2.7 we have that∫
M
Γτ (x, ·)(V ·Du+ (D · V )u) + V · (uDΓτ (x, ·)) = 0,
which implies the equality of (47) and (48) as we wanted.
Proposition 5.14. The operator tr ◦ Sτ (ΛV,W − Λ0,0) in H
3/2(∂M) is compact.
Proof. Recall that for f ∈ H3/2(∂M) we have DV,W f := u ∈ H
2(M) as the solution to the Dirichlet
problem {
HV,Wu = 0 in M−,
u = f on ∂M.
Let J : H2(M) ։ H1(M) be the compact embedding, and let E : L2(M) → L2(T ) denote the
extension by zero. Then we have EXJu ∈ L2c(T ), and so KτEXJu ∈ H
2
loc(T ). For x ∈ M+ we can
rewrite the result from Proposition 5.13 as
Sτ (ΛV,W − Λ0,0)f(x) = KτEXJu(x). (49)
The trace of a single layer potential is well-defined, so we can take traces on both sides of (49) to
obtain
tr ◦ Sτ (ΛV,W − Λ0,0) = trKτEXJDV,W . (50)
To prove the result it suffices to express the right-hand side of (50) as a composition of bounded
operators, together with the compact operator J . Recall that Kτ = e
−2piτx1Gτe
2piτx1. All of the
following are continuous operators,
DV,W : H
3/2(∂M)→ H2(M), J : H2(M)։ H1(M), X : H1(M)→ L2(M),
e2piτx1E : L2(M)→ L2δ(T ), Gτ : L
2
δ(T )→ H
2
−δ(T ), tr ◦ e
−2piτx1 : H2−δ(T )→ H
3/2(∂M).
and this completes the proof.
Corollary 5.15. The operator I + tr ◦Sτ (ΛV,W −Λ0,0) in H
3/2(∂M) is continuous and invertible. In
particular, the boundary values of the CGO, constructed as u = h + e−2piτx1r, can be determined by
boundary measurements as
tr(u) = (I + tr ◦ Sτ (ΛV,W − Λ0,0))
−1tr(h).
Proof. The uniqueness of the solution to (BE) in Theorem 5.12 implies that the operator I + tr ◦
Sτ (ΛV,W − Λ0,0) is injective. From Proposition 5.14 and Fredholm’s alternative it follows that it is
bijective, and therefore invertible by the Open Mapping Theorem. The fact that the boundary values
of the CGO are given by the expression above follows from Theorem 5.12.
6 Reconstruction of the magnetic field
As mentioned in the introduction and the previous chapter, the purpose of proving the Carleman
estimate Theorem 1.2 is using it to construct many special solutions to the equation HV,Wu = 0, in
order to recover the magnetic field curl V . In contrast to the previous chapter, we restrict our attention
to a particular kind of harmonic functions and show that we can find an amplitude, i.e. a correction
factor, that gives appropriate estimates for the remainder term. The choice of the special harmonic
functions h = e±2pi|m|x1em(x
′), and not any arbitrary harmonic function, comes from the fact that
(Dh)2 = 0. We elaborate more on this in a remark after the construction in Proposition 6.2. These
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ideas follow the so-called WKB method, and are presented systematically for more general settings in
Sections 2 and 5 in [2]; see also Section 4 in [10] or Sections 2 and 3 in [3]. We proceed analogously to
the proof Lemma 6.1. in [18] in the Euclidean setting.
After the amplitude has been constructed, we define an analog of the scattering transform from [13]
and [18], and show that the estimates for the remainder term allow to disregard them, so that from
the boundary measurements we are able to recover integrals involving the magnetic potential. After
some work, we will show that this allows for the reconstruction of the magnetic field.
The exposition here follows closely the method from [18], until the part involving the analog of the
scattering transform. The difference of the methods at this point is due to the fact that the integrals
contain terms that are real exponentials (like in the Laplace transform), rather than complex expo-
nentials (like in the Fourier transform). This difference seems difficult, if not impossible, to reconcile.
As in the previous chapter, we denote by X := 2V ·D + (V 2 +D · V +W ) the compactly supported
first order differential operator, so that HV,W = D
2 +X . For the rest of the chapter, the potentials
V,W and the constants R, δ are fixed. Any quantities involving them, for instance the constants in
the inequalities from the previous chapters, will be regarded as constants.
6.1 Construction of CGOs
A special family of harmonic solutions in T is given by the products e±2pi|m|x1em(x
′) for any m ∈ Zd.
These solutions are analogous to the Caldero´n complex exponential solutions e2piiζ·x, where ζ ∈ Cd
and ζ · ζ = 0. In our case, ζ ∈ Cd is replaced by (±i|m|,m) ∈ iR× Zd. We construct the correction
terms for these harmonic functions in order to solve the equation HV,Wu = 0, and make more explicit
the corresponding estimates for the correction terms.
Proposition 6.1. Let 1/2 < δ < 1 and assume that 0 is not an eigenvalue of HV,W in M . Let m ∈ Z
d
and let τ > 0 be such that τ2 /∈ Spec(−∆g0). Then there exists a unique rm,τ ∈ H
2
−δ(T ) such that
um,τ := e
−2pi|m|x1em(x
′) + e−2piτx1rm,τ
satisfies HV,Wum,τ = 0. Moreover, the correction term satisfies the estimates
‖rm,τ‖L2
−δ
(T ) .
e2pi|τ−|m||R〈m〉
τ
, ‖rm,τ‖H1
−δ
(T ) . e
2pi|τ−|m||R〈m〉.
In particular, we obtain ‖rm,τ‖L2
−δ(T )
. 1 if |τ − |m|| . 1.
Proof. Given that D2(e−2pi|m|x1em(x
′)) = 0, we have that um,τ solves HV,Wum,τ = 0 if and only if
rm,τ solves the equation
e2piτx1HV,W e
−2piτx1rm,τ = −e
2piτx1HV,W (e
−2pi|m|x1em(x
′)) = −e2piτx1X(e−2pi|m|x1em(x
′)).
The right-hand side is compactly supported and thus in L2δ(T ). Therefore, Theorem 1.2 gives the
existence and uniqueness of a solution in H2−δ(T ). Finally, we observe that the right-hand side equals
f := −e2piτx1X(e−2pi|m|x1em(x
′)) = −[2V · (i|m|,m) + (V 2 +D · V +W )]e2pi(τ−|m|)x1em(x
′),
so we can bound it by ‖f‖L2δ(T ) . e
2pi|τ−|m|||R|〈m〉. The estimate for the correction term rm,τ follows
from Theorem 1.2.
The estimates of Proposition 6.1 for the correction term are not sharp enough to allow us to neglect
them in a later “asymptotic expansion”. In order to improve the estimates for the correction term, we
need to modify the harmonic function e−2pi|m|x1em(x
′) appropriately as we show next.
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Proposition 6.2. Let 1/2 < δ < 1. There exist ε, σ > 0 such that for any m ∈ Zd, with |m| sufficiently
large, there is a smooth function am(x1, x
′), such that am − 1 is supported on |x1| ≤ 2|m|
σ, and
bm(x1, x
′) := e2pi|m|x1HV,W e
−2pi|m|x1em(x
′)am,
is supported on |x1| ≤ 2|m|
σ with ‖bm‖L2
δ
(T ) . |m|
1−ε.
Remark. For the rest of the chapter, the notation am, bm does not represent the Fourier coefficients
of some functions as in previous chapters.
Proof. We compute the conjugated operators
e2pi|m|x1De−2pi|m|x1em(x
′) = em(x
′)[(i|m|,m) +D],
e2pi|m|x1D2e−2pi|m|x1em(x
′) = em(x
′)[(i|m|,m) +D]2 = em(x
′)[2(i|m|,m) ·D +D2].
Therefore, we have the conjugation identity for operators
e2pi|m|x1HV,W e
−2pi|m|x1em(x
′) = em(x
′)[2(i|m|,m) · (D + V ) +HV,W ]. (51)
We could define am := exp(vm), where vm is the solution of the equation (i|m|,m) · (Dvm + V ) = 0.
This equation can be rewritten as
iDx1vm +
m
|m|
Dx′vm = −
(
iF +
m
|m|
G
)
.
From Theorem 4.3 we know that this equation has a unique solution which decays, and is bounded
with bounded derivatives of all orders. The only inconvenient with this is that the term D2vm may
not be in L2δ(T ). Therefore, we are left to redefine am := exp(wm), where wm := vmψ(x1/|m|
σ), with
σ > 0 to be determined and ψ a cutoff function such that ψ(t) ≡ 1 if |t| ≤ 1 and ψ(t) ≡ 0 if |t| ≥ 2.
With this we have am − 1 is supported on |x1| ≤ 2|m|
σ and
(D + V )am = am
[
(Dvm + V )ψ
(
x1
|m|σ
)
+
(
1− ψ
(
x1
|m|σ
))
V +
vm
2πi|m|σ
ψ′
(
x1
|m|σ
)
(1, 0, . . . , 0)
]
.
Because V is compactly supported, we see that the second term vanishes if |m| is sufficiently large.
Moreover, the dot product of (i|m|,m) with first term vanishes (by construction). From this and (51)
we are left with
bm = em(x
′)[2(i|m|,m) · (D + V )am +HV,Wam] = em(x
′)
[
am
2i|m|vm
2πi|m|σ
ψ′
(
x1
|m|σ
)
+HV,Wam
]
.
The first term is supported on |m|σ ≤ |x1| ≤ 2|m|
σ. Using the boundedness of am and the decay
estimates for vm from Theorem 4.3, we can bound the L
2
δ(T ) norm of the first term by
|m|
|m|σ
(∫ 2|m|σ
|m|σ
1
|x1|2
〈x1〉
2δdx1
)1/2
.
|m|
|m|σ
· |m|σ(2δ−1)/2 = |m|1+σ(2δ−3)/2.
For the second term, we use that HV,Wam = (D
2 +X)am. The term Xam represents no problem, as
X is compactly supported (in |x1| ≤ R) and am has bounded derivatives of all orders by Theorem 4.3.
We are left with D2am = am(D
2wm + (Dwm)
2), which is supported on |x1| ≤ 2|m|
σ. In addition to
the boundedness of am, from Theorem 4.3 we also know that |Dwm|, |D
2wm| . 〈x1〉
−1. Therefore we
can bound the L2δ(T ) norms of these terms by
‖D2am‖L2δ(T ) ≤ ‖amD
2wm‖L2δ(T ) + ‖am(Dwm)
2‖L2δ(T )
.
(∫ 2|m|σ
0
1
〈x1〉2
〈x1〉
2δdx1
)1/2
+
(∫ 2|m|σ
0
1
〈x1〉4
〈x1〉
2δdx1
)1/2
.
(∫ 2|m|σ
0
1
〈x1〉2
〈x1〉
2δdx1
)1/2
. |m|σ(2δ−1)/2.
Taking any σ > 1 we obtain that σ(2δ− 1)/2 > 1+σ(2δ− 3)/2. For instance, if σ = 2, then we ensure
that all these exponents are less than 1, as we wanted to prove.
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Remark. In the setting of Proposition 6.1, the choice am ≡ 1 gives compact support for bm, but we
only obtain ‖bm‖L2δ(T ) . |m|.
Remark. Observe that if h = e−2pi|m|x1em(x
′), then the condition (Dh)2 = 0 makes the higher order
terms in (51) disappear, leaving only to appropriately disregard the next order terms (in this case of
order |m|).
We use Proposition 6.2 to construct another solution to the equation HV,Wu = 0, whose correction
term has small norm. We observe that the “main terms” (e−2pi|m|x1em(x
′) and e−2pi|m|x1em(x
′)am)
of the two solutions coincide for |x1| ≥ 2|m|
σ, and we later prove that the corrected solutions must
coincide.
Proposition 6.3. Let 1/2 < δ < 1, and let ε, σ > 0 be as in Proposition 6.2. Let m ∈ Zd, with
|m| sufficiently large, and let τ > 0 such that τ2 /∈ Spec(−∆g0). There exists a unique function
r˜m,τ ∈ H
2
−δ(T ), such that
u˜m,τ := e
−2pi|m|x1em(x
′)am + e
−2piτx1 r˜m,τ ,
satisfies HV,W u˜m,τ = 0. Moreover, the correction term satisfies the estimates
‖r˜m,τ‖L2
−δ
(T ) .
e4pi|τ−|m|||m|
σ
|m|1−ε
τ
, ‖r˜m,τ‖H1
−δ
(T ) . e
4pi|τ−|m|||m|σ|m|1−ε.
In particular, if |τ − |m|||m|σ . 1, then
‖r˜m,τ‖L2
−δ(T )
. |m|−ε, ‖r˜m,τ‖H1
−δ(T )
. |m|1−ε.
In addition, if K ⊆ T is a compact set, then
‖e2pi(|m|−τ)x1r˜m,τ‖L2(K) . |m|
−ε, ‖e2pi|m|x1D(e−2piτx1 r˜m,τ )‖L2(K) . |m|
1−ε,
where the constant of the inequality may depend on K.
Proof. We have that HV,W u˜m,τ = 0 if and only if there exists r˜m,τ which solves
e2piτx1HV,W e
−2piτx1 r˜m,τ = −e
2pi(τ−|m|)x1bm.
The conclusion follows from Theorem 1.2 and Proposition 6.2.
Proposition 6.4. The solutions to the equation HV,Wu = 0 constructed in Proposition 6.1 and Propo-
sition 6.3 are equal.
Proof. We write
u˜m,τ = e
−2pi|m|x1em(x
′)am + e
−2piτx1 r˜m,τ
= e−2pi|m|x1em(x
′) + e−2piτx1(r˜m,τ + e
2pi(τ−|m|)x1em(x
′)(am − 1)).
We have that am − 1 is a smooth bounded function supported on |x1| ≤ 2|m|
σ; in particular,
e2pi(τ−|m|)x1em(x
′)(am − 1) ∈ H
2
−δ(T ). The fact that HV,W u˜m,τ = 0 and the uniqueness from Propo-
sition 6.1 give that we must have u˜m,τ = um,τ .
6.2 Transforms and integrals
Recall that for the Laplacian H0,0 := D
2 in M there is a well-defined Dirichlet-to-Neumann map Λ0,0.
Moreover, this map is symmetric. If u and φ are solutions to HV,Wu = 0 and H0,0φ = 0, respectively,
then we have the integral identities
〈ΛV,W tr(u), tr(φ)〉 =
∫
M
−Du ·Dφ+ V · (φDu− uDφ) + (V 2 +W )uφ,
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〈Λ0,0tr(u), tr(φ)〉 = 〈Λ0,0tr(φ), tr(u)〉 =
∫
M
−Du ·Dφ,
and so we obtain
〈(ΛV,W − Λ0,0)tr(u), tr(φ)〉 =
∫
M
V · (φDu − uDφ) + (V 2 +W )uφ. (52)
Let m,n ∈ Zd, m,n 6= 0, be fixed. Let mN := Nm ∈ Z
d, where N > 0 is a large integer parameter.
Observe first, that mN/|mN | = m/|m|. With the notation from the last section, we see from Theorem
4.3 that vmN = vm, as mN/|mN | = m/|m| and both functions are the decaying solutions to the
equation
iDx1v +
m
|m|
·Dx′v = −
(
iF +
m
|m|
·G
)
.
According to the construction in Proposition 6.2, if N is large enough (depending only on R and σ)
and |x1| ≤ R, then
amN (x1, x
′) := exp
(
vmNψ
(
x1
|mN |σ
))
= exp
(
vmψ
(
x1
|mN |σ
))
= exp(vm) =: a˜m(x1, x
′). (53)
Let umN ,τ be the solution to HV,Wu = 0 constructed in the previous section as the correction of the
harmonic function e−2pi|mN |x1emN (x
′). We choose τ = τ(m,N, σ) to satisfy |τ − |mN |||mN |
σ . 1, so
we have the last estimates in Proposition 6.3 for the correction r˜mN ,τ on the compact set M . For the
choice of test function we consider the harmonic function φmN ,n = e
2pi|mN+n|x1e−(mN+n)x′ . Using (52)
we define the transform
T (m,n,N) := 〈(ΛV,W − Λ0,0)tr(umN ,τ ), tr(φmN ,n)〉
=
∫
M
V · (φmN ,nDumN ,τ − umN ,τDφmN ,n) + (V
2 +W )umN ,τφmN ,n,
From Corollary 5.15 we obtain that the transform T (m,n,N) is determined by the knowledge of M
and ΛV,W . In [13] and [18] this is referred as the scattering transform; that name does not seem
appropriate in our setting. Let us look at each term of the previous expression on M ⊆ [−R,R]×Td.
From Proposition 6.3 and (53) we have that
umN ,τ = e
−2pi|mN |x1emN (x
′)a˜m + e
−2piτx1 r˜mN ,τ ,
DumN ,τ = e
−2pi|mN |x1emN (x
′)a˜m[(i|mN |,mN) +Dvm] +D(e
−2piτx1 r˜mN ,τ ),
where we have used that a˜m := exp(vm) for the second expression. From Theorem 4.3 and Proposition
6.3 we obtain that
umN ,τ = e
−2pi|mN |x1emN (x
′)a˜m + e
−2pi|mN |x1R1,
DumN ,τ = e
−2pi|mN |x1emN (x
′)a˜m(i|mN |,mN ) + e
−2pi|mN |x1R2,
with ‖Ri‖L2(M) = o(N). We also have DφmN ,n = (−i|mN + n|,−(mN + n))φmN ,n. Therefore,
φmN ,nDumN ,τ = e
2pi(|mN+n|−|mN |)x1e−n(x
′)a˜m(i|mN |,mN ) + e
2pi(|mN+n|−|mN |)x1R˜1,
umN ,τDφmN ,n = e
2pi(|mN+n|−|mN |)x1e−n(x
′)a˜m(−i|mN + n|,−(mN + n)) + e
2pi(|mN+n|−|mN |)x1R˜2,
umN ,τφmN ,n = e
2pi(|mN+n|−|mN |)x1e−n(x
′)a˜m + e
2pi(|mN+n|−|mN |)x1R˜3,
with ‖R˜i‖L2(M) = o(N). Finally, observe that
|mN + n| − |mN | =
(|mN |
2 + 2mN · n+ |n|
2)− |mN |
2
|mN + n|+ |mN |
=
N
N
·
2m · n+ |n|
2
N
|m+ nN |+ |m|
→
m · n
|m|
=: µm,n,
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as N → +∞. These computations and the estimates from Theorem 4.3 and Proposition 6.3 give that
‖φmN ,nDumN ,τ − e
2piµm,nx1e−n(x
′)a˜m(i|mN |,mN )‖L2(M) = o(N),
‖umN ,τDφmN ,n + e
2piµm,nx1e−n(x
′)a˜m(i|mN |,mN )‖L2(M) = o(N),
‖(V 2 +W )umN ,τφm,n‖L2(M) = o(N).
Thus, from the knowledge of the transform we are able to obtain the integrals
I(m,n) := lim
N→+∞
T (m,n,N)
2N
=
∫
M
e2piµm,nx1e−n(x
′)(i|m|,m) · V a˜m.
We regard these integrals as a “mixed non-linear transform”, in the sense that we have Laplace and
Fourier transforms in the real and toroidal variables, respectively, and an additional term a˜m(x1, x
′).
6.3 Determination of the Fourier coefficients of the magnetic field
In order to reconstruct the curl of V , we could try to remove the “non-linear” term a˜m from the mixed
transform, i.e. to determine the integrals
J(m,n) :=
∫
M
e2piµm,nx1e−n(x
′)(i|m|,m) · V,
and relate them to the integrals I(m,n). These integrals contain real exponentials, instead of only
complex exponentials as in [18]. This will turn out in a significantly different result. In the appendix,
we introduce the necessary notation and prove the following result.
Theorem 6.5. We have the following cases depending on the sign of the dot product m · n:
1. if m · n = 0, then J(m,n) = 0,
2. if m · n > 0, then
J(m,n) =
∞∑
j=1
1
j
(
−2π
|m|
)j−1
I−j (m,n)
3. if m · n < 0, then
J(m,n) =
∞∑
j=1
1
j
(
2π
|m|
)j−1
I+j (m,n)
Moreover, if m · n = ±1, then J(m,n) = I(m,n).
6.3.1 Relation between the families {I(m,n)} and {J(m,n)}
In this subsection will not be concerned with the explicit relations between these two families of
integrals, but rather on the existence of such relation. Let [p, q] ⊆ R be any interval containing
[−R,R] so that M ⊆ [p, q]×Td. The condition supp(V ) ⊆M implies that
I(m,n) :=
∫
M
e2piµm,nx1e−n(x
′)(i|m|,m) · V a˜m =
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)(i|m|,m) · V a˜m.
Recall from (53) that a˜m := exp(vm) and (i|m|,m)·(Dvm+V ) = 0, so that (i|m|,m)·(Da˜m+V a˜m) = 0.
This and the fact that (i|m|,m) ·D(e2piµm,nx1e−n(x
′)) = 0 allow us to rewrite
I(m,n) = −
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)(i|m|,m) ·Da˜m
= −
∫
[p,q]×Td
(i|m|,m) ·D(e2piµm,nx1e−n(x
′)a˜m)
=
−|m|
2π
(
e2piµm,nx1
∫
T
d
e−n(x
′)a˜m(x1, x
′)dx′
)∣∣∣∣x1=q
x1=p
, (54)
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where the last equality follows from the Fundamental Theorem of Calculus and the fact that the torus
T
d has no boundary. Recall that we are interested in determining the integrals
J(m,n) :=
∫
M
e2piµm,nx1e−n(x
′)(i|m|,m) · V =
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)(i|m|,m) · V.
Using that (i|m|,m) · (Dvm + V ) = 0, we can proceed as before to obtain
J(m,n) = −
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)(i|m|,m) ·Dvm
= −
∫
[p,q]×Td
(i|m|,m) ·D(e2piµm,nx1e−n(x
′)vm)
=
−|m|
2π
(
e2piµm,nx1
∫
T
d
e−n(x
′)vm(x1, x
′)dx′
)∣∣∣∣x1=q
x1=p
. (55)
Now we show that we can determine the integrals in (55) from the knowledge of the integrals in (54).
First, let us observe that these equalities hold for any p, q such that M ⊆ [p, q] × Td. Therefore, if
necessary we may only consider the case when p, q are large. In addition, observe that for determining
the integrals in (55) it suffices to determine vm(x1, x
′) for |x1| large. Moreover, by Theorem 4.3 we have
|vm(x1, x
′)| → 0 as |x1| → +∞ (uniformly in x
′), thus the knowledge of a˜m(x1, x
′) = exp(vm(x1, x
′))→
1 for |x1| large and the invertibility of exp(z) near z = 0 are sufficent to determine vm(x1, x
′). More
concretely, we can recover vm(x1, x
′) by the power series
vm(x1, x
′) = log(a˜m(x1, x
′)) =
∞∑
j=1
(−1)j−1
j
(a˜m(x1, x
′)− 1)j.
Then, the problem reduces to recover a˜m(x1, x
′) for |x1| large from the knowledge of the integrals in
(54). Let us consider the Fourier series
vm(x1, x
′) =
∑
k∈Zd
vm,k(x1)ek(x
′),
so that the Fourier coefficient vm,k(x1) solves the equation
iDx1vm,k +
m · k
|m|
vm,k = −
(
iFk +
m
|m|
·Gk
)
.
By Theorem 4.8, the solution vm,k(x1) vanishes in (−∞,−R] or [R,+∞) depending whether m · k ≥ 0
or m · k ≤ 0, respectively. Thus, for |x1| ≥ R we have
vm(x1, x
′) =
{
v+m(x1, x
′) :=
∑
m·k>0 vm,k(x1)ek(x
′) if x1 ≥ R,
v−m(x1, x
′) :=
∑
m·k<0 vm,k(x1)ek(x
′) if x1 ≤ −R.
(56)
From this and (55) we obtain
J(m,n) =
−|m|
2π
·


e2piµm,nqvm,n(q) if m · n > 0,
−e2piµm,npvm,n(p) if m · n < 0,
0 if m · n = 0.
(57)
Moreover, we also have
a˜m(x1, x
′) = exp(vm(x1, x
′)) =
{
a˜+m(x1, x
′) := exp(v+m(x1, x
′)) if x1 ≥ R,
a˜−m(x1, x
′) := exp(v−m(x1, x
′)) if x1 ≤ −R.
Let us consider the Fourier series
a˜m(x1, x
′) =
∑
k∈Zd
a˜m,k(x1)ek(x
′).
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Given the form of v±m from (56) and the fact that the exponential is a power series, we conclude that
a˜m(x1, x
′) =
{
a˜+m(x1, x
′) = 1 +
∑
m·k>0 a˜m,k(x1)ek(x
′) if x1 ≥ R,
a˜−m(x1, x
′) = 1 +
∑
m·k<0 a˜m,k(x1)ek(x
′) if x1 ≤ −R,
(58)
This and (54) give that
I(m,n) =
−|m|
2π
(
e2piµm,nx1
∫
T
d
e−n(x
′)a˜m(x1, x
′)dx′
)∣∣∣∣x1=q
x1=p
=
−|m|
2π
·


e2piµm,nqa˜m,n(q) if m · n > 0,
−e2piµm,npa˜m,n(p) if m · n < 0,
0 if m · n = 0.
Recall that this holds for any p, q such that [−R,R] ⊆ [p, q]. From this and (58) we conclude that
a˜m(x1, x
′) = 1 +
2π
|m|
·
{
−
∑
m·n>0 I(m,n)e
−2piµm,nx1en(x
′) if x1 ≥ R,∑
m·n<0 I(m,n)e
−2piµm,nx1en(x
′) if x1 ≤ −R,
(59)
Therefore, we have shown that from the integrals I(m,n) we are able to determine a˜m(x1, x
′) for
|x1| ≥ R, which in turn determines vm(x1, x
′) for |x1| ≥ R, and so the integrals J(m,n). The explicit
dependence of J(m,n) on the family of integrals {I(m, k)} is shown in the appendix.
6.3.2 Curl vectors and Laplace transform
Let us show how we can use the integrals J(m,n) to recover the Fourier coefficients of curl V . Using
that supp(V ) ⊆ M , we integrate by parts to compute the mixed transform of the terms involved in
the magnetic field curl V ,∫
[p,q]×Td
e2piµm,nx1e−n(x
′)Dx1Gj
=
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)iµm,nGj =
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)
(
0,
im · n
|m|
δj
)
· V,
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)Dx′jF
=
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)njF =
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)(nj , 0) · V,
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)Dx′jGk
=
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)njGk =
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)(0, njδk) · V,
where δ1, . . . , δd are the standard basis vectors in R
d. This means that we are interested in determining
the integrals∫
[p,q]×Td
e2piµm,nx1e−n(x
′)(Dx1Gj −Dx′jF ) =
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)
(
−nj,
im · n
|m|
δj
)
· V,
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)(Dx′jGk −Dx′kGj) =
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)(0, njδk − nkδj) · V.
Therefore, the problem reduces to obtain the “curl vectors”{(
−nj ,
im · n
|m|
δj
)
, (0, njδk − nkδj)
}
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as linear combinations of vectors {(i|m|,m)} while keeping n and µm,n fixed. Moreover, we would like
to have this result for many values of µ. We show in Lemma 6.8, from the following section, that this
is indeed the case, so that for fixed n 6= 0, the knowledge of the integrals J(m,n) allows to determine
the integrals∫
[p,q]×Td
e2piµm,nx1e−n(x
′)(Dx1Gj −Dx′jF ) =
∫ q
p
e2piµm,nx1
(∫
T
d
e−n(x
′)(Dx1Gj −Dx′jF )dx
′
)
dx1,
∫
[p,q]×Td
e2piµm,nx1e−n(x
′)(Dx′jGk −Dx′kGj) =
∫ q
p
e2piµm,nx1
(∫
T
d
e−n(x
′)(Dx′jGk −Dx′kGj)dx
′
)
dx1.
for a sequence of values of µm,n = gcd(n)/K converging to 0. For f ∈ C
∞
c ([p, q]), its Laplace transform
F (µ) :=
∫ q
p
e2piµx1f(x1)dx1
is an entire function, and therefore its knowledge along a convergent sequence is enough to recover the
entire function F over all C. We describe this reconstruction in Theorem 6.16 in the following section.
The values of F over the imaginary axis correspond to the Fourier transform of f , and therefore it is
possible to reconstruct f from the knowledge of F along a convergent sequence. This completes the
reconstruction of the Fourier coefficients of curl V .
6.4 Appendices
6.4.1 Explicit relation between the families {I(m,n)} and {J(m,n)}
Let us prove Theorem 6.5. We mentioned before that we were interested in computing vm = log a˜m by
a power series; in particular, we are concerned with expressions of the form (a˜m− 1)
k. In (59) we were
able to express the Fourier series of a˜m in terms of the integrals I(m,n). In particular, for x1 ≥ R we
have
a˜m(x1, x
′)− 1 =
−2π
|m|
∑
m·k>0
I(m, k)e−2piµm,kx1ek(x
′).
Consider the set T+j (m, k) = {κ = (κ1, . . . , κj) ∈ (Z
d)j : m · κi > 0, κ1 + . . .+ κj = k}. Observe that
if κ ∈ T+j (m, k), then
m · k = m · (κ1 + . . .+ κj) ≥ gcd(m) + . . .+ gcd(m) = j gcd(m).
This implies that T+j (m, k) is empty when j > m · k/ gcd(m); in particular it is empty when m · k < 0.
Let us define
I+j (m, k) =
∑
κ∈T+j (m,k)
I(m,κ1) · I(m,κ2) · . . . · I(m,κj)
By our previous observation, we also see that I+j (m, k) = 0 if j > m · k/ gcd(m). Finally, using that
µm,k is a linear function of k we obtain
(a˜m(x1, x
′)− 1)j =
(
−2π
|m|
)j ∑
m·k>0
I+j (m, k)e
−2piµm,kx1ek(x
′)
This implies that if x1 ≥ R, then
vm(x1, x
′) =
∞∑
j=1
(−1)j−1
j
(a˜m(x1, x
′)− 1)j = −
∑
m·k>0
( ∞∑
j=1
1
j
(
2π
|m|
)j
I+j (m, k)
)
e−2piµm,kx1ek(x
′).
From this and (57) we conclude that if m · n > 0, then
J(m,n) =
−|m|
2π
e2piµm,nqvm,n(q) =
∞∑
j=1
1
j
(
2π
|m|
)j−1
I+j (m,n) (60)
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Similarly, if x1 ≤ −R we have
a˜m(x1, x
′)− 1 =
2π
|m|
∑
m·k<0
I(m, k)e−2piµm,kx1ek(x
′).
We consider T−j (m, k) = {κ = (κ1, . . . , κj) ∈ (Z
d)j : m · κi < 0, κ1 + . . . + κj = k}. As before, we
have that that T−j (m, k) is empty when j > −m · k/ gcd(m); in particular it is empty when m · k > 0.
Let us define
I−j (m, k) =
∑
κ∈T−j (m,k)
I(m,κ1) · I(m,κ2) · . . . · I(m,κj)
By our previous observation, we also see that I−j (m, k) = 0 if j > −m · k/ gcd(m). As before, we
obtain
(a˜m(x1, x
′)− 1)j =
(
2π
|m|
)j ∑
m·k<0
I−j (m, k)e
−2piµm,kx1ek(x
′)
This implies that if x1 ≤ −R, then
vm(x1, x
′) =
∞∑
j=1
(−1)j−1
j
(a˜m(x1, x
′)− 1)j =
∑
m·k<0
( ∞∑
j=1
(−1)j−1
j
(
2π
|m|
)j
I−j (m, k)
)
e−2piµm,kx1ek(x
′).
From this and (57) we conclude that if m · n < 0, then
J(m,n) =
|m|
2π
e2piµm,npvm,n(p) =
∞∑
j=1
1
j
(
−2π
|m|
)j−1
I−j (m,n) (61)
It was shown above that I±j (m,n) vanish when j > |m · n|/ gcd(m), so the sum above is actually a
finite sum. In particular, if m,n are such that m · n = ±1, which implies gcd(m) = 1, then we obtain
that I±j = 0 for j ≥ 2. Therefore, J(m,n) = I(m,n) if m · n = ±1.
Remark. The relation between these two families of integrals in other problems had already been noted
by Eskin–Ralston in [4], and was also used in [18]. In their setting the two families ended up being
entirely equal, not as in our problem where this only seems to be true in certain cases.
6.4.2 A linear algebra lemma
In the previous subsection we were concerned with determining the curl vectors{(
−nj ,
im · n
|m|
δj
)
, (0, njδk − nkδj)
}
as linear combinations of vectors {(i|m|,m)} while keeping n and µm,n fixed. We observe that(
−nj ,
im · n
|m|
δj
)
=
i
|m|
(i|m|nj, (m · n)δj),
so we can regard the family of “curl vectors” as
{(i|m|nj, (m · n)δj), (0, njδk − nkδj)}.
Let n ∈ Zd \ {0}. Consider the set of points
U(K) := {(i|m|,m) : m ∈ Zd, m · n = gcd(n), |m| = K},
where gcd(n) denotes the greatest common divisor of all the entries of n. We will show that if d ≥ 3,
then we can construct infinitely many K such that linear combinations of elements in U(K) generate
all the curl vectors
{(iKnj, gcd(n)δj), (0, niδj − njδi)}.
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Remark. It may suffice to generate each curl vector for infinitely many K, but we will show that we
can do all of them simultaneously.
The curl vectors and the conditions defining U(K) are homogeneous functions of the entries of n, so
we can assume without loss of generality that gcd(n) = 1. Moreover, it suffices to generate the first
family of curl vectors, as we can express
(0, niδj − njδi) = ni(iKnj, δj)− nj(iKni, δi).
In addition, note that if δj = α1k1 + . . .+ αNkN , with (i|ki|, ki) ∈ U(K), then
nj = δj · n = (α1k1 + . . .+ αNkN ) · n = α1 + . . .+ αN ,
and so
(iKnj, δj) = α1(iK, k1) + . . .+ αN (iK, kN).
Therefore it suffices to construct infinitely many K such that the set
V (K) := {k ∈ Zd : k · n = 1, |k| = K}
has d linearly independent vectors. In what follows, we refer to the rank of a finite set of vectors as
the dimension of the subspace generated by them. We prove this in several steps.
Proposition 6.6. Let d ≥ 3 and let n ∈ Zd be such that gcd(n) = 1. Then there exist m1,m2 ∈ Z
d
such that {m1,m2, n} are linearly independent and
m1 · n = m2 · n = 1, |m1| = |m2|.
Proof. Let p ∈ Zd be such that p · n = 1 and is linearly independent with n. Since d ≥ 3, there exists
q ∈ Zd \ {0} orthogonal to both n and p. We can define m1 := p − q and m2 := p+ q. With this we
have
mi · n = (p± q) · n = 1± 0 = 1, |mi|
2 = |p± q|2 = |p|2 ± 2p · q + |q|2 = |p|2 + |q|2.
Moreover, the span of {m1,m2, n} is the same as the span of {p, q, n}, from where we conclude that
these vectors are linearly independent.
Remark. A curious observation is that the only vectors n ∈ Z2 for which there exist m1,m2 ∈ Z
2
such that
m1 · n = m2 · n = 1, |m1| = |m2|,
are the eight vectors ±{(1, 0), (0, 1), (1, 1), (1,−1)}. This problem appeared at the Olimpiada Iberoamer-
icana de Matema´tica Universitaria 2018.
Proposition 6.7. Let d ≥ 3 and let {m1,m2, n} be as in Proposition 6.6. Consider the integers
M := |m1|
2 = |m2|
2, N := |n|2, P = m1 ·m2. Then the vectors
p1 = (NP − 1)m1 + (1 −MN)m2 + (M − P )n, p2 = (1 −MN)m1 + (NP − 1)m2 + (M − P )n,
satisfy pi ·mi = pi · n = 0 and |p1| = |p2|. Moreover, the rank of the set {m1,m2, p1, p2} is 3.
Proof. The computations are direct:
pi ·mi = [(NP − 1)mi + (1−MN)mj + (M − P )n] ·mi
= (NP − 1)M + (1−MN)P + (M − P ) = 0,
pi · n = [(NP − 1)mi + (1−MN)mj + (M − P )n] · n
= (NP − 1) + (1−MN) + (M − P )N = 0,
|pi|
2 = |(NP − 1)mi + (1−MN)mj + (M − P )n|
2
= (NP − 1)2M + (1 −MN)2M + (M − P )2N
+ 2[(NP − 1)(1−MN)P + (NP − 1)(M − P ) + (1−MN)(M − P )].
To see that the rank is 3, we first observe that (M − P ) > 0, as m1 and m2 are linearly independent.
This implies that n is contained in the span of {m1,m2, p1, p2}. As {m1,m2, n} are linearly independent
the conclusion follows.
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Lemma 6.8. Let d ≥ 3 and let n ∈ Zd \ {0}. We can construct infinitely many K for which there are
d linearly independent vectors in the set V (K) := {k ∈ Zd : k · n = gcd(n), |k| = K}.
Proof. We can assume without loss of generality that gcd(n) = 1. Let {m1,m2, p1, p2} be as in
Proposition 6.7, and let {q4, . . . , qd} be an orthogonal set of vectors in Z
d perpendicular in addition to
{m1,m2, n}, so that it is also perpendicular to the set {m1,m2, p1, p2}. For fixed nonzero α, α4, . . . , αd
consider the vectors
m1 ± αp1 ± α4q4 ± . . .± αdqd, m2 ± αp2 ± α4q4 ± . . .± αdqd.
Note that the dot product of any of these vectors with n equals 1, as mi · n = 1 and pi · n = qj · n = 0.
Moreover, they have the same norm for any choice of signs, since all the terms are orthogonal to each
other and |m1| = |m2| and |p1| = |p2|. Therefore, all these vectors belong to the same V (K) for any
choice of signs. Linear combinations of these vectors allow to obtain the set {m1,m2, p1, p2, q4, . . . , qd}.
The sets {m1,m2, p1, p2} and {q4, . . . , qd} are perpendicular and its combined rank is 3 + (d− 3) = d.
Different choices of the integers α, α4, . . . , αd give the infinitely many values of K.
6.4.3 Reconstruction of an entire function from values along a convergent sequence
Suppose F : C→ C is an entire function and {zn} ⊆ C is a known sequence such that zn → 0 and the
sequence {F (zn)} is also known. The Taylor coefficients of F can be recovered recursively as follows,
F (0)(0) = lim
n→+∞
F (zn),
F (m)(0)
m!
= lim
n→+∞
1
zmn
(
F (zn)−
m−1∑
k=0
F (k)(0)
k!
zkn
)
,
and so F can be reconstructed like this. However, we would like to propose a different approach based
on Newton’s method of divided differences for interpolation polynomials.
Definition 6.9. Let F (0)(z) := F (z) and define the divided differences
F (n)(z1, . . . , zn+1) :=
1
zn − zn+1
(F (n−1)(z1, . . . , zn−1, zn)− F
(n−1)(z1, . . . , zn−1, zn+1)).
Remark. It is clear that divided differences are symmetric with respect to the last two elements, i.e.
F (n)(z1, . . . , zn, zn+1) = F
(n)(z1, . . . , zn+1, zn).
We will not use this, but it is possible to show by the induction that the divided differences are indeed
symmetric with respect to all its entries. We can see this in the particular following result.
Proposition 6.10. Consider the power function pk(x) := x
k. Then,
p
(n)
k (z1, . . . , zn+1) =
∑
|α|=k−n
zα11 . . . z
αn+1
n+1 .
In particular, p
(k)
k = 1 and p
(n)
k = 0 if n > k. The number of monomials in the expression equals the
binomial coefficient
(
k
n
)
.
Proof. We prove this by induction. For n = 0 this is true. Then
p
(n+1)
k (z1, . . . , zn+1, zn+2) =
∑
|α|=k−n
zα11 . . . z
αn
n
(
z
αn+1
n+1 − z
αn+1
n+2
zn+1 − zn+2
)
=
∑
|α|=k−n
|β|=αn+1−1
zα11 . . . z
αn
n z
β1
n+1z
β2
n+2 =
∑
|γ|=k−n−1
zγ11 . . . z
γn+2
n+2 .
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Definition 6.11. For an entire function F , we define the n-th derivative majorant by the convergent
series
|F |(n)(R) :=
1
n!
∞∑
k=0
|F (n+k)(0)|
k!
Rk.
Proposition 6.12. Let F be an entire function F and zi ∈ C, |zi| ≤ R. Then the n-th derivative
majorant dominates the divided differences, i.e.
|F (n)(z1, . . . , zn+1)| ≤ |F |
(n)(R).
Proof. Let F (z) =
∑∞
k=0 akz
k. The divided differences are linear operators, so we obtain
|F (n)(z1, . . . , zn+1)| ≤
∞∑
k=0
|ak||p
(n)
k (z1, . . . , zn+1)| =
∞∑
k=0
|an+k||p
(n)
n+k(z1, . . . , zn+1)|,
where we used in the last equality that p
(n)
k = 0 if k < n from Proposition 6.10. Also from Proposition
6.10 we obtain the bound
|p
(n)
n+k(z1, . . . , zn+1)| ≤
(
n+ k
n
)
Rk.
Therefore we conclude that
|F (n)(z1, . . . , zn+1)| ≤
∞∑
k=0
∣∣∣∣F (n+k)(0)(n+ k)!
∣∣∣∣
(
n+ k
n
)
Rk = |F |(n)(R).
Theorem 6.13. Let F be an entire function and let zi → 0. Then, the Taylor coefficients of F can
be recovered by the divided differences:
lim
m→+∞
F (n)(zm+1, . . . , zm+n+1) =
F (n)(0)
n!
.
Proof. Proceeding as in the previous proof, we can bound
|F (n)(zm+1, . . . , zm+n+1)− an| ≤
∞∑
k=1
|an+k||p
(n)
n+k(zm+1, . . . , zm+n+1)|
≤ |F |(n)(max{|zm+1|, . . . , |zm+n+1|})− |F |
(n)(0).
Taking limits as m→ +∞ gives the result.
The previous result already allows for the reconstruction of the entire function F from the values along
the convergent sequence. However, we provide a slightly more explicit reconstruction for F using
Newton’s divided differences interpolation polynomials.
Definition 6.14. Given a function f and z1, . . . , zN , we define the N -th interpolation polynomial by
fN(z; z1, . . . , zN ) =
N−1∑
n=0
f (n)(z1, . . . , zn+1)
n∏
m=1
(z − zm).
Proposition 6.15. The interpolation polynomials satisfy fN(zk; z1, . . . , zN ) = f(zk) for k = 1, . . . , N .
Proof. We prove the result by induction. For the base case we have f1(z) = f(z1). Assume the result
is true for N . We have that
fN+1(z;w1, . . . , wN , wN+1) = fN(z;w1, . . . , wN ) + f
(N)(w1, . . . , wN+1)
N∏
m=1
(z − wm).
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This and the inductive hypothesis give that for k = 1, . . . , N we have
fN+1(wk;w1, . . . , wN , wN+1) = fN (wk;w1, . . . , wN ) = f(wk).
In addition, directly from the definitions it follows that
fN+1(z; z1, . . . , zN , zN+1) = fN+1(z; z1, . . . , zN+1, zN).
These two observations imply the result.
Theorem 6.16. Let F be an entire function and suppose that zi ∈ C, zi → 0. Then, F can be
recovered as a limit of the interpolation polynomials:
F (z) = lim
N→+∞
FN (z; z1, . . . , zN) =
∞∑
n=0
f (n)(z1, . . . , zn+1)
n∏
m=1
(z − zm).
The series converges absolutely and uniformly over compact sets.
Proof. Let |zi| ≤ R. From Proposition 6.12 we can bound absolutely the series by
∞∑
n=0
∣∣∣∣F (n)(z1, . . . , zn+1)
n∏
m=1
(z − zm)
∣∣∣∣
≤
∞∑
n=0
|F |(n)(R)(|z|+R)n =
∞∑
n=0
(
1
n!
∞∑
m=0
|F (m+n)(0)|
m!
Rm
)
(|z|+ R)n =
∞∑
k=0
|F (k)(0)|
k!
(|z|+ 2R)k,
where we used the binomial theorem in the last equality. The right-hand side is a uniformly convergent
series over compact sets. It follows from Weierstrass’ test that the convergence of the series
∞∑
n=0
f (n)(z1, . . . , zn+1)
n∏
m=1
(z − zm)
is absolute and uniform over compact sets. Since the partial sums are polynomials, in particular
entire, then the limit F˜ (z) must be entire as well. However, from Proposition 6.15 we know that
F˜ (zk) = F (zk). Thus, F and F˜ are entire and coincide over a convergent sequence, and so F ≡ F˜ .
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