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Randomized benchmarking (RB) is an important protocol for robustly characterizing the error rates of quan-
tum gates. The technique is typically applied to the Clifford gates since they form a group that satisfies a conve-
nient technical condition of forming a unitary 2-design, in addition to having a tight connection to fault-tolerant
quantum computing and an efficient classical simulation. In order to achieve universal quantum computing one
must add at least one additional gate such as the T gate (also known as the pi/8 gate). Here we propose and ana-
lyze a simple variation of the standard interleaved RB protocol that can accurately estimate the average fidelity
of the T gate while retaining the many advantages of a unitary 2-design and the fidelity guarantees that such
a design delivers, as well as the efficient classical simulation property of the Clifford group. Our work com-
plements prior methods that have succeeded in estimating T gate fidelities, but only by relaxing the 2-design
constraint and using a more complicated data analysis.
Randomized benchmarking [1–4] uses long sequences of
quantum gates with the aim of amplifying small errors in the
implementation of the gates, providing a scalable method for
quantifying these errors. One key advantage of randomized
benchmarking (RB) over quantum process tomography is that
it is robust to errors associated with state preparation and mea-
surement (SPAM) noise, so that it is able to isolate the contri-
bution of the noise due solely to the gates. RB is also substan-
tially more scalable than quantum process tomography, and
these crucial advantages have made it an indispensable tool
for quantum computing experiments.
The Clifford group plays a central role in the theory of RB,
and there are several theoretical motivations for this. First, it
provides a natural class of circuits that can be simulated effi-
ciently on a classical computer. Moreover, most fault-tolerant
architectures make extensive use of Clifford circuits, so these
are precisely the types of gates that will likely appear in im-
plementations. The Clifford group also satisfies the technical
condition of being a unitary 2-design [3], meaning that the av-
erage over the Clifford group transforms general noise sources
into just depolarizing noise. (See Sec. II and [1][5] for more
details.) Finally, standard RB estimates the average error in
an ensemble of Clifford gates, and the method of interleaved
RB [6, 7] enables the estimation of average errors on indi-
vidual Clifford gates, which yields quite detailed information
about the errors in a Clifford circuit given the low cost of the
method.
It is important to be able to estimate the fidelity of the phys-
ical realization of non-Clifford gates as well because while
Clifford gates play an important role in current approaches to
fault-tolerant quantum computing they do not allow for uni-
versal quantum computation. One must add at least one non-
Clifford gate to achieve universality, and the most common
choice of additional gate is the so-called T gate, or pi/8 gate.
Several protocols in the literature have expanded the notion
of RB so that it can estimate the average error of T gates.
Although the unitary 2-design property mentioned above is
needed to average out generic errors in the gates, recent work
by Carignan-Dugas et al. [8] and Cross et al. [9] has shown
that something nearly as good can be obtained by relaxing this
condition. Instead of the Clifford group, they use a dihedral
group for single qubits or a CNOT-dihedral group for multi-
ple qubits and demonstrate a practical method to benchmark
T gates (and other gates not in the Clifford group) using this
approach.
Since these protocols involve averages over gate sets that
are not unitary 2-designs, there are several points that distin-
guish them from standard RB or interleaved RB. The dihedral-
type groups are not sufficient to completely average a generic
error into a depolarizing channel and require fitting to two ex-
ponential decay parameters, although mechanisms exist to al-
low the extraction of the individual decay parameters by an-
alyzing the differences between the average survival proba-
bilities of differently constructed runs. In Ref. [10] a method
of using Randomized Benchmarking to calculate the fidelity
of gates by measuring the overlap between a specific Clifford
Channel and any target unitary was introduced. This was the
first method that demonstrated the idea of using Randomized
Benchmarking to benchmark any unitary and consequently is
more flexible than the protocol described in this paper. It alters
the Randomized Bencharking protocol slightly to change the
channels generated to channels representing specific Clifford
‘maps’ and allows the overlap between these Clifford maps
and the target gate to be measured and thus the target uni-
tary to be reconstructed. However, for a single qubit T gate
it requires the fidelity of the overlap of three composed chan-
nels to the T gate to be estimated and then these overlaps are
‘best-fit’ to obtain an estimated T gate fidelity. In addition the
overlap between the specific Clifford channels and the T gate
will not be near unity, increasing the binomial variance of the
results — meaning many more samples are required for any
specific accuracy.
In Ref. [11] two T gates were inserted between each Clif-
ford element, so that the fidelity of a double application of
a T gate could be estimated. One can then extract the av-
erage error on a single T gate if one is willing to assume
that the errors are not correlated and compose in a straight-
forward manner. This scheme has the advantage of being a
unitary-2 design, but compounds the estimation errors that oc-
cur when attempting to decompose error sources from the esti-
mation of the composed errors. Finally in Ref. [12] a protocol
is presented that obviates the need to calculate an inversion
gate at the end of the sequence by combining RB with the
use of Monte Carlo sampling for fidelity estimation [13, 14].
ar
X
iv
:1
60
8.
02
94
3v
2 
 [q
ua
nt-
ph
]  
20
 D
ec
 20
16
2While such a protocol allows for fidelity estimation for arbi-
trary quantum gates it scales exponentially in the number of
qubits.
Here we propose and analyze a simple variation of the stan-
dard interleaved RB protocol that, under the usual RB as-
sumptions explained below, at least diagonalizes the noise be-
tween subsequent T gates. This renders the protocol more
robust to coherent errors on the T gate. As a consequence
this extension is a method of measuring the average fidelity
of a T gate in a scalable fashion, while preserving the advan-
tageous unitary 2-design property and using only elements in
the Clifford group (except for the interleaved T gates). In fact,
our method works on a slightly more general set of gates that
includes T as a special case, as we discuss below. Finally, this
approach provides a simplification with respect to the fit pa-
rameters and, within the assumptions made, retains the strong
theoretical guarantees on the error associated with RB [15–
18].
I. PROTOCOL
Randomized benchmarking uses the Clifford group (or any
unitary 2-design) to efficiently estimate the average fidelity
of a noise map E associated with this group of operations.
Here we are implicitly assuming that this noise map obeys
various convenient simplifying assumptions, namely that the
noise is time-independent and gate-independent, such that the
noise really is characterized by a single map E . Below we will
discuss what happens when these simplifying assumptions are
relaxed. The average fidelity of E is defined as
Favg(E) :=
∫
dψ〈ψ|E(ψ)|ψ〉 , (1)
where the average is over the unitarily invariant Haar mea-
sure. The average fidelity of a noise map can be efficiently es-
timated by twirling the error operator over the Clifford group
(or indeed any unitary 2-design). The twirling operation over
a group G is defined as simply performing the group average,
yielding
EG = 1|G|
∑
g∈G
g†Eg , (2)
where g is the unitary operation corresponding to a group ele-
ment. This operation of twirling preserves the average fidelity
of the noise map E , and even more, it outputs a pure depolar-
izing channel that can be used to estimate the average fidelity
by doing a simple fit to an exponential decay curve. As al-
luded to above, the advantages of using the Clifford group in
this twirling operation include that Clifford gates are relatively
easy to implement and that the gates form a group so that their
operation can be efficiently inverted after a random sequence
of such operators. The partial information provided by the
average fidelity is useful in practice for improving the imple-
mentation of the gates as well as providing a bound on the
threshold error rate required for fault-tolerant quantum com-
puting [16, 18, 19].
The set of gates consisting of any Clifford group element C
followed by T , a T gate, is a unitary 2-design. This is intu-
itively clear given that the Clifford group itself forms a unitary
2-design, and it is easily verified by calculating the frame po-
tential of the gate set [20]. Consequently, this TC gate set
can be used in some related protocols that require a unitary
2-design, such as measuring unitarity [21] or measuring loss
rates [22] (which in fact only requires a weaker condition of
a unitary 1-design). However, this set of gates does not form
a finite group. In fact its image is dense on the entire uni-
tary group, so there is no scalable method of inverting the se-
quence of gates at the end of a benchmarking sequence and it
becomes difficult to use the gates to measure average fidelity
in an accurate and precise way.
We now describe the protocol that allows T gates to be used
with the randomized benchmarking protocol while preserving
the unitary 2-design property. First we note that the T gate is
a gate in the third level of the Clifford hierarchy [23]. This
means that it conjugates members of the Pauli group to the
Clifford group (ignoring any overall global phases), namely
for every Pauli gate P there exists a Clifford C such that
TPT † = C . (3)
For an arbitrary number of qubits we will write C to represent
the normal Clifford gates, P to represent the Pauli operators
and Ct to represent the subset of Clifford gates formed by con-
jugation of the elements of P with a T gate.
In this protocol gates from the Clifford group (or a subgroup
of the Clifford group, as discussed in Sec. IV) form the basis
of our unitary-2 design. We will denote this group of Clifford
gates by G, and the full gate set we use will be any gate of
the form TC for C ∈ G. In line with standard randomized
benchmarking assumptions we assume that an experimental
implementation of a gate U ∈ G can be written as UE where
U denotes the channel corresponding to conjugation by U and
E is a completely positive trace preserving (CPTP) channel
independent of U . We also note that the assumption that E is
independent of U can be relaxed without significant effect on
the results [4, 22, 24]. Specifically since the Pauli gates are a
subset of the Clifford group we are assuming the error on the
Pauli gates is the same as for the other Clifford gates (subject
to the relaxation noted above). With respect to the interleaved
gate (here the T gate) it is anticipated that the error channel
associated with that gate will be different from those forming
G, and we will treat this error separately.
Our T gate interleaved RB protocol is very similar to the
usual interleaved randomized benchmarking procedure. We
begin by determining the reference fidelity using a slight mod-
ification of standard benchmarking. But first some notation:
If G is a group, then |G| denotes the total number of elements
in G. We also say, by an abuse of notation, that |G| is the set
{1, . . . , |G|}. Thus, a statement such as j ∈ |G| simply means
that j is a label for the jth element in G.
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(a) Rotation Errors
0 20 40 60 80
Sequence length, m
0.4
0.5
0.6
0.7
0.8
0.9
1.0
S
u
rv
iv
a
l 
p
ro
b
a
b
ili
ty
reference
interleaved
(b) Depolarizing and Rotation Errors
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(c) Amplitude Damping channel
FIG. 1: In (a) we simulate a typical randomized benchmarking plot where the gates making up the Clifford group are assumed to suffer from
a systematic over-rotation around the x-axis of 0.02 radians (ie e(−0.01iX)) , whereas the T gate suffers an over-rotation of 0.12 radians. The
fidelity of the Clifford gates is 99.993%. In this run the estimated fidelity of the T gate is 99.73%, compared with the actual fidelity of 99.76%.
In this regime the error bounds given by Eq. (27) are ±0.08%. In (b) we simulate the application of a depolarizing and rotation error channel.
The Clifford gates are affected by a depolarizing channel (Eq. (7)) with p = 0.01 with an over-rotation of 0.01 radians whereas the T gates
are affected by a depolarizing channel with p = 0.02 and an over-rotation of 0.05 radians. The estimated fidelity of the T gates is 97.6%
compared to the actual fidelity of 97.2%. Finally in (c) a generalized amplitude damping channel has been simulated (see Eq. (28)). For the
Clifford group p = 0.995 and γ = 0.01. For the T gate p = 0.99 and γ = 0.04. The Estimated fidelity of the T gate is 98.8% and the actual
fidelity is 98.7%, for a relative error of about 10−3.
A. Determining the reference fidelity
1. For an even integer m = 2n, choose a sequence
j = (j1, . . . , jn) for jk ∈ |G| and a sequence p =
(p1, . . . , pn) for pk ∈ |P|, both uniformly at random.
2. For each sequence
UjPp = UjnPpnUjn−1Ppn−1 . . . Uj1Pp1
determine the gate Uinv which is (UjPp)†
3. Apply the sequence
UinvUjnPpnUjn−1Ppn−1 . . . Uj1Pp1
to some initial state ρ 6= 1d1 (Usually taken to be the
pure state |0〉) and perform a POVM {E, 1 − E} for
some E (Usually taken to be |0〉〈0|).
4. Repeat steps 1 to 3 sufficiently many times to estimate
the survival probability to a desired precision over the
randomized sequences. (See [15, 25] for guidance on
choosing a sufficient number of samples.)
5. Repeat steps 1 to 4 for different values of m and fit the
results for the averaged sequence fidelity (F¯ref) to the
standard randomized benchmarking model:
F¯ref(m) = A0p
m
ref +B0 (4)
where A0 and B0 are constants that absorb SPAM er-
rors.
B. Determine the interleaved fidelity
1. For an even integer m = 2n, choose a sequence
j = (j1, . . . , jn) for jk ∈ |G| and a sequence p =
(p1, . . . , pn) for p ∈ |P|, both uniformly at random.
2. For each sequence
UjTPpT = UjnTPpnTUjn−1TPpn−1 . . . Uj1TPp1T
determine the gate Uinv which is (UjTPpT )†
3. Apply the sequence
UinvUjnTPpnTUjn−1TPpn−1T . . . Uj1TPp1T
to the initial state ρ used in A.3 and measure as chosen
in A.3.
4. Repeat steps 1 to 3 sufficiently many times to estimate
the survival probability to a desired precision over the
randomized sequences.
5. Repeat steps 1 to 4 for different values of m and fit the
results to the model
F¯T (m) = A1p
m
T +B1 . (5)
We note that for the purpose of calculating the inverse gate
in step 2 of the interleaved protocol that each PiT can be re-
placed by an equivalent sequence TCi where Ci ∈ Ct. The
sequence therefore is equivalent to
UjnTTCintUjn−1TTCin−1t . . . Uj1TTCi1t ,
which as the product TT gives a Phase gate, collapses to a
Clifford circuit, and the inverse gate can then easily be found.
4These procedures allow one to collect estimates of pref and
pT . The latter quantity conflates the error of the Clifford gates
with the interleaved T gates. We now wish to relate pT to
the average fidelity of a single T gate, subject of course to
some natural assumptions on the noise. In the next section we
demonstrate how the fidelity of the T gate can be estimated as
F(ET ) =
d (d
2−1)pT+1
(d2−1)pref+1 + 1
d+ 1
. (6)
As an aside, we see that that our protocol works more gen-
erally than on just T gates. In fact, our protocol works for
every gate A such that both A2 and APA† are elements of
the Clifford group for all Pauli operators P . This condition is
satisfied for many but not all of the square roots of Clifford
gates.
II. FIDELITY ESTIMATION
The average fidelity of a general noise map is related to a
depolarizing channel ([1][5])
Dp(ρ) = (1− p)ρ+ p1
d
, (7)
with a specific depolarizing parameter p. For a d-dimensional
quantum system, the depolarizing parameter is related to the
average fidelity by
Favg(Dp) = 1− pd− 1
d
. (8)
The connection to arbitrary noise maps E crucially uses the
property of a unitary 2-design. Sampling over a unitary 2-
design reproduces the second moments of the Haar measure
over all unitaries. As shown in [1][5] this means that if the
group G is a unitary 2-design, we have the following identity
EG = Dp , (9)
where p is determined by the relations
Favg(E) = Favg(EG) = Favg(Dp) , (10)
yielding
p =
d
d− 1
(
1−Favg(E)
)
. (11)
This is the fundamental result of randomized benchmarking,
and relates the average gate fidelity of the noise E to the fit
parameter p of the benchmarking experiments. Note that the
other crucial assumptions for this derivation to hold are that
the noise is time- and gate-independent.
Our design differs slightly in that it embeds an average over
a unitary 1-design (the Pauli group) inside an average over a
unitary 2-design (the Clifford group). Consequently, while
the resulting channel is a depolarizing channel, the depolar-
izing parameter differs from that given by standard random-
ized benchmarking by a factor related to the anisotropy of the
noise. We now quantify the deviation and show that in the
regime of interest this difference is not significant.
To show this it is convenient to work in the superopera-
tor representation of quantum channels. The superoperator
representation is defined relative to a trace-orthonormal op-
erator basis. Here we will use the Pauli basis representation
of a channel E , which chooses the suitably normalized Pauli
operators as the trace-orthonormal basis. This representation
consists of a matrix of inner products between the each Pauli
matrix (Pj) and E(Pj) (see e.g. [15] for more details). Density
operators ρ are represented by column vectors |ρ) whose jth
element is Tr(P †j ρ)/
√
d. In particular, it is customary to fix
P1 to be the rescaled identity operator 1/
√
d. In this case any
completely positive (CP) channel E can be written in block
form as
E =
(
S(E) Esdl
En Eu
)
, (12)
where we refer to Esdl, En and Eu as the state-dependent
leakage, nonunital and unital blocks respectively (see [21] for
more details about this decomposition). If the channel is trace
preserving then Esdl = 0. The unital block (Eu) contains all
the information necessary to extract the fidelity of the channel
and, in particular, when the channel is twirled by a unitary-2
design, the resultant noise channel will have Eu diagonalized,
with each element being the average of the diagonal elements
of the original Eu. By way of illustration in the single-qubit
case, a completely positive trace preserving noise channel will
be of the form:
E =
 1 0 0 0α1 σx δ1 δ2α2 δ3 σy δ4
α3 δ5 δ6 σz
 (13)
where all the elements are real. The matrix elements them-
selves obey certain constraints on account of the requirement
for complete positivity; see Ref. [26] for an explicit descrip-
tion of these constraints. We will make explicit use of the
parameters σx, σy, and σz below.
After averaging over a unitary 2-design, the channel maps
to Etwirled = 1|G|
∑
C∈G
(C†EC), and the unital block Eu of the
twirled error channel looks like 13 (σx + σy + σz) 0 00 13 (σx + σy + σz) 0
0 0 13 (σx + σy + σz)

(14)
where the depolarizing factor measured by randomized bench-
marking is 13 (σx + σy + σz). In particular if the twirled noise
channel is composed with a twirled noise channel twice then
we obtain
1
|G|2
∑
C∈G
(C†EC)
∑
C∈G
(C†EC) =
(
1
|G|
∑
C∈G
(C†EC)
)2
(15)
5and the depolarizing factor is simply squared, giving(
1
3 (σx + σy + σz)
)2
. (16)
Recalling that C represents a perfect gate taken from the Clif-
ford group and E represents the error channel equating to the
average error on these gates, this then gives us the depolariz-
ing parameter equating to the average fidelity after the appli-
cation of two faulty Clifford gates.
In our protocol rather than applying two separate Clifford
twirls, in the non-interleaved version, we apply a Clifford gate
followed by a Pauli gate. Using the techniques described
in Ref. [27] we can decompose a random benchmarking se-
quence as follows:
Cinv...EP2EC2EP1EC1 . (17)
Where we are using the standard assumptions that E is the gate
error channel for the gates in the Clifford group (including
the Paulis), and have absorbed the error on the inverting gate
into the SPAM. We can always rewrite C2 as C˜2C
†
1P
†
1 , which
means that Eq. (17) becomes:
Cinv...EP2EC˜2
[
C†1
[
P †1EP1
]
EC1
]
. (18)
When the channel is averaged over multiple runs with random
choices for each of the Cliffords and Paulis, then for an n-gate
sequence of Pauli gates followed by Clifford gates, we obtain
CinvE
[
C†1
[
P †1EP1
]n
EC1
]n
(19)
which equates to a depolarizing channel
1
|GC |
∑
C∈GC
(
C†E
(
1
|GP |
∑
P∈GP
P †EP
)
C
)
(20)
where GC represents the Clifford group and GP the Pauli
group. In superoperator form in the Pauli basis, the Clifford-
Pauli twirled noise of Eq. (13) is of the form: 13 (σ2x + σ2y + σ2z) 0 00 13 (σ2x + σ2y + σ2z) 0
0 0 13 (σ
2
x + σ
2
y + σ
2
z)

(21)
which yields a depolarizing parameter of
1
3
(
σ2x + σ
2
y + σ
2
z
)
. (22)
In summary, two applications of a Clifford twirl yields the
square of the average of the σj noise parameters (Eq. (16)),
while the Clifford-Pauli twirl yields the average of the square
of these parameters (Eq. (22)).
The difference between Eq. (22) and Eq. (16) can be viewed
as the variance in the depolarizing parameters. For the pur-
poses of this protocol we are assuming that the experimental
Clifford gates are reasonably high fidelity. This means that it
is reasonable to assume that the fidelity parameters are indi-
vidually high, since for small dimensions d the average cannot
be high unless each term is reasonably high. In this regime,
the variance must also be low, as can be seen from an anal-
ysis of the anisotropy in the noise. Let us write the diagonal
elements of Eu as being
σx = σ , σy = σ(1 + y) , σz = σ(1 + z) , (23)
where σ is close to 1 and y, z ≤  are small. Expanding
the difference of Eq. (22) and Eq. (16) as a function of the
anisotropy of the noise, it can be seen that the variance cancels
toO(σ22). Accordingly in the regime of reasonably accurate
gates, the error introduced by the additional Pauli twirl is not
significant in calculating the average fidelity of the gates. Our
numerical analysis confirms this (see especially Fig. 4).
For completeness we note that when T gates are introduced
the protocol can be written as
CinvE ...TEtEP1TEtEC1 , (24)
where the error on the T gate has been written as Et, so the
noisy T gate is TEt. Using the method outlined in [6], this
can be rewritten as:
Cinv
[
CEtE
[
(PT )†EtE(PT )
]n
C
]n
. (25)
Noting that PT (being a perfect Pauli followed by a perfect
T gate) is a unitary 1-design, it can be seen that the decay
parameter given by the protocol is that of the composed error
channel EtE and (within the error noted above) gives us the
fidelity of the composed error channel.
Now we wish to extract the specific contributions to the
noise from the interleaved T gate. As above, we will denote
this noise by Et. The average gate fidelity of Eq. (1) of the
gates forming the groupG, beingFavg(E) and the average gate
fidelity of the the combined GT gates, being Favg(EtE) by us-
ing the value of p calculated in step 5 of the relevant part of the
protocol (where p is 1−pref and 1−pT respectively) and using
Eq. (11). The average fidelity of the T gate, Favg(Et) can then
be estimated from the approximation χEtE00 = χ
Et
00χ
E
00, where
for qubits
χE00 =
3
2
Favg(E)− 1
2
, (26)
where here χE00 represents the upper left entry of the χ matrix
representation of E [28]. It is convenient to write the estimated
T gate fidelity in terms of the measured depolarising parame-
ters; [29] has a useful table showing how F , p, r, and χ00 are
related and this allows us to write the estimate fidelity of the
T gate as Eq. (6). The above approximation is valid to within
the bound derived in [10]:
χEtE00 − χEt00χE00 ≤ 2
√
(1− χE00)χE00(1− χEt00)χEt00
+ (1− χE00)(1− χEt00) . (27)
As noted in [8] this bound is loose in general but tight in the
regime where the gates formingG have a much higher fidelity
than the T gate, which is fortunately the regime of interest.
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FIG. 2: Tukey plots showing estimated fidelities over 100 runs of
each of the scenarios presented in Fig. 1. The box represents the
inter-quartile range (IQR), the whiskers 1.5 times the IQR, with out-
liers plotted separately. The theoretical bounds are shown as thick
red lines and the actual fidelity of the T gate as a longer orange line.
As can be seen in the regime of Fig. 1a the theoretical bounds of
Eq. (27) are reasonably tight, but in the other cases are a lot looser
than the simulated results.
III. NUMERICAL SIMULATION
As previously discussed randomized benchmarking is ro-
bust, both in theory and practice, to some level of gate depen-
dent noise [6, 15]. We now present some numerical simula-
tions illustrating that the robustness in the protocol presented
where (as anticipated) the error profile of the T gate is differ-
ent from the gates in G. For the purpose of these simulations
we are assuming a single qubit, where G is taken to be all 24
single-qubit Cliffords C and P is the four single-qubit Paulis
(which are contained in C).
Initially, three different noise models were explored. As
with all interleaved protocols care must be taken to reduce the
error of each of the estimates, as effectively the protocol re-
quires one estimation to be divided by another. In each simu-
lation, for various gate lengths, a number of random sequences
(2000 for Fig. 1a and 1000 for Fig. 1b and Fig. 1c) were gen-
erated. At the end of each sequence a single measurement
(returning 1 or 0) was made. This follows the design outlined
in [25]. Curves were fit using standard least square method-
ologies. Fig. 1a illustrates the case where the rotational errors
on the Clifford gates are different from that of the implemen-
tation of the T gate (modelled as over-rotatons on the x-axis
ie e(−iX
θ
2 ) for some θ – see caption). As previously discussed
the low error rate on the Clifford gates allows an accurate es-
timation of the T gate even with rotational errors. The first
plot in Fig. 2 shows the variance in the estimation over 100
simulations as a Tukey box plot. As can be seen even in this
region, the bounds given by Eq. (27) are not tight, although
it can be seen the protocol does, slightly, underestimate the
fidelity of the T gates in this example. The 100 simulations
have a median error estimate of 99.72% with a σ of 0.00025
(0.025%), compared with an actual fidelity of 99.76%.
For Fig. 1b we used a depolarization channel Eq. (7) com-
posed with the x-axis over-rotation channel (e(−iX
θ
2 ))(see
caption for details). In this case the fidelity of the Clifford
gates is 99.5% and the T gate 99.0%. The estimate in this
case was 98.9%. As can be seen from the the second boxplot
in Fig. 2 bounds in Eq. (27) are not saturated, the standard de-
viation of the estimated fidelity (over 100 simulations) being
0.001 (0.1%). The final illustrative run Fig. 1c uses an am-
plitude damping channel parameterized by p and γ with the
Kraus operators given by
E0 =
√
p
(
1 0
0
√
1− γ
)
E1 =
√
p
(
0
√
γ
0 0
)
(28)
E2 =
√
1− p
(√
1− γ 0
0 1
)
E3 =
√
1− p
(
0 0√
γ 0
)
.
Choosing p = 0.995 and γ = 0.01 for the Clifford gates and
p = 0.99 and γ = 0.04 for the T gates, gives us a Clifford
gate fidelity of 99.67% and a T gate actual fidelity of 98.7%
compared with the estimated fidelity of 98.6%. The standard
deviation of the estimate over 100 runs was 0.001 (0.1%).
Fig. 3a and Fig. 3b show the error in the estimate of the
T gate over more varied parameters. In Fig. 3a the rotational
errors on the Clifford gates and T gate were varied. On the
same graph we have plotted the plane corresponding to the
error bounds detailed in Eq. (27). As can be seen the error
bounds are not saturated in the regime of higher rotational er-
rors. Fig. 3b shows a similar treatment for the generalized
amplitude dampening channel with varying γ. Again we see
the protocol performs better than the limits in Eq. (27).
Finally we tested the protocol against randomly generated
unital CTPT error channels, close to Identity. To create such
channels we used the parameterisation of the unital block
Eu (see Sec. II) introduced in [26]. The block can be rep-
resented as UΣV , where U and V are unitary and Σ is is
diagonal with real entries (λ1, λ2, λ3), constrained such that
|λ1 ± λ2| ≤ |1 ± λ3|. The unitary matrices were generated
by combining three rotations (around the x, y and x axis),
where the rotation amount was drawn from a normal distri-
bution with µ = 0 and a standard a deviation (σ) of 0.02 (0.1
for the T gate error channel). The diagonal matrix consisted
of values drawn from a normal distribution with µ = 0.98
(µ = 0.95 for the T gate error channel) and σ = 0.01
(σ = 0.1 for the T gate). The diagonal elements were re-
chosen if they exceeded one or failed to satisfy the require-
ment stated above. As can be seen from the inset to Fig. 4
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FIG. 3: (a) Error in the T gate estimation from various numerical simulations where we have varied the over-rotation levels in the Clifford
group and in the T gates (rotation (θ) shown as radians around the x-axis ie e(−iX
θ
2
)). The transparent plane above the graph shows the bounds
in Eq. (27). As can be seen the estimate error does not appear to saturate these bounds as the error rate in the Clifford group increases. (b)
Error in the T gate estimation for a general amplitude dampening channel. Each bar represents the error in the estimate for a single run of the
protocol using the amplitude dampening γ given by the x, y coordinates. The transparent plane above the graph shows the bounds calculated
in accordance with Eq. (27).
this led to random “Clifford” error channels that were roughly
normally distributed between fidelity ranges from 0.98 to 1.0
and T gate error channels with fidelities from 0.9 to 1.0.
Each of these maps was then used as an error channel on the
Clifford Gates and the T gate respectively and 1) the fidelity
of the Clifford gates were estimated using a standard Ran-
domized Benchmarking protocol; 2) the fidelity of the Clif-
ford gates were estimated using the Clifford/Pauli protocol
introduced in this paper; and 3) the interleaved protocol dis-
cussed above was used to estimate the fidelity of the T gate.
In each case sequences of 2 to 100 gate lengths (increasing
by 4) were simulated, 4000 such random sequences for each
‘length’, with each sequence being run once, returning either
a 1 or 0. As can be seen from Fig. 4 the “Clifford Pauli”
twirl protocol used in this paper returned accurate results in
the regime of high-fidelity gates and the T gate estimation is
accurate to within the theoretical bounds, even where the noise
channel for the T gates is randomly different from the noise
channel for the Clifford group.
IV. COMPATIBILITY WITH SMALL SUBGROUPS
In this section we discuss the compatibility of this protocol
with the work of Cleve et al. [30]. In [30] it is shown how
a subset of the Clifford group that can be used to construct
exact unitary-2 designs with a gate complexity that is nearly
linear in the number of qubits (in the simplest case it scales
as O(n log n log log n) assuming the extended Riemann Hy-
pothesis is true). For a given number of qubits n, they note
that a collection of Clifford gates isomorphic to SL2(GF(2n))
(of which there are 23n − 2n gates) when mixed with the
Paulis (2n), give a unitary-2 design. The mixed gates are a
subgroup of Clifford gates, where the total number of gates is
25n − 23n. By way of illustration the Clifford group has car-
dinality |Cn| = 2n2+2n
∏n
j=1(4
j − 1). With two qubits this
means that we can reduce the 11,520 Cliffords to a mere 60
gates, twirled by the 16 Pauli gates (giving 960 gates in total).
The main contribution of [30] is to show how these gates can
be constructed with near-linear gate costs (the number of one-
and two-qubit gates). Here we use their results to reduce the
variety of gates needed to conduct randomized benchmarking
of T gates. Since our changes are only in respect to the ad-
ditional single-qubit gates, the near-linear time complexity is
preserved.
Let Cγ represent the set of gates isomorphic to
SL2(GF(2n)). As before P represents the 2n Paulis and Ct
represents the Cliffords formed by conjugation of the elements
of P with a T gate. Let S be the phase gate (i.e. the gate
formed by two applications of a T gate).
The protocol previously discussed needs to be changed so
that the reference run consists of n-sequences of gates drawn
randomly from CγP . [30] contains the details how to generate
Cγ , the set of gates CγP , is the unitary 2-design we wish to use
and it becomes the group G referred to in the protocol detail
in Sec. I.
The interleaved sequence would be physically implemented
using repeated applications of the following gates: Cγ′TCtT ,
where Cγ′ is drawn from the gates formed by the sequence
Cγ(S)†. That is the G in the interleaved part of the protocol
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FIG. 4: Tukey plots showing estimated fidelities over 1000 ran-
domly generated noise channels, taking single measurements at var-
ious gate lengths from 4,000 random single-shot sequences per gate
length. The noise channels were generated to be near Identity (see
text for details) with the noise channel applied to the Clifford group
gates having a fidelity to the Identity channel of between 0.98 and
1. The noise channel applied to the T gates had a fidelity to the
Identity of between 0.9 and 1. The inset barchart shows the fi-
delity distribution of these random noise channels. The Tukey plots
show the estimation error as a fraction of the actual fidelity (i.e.
(Festimate − Factual)/Factual). Plot (a) shows the results from a “stan-
dard” Randomized Benchmarking simulation, Plot (b) the reference
fidelity generated by the protocol presented in this paper (ie a random
Clifford followed by a random Pauli). They are indistinguishable in
this regime. The error in the estimation of the T gate is shown and
can be further reduced by increasing the number of sequences mea-
sured.
(Sec. I B) consists of the group formed by the gates CγP(S)†
(which are all Clifford gates), rather than the group formed by
CγP . As is readily apparent the interleaved sequence can be
analysed as:
Cγ′TCtT → Cγ(S)†TTP → CγP (29)
which is an efficiently invertible unitary-2 design as required.
V. DISCUSSION
We have provided a simple extension of the randomized
benchmarking protocol for interleaved gates that allows the
fidelity of T gates to be robustly estimated. Unlike previ-
ous proposals for benchmarking the T gate our proposal re-
tains the benefits of an exact unitary 2-design that at a min-
imum at least diagonalizes the noise between the T gates.
Our numerical analysis confirms that, subject to the usual
randomized benchmarking assumptions of time- and gate-
independent noise, the fidelity of T gates can be estimated to
a high degree of accuracy. As discussed above, the analyses in
[4, 22, 24] will apply, confirming that the gate independence
assumption can be dropped without a significant effect on the
results. Our simulations confirm that the theoretical bounds
for interleaved benchmarking are only tight in the region of
high gate fidelity where the gate of interest has a worse fi-
delity than those forming the rest of the benchmarking group.
Outside such regions the protocol appears to still give accurate
estimations of the fidelity of the gate in question.
Finally we note that the use of the protocol consisting of se-
quences of a random Clifford gate followed by a random Pauli
gate creates a depolarising channel that differs from the usual
Randomized Benchmarking depolarising channel by the vari-
ance of the trace of the diagonal elements Tr(PjE(Pj)) where
Pj runs over each of the three traceless Paulis. This provides
a method of using Randomized Benchmarking protocols to
analyse the anisotropy of the noise, which may provide useful
future work.
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