The consideration of realistic uplink inter-cell interference is essential for the overall performance testing of future cellular systems, and in particular for the evaluation of the radio resource management (RRM) algorithms. Most beyond-3G communication systems employ orthogonal multiple access in uplink (SC-FDMA in LTE and OFDMA in WiMAX), and additionally rely on frequency-selective RRM (scheduling) algorithms. This makes the task of accurate modeling of uplink interference both crucial and non-trivial. Traditional methods for its modeling (e.g., via additive white Gaussian noise interference sources) are therefore proving to be ineffective to realistically model the uplink interference in the next generation cellular systems. In this article, we propose the use of realistic precomputed interference patterns for LTE uplink performance analysis and testing. The interference patterns are generated via an LTE system-level simulator for a given set of scenario parameters, such as cell configuration, user configurations, and traffic models. The generated interference patterns (some of which are made publicly available) can be employed to benchmark the performance of any LTE uplink system in both lab simulations and field trials for practical deployments. It is worth mentioning that the proposed approach can also be extended to other cellular communication systems employing OFDMA-like multiple access with frequency-selective RRM techniques. The proposed approach offers twofold advantages. First, it allows for repeatability and reproducibility of the performance analysis. This is of crucial significance not only for researchers and developers to analyze the behavior and performance of their systems, but also for the network operators to compare the performance of competing system vendors. Second, the proposed testing mechanism evades the need for deployment of multiple cells (with multiple active users in each) to achieve realistic field trials, thereby resulting in significant cost (and time) savings in the field trails.
Introduction
A crucial phase, before the successful deployment of a technology is its testing and validation under realistic operating conditions. To this end, tests are typically designed and conducted in lab as well as in actual deployment scenarios. Tests conducted in a lab environment allow for a quick and cost-efficient evaluation of various algorithms and techniques. However, it is hard to mimic the real-life environment in a lab. On the other hand, tests conducted on actual deployment scenariosoften referred to as field trials-allow for an exact emulation of real-life scenarios, in which a system is expected to operate. On the downside, field trials are generally time consuming and expensive.
In terms of the mode of evaluation, the testing mechanisms can be grouped into two categories, namely, conformance and performance testings. Conformance testing refers to a sequence of pass/fail tests laid down typically by the standardization body itself, to certify the developed products being compliant or non-compliant with the various modes of operation in the given standard [1, 2] .
Performance testing-often referred to as 'beyond conformance testing' [3] -is an extension of conformance testing to a more sophisticated quantitative evaluation of commercial products. This allows network operators to compare different products from different vendors against each other. Although, the purpose of all the testing methodologies is different, all share some common desirable features.
• Realistic: The environment used for testing should mimic the actual network deployments as closely as possible. This is of significance for the relevance of both conformance and especially performance test results. In terms of closeness to reality, field tests enjoy an edge over lab testing where the real-life conditions are only artificially modeled.
• Reproducible: It is highly desirous of all the testing methodologies to be reproducible. This allows for repeatability of tests at a later time, and also to compare the performance of various competing techniques over an exact same set of conditions. While lab tests can be made reproducible, field trials, in part, suffer from non-reproducibility because of the randomness effects that are inherent in the environment.
• Time and cost efficient: All the testing methodologies are required to be time efficient and of low cost, but this often conflicts with the requirement of being realistic. For instance, field testing, while offering the most realistic test environment, has the drawback of being most expensive and time consuming.
In this article, we propose a novel testing mechanism that combines the desirable features of being realistic and reproducible, besides being time and cost efficient. The proposed mechanism can be effectively applied to lab testing as well as field trials, and not only for conformance testing, but also more importantly perhaps for the performance testing. The approach can be used by developers (vendors) to debug and benchmark the performance of their alternative algorithms, and also by network operators in arriving at better technically informed decisions about the selection from multiple vendors.
Although the proposed testing mechanism is generic and applicable to a broad set of scenarios and standards, in this article, we discuss it in the context of LTE uplink inter-cell interference modeling. Inter-cell interference is a major bottleneck in the performance of current and future cellular systems, which are gradually pushing toward diminishing frequency reuse factors and dense deployments. In LTE, the consideration of realistic uplink inter-cell interference is essential for testing radio resource management (RRM) algorithms as well as for overall performance testing. Traditional methods for interference modeling (e.g., via additive white Gaussian noise (AWGN) interference sources) are no longer able to realistically model the uplink interference, especially in the orthogonal uplink scenarios employing frequency-selective RRM algorithms as in the SC-FDMA-based multiple access in LTE uplink [4, 5] .
We employ a reconfigurable system-level LTE simulator to model the typical deployment scenarios outlined in the 3GPP specifications and implementation guidelines [6, 7] . Depending on the various system parameters, the behavior of uplink inter-cell interference from neighboring cells is recorded in trace files, and a postprocessing of these simulator trace files leads to realistic time-domain uplink interference signals for the given system settings. These precomputed uplink interference signals can be employed in a variety of ways.
• Simulations: System-level simulators with only isolated cell capabilities can benefit from the generated interference signals by adding to it the interferencefree uplink-received signal, thereby effectively modeling a multi-cellular scenario.
• Lab testing: In lab testing environments, it has been quite difficult (if not impossible) to accurately model a multi-cellular deployment. The precomputed interference signals offer the possibility to realistically model the uplink interference, and thus provide a more realistic test environment for LTE uplink, even in a lab.
• Field testing: Deploying a multi-cellular system, with multiple users active in each cell, is an expensive, non-flexible exercise. The precomputed interference signals, in combination with commercially available vector signal generators (VSGs), can be used to effectively create a virtual multi-cell interference environment without the need of actually deploying multiple cells (see the illustration in Figure 1 ). In addition, the proposed approach offers the advantage of reproducible interference signals which can be used to compare the performance of competing algorithms or products in field trials.
The remainder of this article is organized as follows: Section 2 describes the system-level simulator employed to obtain the interference power patterns. In Section 3, the approach used for converting these into time-domain interference signal is presented. Section 4 presents the details of scenarios used for the generation of the publicly available LTE uplink interference signal files. Section 5 contains some simulation results to illustrate the importance of using realistic interference modeling for LTE uplink performance analysis. Section 6 outlines the usage of the proposed interference patterns, and Section 7 concludes this article.
2 System-level simulator for LTE networks Figure 2 illustrates the structure of the system-level simulator employed in this study. Apart from a graphical user interface that is not shown here, it consists of three major entities: the network simulator itself, a channel model block, and a block for modeling the linklevel transmission errors.
The network simulator is based on a comprehensive multi-cellular simulation tool for both the uplink and downlink of an LTE system, and contains the traffic sources and protocol stacks of different network elements. With regard to this study, the simulator models the traffic sources at each user equipment (UE), ensures that appropriate time and frequency resources are assigned to them via realistic scheduling algorithms at each enhanced-nodeB (eNB) and takes into account the realistic availability of information, e.g., regarding channel state, buffer status, etc.
The network simulator sends information about the scheduled uplink and downlink transmissions of different cells simulated to the channel model block. The latter uses these to compute signal-to-interference and noise ratios (SINR) for the different links between base stations and UEs, taking into account the geographical information about the network, path-loss, shadowing, fast fading, inter-cell interference, etc. The SINRs are computed at a resolution of one sample per physical resource block (PRB) and per transmission time interval (TTI). These SINRs are passed back to both the network simulator and the error models. The network simulator uses them to, e.g., compute channel quality indicator information at the UEs, or extract uplink channel state information at the base station based on some configured channel sounding mode or simply in-band pilots.
The error models' block a accepts the SINRs computed by the channel model at PRB resolution and the allocation information sent out by the network simulator. Using the so-called mutual information effective SINR metric method [8] , it computes effective SINRs for each active transmission link in the whole network. The effective SINR is then used in conjunction with the precomputed link-level results for the AWGN channel to determine the error indications for the individual transmissions. This efficient link-to-system level modeling [9] allows us to bypass the actual link-level processing such as channel en-/decoding, (de-)modulation, layer (de-) mapping, precoding, and equalization, with minimal complexity during system-level simulations.
Post-processing of simulator output
The system-level simulator as a whole has the capability to write various quantities that appear in the simulation to trace files for offline evaluation. This ranges from throughput or delay at packet data convergence protocol (PDCP) layer, down to uplink and downlink SINRs at PRB resolution, and in particular-as used in this studythe aggregated uplink inter-cell interference power as received by the base station at the center of the simulated network. The aggregated uplink interference power computed by taking into account the geographical information about the network, path-loss, shadowing, fast fading, antenna gains, etc., is stored at a resolution of one sample per PRB along the frequency direction, and per TTI along the time direction.
It shall be noted here that the system-level simulator, used for the generation of the uplink interference power trace, does not make any assumptions on the synchronism between interfering users. Thus, the interference powers and the resulting aggregate time-domain interference signal represent a scenario where the interfering signals arrive from different users with arbitrary (nonidentical) delays, as in a real-life deployment.
We post-process the trace files associated with the uplink interference power to generate realistic interference signals in time domain. The process is depicted by the flow chart in Figure 3 . In the first step, the interference trace file containing the uplink interference powers is used to generate a random frequency-domain DFTSpread-OFDM signal [10, 11] with the appropriate power levels for each PRB over each TTI. This is achieved by increasing the resolution of the interference power from per PRB to per sub-carrier via interpolation. Then, either a Gaussian random signal or a random DFT-Spread-OFDM LTE uplink signal, of length corresponding to one TTI, is generated for each sub-carrier with the given power level. The process is repeated for each TTI.
In the second step, the frequency-domain signal is transformed to the time-domain signal using the typical OFDM processing. This involves carrying out an IFFT of the samples across the various sub-carriers of an OFDM block, and then inserting a cyclic prefix of appropriate duration. The signal is then parallel-to-serial converted for each OFDM block, leading finally to the realistic time-domain uplink interference signal which would be experienced by an uplink receiver in a multi-cell deployment with the given system settings. As a last step, the interference signal may additionally be transformed into the proprietary formats of the commonly available commercial VSGs, as explained in Section 6. To accurately model the uplink interference, the resulting VSG signal is supposed to be coupled into the path between the antenna and the receiver (e.g., MRC) with prescribed power settings.
Interference scenarios under consideration
For the generation of the different uplink interference patterns, we considered a homogeneous LTE uplink deployment with multiple cells. The parameters for system layout and simulation scenarios have been adopted from [ [6] , Appendix A]. These are, however, mostly identical to those found in other 3GPP specifications like [7] , and in the NGMN evaluation scenarios [12] . Although many more system configurations are conceivable, the adopted parameters have been defined as being representative of future LTE networks by the industry and are being widely used in research and standardization. Table 1 lists the main parameters affiliated with the eNB, the UE, and those that characterize the cell layout and system configuration. As mentioned above, the parameters are based on the 3GPP prescribed system deployments as outlined in [ [6] , Appendix A]. P tx = min (P max , P 0 + 10 log(N ) + a * PL), where:
Cell layout
• P max denotes the max UE transmit power • PL denotes the path-loss defined above
• N denotes the number of assigned PRBs
• a = 0.6, while P 0 values are specified in Table 2 UL antenna configuration 
Traffic types
For the simulation results in this article, we consider two fundamentally different traffic models for the uplink user traffic. As will be shown later, these have a profound impact on the characteristics of the resulting interference patterns.
• Full buffer traffic -Full transmit buffers. 
Selected scenarios
Based on the reference system deployments recommended in [ [6] , Appendix A], three system layouts are selected for the generation of LTE uplink interference signals. These scenarios, along with their associated parameters, are specified in Table 2 , where f c denotes the carrier frequency, and P 0 is the power control parameter, as introduced in Table 1 . Each of the three interference scenarios defined in the table is configured with
• one of the two traffic types (full buffer and VoIP),
• a prescribed load level (30 and 70% for 3GPP-C1 and ITU-HS, while 70 and 100% for 3GPP-C3), and • one of the three system bandwidths (5, 10, and 20 MHz).
Thus, in total, there are 36 uplink interference scenarios with different parameter combinations. These selected interference scenarios are partitioned into standard and extended uplink interference packages. The standard package consisting of 3GPP-C1 with 70% load is publicly available free of charge under a temporary evaluation license that can be obtained via [15] .
Simulation results

Snapshots of interference patterns
In this sub-section, we discuss the nature and characteristics of LTE uplink interference via two sample interference snapshots below. Figure 4 shows a sample interference snapshot for the 3GPP-C1 scenario with full buffer traffic, at a 70% load level, for a 10-MHz system. The snapshot shows interference power at TTI and PRB resolution, for a time interval of 50 ms (50 TTI) and across the whole 10-MHz bandwidth (50 PRBs).
Full buffer scenario
For the full buffer traffic, there is a limited number of high-rate users (seven active users in this scenario) configured in each cell. Since the configured cell load is 70% for all the cells in the scenario, it can happen by chance that no user in the direct neighboring cells is scheduled on a particular PRB, leading to a very low interference level on that PRB. On the other hand, a high interference power is experienced on PRBs, where a neighboring cell schedules a UE which is close to the cell edge of the cell of interest. Thus, we observe strong variations in the inter-cell interference power across PRBs. The interference is dominated by few interferers or even a single interferer located at the cell edge of the cell under consideration. Although different users might be scheduled on a particular PRB from one TTI to the next, causing strong interference variations along time as well, users might also continuously be scheduled on the same PRBs for consecutive TTIs. If the latter happens, for a dominating interferer, then we observe a slowly changing interference power level along TTIs, caused only by the user mobility and fast fading.
Overall, it can easily be observed that the inter-cell interference power is far from being flat over time and frequency, and therefore a precise modeling of uplink interference has a significant impact on the evaluation of system performance. Figure 5 shows a similar interference snapshot for the same scenario except that the user traffic is VoIP instead of full buffer traffic. Because the characteristics of the traffic are fundamentally different from those in the previous scenario, so is the scheduling behavior. For example, UEs only periodically have small amounts of data to transmit. Hence, consecutive allocations of PRBs to the same UE over several consecutive TTIs occur only very rarely. Second, for efficient scheduling of VoIP traffic obeying constraints from availability of downlink control signaling resources, it is typical to use packet aggregation (e.g., [16] ), i.e., to accumulate data of a user over, e.g., 40 ms and assign larger numbers of PRBs simultaneously, but less frequently. In consequence, the uplink interference in Figure 5 exhibits very strong fluctuations from one TTI to the next; however, it shows some correlation in the frequency direction.
VoIP scenario
Thus, we note that the VoIP and full buffer traffic scenario possess quite different characteristics for the interference pattern and its variations across time and frequency. A precise modeling of uplink interference is therefore crucially needed for an accurate and a reliable performance analysis of cellular systems. This aspect is further highlighted in the next sub-section. 
Performance comparison between proposed and AWGN interference modeling
In this sub-section, we study the effect of the proposed and the AWGN-based interference modeling approaches on the system-level performance of an LTE uplink system. To this end, we perform two simulation runs:
• First, we run the simulator with the proposed realistic uplink interference modeling, and measure some relevant performance metrics.
• For the second run, we average (over time and frequency) the per-PRB powers of the uplink interference used in the first run of the simulator, add this average to the per-PRB noise power, and disable the realistic interference. Otherwise, the simulator is configured identically, including the seeds for random number generators. Hence, the total noise and interference power is the same as before, but in the second run, pure AWGN with constant power across time and frequency is present as the sole source of interference.
In the following, we present the comparison for two different traffic scenarios.
Full buffer scenario
We consider a full buffer traffic scenario with a load of 70% in the 3GPP-C1 scenario, described in Section 4, and measure the average UE throughput taking into account the proposed or the AWGN interference model. Figure 6 shows in terms of throughput, the error made when using AWGN as sole source of interference compared to the case of realistic interference. It can be observed that the user throughput is, in general, overestimated when simulating with AWGN interference. The actual deviation varies significantly depending on the particular position of the UE, showing smaller deviations for UEs in favorable positions and deviations as large as 58% for cell-edge UEs. The reason is that the fluctuations of realistic interference force the scheduler to select the modulation and coding scheme more conservatively to meet the required target of reliability (herein assumed to be 10% error probability after the first HARQ transmission). At higher error rate targets, this is less critical, and a channel-aware scheduler can even benefit from the at times slowly changing interference levels (cf. Figure 4) , and can therefore make more qualified scheduling decisions leading to a higher throughput. From the illustration of the UE positions as shown in Figure 6 , it can be observed that there is a relation between distance from the eNB and the relative throughput error. It is worth mentioning though that this dependence of the relative error on the distance from the eNB becomes less evident, once shadowing (not considered here) comes into play.
VoIP scenario
In this context, we evaluate the system performance for a VoIP scenario in a manner similar to the one described above, i.e., first with a realistic inter-cell interference and then with AWGN noise of equal average power. Figure 7 shows the performance in terms of the fraction of the satisfied UEs for the two simulation runs. A VoIP UE is said to be satisfied, if it is not in outage that is defined as the state in which more than 2% of its packets in a 8-s call cannot be correctly received within 80 ms [ [14] , Appendix A.2].
We observe in Figure 7 that the performance with averaged interference modeling is too optimistic as compared to the performance with realistic interference modeling. This is primarily the result of the extreme fluctuations of interference powers across TTIs that can potentially lead to an increased PDCP delay due to more conservative TFC selections and/or higher percentage of retransmissions.
In a nutshell, comparing the findings from the results presented in Figures 6 and 7 , we conclude that there are significant performance deviations once we switch to realistic inter-cell interference modeling, with a tendency to overestimation when replacing realistic interference with simplified AWGN interference of the same power. Furthermore, the dependence of the performance deviations on scenarios under consideration, traffic types, and UE locations, makes it clear that there is no simple rule of thumb to draw conclusions from the results obtained via simplified interference modeling to real system performance.
Usage of interference patterns
As depicted in Figure 3 , the interference signal that we generate can be used primarily in two different ways. First, the generic interference signal (lower output in Relative error in user throughput at PDCP layer in the 3GPP-C1 scenario with a 10-MHz system bandwidth, and 70% load for full buffer traffic. Figure 3 ) can directly be used by single-cell simulators for the performance evaluations of various alternative algorithms in a multi-cellular environment. This could be useful for researchers and developers of algorithms to investigate, at an early stage, and/or with relatively small budget, the performance of their algorithms in a realistic multi-cellular environment. Furthermore, as discussed earlier, the precomputed interference files offer the feature of reproducibility. Thus, the tests are completely repeatable and hence useful for debugging as well as benchmarking purposes. Second, the signal can be transformed into proprietary formats of commercially available signal generators (upper output in Figure 3 ). Until now, we have collaborated with Agilent Technologies and Rohde & Schwarz to generate files that are suitable for playback on their commercially available VSGs. We have described the relatively straight-forward playback procedures for the Agilent and R&S VSGs in the respective user manuals [17, 18] . Using the signal generators, the generated interference signals can be fed directly into antenna ports of the bases station under test, to effectively emulate a multi-cellular interference environment in the lab or in the field trials (cf. Figure 1) . Thus, the proposed mechanism adds the feature of realistic multi-cellular environment emulation to lab and field testings in a cost-and time-efficient manner. The additional feature of reproducibility implies that the tests are completely repeatable, and can be effectively used by network operators to make technically informed decisions and selections between the products of competing vendors using their own performance criteria.
The need for realistic and repeatable performance tests for LTE was felt by the Global Certification Forum which required 3GPP to consider the standardization of realistic end-to-end data performance measurement tests, where the measurement procedures are capable of running under repeatable set of conditions [19] . In compliance of this, the 3GPP technical sub-group, responsible for conformance testing, is currently discussing the terms of reference and a study item, as part of the 3GPP Release 11 specification about UE application layer data throughput performance, was recently agreed in a 3GPP RAN plenary meeting [20] . The proposed testing mechanism is therefore a valued and timely contribution to the entire LTE community. While some of the interference files associated with the standard scenarios, as described in Section 4, are publicly available free of charge [15] , we have been in collaboration with leading infrastructure vendors who are using the proposed inter-cell interference modeling mechanism in their global LTE field trial activities.
Conclusions
In this article, we propose a cost-and time-efficient mechanism to realistically model uplink inter-cell interference for an LTE-like orthogonal multiple access and frequency-selective RRM-based cellular system. The proposed approach offers the advantage of reproducibility and repeatability of lab tests and field trials. Thus, it is beneficial for researchers and developers to benchmark the performance of their algorithms over a realistic and reproducible set of conditions. Furthermore, the proposed testing methodology provides network operators an opportunity to make technically informed decisions about the selection of products from their competing system vendors.
Endnote a There is one error model for each link between a UE and the respective serving base station.
Abbreviations AWGN: additive white Gaussian noise; eNB: enhanced-nodeB; PDCP: packet data convergence protocol; PRB: physical resource block; RRC: radio resource control; RRM: radio resource management; SINR: signal to interference and noise ratio; TTI: transmission time interval; UE: user equipment.
