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Abstract—This paper is devoted to the distributed
continuous-time optimization problem with time-varying ob-
jective functions and time-varying nonlinear inequality con-
straints. Different from most studied distributed optimization
problems with time-invariant objective functions and con-
straints, the optimal solution in this paper is time varying
and forms a trajectory. To minimize the global time-varying
objective function subject to time-varying local constraint
functions using only local information and local interaction,
we present a distributed control algorithm that consists of
a sliding-mode part and a Hessian-based optimization part.
The asymptotical convergence of the proposed algorithm to the
optimal solution is studied under suitable assumptions. The
effectiveness of the proposed scheme is demonstrated through
a simulation example.
I. INTRODUCTION
Distributed optimization algorithms allow for decompos-
ing certain optimization problems into smaller, more man-
ageable sub-problems that can be solved in parallel. There-
fore, they are widely used to solve large-scale optimization
problems such as optimization of network flows [1], big-data
analysis [2], design of sensor networks [3], multi-robot teams
[4], and resource allocation [5]. There has been significant
attention on distributed convex optimization problems, where
the goal is to cooperatively seek the optimal solution that
minimizes the sum of private convex objective functions
available to each individual agent. In this context, discrete-
time distributed optimization algorithms have been studied
extensively (see e.g., [6], [7] and references therein).
There exists another body of literature on distributed
continuous-time optimization algorithms (see e.g., [8]–
[14]). The distributed continuous-time optimization algo-
rithms have applications in coordinated control of multi-
agent teams. For example, multiple physical robots modeled
by continuous-time dynamics might need to track a team
optimal trajectory. Note that most studies in the literature
focus on stationary optimization problems in which both
the objective functions and constraints do not explicitly
depend on time. However, in many applications, the lo-
cal performance objectives or engineering constraints may
evolve in time, reflecting the fact that the optimal solution
could be changing over time and create a trajectory (see
e.g., [15]–[18]), which makes the design and analysis much
more complex. Moreover in practical optimization problems,
constraints are always inevitable. In this paper, we are
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interested in the distributed continuous-time algorithms for
time-varying constrained optimization problems.
The literature on the distributed continuous-time algo-
rithms for time-varying optimization problems focuses on
first-order gradient methods [19], [20] and second-order op-
timization methods [22]. Specifically, [19] and [20] solve the
distributed time-varying optimization problems with convex
set constraints using, respectively, the projected gradient
method and gradient-based penalty function method. How-
ever, they are limited to solve certain kinds of optimization
problems (e.g., [19]: quadratic objective functions; [20]:
linear programming) and there exist tracking errors to the
optimal solutions. Although the second-order optimization
methods work well in centralized time-varying optimiza-
tion problems (see e.g., [17], [18], [23]), their use in dis-
tributed settings has been prohibited as they require global
information of the network to compute the inverse of the
global Hessian matrix. Ref. [22] solves the distributed time-
varying optimization problems using second-order optimiza-
tion methods. However, the consensus-based algorithm in
[22] (Section III.B) is limited to the unconstrained problem
with local objective functions that have identical Hessians.
While the estimator-based algorithm in [22] (Section III.C)
can deal with certain objective functions with nonidentical
Hessians, it relies on the distributed average tracking tech-
niques [24] and hence poses restrictive assumptions that the
derivatives of the Hessians and the gradients of the local
objective functions are bounded. In addition, because the
estimator-based algorithm has to estimate the Hessian inverse
of the global objective function, it necessitates the commu-
nication of certain virtual variables between neighbors with
increased computation costs. While it is possible to convert
the constrained optimization problem to an unconstrained
one using penalty methods, the resulting penalized objective
functions would not have identical Hessians due to the in-
volvement of the nonuniform local constraint functions (even
if the original objective functions would), and they might
not satisfy the restrictive assumptions mentioned above. As a
result, the algorithms in [22] cannot be applied to address the
distributed time-varying constrained optimization problem
(see Remark 2 for a more detailed comparison). For discrete-
time distributed online optimization algorithms, the readers
are referred to [21] and references therein.
This paper aims to develop a distributed algorithm to
solve the continuous-time optimization problem with private
time-varying objective functions and time-varying nonlinear
inequality constraints. In this work, the time-varying opti-
mization problem is deformed as a consensus subproblem
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and a minimization subproblem on the team objective func-
tion. We develop a sliding-mode method with a Hessian-
dependent gain for all the agents to achieve consensus on the
states. Meanwhile, a Hessian-based (second-order) optimiza-
tion method coupled with the log-barrier penalty functions
is proposed to track the local time-varying optimal solution.
To implement the algorithm, each agent just needs its own
state and the relative states between itself and its neighbors.
When the agents’ states are their positions, the algorithm can
be implemented based on purely local sensing (e.g., absolute
and relative positions) without the need for communicating
virtual variables. The asymptotical convergence to the op-
timal solution is established based on nonsmooth analysis,
Lyapunov theory and convex optimization theory. Numerical
simulation results are presented to illustrate the effectiveness
of the theoretical results. To the best of our knowledge, this
is the first work in the literature on distributed continuous-
time time-varying constrained optimization problems that
guarantees zero tracking errors.
II. PRELIMINARIES
A. Notation
Let R,Rn and Rn×m denote the sets of real numbers,
real vectors of dimension n, and real matrices of size
n × m, respectively. Let R>0 represent the set of positive
real numbers. The cardinality of a set S is denoted by
|S|. Let 1n (resp. 0n) denote the vector of n ones (resp.
n zeros), and In denote the n × n identity matrix. For
a matrix A ∈ Rm×n, [A]k• ∈ R1×n is the k-th row of
A, and AT (resp. A−1) is the transpose (resp. inverse) of
A, λmin(A) is the smallest eigenvalue of A. For a vector
x = [x1, · · · , xn]T ∈ Rn×1, diag(x) ∈ Rn×n represents the
diagonal matrix with the elements in the main diagonal being
the elements of x, ‖x‖p represents the p-norm of the vector
x, B(x, δ) represents the open ball of radius δ centered at
x, and sgn(x) = [sgn(x1), · · · , sgn(xn)]T , where sgn(xi)
denotes the signum function defined as
sgn(xi) =
 −1 if xi < 0,0 if xi = 0,
1 if xi > 0.
Let ∇f(x, t) and ∇2f(x, t) denote, respectively, the gradient
and Hessian of function f(x, t) with respect to the vector
x. Let ⊗ denote the Kronecker product and co the convex
closure.
B. Graph Theory
An undirected graph, is denoted by G = (V, E ,A), where
V = {1, ..., n} is the node set, E ⊆ V × V is the edge set,
and A = [aij ] ∈ Rn×n is the weighted adjacency matrix
with entries aij , i, j ∈ V . For an undirected graph, an edge
(j, i) implies that node i and node j are able to share data
with each other, and aij = 1 if (j, i) ∈ E and aij = 0
otherwise. Here aij = aji. Let Ni = {j ∈ V : (j, i) ∈ E}
denote the set of neighbors of node i. A path is a sequence of
nodes connected by edges. An undirected graph is connected
if for every pair of nodes there is a path connecting them.
The Laplacian matrix L = [lij ] ∈ Rn×n associated with A is
defined as lii =
∑n
j=1,j 6=i aij and lij = −aij , where i 6= j.
The incidence matrix D = [dij ] ∈ Rn×|E| associated with
G is defined as dik = −1 if the kth edge leaves node i,
dik = 1 if it enters node i, and dik = 0 otherwise. For the
incidence matrix of an undirected graph, the orientation of
the edges is assigned arbitrarily. Note that for an undirected
graph, L1n = 0n, LT = L and L = DDT .
C. Nonsmooth Analysis
In this subsection, we recall some important definitions of
the nonsmooth systems that will be exploited in our main
result.
Definition 1: (Filippov Solution) [25] Consider the vector
differential equation
x˙ = f(x, t), (1)
where f : Rd×R→ Rd is measurable and locally essentially
bounded. A vector function x(·) is called a Filippov solution
of (1) on [t0, t1], if x(·) is absolutely continuous on [t0, t1]
and for almost all t ∈ [t0, t1], x˙(t) ∈ K[f ](x, t), where
K[f ](x, t) :=
⋂
δ>0
⋂
µ(N)=0 cof(B(x, δ) − N, t) is the
Filippov set-valued map of f(x, t) and
⋂
µ(N)=0 denotes the
intersection over all sets N of Lebesgue measure zero.
Definition 2: (Clarke’s Generalized Gradient) [25] Con-
sider a locally Lipschitz continuous function V (x) : Rd →
R, the generalized gradient of the function V at x is given
by ∂V (x) := co{lim∇V (x)|xi → x, xi 6∈ ΩV }, where ΩV
is the set of measure zero where the gradient of V is not
defined.
Definition 3: (Chain Rule) [25] Let x(·) be a Filippov
solution of x˙ = f(x, t) and V (x) : Rd → R be a locally
Lipschitz continuous function. Then for almost all t,
d
dt
V [x(t)] ∈ ˙˜V,
where ˙˜V is the set-valued Lie derivative defined as ˙˜V :=⋂
ξ∈∂V ξ
TK[f ].
III. MAIN RESULTS
Consider a network consisting of n agents. Each agent is
regarded as a node in an undirected graph, and each agent
can only interact with its local neighbors in the network.
Suppose that each agent satisfies the following continuous-
time dynamics
x˙i(t) = ui(t), (2)
where xi(t) ∈ Rm is the state of agent i, and ui(t) ∈ Rm
is the control input of agent i. In this work, we study
the distributed time-varying optimization problem with time-
varying nonlinear inequality constraints. The goal is to design
ui(t) using only local information and interaction, such that
all the agents work together to find the optimal trajectory
y∗(t) ∈ Rm which is defined as
y∗(t) = argmin
n∑
i=1
fi[y(t), t],
s.t. gi[y(t), t] ≤ 0qi , i ∈ V,
(3)
where fi[y(t), t] : Rm × R>0 → R are the local objective
functions, and gi[y(t), t] : Rm × R>0 → Rqi are the local
inequality constraint functions. It is assumed that fi[y(t), t]
and gi[y(t), t] are known only to agent i. We assume that the
local objective functions fi[y(t), t] and inequality constraint
functions gi[y(t), t] are twice continuously differentiable
with respect to y(t) and continuously differentiable with
respect t.
If the underlying network is connected, the above problem
(3) is equivalent to the problem that all the agents reach
consensus while optimizing the team objective function
n∑
i=1
fi[xi(t), t] under constraints, more formally,
x∗(t) ∈ Rm∗n = argmin
n∑
i=1
fi[xi(t), t],
s.t. gi[xi(t), t] ≤ 0qi , xi(t) = xj(t), ∀i, j ∈ V,
(4)
where x(t) ∈ Rm∗n is the stack of all the agents′ states.
Here, the goal is that each state xi(t), ∀i ∈ V , converges to
the optimal solution y∗(t), i.e.,
lim
t→∞[xi(t)− y
∗(t)] = 0m. (5)
This architecture of the distributed time-varying constrained
optimization problem with networked agents finds broad
applications in distributed cooperative control problems,
including multi-robot navigation [15], [16] and resource
allocation of power network [18]. For notational simplicity,
we will remove the time index t from the variables xi(t) and
ui(t) in most remaining parts of this paper and only keep it
in some places when necessary.
Lemma 1: [27] Let f(r) : Rm → R be a continuously
differentiable convex function with respect to r. The function
f(r) is minimized at r∗ if and only if ∇f(r∗) = 0.
We make the following assumptions which are all standard
in the literature and are used in recent works like [22], [23].
Assumption 1: The graph G is fixed, undirected and con-
nected.
Assumption 2: All the objective functions fi(xi, t) are
uniformly strongly convex in xi, for all t ≥ 0.
Assumption 3: All the constraints gi(xi, t) are uniformly
convex in xi, for all t ≥ 0.
Assumption 4: For all t ≥ 0 and for all i ∈ V , there exists
at least one y such that gi(y, t) < 0qi . Therefore, the Slater
′s
condition holds for all time.
The uniform strong convexity of the objective function
implies that the optimal trajectory y∗(t) is unique for all
t ≥ 0.
A. Distributed Algorithm Design
In this subsection, we derive our distributed control algo-
rithm for the time-varying constrained optimization problem
in (4).
We design the following controller for agent i:
ui = −β[∇2L˜i(xi, t)]−1
∑
j∈Ni
sgn(xi − xj) + φi(t),
φi(t) = −[∇2L˜i(xi, t)]−1
[
∇L˜i(xi, t) + ∂
∂t
∇L˜i(xi, t)
]
,
(6)
where β ∈ R>0 is a constant control gain, and L˜i(xi, t) is a
penalized objective function of agent i, defined as,
L˜i(xi, t) = fi(xi, t)− 1
ρ(t)
qi∑
j=1
log[1− ρ(t)gij(xi, t)],
(7)
where gij(xi, t) : Rm × R>0 → R denotes the j−th
component of function gi(xi, t), and ρ(t) ∈ R>0 is a time-
varying barrier parameter satisfying
ρ(t) = a1e
a2t, a1, a2 ∈ R>0. (8)
Remark 1: In this work, the time-varying optimiza-
tion problem (4) is deformed as a consensus subprob-
lem and a minimization subproblem on the team objective
function. We develop a distributed sliding-mode control
law to address the consensus part. That is, the role of
term −β[∇2L˜i(xi, t)]−1
∑
j∈Ni sgn(xi − xj) in (6) is to
drive all the agents to reach a consensus on the states
( lim
t→∞‖xi −
∑n
j=1 xj‖2= 0). Here, the Hessian-dependent
gain β[∇2L˜i(xi, t)]−1 is introduced to guarantee the con-
vergence of our algorithm under nonidentical ∇2L˜i(xi, t).
While the second term, φi(t) ∈ Rm, is an auxiliary variable
playing a role in minimizing the penalized objective function
L˜i(xi, t) given by (7). Note that we use the log-barrier
penalty functions (see the second term in (7)) to incorpo-
rate the inequality constraints into the penalized objective
function. As shown in (6), we use the second-order/Hessian
information of the penalized objective function to achieve
the optimization goal.
In addition, we have
∇L˜i(xi, t) = ∇fi(xi, t) +
qi∑
j=1
∇gij(xi, t)
1− ρ(t)gij(xi, t) , (9)
∂
∂t
∇L˜i(xi, t) = ∂
∂t
∇fi(xi, t) +
qi∑
j=1
∂∇gij(xi, t)/∂t
1− ρ(t)gij(xi, t)
+
qi∑
j=1
ρ˙(t)gij(xi, t)∇gij(xi, t)
[1− ρ(t)gij(xi, t)]2 ,
+
qi∑
j=1
ρ(t)∇gij(xi, t)∂gij(xi, t)/∂t
[1− ρ(t)gij(xi, t)]2 ,
(10)
∇2L˜i(xi, t) = ∇2fi(xi, t) +
qi∑
j=1
∇2gij(xi, t)
1− ρ(t)gij(xi, t)
+
qi∑
j=1
ρ(t)∇gij(xi, t)∇gij(xi, t)T
[1− ρ(t)gij(xi, t)]2 ,
(11)
where ∂∂t∇fi(xi, t), ∂∂t∇gij(xi, t) and ∂∂tgij(xi, t) are, re-
spectively, the partial derivatives of ∇fi(xi, t), ∇gij(xi, t)
and gij(xi, t) with respect to t. To make the algorithm (6)
work, the initial states xi(0) need satisfy
gi[xi(0), 0] < 0qi , ∀i ∈ V. (12)
Also, for notational simplicity, we will remove the time index
t from the auxiliary variable φi(t) in most remaining parts of
this paper and only keep it in some places when necessary.
Remark 2: In this work, we convert the considered con-
strained optimization problem into an unconstrained one
using the log-barrier penalty functions. It is worth noting that
the proposed algorithm (6) is not a simple extension of the
existing distributed time-varying unconstrained optimization
algorithms in [22]. Especially, to apply the consensus-based
algorithm in [22] (Section III.B), it is required that the
Hessians of all the local objective functions be identical.
In contrast, in our context with the penalized objective
functions, the Hessians of them are nonuniform due to the
involvement of the nonuniform local constraint functions
even if the original objective functions have identical Hes-
sians. The estimator-based algorithm in [22] (Section III.C)
can deal with certain objective functions with nonidentical
Hessians. However, it not only necessitates the communi-
cation of certain virtual variables between neighbors with
increased computation costs, but requires that the derivatives
of the Hessians and the gradients of the objective functions
be bounded. Unfortunately, due to the complexity of the
penalized objective functions in the considered constrained
problem, such a requirement is no longer guaranteed to hold
and hence the result therein is not applicable to our problem.
In this paper, we introduce a novel algorithm with a Hessian-
dependent gain to account for the complexity caused by the
penalized objective functions. The novel algorithm design in
turn introduces new challenges in theoretical analysis, which
will be addressed in the following.
Remark 3: In algorithm (6), each agent just needs its own
information and the relative states between itself and its
neighbors. In some robotic applications, the agents’ states
are their spatial positions. As a result, the relative positions
can be obtained by local sensing and the communication
necessity might be eliminated.
B. Convergence Analysis
In this subsection, the asymptotical convergence of system
(2) under controller (6) to the optimal solution is established.
To establish our results, we require the following assump-
tions.
Assumption 5: If all the local states xi are bounded, then
there exists a constant α¯ such that sup
t∈[0,∞)
‖ ∂∂t∇fi(xi, t)‖2≤
α¯, for all i ∈ V and t ≥ 0.
Assumption 6: If all the local states xi are
bounded, then there exist constants β¯ and γ¯ such that
sup
t∈[0,∞)
‖ ∂∂t∇gij(xi, t)‖2≤ β¯ and sup
t∈[0,∞)
‖ ∂∂tgij(xi, t)‖2≤ γ¯,
for all i ∈ V, j ∈ [1, · · · , qi] and t ≥ 0.
Remark 4: In Assumption 5, we assume that all
‖ ∂∂t∇fi(xi, t)‖2 are bounded under bounded xi. The as-
sumption holds for an important class of situations. For
example, consider the normal quadratic objective func-
tions ‖cixi + hi(xi, t)‖22. As long as ∂∂thi(xi, t) (e.g.
sin(t), t) are bounded under bounded xi, ‖ ∂∂t∇fi(xi, t)‖2
will be bounded. In Assumption 6, we assume that all
‖ ∂∂t∇gij(xi, t)‖2 and ‖ ∂∂tgij(xi, t)‖2 are bounded under
bounded xi. The assumption holds for an important class
of situations. The boundedness of ‖ ∂∂t∇gij(xi, t)‖2 and
‖ ∂∂tgij(xi, t)‖2 holds for most commonly used boundary
constraint functions, e.g., xi ≤ b(t) or x2i ≤ b(t) under
bounded b˙(t).
Remark 5: With the piecewise-differentiable signum
function involved in algorithm (6), the solution should be
investigated in the sense of Filippov [26]. However, since
the signum function is measurable and locally essentially
bounded, the Filippov solutions of the proposed system
dynamics always exist. Hence if the Lyapunov function
candidates are continuously differentiable, the set-valued Lie
derivative of them is a singleton at the discontinuous points
and the proof still holds without employing the nonsmooth
analysis.
In this work, we convert the considered constrained optimiza-
tion problem into an unconstrained optimization problem
using the log-barrier penalty functions. It is important that
the log-barrier penalty function involved in (7) is always well
defined under our proposed algorithm. This is described in
the next lemma.
Lemma 2: Suppose that Assumption 4 and the initial con-
dition (12) hold. For the system (2) under controller (6), each
xi(t) belongs to set Di = {xi ∈ Rm | gi(xi, t) < 1ρ(t)1qi}
for all t ≥ 0. That is, (7) is always well defined.
Proof: See Appendix I.
In the following, in Lemma 3, we prove that the eventual
states of the agents satisfy the optimal requirement shown
in Lemma 1, i.e., lim
t→∞
n∑
i=1
∇L˜i[xi(t), t] = 0. The goal of
problem (4) is that all the agents’ states reach consensus
on the optimal trajectory, and thus in Lemma 4, we prove
that consensus can be achieved eventually if all φi in the
controller (6) are bounded, i.e., lim
t→∞‖xi(t) −
n∑
j=1
xj(t)‖=
0 can be achieved under bounded φi. Then in Lemma 5,
we prove that all φi associated with the system (2) under
controller (6) are indeed bounded. Finally, in Theorem 1, we
present that the original constrained optimization problem
(4) can be achieved, i.e., lim
t→∞‖xi(t) − y
∗(t)‖2= 0 for all
i ∈ V .
Lemma 3: Suppose that Assumptions 1 to 4, the gain
condition (8) and initial condition (12) hold. For the system
(2) under controller (6), the summation of all ∇L˜i(xi, t)
satisfies lim
t→∞
∑n
i=1∇L˜i(xi, t) = 0m.
Proof: See Appendix II.
Lemma 4: Suppose that Assumptions 1 to 4, the gain
condition (8) and initial condition (12) hold. For the system
(2) under controller (6), if there exists a constant φ¯ such that
sup
t∈[0,∞)
‖φi(t)‖2≤ φ¯, ∀i ∈ V and β satisfies that,
β >
2φ¯mn2|E|
min{λmin[(∇2L˜i)−1]}
, (13)
all the states xi will achieve consensus eventually, i.e.,
lim
t→∞‖xi(t)− xj(t)‖2= 0, ∀i, j ∈ V .
Proof: See Appendix III.
Lemma 5: Suppose that Assumptions 1 to 6, the gain
condition (8) and initial condition (12) hold. For the system
(2) under controller (6), all φi remain bounded. That is, there
exists a constant φ¯ such that supt∈[0,∞)‖φi(t)‖2≤ φ¯, ∀i ∈
V .
Proof: See Appendix IV.
Theorem 1: Suppose that Assumptions 1 to 6, the initial
condition (12) and gain conditions (8) and (13) hold. For the
system (2) under controller (6), all the states xi will converge
to the optimal solution y∗(t) in (3) eventually.
Proof: Define
y˜(t)∗ ∈ Rm = argmin
n∑
i=1
L˜i[y(t), t], (14)
where L˜i[y(t), t] is each agent’s penalized objective function
defined by (7). Note that Assumptions 1 to 6, the initial
condition (12) and gain condition (8) hold. It follows from
Lemma 5 that all φi associated with the system (2) under
controller (6) are bounded for all t ≥ 0, which in turn
implies that xi(t) = xj(t), ∀i, j ∈ V eventually according
to Lemma 4. Moreover, based on Lemma 3 we know that
lim
t→∞
n∑
i=1
∇L˜i(xi, t) = 0m. Using a similar analysis to
that in Lemma 3, we have each L˜i(xi, t) is continuously
differentiable and strongly convex in xi. Then it follows from
Lemma 1 that all xi will converge to the optimal solution
y˜∗(t) in (14), i.e., lim
t→∞xi(t) = y˜
∗(t), ∀i ∈ V .
Define
yˆ∗(t) ∈ Rm = argmin
n∑
i=1
fi[y(t), t]
s.t. gij [y(t), t] ≤ 1
ρ(t)
, ∀i ∈ V, j = 1, · · · , qi.
According to [27] (Sec. 11.2), we know that∣∣∣∣∣
n∑
i=1
fi[yˆ
∗(t), t]−
n∑
i=1
fi[y˜
∗(t), t]
∣∣∣∣∣ ≤
n∑
j=1
qj
ρ(t)
.
Note that y∗(t) ∈ Rm is the optimal solution of problem (3).
Under Assumption 4, the optimal solution y∗(t) can be char-
acterized using the Karush–Kuhn–Tucker (KKT) conditions
for all t ≥ 0. Then based on [27] (Sec. 5.9), we have∣∣∣∣∣
n∑
i=1
fi[yˆ
∗(t), t]−
n∑
i=1
fi[y
∗(t), t]
∣∣∣∣∣ ≤
n∑
j=1
qj∑
k=1
ν∗jk(t)
ρ(t)
,
where νjk(t) are the Lagrangian multipliers corresponding to
the inequality constraint defined in (3), and ν∗jk(t) are the op-
timal Lagrangian multipliers. Hence, because limt→∞ ρ(t) =
∞, we have
lim
t→∞
∣∣∣∣∣
n∑
i=1
fi[y
∗(t), t]−
n∑
i=1
fi[y˜
∗(t), t]
∣∣∣∣∣ = 0.
Under Assumption 2, the optimal solution y∗(t) is unique,
which indicates that lim
t→∞xi(t) = y
∗(t), ∀i ∈ V .
IV. NUMERICAL SIMULATION RESULTS
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Fig. 1: An undirected graph.
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Fig. 2: State trajectories of all the agents corresponding to
Theorem 1. The red dashed line is the optimal solution and
the other solid lines are the trajectories of all agents’ states.
0 5 10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
(a)
0 5 10
-12
-10
-8
-6
-4
-2
0
(b)
Fig. 3: (a) The constraint results of agents 1− 6.
(b) The constraint results of agents 7− 12.
In this section, we use a simulation case to illustrate
Theorem 1. We consider a network with n = 12 and m = 2.
The network topology is shown by the undirected graph in
Figure 1. Let xi = [x
p
i , y
p
i ]
T ∈ R2 denote the states of each
agent and consider the following optimization problem:
min
12∑
i=1
1
2
[xpi (t) + i sin(t)]
2 +
3
2
[ypi (t)− i cos(t)]2,
s.t. ypj (t)− xpj (t)− cos(t) ≤ 0, ∀j ∈ [1, 2, · · · , 6],
ypk(t)− t ≤ 0, ∀k ∈ [7, 8, · · · , 12],
xpi = x
p
j and y
p
i = y
p
j , ∀i, j ∈ V.
(15)
The initial states xpi (0), i ∈ V are generated randomly
from the range [−10, 0], and ypi (0) = xpi (0) − 2, i ∈ V .
Therefore, the initial condition (12) is satisfied. We choose
β = 25, ρ(t) = 100 exp(0.1t). Therefore, the gain
condition (8) is satisfied. The state trajectories of all the
agents are shown in Figure 2. We can see that all the
agents are able to track the optimal trajectory without
tracking errors eventually which is consistent with Theorem
1. The constraint result is shown in Figure 3. In our
simulation, agents 1 − 6 are assigned to the constraint
function ypi (t) − xpi (t) − cos(t) ≤ 0, i ∈ [1, · · · , 6] , so
ypi (t) − xpi (t) − cos(t) − 1/ρ(t), i ∈ [1, · · · , 6] always
remain negative. Agents 7 − 12 are assigned to the
constraint function ypi (t)− t ≤ 0, i ∈ [7, · · · , 12] , and thus
ypi (t)− t− 1/ρ(t), i ∈ [7, · · · , 12] always remain negative.
V. CONCLUSIONS
In this paper, we have studied the distributed continuous-
time constrained optimization problem with time-varying
objective functions and time-varying constraints. The goal
is that a set of networked agents cooperate to track the time-
varying optimal solution that minimizes the summation of all
the local time-varying objective functions subject to all the
local time-varying constraints, where each agent can only
receive information from its neighbors. We propose a dis-
tributed sliding-mode algorithm built on the Hessian-based
optimization methodology. We have shown that asymptotical
convergence is guaranteed under some reasonable assump-
tions. Numerical simulation result is given to illustrate the
theoretical algorithm.
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APPENDIX I
PROOF OF LEMMA 2
Assumption 4 ensures the existence of the initial condition
(12). Moreover, the derivative of ∇L˜i(xi, t) is given by
∇˙L˜i(xi, t) = ∇2L˜i(xi, t)x˙i + ∂
∂t
∇L˜i(xi, t). (16)
Substituting the solution of (2) with (6) into (16) leads to
∇˙L˜i(xi, t) = −β
∑
j∈Ni
SGN(xi − xj)−∇L˜i(xi, t),
(17)
where SGN(·) 1 is the multivalued function defined as
SGN(z) =
 1 if z > 0,[−1, 1] if z = 0,−1 if z < 0. (18)
It is obvious that each ∇L˜i(xi, t) remains bounded for all
t ≥ 0. Notice that (9) implies that ∇L˜i(xi, t) is unbouned at
the boundary of Di. Therefore, it follows from the initial
condition (12) that each xi is in the set Di = {xi ∈
Rm | gi(xi, t) < 1ρ(t)1qi} for all t ≥ 0. That is, (7) is always
well defined.
APPENDIX II
PROOF OF LEMMA 3
It follows from Assumption 2 that all fi(xi, t) are strongly
convex in xi. Also it follows from Assumption 3 that all
gij(xi, t) are convex in xi. From the gain condition (8),
we know that ρ(t) is always positive. Then it follows from
the initial condition (12) that L˜i(xi, t) given by (7) must be
continuously differentiable and strongly convex in xi if xi is
in the set Di = {xi ∈ Rm | gi(xi, t) < 1ρ(t)1qi}. Note that
Assumption 4 and the initial condition (12) hold. Lemma 2
has indicated that each xi is indeed the case. Therefore, each
L˜i(xi, t) must be continuously differentiable and strongly
convex in xi based on our algorithm. Consider the Lyapunov
function candidate,
W1 =
1
2
[
n∑
i=1
∇L˜i(xi, t)
]T [ n∑
i=1
∇L˜i(xi, t)
]
. (19)
Note that the Lyapunov candidate W1 is continuously differ-
entiable. Based on the statements in Remark 5, we do not
need to employ nonsmooth analysis in the stability analysis.
Then we have
W˙1(t) =
[
n∑
i=1
∇L˜i(xi, t)
]T
×
[
n∑
i=1
∇2L˜i(xi, t)x˙i + ∂
∂t
∇L˜i(xi, t)
]
.
(20)
1With the piecewise-differentiable signum function involved in algorithm
(6), the solution of (2) with (6) should be replaced by inclusions at a point
of discontinuity. It follows from [26] that the SGN function in Equation
(18) is the Filippov set-valued map of the signum function which considers
inclusions at the discontinuity point z = 0 .
Substituting the solution of (2) with (6) into (20) leads to
W˙1(t) =
[
n∑
i=1
∇L˜i(xi, t)
]T ( n∑
i=1
∇2L˜i(xi, t)
×
[∇2L˜i(xi, t)]−1β ∑
j∈Ni
sgn(xj − xi) + φi

+
∂
∂t
∇L˜i(xi, t)
)
.
Since the network is undirected (Assumption 1), we have
n∑
i=1
β
∑
j∈Ni
sgn(xj − xi) = 0m for all t ≥ 0. It follows that
W˙1(t) =
[
n∑
i=1
∇L˜i(xi, t)
]T [
−
n∑
i=1
∇L˜i(xi, t)
]
= −2W1(t).
indicating that W1(t) = e−2tW1(0) for all t ≥ 0.
It can be concluded that lim
t→∞W1(t) = 0, and thus
lim
t→∞
∑n
i=1∇L˜i(xi, t) = 0m.
APPENDIX III
PROOF OF LEMMA 4
Define[
∇2L˜(x, t)
]−1
= diag
{
[∇2L˜1(x1, t)]−1,
· · · , [∇2L˜n(xn, t)]−1
}
,
x = [xT1 , · · · , xTn ]T ,
Φ = [φT1 , · · · , φTn ]T .
Consider the Lyapunov candidate
W2(t) = ‖(DT ⊗ Im)x‖1. (21)
The solution of (2) with (6) can be written in compact form
as
x˙ = −β[∇2L˜(x, t)]−1(D⊗Im)sgn[(DT ⊗Im)x]+Φ. (22)
It is obvious that W2(t) is locally Lipschitz continuous but
nonsmooth at some points. Then according to Definition 2,
the generalized gradient of W2(t) is given by
∂W2(t) = (DT ⊗ Im)T {SGN[(DT ⊗ Im)x]}, (23)
where SGN(·) is defined in (18). Then based on Definition
3, the set-valued Lie derivative of W2(t) is given by
˙˜W2(t) =
⋂
ξ∈SGN[(DT⊗Im)x]
ξT (DT ⊗ Im)K[f ], (24)
where K[f ] = Φ − β[∇2L˜(x, t)]−1(D ⊗ Im)SGN[(DT ⊗
Im)x] is the set-valued Filippov map of the dynamical
system (22).
Since there is an intersection operation on the right side
of (24), it follows that as long as ˙˜W2(t) is not empty and
there exists ξ ∈ SGN[(DT ⊗ Im)x] such that ξT (DT ⊗
Im)f˜ < 0, ∀f˜ ∈ K[f ], then the result of ˙˜W2(t) falls into
the negative half plane of the real axis. Arbitrarily choose
η ∈ SGN[(DT ⊗ Im)x]. Choose ξk = sgn[(DT ⊗ Im)k•x] if
sgn[(DT⊗Im)k•x] 6= 0 and ξk = ηk if sgn[(DT⊗Im)k•x] =
0, where ξk and ηk denote the kth element in vectors ξ and
η respectively. If ˙˜W2(t) 6= ∅, suppose that a˜ ∈ ˙˜W2(t). It
follows that
a˜ = −β{ξT (DT ⊗ Im)[∇2L˜(x, t)]−1(D ⊗ Im)η}
+ ξT (DT ⊗ Im)Φ
≤ −β{ξT (DT ⊗ Im)[∇2L˜(x, t)]−1(D ⊗ Im)ξ}
+ ξT (DT ⊗ Im)Φ
≤ −βλmin[(∇2L˜)−1]‖(D ⊗ Im)ξ‖22+2φ¯mn2|E|,
(25)
If there exists an edge (i2, j2) ∈ E such that xi2 6= xj2 , then
‖(D ⊗ Im)ξ‖≥ 1. It follows that
a˜ ≤ −βλmin[(∇2L˜)−1] + 2φ¯mn2|E|. (26)
Since β > 2φ¯mn
2|E|
min{λmin[(∇2L˜i)−1]} =
2φ¯mn2|E|
λmin[(∇2L˜)−1] , it follows
that if there exists an edge (i2, j2) ∈ E such that xi2 6=
xj2 , then a˜ < 0. It is clear that W2(t) converges to zero
eventually. That is, all agents reach a consensus eventually,
i.e., lim
t→∞‖xi(t)−
n∑
j=1
xj(t)‖2= 0 for all i ∈ V .
APPENDIX IV
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To begin with, we prove that each xi associated with
the system (2) under controller (6) remains in a bounded
region, which in turn guarantees that all φi are bounded.
Note that Assumptions 2 to 4, the initial condition (12), and
the gain condition (8) hold. Then using a similar analysis
to that in Lemma 3, we have each L˜i(xi, t) is continuously
differentiable and strongly convex in xi. The derivative of
∇L˜i(xi, t) is shown in (17). Assume that there exists at least
one xi such that xi = +∞ or−∞. Then due to the strongly
convexity and the continuously differentiability of L˜i(xi, t),
it is easy to show that ∇L˜i(+∞, t) = +∞. Note that
Assumptions 1 to 4, the initial condition (12), and the gain
condition (8) hold. Then it follows from Lemma 3 that it is
impossible that all xi go to infinity at the same time. Without
loss of generality, let us assume that xi = +∞ = max
j∈V
xj .
It follows that −β ∑
j∈Ni
SGN(xi − xj) ≤ 0 when xi = +∞.
Therefore, from (17), it is clear that ∇˙L˜i(xi, t) must be
negative when xi = +∞. Similarly, ∇˙L˜i(xi, t) must be
positive when xi = −∞. The decreasing ∇L˜i(xi, t) when
xi = +∞ and increasing ∇L˜i(xi, t) when xi = −∞ will
result in a bounded ∇L˜i(xi, t) and a bounded xi, which
contradicts with the unbounded xi assumption. Hence all xi
must be bounded.
Then, we will prove that all ∇L˜i(xi, t) are bounded for all
time. It follows from Lemma 3 that
n∑
i=1
∇L˜i(xi, t) is always
bounded. Since all xi are bounded, we have all ∇fi(xi, t)
and ∇gij(xi, t) must be bounded. Then using an argument
similar to Lemma 2 in [23], all 11−ρ(t)gij(xi,t) are bounded.
Therefore each ∇L˜i(xi, t) is always bounded for all time
and for all i ∈ V .
Next, we will prove that all [∇2L˜i(xi, t)]−1 are bounded
for all time. Since all L˜i(xi, t) are continuous differentiable
and strongly convex in its corresponding xi, then based on
the statements in Section 9.1.2 in [27], we know that all
∇2L˜i(xi, t) satisfy
m(t)In ≤ ∇2L˜i(xi, t) ≤M(t)In,
with m(t),M(t) ∈ R>0, which implies that all
[∇2L˜i(xi, t)]−1 are bounded and positive definite for all
time.
At last, given that all ∇L˜i(xi, t) and ∇2L˜i(xi, t) are
bounded for all time, under Assumptions 5 to 6, it is easy
to see that all ∂∂t∇L˜i(xi, t) remain bounded for all time.
Since [∇2L˜i(xi, t)]−1, ∇L˜i(xi, t) and ∂∂t∇L˜i(xi, t) are
bounded for all i ∈ V and for all t ≥ 0, we can get the
conclusion that φi(t) is bounded for all i ∈ V and for all
t ≥ 0.
