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The effects of a propagating sinusoidal out-of-plane flexural deformation in the electronic proper-
ties of a tense membrane of graphene are considered within a non-perturbative approach, leading to
an electron-ripple coupling. The deformation is taken into account by introducing its corresponding
pseudo-vector and pseudo-scalar potentials in the Dirac equation. By using a transformation to the
time-cone of the strain wave, the Dirac equation is reduced to an ordinary second-order differential
Matthieu equation, i.e., to a parametric pendulum, giving a spectrum of bands and gaps determined
by resonance conditions between the electron and ripple wave-vector (G), and their incidence an-
gles. The location of the nth gap is thus determined by E ≈ nvF ~G, where vF is the Fermi velocity.
Physically, gaps are produced by diffraction of electrons in phase with the wave. The propagation
is mainly in the direction of the ripple. In the case of a pure pseudoelectric field and for energies
lower than a certain threshold, we found a different kind of equation. Its analytical solutions are
in excellent agreement with the numerical solutions. The wavefunctions can be expressed in terms
of the Matthieu cosine and sine functions, and for the case of a pure pseudo-electric potential, as a
combination of Bessel functions.
I. INTRODUCTION
Out-of-plane acoustic modes are characteristic vibra-
tions in graphene. For low frequency they are easiest
to be excited and the ones that carry most of the vi-
brational energy1. They generate local dynamical bond
stretching, bending and twisting2. Bond stretching or
strain is by far the most important for electrons, since it
causes greater impact on the tunneling parameter3. In
general, lattice deformations can be expressed in the low
energy Hamiltonian by a gauge field4–6. In particular,
when a modest value of strain is applied to graphene6,7,
the change in distance between carbon atoms can be
mapped with the inclusion of the scalar deformation
potential8 and pseudo-gauge field6; although four other
terms are allowed by symmetry considerations9. It has
been argued that screening can lead to strong suppres-
sion of the deformation potential10,11 for static strain,
but even when partially screened it affects the elec-
tronic properties of graphene12. On the other hand, the
magnetic-like effects of the pseudo-gauge field are strong
and measurable7,9; experimental results of Levy et. al.13
confirmed the formation of pseudo Landau levels14 in
strained graphene with values of magnetic field as high as
300 teslas. Moreover, the coupling between the pseudo-
gauge field and the pseudo-spin degree of freedom15 has
also been experimentally tested16 and values of a thou-
sand of teslas were found. In graphene, most of the
studies of dynamical deformations17–19, have focused on
the possibility of generate currents20–23 or topological
properties24–28 via coherent lattice deformations29 and
have considered distortions that depend on time but re-
main fixed on space30,31. Instead, here we consider a
traveling deformation18,19,32–34 and study its effect on the
electrons using the Dirac-like equation. The traveling de-
formation to be considered is an out-of-plane deformation
in a tense membrane of graphene. Notice that the phys-
ical situation considered here is not to drive graphene in
one edge. Instead, graphene can be suspended35 with an
uniform in-plane strain or with clamped boundaries such
that a displacement of the membrane necessarily imply
changing the distance between atoms (strain). Under
these circumstances, out-of-plane strain can be induced
by an atomic force microscope36, the electric field from a
back-gate electrode17,37 and/or the tip of a STM probe16.
In such circunstances, Klimov et. al found that the defor-
mation can be described as if atoms were moved vertically
from their original positions without horizontal shifts37,
as observed in MD simulations38. In our case, the de-
formations are made time dependent, as for example, by
periodically lifting the back-gate electric field. Finally,
when graphene lays over a substrate, graphene is usually
rippled38,39, and for a given temperature or for acous-
tic waves traveling in the substrate, one can produce a
deformation as the one considered here.
FIG. 1. (Color online) Diagram of the physical system.
The Hamiltonian for non-interacting electrons in rip-
pled graphene is given by40,
H = v0Fση · (pˆ− ηA(r, t)) + V (r, t), (1)
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2such that the dynamical equation is,
i~
∂
∂t
Ψη(r, t) =
[
v0Fση · (pˆ− ηA(r, t) + V (r, t)
]
Ψη(r, t),
(2)
the subindex η = ± labels the K and K ′ Dirac points,
v0F is the Fermi velocity, pˆ = (pˆx, pˆy) is the momentum
operator of the charge carriers, ση = (ησx, σy) is the
vector of Pauli matrices, and A and V are the pseudo-
vector and the pseudo-scalar potentials, given by3,40
V (r, t) = g (εxx + εyy) , (3)
A(r, t) = (Ax, Ay) =
~β
2acc
(εxx − εyy,−2εxy) . (4)
The parameter g ranges from 0 to 20 eV6,8, acc =
1.42 A˚ is the interatomic distance for unstrained pristine
graphene, the dimensionless constant coefficient β ' 3.0
tunes the effect of strain on the hopping parameter. We
have neglected the effects from bending6, although they
can also be described by a gauge field9 their effect are
about two orders of magnitude smaller. Here we will
consider an out-of-plane displacement h, and a in-plane
displacement u. The strain tensor εµν is given by
41,
εµν =
1
2
(∂µh∂νh) +
1
2
(∂µuν + ∂νuµ) . (5)
We are considering the most simple propagating defor-
mation, made from a time dependent out-of plane defor-
mation,
h(r, t) = h0 cos (G · r − Ωt), (6)
where G is the wave-vector of the strain, with compo-
nents (G1, G2). The time-frequency of the strain is given
by Ω, which is related with G = |G| as Ω/G = vs, where
vs is the strain-propagation velocity, given by the speed
of flexural modes. Then we add the possibility of an in-
plane strain,
u(r, t) = 0 · r + uc cos (G · r − Ωt)), (7)
where the first term represents a externally applied uni-
form strain field, used to avoid excessive bending, plus a
second term representing a coupled in-plane propagating
strain. Here 0 denotes a space-independent strain ten-
sor, and uc is a constant vector7. Typical values of these
parameters38,42 are h0 ≈ 0.5nm to h0 ≈ 1nm for small
in-plane compressive strains of ≈ 0.6%, and G = 2pi/λ,
where λ ranges from 0.7 nm to 100 nm. Notice the huge
value of h0 when compared with the in-plane strain; this
is due to the strong resistance to compression of C-C
bonds38.
The fields given by Eq. (6) and by Eq. (7) are in-
troduced into Eq. (5) to obtain the deformation tensor.
The resulting tensor is thus used in Eq. (3) and Eq. (4)
to find the pseudo-vector and pseudo-scalar potentials.
Consider first the out-of-plane contribution to the pseu-
dopotentials,
V (r, t) = g¯ sin2 φ, (8)
A(r, t) = β¯
(
G21 −G22,−2G1G2
)
sin2 φ. (9)
Here we have defined g¯ = (g/2)(Gh0)
2 and β¯ =
~βh20/(4acc). To simplify notation, we also defined an
important variable, the phase of the wave φ = G ·r−Ωt.
The in-plane contribution to the pseudopotentials can
be calculated in a similar way. However, it is very
well known that the constant in-plane strain leads to a
renormalized-direction-dependent Fermi velocity7. As-
suming that the axis coincide with the principal direc-
tions of the strain, the Fermi velocity is now a diagonal
tensor with components (vF )µµ = [1 + (1−β)0µµ]v0F . To
keep the equations simple, and since we can chose exter-
nally the strain, we suppose that the field is such that
the Fermi velocity is the same in the x and y directions.
Then we can use Eq. (2) by making the renormalization
v0F → vF = [1 + (1 − β)0xx]v0F . Let us now consider the
coupled in-plane strain potentials. This results in a new
contribution Vc(r, t) = g¯c sinφ with g¯c = gu
c ·G, and
Ac(r, t) = β¯c(G
2 cos θc,−2GG2ucx/uc) sinφ. (10)
Here β¯c = ~βuc/(2accG) and θc is the angle between
uc and G. Although, h0 enters quadratically in the po-
tentials while uc linearly, we are considering out-of-plane
deformations, where h0/u
c  1 such that g¯  g¯c and
β¯  β¯c. Thus the in-plane coupled part can be neglected.
Eventually, it can be included following the same proce-
dure considered here.
Finally, since (G1± iηG2)2 = G21−G22± 2iηG1G2, the
Dirac equation coupled with the propagating deforma-
tion is,
∂
∂t
ψA =
g¯
i~
sin2 φψA − vF
[
η∂x ∓ i∂y
+
β¯
i~
sin2(φ)(G1 ± iηG2)2
]
ψB .
(11)
The lower signs are used to obtain a second equation,
made by replacing A → B and B → A in Eq. (11). ψA
and ψB are the two components of the spinor Ψη(r, t).
They represent the wavefunction components of the elec-
tron in each of the graphene’s triangular sublattices A
and B. The most important step in the solution of this
problem is to propose a solution of the form43,
ψρ = exp
[
ik · r − iEt
~
]
Φρ(φ), (12)
where Φρ(φ) is a function to be determined for ρ = A,B,
and E is an energy related to the momentum p = ~k
by E = vF~|k|. This ansatz is equivalent to consider the
problem in the space-time frame of the moving wave32,44.
3As detailed in the supplementary section, the system of
differential equations can be further rewritten in terms
of two new functions ΓA(φ) and ΓB(φ), defined by,
Γρ = e
i[ηγ/2+pi/4+k˜||φ−ηA˜0 cos(3γ)(φ−sinφ cosφ)/2]Φρ, (13)
and obtain,
dΓA(φ)
dφ
= D(φ)ΓA(φ) + C(φ)ΓB(φ), (14)
dΓB(φ)
dφ
= −C(φ)ΓA(φ)−D(φ)ΓB(φ), (15)
where C(φ) and D(φ) are defined as,
C(φ) = η(|k˜| − g˜ sin2 φ),
D(φ) =
[
A˜0 sin(3γ) sin
2 φ− ηk˜⊥
]
,
and A˜0 = β¯G/~ and g˜ = g¯/vF~G. Here the vector
k˜ = (k˜x, k˜y), defined as k˜ = k/G, was projected into the
parallel and perpendicular directions of the propagating
corrugation (see supplementary material),
k˜|| = k˜ cos(γ − α), k˜⊥ = k˜ sin(γ − α),
where γ = tan−1 (G2/G1) is the angle between the x axis
(graphene’s zigzag direction) and the propagating direc-
tion of the flexural mode. The angle α is the direction of
the momentum given by α = tan−1 (ηky/kx).
As explained in the supplementary material, by elimi-
nation of ΓB(φ), Eqns. (14) and (15) can be written as
a single second order ordinary differential equation. In
the resulting equation, the first derivative of ΓA(φ) can
be further eliminated by using the ansatz,
ΓA(φ) =
Z(φ)√
C(φ)
, (16)
where Z(φ) follows a Hill’s equation,
d2Z(φ)
d2φ
+ F (φ)Z(φ) = 0, (17)
with F (φ) defined as,
F (φ) = −
[
D′(φ)− C
′(φ)
C(φ)
D(φ)− C2(φ)
+D2(φ)
]
+
C ′′(φ)
2C(φ)
− 3
4
(
C ′(φ)
C(φ)
)2
.
(18)
The resulting Hill equation is difficult to be solved an-
alytically for all cases. Yet there are important solvable
limiting cases. Let us first consider a pseudo-magnetic
field without a pseudo-scalar field. In this case, we have
g˜ = 0 and C(φ) = η|k˜|. Therefore, from Eq. (17) we
obtain,
−d
2ΓA(φ)
dφ2
+
[
d
dφ
D(φ)− |k˜|2 +D2(φ)
]
ΓA(φ) = 0. (19)
Since the flexural mode amplitude is small, in Eq. (19)
we can neglect the quadratic term in A˜0. Eq. (19) is thus
transformed into the following Mathieu equation,
d2ΓA(ζ±)
dζ2±
+ [a± − 2qcos(2ζ±)] ΓA(ζ±) = 0, (20)
by using a change of variables from φ to ζ+ and ζ−. For
the valley η = 1, the variable ζ+ must be used,
ζ+ = φ− φ0, (21)
while for the valley η = −1, ζ− must be used
ζ− = φ+ φ0, (22)
The parameters φ0 and q are defined as,
tan(2φ0) =
1
k˜⊥
, q =
A˜0
2
sin(3γ)
√
1 + k˜2⊥ (23)
while a± is defined as,
a± = k˜2|| + ηk˜⊥A˜0sin(3γ), (24)
The are some important remarks concerning this equa-
tion. It describes a well known classical problem: a
parametric pendulum. In such pendulum, the length
is changed periodically resulting in a pattern of reso-
nances. Fig. 2 present the allowed regions for stable
solutions of the Mathieu equation, which for this prob-
lem indicates that the spectrum is made of bands and
gaps. To understand the gap opening, suppose that
k˜⊥ = 0. As seen in Fig. 2, for q  1 gaps are open
whenever a± = k˜2|| ≈ n2 with n = 1, 2, 3, ... resulting
in |k| ≈ nG, which is a diffraction condition due to the
ripple wave-periodicity. Translated into energy, this con-
dition is E ≈ nvF~G, which is the energy of an electron
with momentum G. In graphene, ~vF ≈ 0.65775 eV.nm,
and E ≈ (4.13/λ) eV.nm if λ is given in nanometers7.
For example, E ≈ 0.0413 eV for a ripple with λ = 100
nm. As h0 grows, E decreases from this value. For q = 1,
a gap opens at the Dirac point. On the other hand, if
|k˜| ≈ k˜⊥  1, then a± ≈ q and the gaps become much
wider, meaning that in general, the propagation is pref-
erentially in a direction parallel to the ripple. For a fixed
value of a± and q, the general solution is a linear combi-
nation of the Mathieu cosine C(a±, q, ζ) and Mathieu sine
S(a±, q, ζ) functions. In this particular case, the solution
must reduce to the free-particle wavefunction for A˜0 = 0.
By taking into account that C(a±, 0, ζ) = cos(
√
a±ζ) and
S(a±, 0, ζ) = sin(
√
a±ζ), the solution can be written as,
Γ(ζ±) = [C(a±, q, ζ±) + iS(a±, q, ζ±)]
(
1
s exp(iα)
)
.
(25)
4where s = ±1, where the minus is used for the conduction
and valence bands respectively. The second observation
is that solutions on each valley are out of phase by a
factor 2φ0. This is an suggests a kind of quantum pump
that deserves further investigation.
q
a+_
Unstable
region
FIG. 2. (Color online) Spectrum of the Mathieu equation
showing the allowed and forbidden (shaded area) regions.
This spectrum is valid for the pure pseudovectorial case (see
Eqns. (23) and (24) ) or for the pseudovectorial and pseu-
doscalar case with |k˜| >> A˜0 and|k˜| >> g˜ (see Eqns. (28)
and (32)). The order of the gaps are indicated.
.
Let us now analyze the presence of both pseudo scalar
and pseudo vectorial fields. The expression for F (φ) is in
general too complicated to extract the physical behavior
behind it. Instead consider first the limit ˜|k| >> g˜ and
˜|k| >> A˜0. Under such assumption F (φ) is given by,
F (φ) ≈ C
′(φ)
C(φ)
D(φ) + C2(φ)−D′(φ)−D2(φ)− C
′′(φ)
2C(φ)
,
(26)
from where it follows that,
F (φ) ≈ a± + L(k˜)cos(2φ) +M(k˜)sin(2φ), (27)
with,
a± = k˜2|| + ηk˜⊥A˜0 sin(3γ)− g˜|k|, (28)
L(k˜) = −ηk˜⊥A˜0 sin(3γ) + g˜
(
|k˜| − 1|k˜|
)
, (29)
M(k˜) = −A˜0 sin(3γ) + ηg˜ sin(γ − α), (30)
By setting,
L(k˜) cos(2φ) +M(k˜) sin(2φ) = −2q cos(φ+ φ0), (31)
where q and φ0 are given by,
q =
√
L2(k˜) +M2(k˜)
2
, (32)
and
tan(φ0) = −M(k˜)
L(k˜)
. (33)
Defining a new variable ζ = φ + φ0 which takes into ac-
count the phase shift, again we obtain a Matthieu equa-
tion for Z(ζ),
d2Z(ζ)
dζ22
+ (a± − 2q cos(2ζ))Z(ζ) = 0. (34)
Notice that for g˜ = 0, we recover exactly the case without
the scalar field, while for g˜ 6= 0, a± and q are modified
to include an energy correction due to the pseudoscalar
field. Once the solution for Z(φ) is found by using the
Matthieu functions, we obtain that,
ΓA(φ) ≈
(
1 +
g˜
k˜
sin2(φ)
)
Z(φ)
k˜
. (35)
When |k˜| ≤ g˜, the previous approximations brake
down. Thus a different approach is needed. For sim-
plicity, consider the case D(φ) = 0. Instead of using Eq.
(18), it is easier to start from Eqns. (14) and (15),
Γ′′A(φ) +
1
C(φ)
dC(φ)
φ
Γ′A(φ) + C(φ))
2ΓA(φ) = 0, (36)
resulting in,
Γ′′A(φ) +
q sin(2φ)
+ q cos(2φ)
Γ′A(φ) + (+ q cos(2φ))
2ΓA(φ) = 0,
(37)
with  = k˜−g˜/2 and q = g˜/2. By making the substitution
ΓA(φ) = u(q sin(2φ) + 2φ), it follows that u satisfies the
harmonic oscillator equation, from where the solution is
given by,
ΓA(φ) = C1 cos
[
g˜
4
sin(2φ) + (k˜ − g˜/4)2φ
]
+ C2 sin
[
g˜
4
sin(2φ) + (k˜ − g˜/4)2φ
]
,
(38)
where C1 and C2 are constants determined from the ini-
tial conditions.
Figure 3 shows a comparison between the analytical
solution Eq. (38) and a numerical solution of Eqns.
(14) and (15), obtained using a Runge-Kutta algorithm,
showing a perfect match. Figure 3 is the solution for
E˜ = k˜ = 0. In this plot g˜ = 10, corresponding to
h0 ≈ 2 nm and λ ≈ 39 nm. This value has been
chosen because it is within the limits of the physical sys-
tem and the Dirac approximation. To see this, consider
5that g¯ = (g/2)(Gh0)
2, and since G = 2pi/λ, we obtain
g¯ = (2pi2g)(h0/λ)
2. Then, g˜ = (2pi2g)(h0/λ)
2/[vF~2pi/λ]
. The biggest estimation of g is 20 eV, resulting in
g¯ ≈ 395(h0/λ)2eV. Finally, g˜ ≈ 95(h20/λ)nm−1. As-
suming h0 ≈ 1 nm, and the minimal λ ≈ 1 nm, we
have g˜ ≈ 95. From there, g˜ goes to zero as λ → ∞
and h0 → 0. However, the Dirac approximation imposes
h0/λ < 0.053, resulting in the limit g˜ < 25 to our ap-
proach.
In both solutions, we observe regions of oscillations
with a frequency determined by g˜ and k˜. Therein, the
electrons are acelerated, while for certain phases, the so-
lutions present a maximum with a wider width. It is
important to remark that our solution implies the gener-
ation of high-harmonics in response to the field. To show
this, assume that C1 = 1 and C2 = 0 in Eq. (38). Defin-
ing ω˜ = 2(k˜ − g˜/4), using a trigonometric identity and
by expanding the composition of trigonometric functions
in terms of the Bessel functions Jp(g˜/4) we obtain,
ΓA(φ) =
(
J0(g˜/4) +
∑
p=1
J2p(g˜/4)cos(4pφ)
)
cos[ω˜φ]
−
(∑
p=0
J2p+1(g˜/4)cos((2p+ 1)2φ)
)
sin[ω˜φ].
(39)
Thus, the electron dynamic response contains a rich
structure of harmonics. Observe also that the zeros of
the Bessel functions allows to tune the pseudoscalar field
in such a way that certain harmonics can be eliminated.
We end up by showing in Fig. 4 a numerical solution of
the case in which both pseudoscalar and pseudovectorial
fields are present. The mains differences are the modifi-
cation of the oscillating frequency and that the regions
of nearly constant amplitude present more structure, in-
stead of a maximum.
In conclusion, we have solved the problem of elec-
trons in graphene under a propagating ripple. This
was done by solving a Dirac equation which includes
the corresponding propagating pseudoscalar and pseu-
dovectorial fields. In the presence of a ripple with
only a pseudovectorial field, the equation can be trans-
formed into an ordinary second-order partial equation,
i.e., into the Matthieu equation. Such system presents
a spectrum made from gaps and bands. Gaps are ba-
sically determined from electron diffraction by ripple
waves. Also, electron propagation happens mainly in the
ripple-propagation-direction. For the presence of both a
pseudovectorial and pseudoscalar field, we also found a
Matthieu equations with a spectrum of bands and gaps
but with different parameters. However, when the en-
ergy of the electron is less than the energy associated
to the pseudoscalar field, a different kind of equation is
obtained. For the pure pseudoscalar field, no gaps are ob-
served. In all cases, the solutions contain high-harmonics
with respect to the fundamental frequency of the driving
2 4 6 8 10 12
ϕ
-1.0
-0.5
0.5
1.0
Γ(ϕ)
FIG. 3. (Color online) ΓA(φ) for a pure pseudoscalar field ob-
tained from the exact solution (continuous blue curve) given
by Eq. (38), compared with a numerical solution obtained
using a Runge-Kutta algorithm (points), for E˜ = k˜ = 0.
There is a perfect matching between both. The correspond-
ing parameters are A˜0 = 0, k˜⊥ = 0, for k˜ = 0, and for
g˜ = g¯/vF ~G = 10
. .
20 40 60 80
ϕ
-1.0
-0.5
0.5
1.0
Γ(ϕ)
FIG. 4. (Color online) Numerical solution obtained using a
Runge-Kutta algorithm (blue lines) in the case of an applied
pseudovectorial and pseudoscalar fields. The corresponding
parameters are A˜0 = 0.1, k˜⊥ = 0.01, for E˜ = k˜⊥, with g˜ =
g¯/vF ~G = 0.5.
field.
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6Appendix A: Obtention of Eqs. (14) and (15)
In this section of the supplementary material, we present the detailed steps needed to obtain Eqns. (14) and (15)
from Eq. (12) in the main text. First we calculate all the required partial derivatives of the wavefunction ansatz given
by Eq. (12),
∂
∂t
ψρ = e
ik·re−i
Et
~
[−iE
~
Φρ − ΩdΦρ
dφ
]
(A1)
∂
∂x
ψρ = e
ik·re−i
Et
~
[
ikxΦρ +G1
dΦρ
dφ
]
(A2)
∂
∂y
ψρ = e
ik·re−i
Et
~
[
ikyΦρ +G2
dΦρ
dφ
]
(A3)
After substituting these partials in Eq. (11), we get two equations for ΦA and ΦB ,
− iE
~
ΦA − ΩdΦA
dφ
=
g¯
i~
sin2 φΦA
− vF η
(
ikxΦB +G1
dΦB
dφ
)
− ivF
(
ikyΦB +G2
dΦB
dφ
)
+ vF
β¯
i~
sin2 φ(G1 + iηG2)
2ΦB ,
(A4)
− iE
~
ΦB − ΩdΦB
dφ
=
g¯
i~
sin2 φΦB
− vF η
(
ikxΦA +G1
dΦA
dφ
)
+ ivF
(
ikyΦA +G2
dΦA
dφ
)
+vF
β¯
i~
sin2 φ(G1 − iηG2)2ΦA,
(A5)
Let γ = tan− 1 (G2/G1) such that G1 = G cos γ and G2 = G sin γ with G =
√
G21 +G
2
2. With these definitions we
have
G1 ± iηG2 = G (cos γ ± iη sin γ) = Ge±iηγ (A6)
such that
(G1 ± iηG2)2 = G2e±2iηγ . (A7)
Using the previous expression, we can rewrite Eq. (A4) and (A5) as follows,
−iE˜ΦA = −ig˜ sin2 φΦA
− iηk˜xΦB − k˜yΦB − ηe−iηγ dΦB
dφ
+ iA0e
+i2ηγ sin2 φΦB ,
(A8)
−iE˜ΦB = −ig˜ sin2 φΦB
− iηk˜xΦA + k˜yΦA − ηeiηγ dΦA
dφ
+ iA0e
−i2ηγ sin2 φΦA,
(A9)
7where we have defined E˜ =
E
~vFG
, g˜ =
g¯
~vFG
=, k˜x =
kx
G
, k˜y =
ky
G
and A0 =
β¯G
~
. Also, we have used that since
Ω
G
= Vs, we have
Ω
vFG
=
vs
vF
 1 and we can neglect the second term on each equation,
We can rewrite these equations in the following manner,
dΦB
dφ
= iηeiηγ
(
E˜ − g˜ sin2 φ
)
ΦA − ieiηγ
(
k˜x − iηk˜y − ηA0e+i2ηγ sin2 φ
)
ΦB , (A10)
dΦA
dφ
= iηe−iηγ
(
E˜ − g˜ sin2 φ
)
ΦB − ie−iηγ
(
k˜x + iηk˜y − ηA0e−i2ηγ sin2 φ
)
ΦA, (A11)
the terms with the momentum components can be written as
k˜x ± iηk˜y = k˜e±iηα (A12)
and then
dΦB
dφ
= iηeiηγ
(
E˜ − g˜ sin2 φ
)
ΦA − ieiηγ
(
k˜e−iηα − ηA0e+i2ηγ sin2 φ
)
ΦB , (A13)
dΦA
dφ
= iηe−iηγ
(
E˜ − g˜ sin2 φ
)
ΦB − ie−iηγ
(
k˜eiηα − ηA0e−i2ηγ sin2 φ
)
ΦA, (A14)
We apply the following transformation,
χA = exp (
iηγ
2
) exp (
ipi
4
)ΦA
χB = − exp (−iηγ
2
) exp (
−ipi
4
)ΦA,
(A15)
or
ΦA = exp (
−iηγ
2
) exp (
−ipi
4
)χA
ΦB = − exp ( iηγ
2
) exp (
ipi
4
)χA.
(A16)
to Eq. A13 and Eq.A14 to obtain,
− dχB
dφ
= η
(
E˜ − g˜ sin2 φ
)
χA + ik˜e
iη(γ−α)χB − iηe+i3ηγA0 sin2 φχB , (A17)
dχA
dφ
= η
(
E˜ − g˜ sin2 φ
)
χB − ik˜e−iη(γ−α)χA + iηe−i3ηγA0 sin2 φχA, (A18)
We expand the exponentials in terms of sines and cosines,
−dχB
dφ
=η
(
E˜ − g˜ sin2 φ
)
χA + ik˜ cos(γ − α)χB
− ηk˜ sin(γ − α)χB − iηA0 cos(3γ) sin2 φχB +A0 sin(3γ) sin2 φχB ,
(A19)
−dχA
dφ
=η
(
E˜ − g˜ sin2 φ
)
χB − ik˜ cos(γ − α)χA
− ηk˜ sin(γ − α)χA + iηA0 cos(3γ) sin2 φχA +A0 sin(3γ) sin2 φχA,
(A20)
To eliminate the terms with imaginary coefficients in the previous equations, we propose to use the following trans-
formation,
χρ = exp
[
−ik˜ cos(γ − α)φ+ iηA0 cos(3γ)
(
1
2
φ− 1
2
sinφ cosφ
)]
Γρ (A21)
8from where we obtain the following set of equations,
− dΓB
dφ
= η
(
E˜ − g˜ sin2 φ
)
ΓA − ηk˜ sin(γ − α)ΓB +A0 sin(3γ) sin2 φΓB , (A22)
dΓA
dφ
= η
(
E˜ − g˜ sin2 φ
)
ΓB − ηk˜ sin(γ − α)ΓA +A0 sin(3γ) sin2 φΓA, (A23)
or
dΓA
dφ
=
[
A0 sin(3γ) sin
2 φ− ηk˜ sin(γ − α)
]
ΓA + η
(
E˜ − g˜ sin2 φ
)
ΓB , (A24)
dΓB
dφ
= −η
(
E˜ − g˜ sin2 φ
)
ΓA −
[
A0 sin(3γ) sin
2 φ− ηk˜ sin(γ − α)
]
ΓB , (A25)
Using the dispersion relation E˜ = |k˜|, the final Eqns. (14) and (15) are obtained.
Appendix B: Reduction of the coupled differential equations to an ordinary differential equation
Let us now study the properties of Eq. (14) and (15). This system can be written in terms of a matrix J(φ) acting
on a vector,
dΓ(φ)
dφ
= J(φ)Γ (B1)
where Γ(φ) = (ΓA(φ),ΓB(φ)) and,
J(φ) =
[
D(φ) C(φ)
−C(φ) −D(φ)
]
(B2)
This represents a system of linear differential equations with periodic variable coefficients. Its solution can be written
as,
Γ(φ) = P (φ)eφG (B3)
where P (φ) is a non-singular matrix, in this case with periodicity pi, and G is a constant matrix. The solution Γ(φ)
has the property that,
Γ(φ) = Γ(φ+ pi) = epiG (B4)
The eigenvalues of the matrix exppiG, denoted as exppiλ1 and exppiλ2 , are known as the quasienergies, while λ1 and λ2
are called the Floquet exponents). They satisfy the Liouville’s formula,
λ1 + λ2 =
1
pi
∫ pi
0
trJ(φ)dφ (B5)
which in this case leads to the condition λ1 = −λ2.
Unfortunately, there is no general method to further proceed and obtain P (φ). Yet in this case we can reduce the
system to a second order ordinary differential equation. To achieve such reduction, from Eq.(11) we write,
ΓB(φ) =
1
C(φ)
dΓA
dφ
− D(φ)
C(φ)
ΓA, (B6)
as long as C(φ) 6= 0. This already shows a fundamental difference between the pseudo scalar and pseudo vectorial
field since C(φ) can be zero for a certain φ whenever |E˜| < |g˜|.
For the moment, assume that C(φ) 6= 0. By taking the derivative of the previous equation,
dΓB(φ)
dφ
=
1
C(φ)
d2ΓA
dφ2
+
d
dφ
(
1
C(φ)
)
dΓA
dφ
− D(φ)
C(φ)
dΓA
dφ
− d
dφ
(
D(φ)
C(φ)
)
ΓA, (B7)
9we can introduce the two previous equations into Eq. (15), resulting in an uncoupled equation,
− 1
C(φ)
d2ΓA
dφ2
− d
dφ
(
1
C(φ)
)
dΓA
dφ
+
D(φ)
C(φ)
dΓA
dφ
+
d
dφ
(
D(φ)
C(φ)
)
ΓA = C(φ)ΓA +
D(φ)
C(φ)
dΓA
dφ
− D
2(φ)
C(φ)
ΓA, (B8)
Collecting terms, the system of Eqns. (14) and (15) is transformed into an ordinary differential equation,
− d
2ΓA
dφ2
+
1
C(φ)
dC(φ)
dφ
dΓA
dφ
+
[
C(φ)
d
dφ
(
D(φ)
C(φ)
)
− C2(φ) +D2(φ)
]
ΓA = 0, (B9)
The first derivative of ΓA(φ) can be eliminated by using the following ansatz,
ΓA(φ) =
Z(φ)√
C(φ)
(B10)
resulting that Z(φ) follows a Hill’s equation,
d2Z(φ)
d2φ
+ F (φ)Z(φ) = 0 (B11)
with F (φ) defined as,
F (φ) = −
[
D′(φ)− C
′(φ)
C(φ)
D(φ)− C2(φ) +D2(φ)
]
+
C ′′(φ)
2C(φ)
− 3
4
(
C ′(φ)
C(φ)
)2 (B12)
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