Distance-regular graphs with light tails  by Jurišić, Aleksandar et al.
European Journal of Combinatorics 31 (2010) 1539–1552
Contents lists available at ScienceDirect
European Journal of Combinatorics
journal homepage: www.elsevier.com/locate/ejc
Distance-regular graphs with light tails
Aleksandar Jurišić a,b, Paul Terwilliger c, Arjana Žitnik d,b
a Faculty of Computer and Information Science, University of Ljubljana, Slovenia
b Institute of Mathematics, Physics and Mechanics, Ljubljana, Slovenia
c Department of Mathematics, University of Wisconsin-Madison, Madison, WI 53706-1388, USA
d Faculty of Mathematics and Physics, University of Ljubljana, Slovenia
a r t i c l e i n f o
Article history:
Available online 24 September 2009
a b s t r a c t
LetΓ be a distance-regular graphwith valency k ≥ 3 and diameter
d ≥ 2. It is well known that the Schur product E ◦ F of any
two minimal idempotents of Γ is a linear combination of minimal
idempotents of Γ . Situations where there is a small number of
minimal idempotents in the above linear combination can be very
interesting, since they usually imply strong structural properties,
see for example Q -polynomial graphs, tight graphs in the sense of
Jurišić, Koolen and Terwilliger, and 1- or 2-homogeneous graphs in
the sense of Nomura. In the casewhen E = F , the rank oneminimal
idempotent E0 is always present in this linear combination and can
be the only one only if E = E0 or E = Ed and Γ is bipartite. We
study the case when E ◦ E ∈ span{E0,H} \ span{E0} for some
minimal idempotent H of Γ . We call a minimal idempotent E with
this property a light tail. Let θ be an eigenvalue of Γ not equal to
±k and with multiplicitym. We show that
m− k
k
≥ − (θ + 1)
2 a1 (a1 + 1)(
(a1 + 1) θ + k
)2 + k a1 b1 .
Let E be the minimal idempotent corresponding to θ . The
equality case is equivalent to E being a light tail. Two additional
characterizations of the case when E is a light tail are given. One
involves a connection between two cosine sequences and the other
one a parameterization of the intersection numbers of Γ with a1
and the cosine sequence corresponding to E.We also studydistance
partitions of vertices with respect to two vertices and show that
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the distance-regular graphs with light tails are very close to being
1-homogeneous. In particular, their local graphs are strongly
regular.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Let Γ be a distance-regular graph with valency k ≥ 3, diameter d ≥ 2 and set n = |VΓ |. Let
k = θ0 > θ1 > · · · > θd be the eigenvalues of Γ and E0, . . . , Ed the corresponding minimal
idempotents. It is well known that the Schur product (i.e., the entry-wise product) of any twominimal
idempotents Ei and Ej, i, j ∈ {0, . . . , d}, is a linear combination of minimal idempotents of Γ , i.e.,
Ei ◦ Ej = 1n
d∑
h=0
qhij Eh, (1)
where the constants qhij are called the Krein parameters of Γ . Set E = Ei, F = Ej and let ` be the
number of nonzero Krein parameters qhij, h ∈ {0, . . . , d}. If Γ is Q -polynomial with respect to E, then
` ≤ 3 by the Delsarte’s characterization of Q -polynomial graphs [7, Theorem 5.16], cf. [2, Proposition
2.7.1]. If furthermore the aboveQ -polynomial structure is also dual bipartite in the sense of Dickie and
Terwilliger [8], then ` ≤ 2. Situations with small ` can be very interesting, since they usually imply
strong structural properties, see for example [13] or [6]. By [1, Proposition II.3.7], we have ` > 0. If
one of the minimal idempotents E and F is
• E0, then we have E0 ◦ E = 1nE,
• Ed for Γ bipartite, then we have Ed ◦ Ei = 1nEd−i.
We call minimal idempotents E0 and in addition Ed when Γ is bipartite trivial. Suppose from now
on that E and F are non-trivial. Pascasio [26] showed that ` = 1 if and only if Γ is tight. Tight graphs
were introduced by Jurišić, Koolen and Terwilliger in [15]. One of their characterizations was that in
the casewhen d ≥ 3, the graphΓ is tight if and only if it is 1-homogeneous in the sense of Nomura [25]
and ad = 0.
MacLean [19–21] studied the case ` = 2 for Γ bipartite, and called such a pair of minimal
idempotents E, F taut. He found all the possible pairs of taut idempotents and studied the structure
of the corresponding graphs.
Let us now assume E = F . Then ` ≥ 2 and the right hand side of (1) always contains E0 by
[26, Theorem 1.3] and [2, Lemma 2.3.1(ii)]. Lang [18] also assumed Γ is bipartite and studied the
case E ◦ E ∈ span{E0, E,H} for some minimal idempotent H of Γ . He called the minimal idempotent
E with this property a tail. If Γ is Q -polynomial with respect to E, then E is a tail. The converse is
not necessarily true. Lang gives a necessary and sufficient condition when does a tail in a bipartite
distance-regular graph extend to aQ -polynomial structure. In [17] Jurišić, Terwilliger and Žitnik show
that a similar condition is sufficient also for general distance-regular graphs.
We also study the case E = F and assume ` = 2 (but the graph Γ is not necessarily bipartite).
We call a minimal idempotent E with this property a light tail. In this situation many of the Krein
parameters vanish and MacLean’s technique [19] is applied, see Section 3. This way we obtain a new
inequality for a distance-regular graphΓ with valency k ≥ 3 and diameter d ≥ 2. It can be considered
as a lower bound for eigenvalue multiplicitym of an eigenvalue θ 6= ±k:
m− k
k
≥ − (θ + 1)
2 a1 (a1 + 1)(
(a1 + 1) θ + k
)2 + k a1 b1 .
The equality case is equivalent to the minimal idempotent E corresponding to θ being a light tail. If
a1 = 0, the inequality simplifies tom ≥ k. This is awell-known result that follows from the Terwilliger
Tree Bound [28].
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In Section 4 we characterize a minimal idempotent E being a light tail with a set of relations
for the cosine sequences corresponding to E and another minimal idempotent. This implies a
parameterization of the intersection numbers of Γ with a1 and the cosine sequence corresponding to
a given light tail E. It is also presented in the form of a characterization, see Section 5. In the following
section, we study the homogeneous property of graphs with a light tail and show that such graphs are
very close to being 1-homogeneous. In particular, their local graphs are strongly regular.
There exist several distance-regular graphs with light tails. The triangle-free ones have already
been extensively studied. Namely, these graphs have an eigenvalue with multiplicity equal to the
valency. The bipartite graphs have been classified by Nomura [25] and Yamazaki [30]. Also, triangle-
and pentagon-free graphs have been classified by Jurišić, Koolen and Miklavič [14]. The triangle-free
graphs containing pentagons have been considered by Coolsaet, Jurišić and Koolen in [5]. Many of
such graphs have been shown to have the 1-homogeneous property in the sense of Nomura [24],
in particular in the diameter three case. In this case Jurišić, Koolen and Žitnik [16] showed that the
primitive graphs are formally self-dual and thus also Q -polynomial. The examples of graphs with
light tails, include apart from the triangle-free ones, also
• the Smith graphs, see Cameron, Goethals and Seidel [3],
• Johnson graphs J(2d, d), see [2, Section 9.1],
• halved cubes 12Q2d and 12Q2d+1, see [2, Section 9.2 D],
• Hermitian dual-polar graphs [2A2d−1(r)], see [2, Section 9.4],
• the Meixner1 graph [23] and the Soicher1 graph [27].
It turns out that when the diameter is at least 3, all these examples are also tight, apart from two
families: dual-polar graphs [2A2d−1(r)] and halved cubes 12Q2d+1.
2. Preliminaries
In this section we review some definitions and basic concepts. See Brouwer, Cohen and
Neumaier [2] and Godsil [9] for more background information. Throughout this paper Γ denotes a
finite, undirected, connected graph, without loops or multiple edges, with vertex set VΓ , edge set
EΓ , the shortest path-length distance function ∂ and diameter d := max{∂(x, y) | x, y ∈ VΓ }.
For x ∈ VΓ and for an integer i we define Γi(x) to be the set of vertices of Γ at distance i from x
and abbreviate Γ (x) := Γ1(x). The graph Γ is said to be distance-regular whenever for all integers
h, i, j (0 ≤ h, i, j ≤ d), and all x, y ∈ VΓ with ∂(x, y) = h, the number phij := |Γi(x) ∩ Γj(y)| is
independent of vertices x and y. The constants phij (0 ≤ h, i, j ≤ d) are known as the intersection
numbers of Γ . For notational convenience define ci := pi1,i−1 (1 ≤ i ≤ d), ai := pi1i (0 ≤ i ≤ d), bi :=
pi1,i+1 (0 ≤ i ≤ d− 1), ki := p0ii (0 ≤ i ≤ d), and set c0 = 0 = bd and n := |VΓ |. We observe a0 = 0
and c1 = 1. Moreover, ai + bi + ci = k (0 ≤ i ≤ d), where k := k1 is the valency of Γ .
A graphΓ is said to be strongly regular with parameters (ν, κ, λ, µ)wheneverΓ has ν vertices and
is regular with valency κ , adjacent vertices of Γ have precisely λ common neighbours, and distinct
non-adjacent vertices of Γ have precisely µ common neighbours. Note that distance-regular graphs
of diameter 2 are strongly regular.
Let Γ be a distance-regular graph on n vertices with diameter d and valency k. Then it has d + 1
distinct eigenvalues; we denote them by θ0 > θ1 > · · · > θd. We denote by mi the multiplicity of
θi. It always holds that θ0 = k and the eigenvalue k is called the trivial eigenvalue. If Γ is bipartite,
we also have θd = −k. The multiplicities of k and−k are equal to one when Γ is connected. For each
i (0 ≤ i ≤ d) let Ai be the matrix with rows and columns indexed by the set of vertices VΓ , and x, y
entry of Ai equal to 1 if ∂(x, y) = i and 0 otherwise. We call Ai the i-th distance matrix of Γ , and let
us set A := A1. When the graph Γ is distance-regular, the distance matrices I, A1, A2, . . . , Ad form a
basis for a commutative semi-simple R-algebraM, known as the Bose–Mesner algebra of Γ . For each
eigenvalue θi of Γ there exists a minimal idempotent, denoted by Ei, such that AEi = θiEi. Note that
nE0 is the all-one matrix. The set of minimal idempotents {E0, E1, . . . , Ed} is another basis ofM. Then
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(d+ 1)× (d+ 1)matrices P and Q are defined by
Ai =
d∑
j=0
Pji Ej and Ei = 1n
d∑
j=0
Qji Aj (0 ≤ i ≤ d). (2)
The entries of the matrix P are called the eigenvalues of Γ and the entries of the matrix Q are called
the dual eigenvalues of Γ . In particular, Pj1 = θj for j ∈ {0, . . . , d}. The Bose–Mesner algebra of the
graph Γ is closed also under the Schur product, therefore, there exist real numbers qhij such that
Ei ◦ Ej = 1n
d∑
h=0
qhij Eh, i.e., QtiQtj =
d∑
h=0
qhijQth (0 ≤ t, i, j ≤ d) (3)
by (2). These numbers are calledKrein parameters. It iswell known, cf. [2, Theorem2.3.2, Lemma2.3.1],
that they are nonnegative and q0ij = δijmi for 0 ≤ i, j ≤ d. A minimal idempotent E of Γ is called a
light tail if E ◦ E = aE0 + bF for some minimal idempotent F 6= E0 and nonzero real numbers a, b. The
minimal idempotent F is then called the associated minimal idempotent to the light tail E. Note that
E0 ◦ E0 = (1/n) · E0 and if Γ is bipartite also Ed ◦ Ed = (1/n) · E0, see for example [26, Lemma 3.3].
Therefore, the eigenvalue corresponding to E is different from±k.
Finally, the numbers ω0, . . . , ωd satisfying ωj = Qji/mi are called the cosine sequence of Γ
corresponding to θi (or Ei). When we deal only with the dual eigenvalues of one matrix, we often
prefer to use the corresponding cosine sequence. The following result provides its characterization,
see for example [2, p. 128].
Lemma 2.1. Let Γ be a distance-regular graph with diameter d ≥ 2. Then for any complex numbers
θ, ω0, . . . , ωd, the following statements are equivalent.
(i) θ is an eigenvalue of Γ and ω0, . . . , ωd is the corresponding cosine sequence.
(ii) ω0 = 1 and ciωi−1+aiωi+biωi+1 = θωi (0 ≤ i ≤ d), where ω−1, ωd+1 are indeterminates. 
In particular, we have ω1 = θ/k, ω2 = (θ2 − a1θ − k)/(kb1),
kb1(ω1 − ω2) = (k− θ)(1+ θ) and kb1(1− ω2) = (k− θ)(θ + k− a1). (4)
3. The inequality
In this section we derive a new inequality for a distance-regular graph Γ , which involves a
non-trivial eigenvalue of Γ , its multiplicity m, valency k and a1. The inequality is obtained by
calculating the determinant of the Gram matrix of appropriately chosen vectors. This leads also to
a characterization of the equality case in terms of vanishing of certain Krein parameters. To calculate
the scalar products from the Gram matrix, we follow MacLean [19, Lemma 3.7], where only bipartite
graphs are considered.
Lemma 3.1. Let Γ be a distance-regular graph with valency k ≥ 3 and diameter d ≥ 2. Let θ0 > θ1 >
· · · > θd be the eigenvalues of Γ . Fix an integer i ∈ {1, . . . , d} and let ω0, . . . , ωd be the cosine sequence
corresponding to θi. Define εt = εt(i) by
εt = 1m2i
d∑
h=0
qhiimh θ
t
h (0 ≤ t ≤ 2). (5)
Then (i) ε0 = 1, (ii) ε1 = kω21 and (iii) ε2 = k(ω22 b1 + ω21a1 + 1).
Proof. By Lemma 2.1, the definition of the cosine sequence and (2), we can express the powers of an
eigenvalue θh with the dual eigenvalues of Γ :
1 = Q0h/mh, θh = k Q1h/mh, θ2h = k(Q2h b1 + Q1h a1 + Q0h)/mh.
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To finish the calculation of εt , we use the right relation of (3) that connects Krein parameters to the
dual eigenvalues (and furthermore to the cosine sequence):
ε0 = 1m2i
d∑
h=0
qhiimhθ
0
h = Q 20i/m2i = 1,
ε1 = 1m2i
d∑
h=0
qhiimhθ
1
h =
1
m2i
d∑
h=0
qhii k Q1h = k Q 21i/m2i = kω21,
ε2 = 1m2i
d∑
h=0
qhiimhθ
2
h =
1
m2i
d∑
h=0
qhii k
(
Q2h b1 + Q1h a1 + Q0h
)
= k(Q 22i b1 + Q 21i a1 + Q 20i)/m2i = k(ω22b1 + ω21a1 + 1). 
Theorem 3.2. Let Γ be a distance-regular graph with valency k ≥ 3, diameter d ≥ 2 and eigenvalues
θ0 > θ1 > · · · > θd. Let θi be an eigenvalue of Γ such that θi 6= ±k. Then
mi − k
k
≥ − (θi + 1)
2 a1 (a1 + 1)(
(a1 + 1) θi + k
)2 + k a1 b1 , (6)
with equality attained if and only if all except one of the Krein parameters qhii, h ∈ {1, . . . , d}, are equal to
zero.
Proof. Let us define a pair of vectors
v0 = 1mi
(
0,
√
q1iim1, . . . ,
√
qdiimd
)
and v1 = 1mi
(
0, θ1
√
q1iim1, . . . , θd
√
qdiimd
)
.
Their Gram matrix is computed by using (5). For example
v0 · v0 = 1m2i
d∑
h=0
qhiimh −
q0iim0
m2i
= ε0 − mi · 1m2i
= ε0 − 1mi .
This matrix is positive-semidefinite, so its determinant is nonnegative:
0 ≤
∣∣∣∣v0 · v0, v0 · v1v1 · v0, v1 · v1
∣∣∣∣ = ∣∣∣∣ε0 − 1/mi, ε1 − k/miε1 − k/mi, ε2 − k2/mi
∣∣∣∣
= (k− θi)
2
k2mib1
(
(mi − k)
(
(a1 + 1)θi + k
)2 + ka1b1
a1 + 1 + k(θi + 1)
2a1
)
.
We used Lemmas 2.1 and 3.1 and b1 = k−1−a1 to establish the last equality. Since θi 6= k, the above
inequality is easily seen to be equivalent to (6). Moreover, equality is attained in (6) if and only if (i) at
least one of the vectors v0 and v1 is equal to zero, or (ii) the vectors v0 and v1 are nonzero and linearly
dependent. Since θi 6= ±k, we havemi ≥ 2 and thus v0 ·v0 = 1−1/mi 6= 0, i.e., v0 is a nonzero vector.
This means that at least one of the Krein parameters q1ii, . . . , q
d
ii is nonzero, say q
`
ii. We will prove that
in each of the two cases qhii = 0 for all h ∈ {1, . . . , d} \ {`}. In the first case, we have v1 = 0, so all
the components of v1 are zero, i.e., θhqhii = 0 for all h ∈ {1, . . . , d}. Hence θ` = 0. Since then all other
eigenvalues are nonzero, we are done. In the second case, the two vectors are linearly dependent if
and only if there exists a nonzero real number a such that av0 + v1 = 0, i.e., (a + θh)2qhii = 0 for
all h ∈ {1, . . . , d}. Hence θ` = −a. But since all other eigenvalues are distinct from−a, we are again
done. 
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Remarks 3.3. (i) The denominator in (6) is written in the form from which it is obvious that it is
positive. The inequality (6) is equivalent also to
mi − k ≥ − a1 k (θi + 1)
2
(k+ θi)2 + a1 (θ2i − k)
(7)
and when equality holds in the above inequality, the RHS must be integral.
(ii) When a1 = 0, the inequality (6) simplifies to mi ≥ k. This inequality follows also from the
Terwilliger tree bound [28].
(iii) If a1 6= 0, θi 6= −1 and equality holds in (6), then mi < k. An eigenvalue θi 6= k has multiplicity
smaller than k only in the case when i ∈ {1, d} by [29], cf. [2, Theorem 4.4.4].
4. Light tails and cosine sequences
Nowwe return our focus to light tails and give two characterizationswhether a non-trivialminimal
idempotent of a distance-regular graph is a light tail. One characterization involves the inequality (6)
and the second one cosine sequences.
Theorem 4.1. Let Γ be a distance-regular graph with diameter d ≥ 2 and valency k ≥ 3. Let θ 6= ±k
be an eigenvalue of Γ with multiplicity m. Let ω0, . . . , ωd be its cosine sequence and E the corresponding
minimal idempotent. Then the following statements (i)–(iii) are equivalent.
(i) Equality is attained in (6) for θi = θ and mi = m.
(ii) E is a light tail.
(iii) There exists an eigenvalue θ ′ 6= k of Γ , with its cosine sequence ρ0, . . . , ρd such that
ω2i = α + β ρi (0 ≤ i ≤ d), (8)
where α = (ω21 − ρ1)/(1− ρ1) and β = (1− ω21)/(1− ρ1).
(Note that the numbers α and β are well defined, since θ ′ 6= k and thus ρ1 6= 1.)
Moreover, suppose (i)–(iii) hold and F is the minimal idempotent, associated with the light tail E. Then θ ′
is the eigenvalue corresponding to F and
(a) ρ1 = (θ2−k)(k+θ)+a1(k−θ−2θ2)k b1(k+θ) = ω2 +
a1(1−ω1)(1+kω1)
k b1(1+ω1) ,
(b) θ = θ ′ if and only if Γ is the complete multipartite graph Kt×n (i.e., the complement of t coppies of
Kn) with t ≥ 3, n ≥ 2 and θ = a1 − k or Γ is antipodal with d = 3 and θ = −1.
Proof. (i)⇔ (ii) If the equality holds in (6) then, by Theorem 3.2, exactly one of the Krein parameters
qhii, h ∈ {1, . . . , d}, is not vanishing. By (3), this is equivalent to the fact that the Schur product E ◦E is a
linear combination aE0+bF , for someminimal idempotent F 6= E0 and a, b are nonzero real numbers.
To show the equivalence of (ii) and (iii), we use the following relation, which is calculated by using
the right relation of (2), the definition of the cosine sequences and the fact that Ai ◦ Aj = δijAi:
E ◦ E =
(
m
n
d∑
i=0
ωiAi
)
◦
(
m
n
d∑
i=0
ωiAi
)
= m
2
n2
d∑
i=0
ω2i Ai. (9)
(ii)⇒ (iii) Let θ ′ be the eigenvalue corresponding to the minimal idempotent F and let ρ0, . . . , ρd be
the cosine sequence corresponding to θ ′. Let m′ denote the multiplicity of θ ′. Then, by Theorem 3.2,
the definition of the cosine sequence and (2), we have
E ◦ E = aE0 + bF = an
d∑
i=0
Ai + b m
′
n
d∑
i=0
ρiAi, (10)
for some real numbers a and b. Since the distance matrices have disjoint support, we have, by (9) and
(10), that
ω2i = α + β ρi (0 ≤ i ≤ d), (11)
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where α = a n/m2 and β = b (n2/m2)(m′/n). Setting i = 0 and i = 1 in (11), a linear system of two
equations for α and β is obtained. It yields α = (ω21 − ρ1)/(1− ρ1) and β = (1−ω21)/(1− ρ1). Note
that the numbers α and β are well defined, since θ ′ 6= k, and thus ρ1 6= 1. By expressing ω1, ω2 and
ρ1, ρ2 with θ and θ ′, respectively, using Lemma 2.1 and θ 6= ±k, the Eq. (11) for i = 2 transforms to
θ ′ = (θ
2 − k)(k+ θ)+ a1(k− θ − 2θ2)
b1(k+ θ) = kω2 +
a1(1− ω1)(1+ kω1)
b1(1+ ω1) .
Then ρ1 is obtained as ρ1 = θ ′/k.
(iii)⇒ (ii) Let F be the minimal idempotent corresponding to θ ′. By (9) and Theorem 4.1(iii), we have
E ◦ E = m
2
n2
d∑
i=0
ω2i Ai =
m2
n2
d∑
i=0
αAi + m
2
n2
d∑
i=0
βρiAi.
By (2), then the Schur product E ◦ E is equal to aE0 + bF for nonzero real numbers a and b.
Finally, let us assume (i)–(iii) hold.
(a) θ ′ and ρ1 can be calculated from the equation in (iii) for i = 2 as in the proof that (iii) follows from
(ii).
(b) Let us assume first θ = θ ′, which is equivalent to (a1 − k − θ)(k − θ)(1 + θ) = 0 by (a) and
Lemma 2.1. Suppose θ = a1−k, i.e.,ω2 = 1 by the right relation in (4). If d ≥ 3 then Γ is bipartite
by [15, Lemma 2.5] and in particular a1 = 0 and θ = −k. Contradiction! So d = 2 and Γ is
antipodal by [2, Proposition 4.4.7], whichmeans that it is a complete multipartite graph Kt×n with
t ≥ 3 and n ≥ 2. Now consider the case θ = −1, i.e., ω2 = ω1 by the left relation in (4). Then
d ≥ 3 by Lemma 2.1 and θ 6= k. Since θ = θ ′, we have also ωi = ρi for 0 ≤ i ≤ d. Therefore,
the relation (11) is a quadratic equation for ωi for 0 ≤ i ≤ dwith coefficients that do not depend
on i. So we have ωi ∈ {1, θ/k} for 2 ≤ i ≤ d. Furthermore, ω3 6= ω2, by Lemma 2.1 and θ 6= k,
so we have ω3 = 1. By [2, Proposition 4.4.7], Γ is antipodal and d = 3. Conversely, in the case
d = 2, complete-multipartite and θ = a1− k, we use (a) to calculate θ ′ = a1− k. Similarly, in the
case d = 3, antipodal and θ = −1 we use (a) to calculate θ ′ = −1. In both cases we really obtain
θ ′ = θ . 
Remarks 4.2. (i) Assume a1 = 0. Then the relation (a) simplifies to ρ1 = ω2, i.e., θ ′ = kω2. The
later was proved in [16] for the case of primitive triangle-free distance-regular graphs with diameter
3 andm = k (cf. Remark 3.3) by using scalar products and rather extensive manipulation of algebraic
equations of several variables.
(ii) IfΓ is an antipodal distance-regular graphwith d = 3, then is its third largest eigenvalue is−1 and
has multiplicity k by [2, Proposition 4.2.3]. If on the other hand Γ be a complete multipartite graph
Kt×n with t ≥ 3 and n ≥ 2, then−n is its smallest eigenvalue and has multiplicity t − 1. In both cases
(θ = −1, m = k and θ = −n, m = t − 1) we obtain equality in (6). Hence E is a light tail, together
with the property that its associated minimal idempotent is E if and only if Γ is equal to one of the
above two cases.
5. A parameterization with cosines
Using Theorem 4.1 we derive a parameterization of a distance-regular graph of diameter d with a
light tail with only d parameters.
Theorem 5.1. Let Γ be a distance-regular graph with diameter d ≥ 2 and valency k ≥ 3. Let
ω0, ω1, . . . , ωd denote complex scalars such that ω21 6= ω2 and (ωi−1−ωi)(ωi+1−ωi)(ωi+1−ωi−1) 6= 0
for i ∈ {1, . . . , d− 1}. Then the following statements (i)–(ii) are equivalent.
(i) The scalars ω0, ω1, . . . , ωd form a cosine sequence corresponding to a minimal idempotent of Γ and
this minimal idempotent is a light tail.
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(ii) ω0 = 1, ω1 6= −1,
(ωd(ω1 − 1)(ωd−1 + ωd)− ω21 + ω2d − ω2(ω2d − 1)) k b1(1+ ω1)
= a1(1− ω1)(1+ kω1)(ω2d − 1),
k = 1− ω2 + a1(ω1 − ω2)
ω21 − ω2
, cd = k ωd (1− ω1)
ωd − ωd−1 ,
bi = (k− a1(1+ ω1)
−1)(ω2i − 1) (ω2 − ω1)+ k(ωi ωi−1 − ω1) (1− ω1)
(ωi − ωi+1) (ωi−1 − ωi+1)
(1 ≤ i ≤ d− 1),
ci = (k− a1(1+ ω1)
−1)(ω2i − 1) (ω2 − ω1)+ k(ωi ωi+1 − ω1) (1− ω1)
(ωi−1 − ωi) (ωi−1 − ωi+1)
(1 ≤ i ≤ d− 1).
Proof. (i)⇒ (ii) Let θ be the eigenvalue corresponding to the cosine sequence ω0, . . . , ωd, so ω0 = 1
by Lemma 2.1. Sinceω21 6= ω2, we observe that θ 6= ±k and thus alsoω1 6= −1. Using b1 = k−1− a1
we obtain k = (1− ω2 + a1(ω1 − ω2))/(ω21 − ω2) from Lemma 2.1.
By Theorem 4.1, there exists an eigenvalue θ ′ 6= k with the corresponding cosine sequence
ρ0, . . . , ρd such that ω2i = α + βρi for i ∈ {0, . . . , d}, where α and β are real numbers and
ρ1 = ω2 + a1(1 − ω1)(1 + kω1)/(k b1(1 + ω1)). Using Lemma 2.1 for θ and θ ′ and the relationship
between the two cosine sequences, we obtain for i ∈ {1, . . . , d} the following system of equations
ciωi−1 + aiωi + biωi+1 = kω1ωi,
ciω2i−1 + aiω2i + biω2i+1 = k
(
ρ1(ω
2
i − α)+ α
)
.
Now we eliminate ai using ai = k− bi − ci to obtain
ci(ωi−1 − ωi)+ bi(ωi+1 − ωi) = kωi(ω1 − 1), (12)
ci(ω2i−1 − ω2i )+ bi(ω2i+1 − ω2i ) = k
(
ρ1(ω
2
i − α)+ α − ω2i
)
. (13)
The determinant of this system for i ∈ {1, . . . , d−1} is (ωi−1−ωi)(ωi+1−ωi)(ωi+1−ωi−1),which is
nonzero by the assumption. So we can solve the system for ci and bi and obtain the desired formulas
for bi and ci when i < d. Finally, we consider the case i = d (note that bd = 0) and calculate cd
from (12). The relationship between ωd and ωd−1 is established by (13), ρ1 = ω2 + a1(1 − ω1)(1 +
kω1)/(k b1(1+ ω1)), and α = (w21 − ρ1)/(1− ρ1).
(ii)⇒ (i) We verify directly that Lemma 2.1(ii) is satisfied, thus the numbers ω0, . . . , ωd indeed form
a cosine sequence with respect to an eigenvalue of Γ , say θ .
It remains to show that the minimal idempotent corresponding to θ is a light tail. Because of the
assumption ω21 6= ω2, the eigenvalue θ is different from ±k. Define ρ1 = ω2 + a1(1 − ω1)(1 +
kω1)/(k b1(1 + ω1)). Since θ 6= ±k, we have ρ1 6= 1. To show this, we transform the equation
ρ1 = 1 using the relations ω1 = θ/k and ω2 = (θ2 − a1θ − k)/(k(k − 1 − a1)) to obtain
(k− θ)(θ2+ 2(k− a1)θ + k2− a1k− a1) = 0, whose only real solutions are θ = k and θ = −kwhen
a1 = 0. Now set ρ0 = 1, α = (ω21 − ρ1)/(1 − ρ1), β = (1 − ω21)/(1 − ρ1) and ρi = (ω2i − α)/β
for i = 2, . . . , d. We again verify that the numbers ρ0, . . . , ρd satisfy Lemma 2.1(ii). The last relation
follows from the assumption (ωd(ω1 − 1)(ωd−1 + ωd) − ω21 + ω2d − ω2(ω2d − 1))k b1(1 + ω1) =
a1(1−ω1)(1+kω1)(ω2d−1).Hence, the numbersρ0, . . . , ρd forma cosine sequencewith respect to an
eigenvalue of Γ , say θ ′. Observe that θ ′ 6= k since ρ1 6= 1. Finally, the cosine sequences corresponding
to θ and θ ′ satisfy the set of equations fromTheorem4.1(iii), so theminimal idempotent corresponding
to θ is a light tail by Theorem 4.1. 
Remarks 5.2. (i) The condition ω21 6= ω2 holds in the case when a1 = 0 for the cosine sequence
corresponding to any eigenvalue θ 6= ±k of Γ , which can be verified by a straightforward calculation.
(ii) Consider also the remaining assumption on the sequence {ωi}. Let us assume (i) and let θ be the
corresponding eigenvalue. Case 1: if θ is the second largest eigenvalue, then ω0 > ω1 > · · · > ωd
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by [9, Lemma 13.2.1] and the assumption is automatically fulfilled. Case 2: if θ is the least eigenvalue,
then ωi−1 6= ωi for i ∈ {1, . . . , d} by [9, Lemma 13.2.1].
If a1 6= 0 and θ 6= −1, then themultiplicity of θ is less than k by Theorem4.1; by Remark 3.3(iii), we
can apply one of the above two cases. Using the conjecture of Coolsaet et al. [5], the same conclusion
can be derived also when a1 = 0 (implying that multiplicity of θ is equal to k) in the case when Γ is
primitive.
6. The homogeneous property and the local graph
We study distance partitions with respect to two vertices. Let Γ be a graph, x, y,∈ VΓ and set
Dji(x, y) = Γi(x)∩Γj(y). A partition of the vertices of Γ into cells is equitablewhen for any vertex and
any cell the number of neighbours the vertex has in the cell is independent of the choice of the vertex
in its cell. The graph Γ is called h-homogeneous in the sense of Nomura [24] when for all its vertices x
and y at distance h the distance partition corresponding to x and y is equitable and the corresponding
parameters are independent of the choice of vertices x and y. Given a vertex x of Γ , we define the local
graph∆ = ∆(x) as the subgraph of Γ , induced by the neighbours of x. If a graph Γ is 1-homogeneous,
its local graphs are strongly regular.
In this section we show that distance-regular graphs with a light tail are close to being
1-homogeneous. In particular, their local graphs are strongly regular.We start with the result adapted
from [4, Theorem 5.1], cf. [22, Theorem 1], for which we need the following notation. Let Γ be a
distance-regular graph on n vertices. Let V be the n-dimensional Euclidean space and let us identify
the vertices VΓ with the standard orthonormal basis in V .
Theorem 6.1. Let Γ be a distance-regular graph with diameter d and let E0, . . . , Ed, be its minimal
idempotents. Then the following hold.
(i) Suppose that for some i, j, ` ∈ {0, 1, . . . , d} the Krein parameter q`ij is zero. Then the entry-wise
product EiV ◦ EjV is orthogonal to E`V .
(ii) Let i, j ∈ {0, 1, . . . , d}. Then EiV ◦ EjV ⊆∑h, qhij 6=0 EhV . 
Let Γ be a distance-regular graph. For x, y, z ∈ VΓ such that ∂(x, y) = h and z ∈ Dji(x, y), let us
define (see also Fig. 1(a))
xNW = |Dj−1i+1(x, y) ∩ Γ (z)|, xN = |Dji+1(x, y) ∩ Γ (z)|, xNE = |Dj+1i+1(x, y) ∩ Γ (z)|,
xW = |Dj−1i (x, y) ∩ Γ (z)|, xC = |Dji(x, y) ∩ Γ (z)|, xE = |Dj+1i (x, y) ∩ Γ (z)|,
xSW = |Dj−1i−1(x, y) ∩ Γ (z)|, xS = |Dji−1(x, y) ∩ Γ (z)|, xSE = |Dj+1i−1(x, y) ∩ Γ (z)|.
Note that, using basic counting arguments, we have six relations among these parameters:
lxNW + xN + xNE = bi, xNE + xE + xSE = bj,
xW + xC + xE = ai, xN + xC + xS = aj,
xSW + xS + xSE = ci, xNW + xW + xSW = cj.
(14)
At most five of them are independent since the three equations on the left hand side of (14) sum to
k = k aswell as the three equations on the right hand side. The following result provides an additional
relation.
Theorem 6.2. Let Γ be a distance-regular graph with diameter d ≥ 2 and valency k ≥ 3. Let θ 6= ±k
be an eigenvalue of Γ with multiplicity m. Let ω0, . . . , ωd be its cosine sequence and E the corresponding
minimal idempotent. Suppose E is a light tail. Let F be the minimal idempotent, associated to the light tail
E and θ ′ be the corresponding eigenvalue. Let h ∈ {1, . . . , d} and x, y ∈ VΓ such that ∂(x, y) = h. Then
the following hold.
(i) For the n-dimensional all-one vector j , we have
Ex ◦ Ey− γ j ∈ FV , where γ = m
2
n2
ωh
θ ′ − θω1
θ ′ − k .
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a b
Fig. 1. (a) The partition of neighbours of a vertex z ∈ Dji(x, y) with respect to distance from the vertices x and y; (b) Distance
partition of vertices of a triangle-free distance-regular graph with respect to two vertices at distance h.
(ii) For i, j ∈ {1, . . . , d} and z ∈ VΓ such that ∂(x, z) = i, and ∂(y, z) = j, we have
xNW ωi+1ωj−1 + xN ωi+1ωj + xNE ωi+1ωj+1 + xW ωiωj−1 + xC ωiωj + xE ωiωj+1
+ xSW ωi−1ωj−1 + xS ωi−1ωj + xSE ωi−1ωj+1 = θ ′ωiωj + ωh(θω1 − θ ′). (15)
Proof. (i) By E ◦ E ∈ span{E0, F} and Theorem 6.1(ii), we have Ex ◦ Ey ∈ E0V + FV . Therefore, there
exists a number γ such that Ex ◦ Ey − γ j ∈ FV . Denote v := Ex ◦ Ey − γ j . Then v is an eigenvector
for the adjacency matrix A of Γ with the eigenvalue θ ′. If ∂(x, s) = t , then (Ex)s = mωt/n by (2).
Similarly, if ∂(y, s) = u, then (Ey)s = mωu/n, therefore,
vs = (Ex ◦ Ey− γ j)s = m
2
n2
ωtωu − γ , and in particular vx = m
2
n2
ω0ωh − γ . (16)
Now we compute γ by using
∑
z∼x vz = θ ′vx, where we sum over all the neighbours of the vertex x.
If z is a neighbour of x, it can be at distance h, h− 1 or h+ 1 from y (and there are ah, ch and bh such
neighbours, respectively), so we obtain
ch
(
m2
n2
ω1ωh−1 − γ
)
+ ah
(
m2
n2
ω1ωh − γ
)
+ bh
(
m2
n2
ω1ωh+1 − γ
)
= θ ′vx
= θ ′
(
m2
n2
ω0ωh − γ
)
,
which gives us
γ · (θ ′ − k) = m
2
n2
(θ ′ω0ωh − ω1(chωh−1 + ahωh + bhωh+1)) = m
2
n2
(θ ′ − ω1θ)ωh.
The last equality follows by Lemma 2.1(ii). Since θ ′ 6= k, the desired γ is obtained.
(ii) Set v := Ex◦Ey−γ j . Then v is an eigenvector for the adjacency matrix A of Γ with the eigenvalue
θ ′ by (i). If ∂(x, s) = t , then (Ex)s = mωt/n by (2). Similarly, if ∂(y, s) = u, then (Ey)s = mωu/n.
Therefore,
vs = (Ex ◦ Ey− γ )s = m
2
n2
ωtωu − γ , and in particular vz = k
2
m2
ωiωj − γ . (17)
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Finally, the eigenvalue relation
∑
z′∼z vz′ = θ ′vz transforms, by (17), to (15). 
If we look at the distance partition of a vertex set of a triangle-free distance-regular graph with
respect to two vertices x and y at distance h, see Fig. 1(b), we observe that the neighbours of vertices
on the ‘‘border locations’’ are partitioned to at most 6 sets with respect to the distance from x and y.
Then it is possible to compute the numbers of neighbours with at most one free parameter as a direct
consequence of (14) and (15). Moreover, in the cases marked by I, II and V in Fig. 1(b), where (14) give
five independent relations, we obtain the following result.
Corollary 6.3. Let Γ be a distance-regular graph with diameter d ≥ 2, valency k ≥ 3 and an eigenvalue
θ 6= ±k with the associated cosine sequence ω0, . . . , ωd such that ωi 6= ωi−1 for i ∈ {1, . . . , d}. Suppose
that the minimal idempotent corresponding to θ is a light tail. Let x, y be two distinct vertices of Γ at
distance h ≤ d. Let i, j ∈ {0, . . . , d} such that
(a) |i− j| = h, (b) i = j = d, (c) i+ j = h or (d) i = j = h = 1 when a1 6= 0.
Then the numbers xNW , xN , xNE , xW , xC , xE , xSW , xS and xSE are independent of the choice of x, y and
z ∈ Dji(x, y).
Suppose that a1 6= 0. Then the local graph ∆(x) is strongly regular with parameters (n′, k′, λ′, µ′),
where n′ = k, k′ = a1,
λ′ = a1 − 1− b1 k+ θ(a1 + 1)
(k+ θ)(1+ θ) and µ
′ = a1(k+ θ(a1 + 1))
(k+ θ)(1+ θ) .
Moreover, b := −1− b1/(θ + 1) is an eigenvalue of ∆(x) and one of the following holds.
(i) b = a1 and∆(x) is the disjoint union of (a1 + 1)-cliques,
(ii) ∆(x) is connected and its eigenvalues are a1, b and a1θ/(k+ θ) with multiplicities
1,
a1k(θ + 1)2
(k+ θ)2 + a1(θ2 − k) and
b1(k+ θ)2
(k+ θ)2 + a1(θ2 − k) respectively.
Proof. Let E be the minimal idempotent corresponding to θ . Let F be the minimal idempotent,
associated to the light tail E and θ ′ be the corresponding eigenvalue. Note that θ 6= −1 sinceω1 6= ω2.
(a) Let |i − j| = h. Because of the symmetry it is enough to consider the case when i − j = h. Let
z ∈ Dji(x, y). Then z is one of the border vertices on position I in Fig. 1(b) and xN = xNW = xW = 0. Now
we solve (14) for xNE , xC , xE , xSW and xSE to obtain xNE = bi, xC = −xS+aj, xE = xS+ai−aj, xSW = cj
and xSE = ci−cj−xS . If j = 0 then xS = 0, otherwise we use (15) and the fact that consecutive cosines
of θ are distinct to obtain
xS = ωh(θ
′ − θω1)+ (aj − θ ′)ωiωj + cjωi−1ωj−1 + (ai − aj)ωiωj+1 + (ci − cj)ωi−1ωj+1 + biωi+1ωj+1
(ωi − ωi−1)(ωj − ωj+1) .
(b) Let i = j = d and z ∈ Ddd(x, y). Then xN = xNW = xNE = xE = xSE = 0, see Fig. 1(b). Now solve (14)
for xC , xSW and xW to obtain xC = ad − xS, xSW = cd − xS, xW = xS . Now we use (15) and ωd − ωd−1
to obtain
xS = θ
′ωh − θω1ωh + adω2d − θ ′ω2d + cdω2d−1
(ωd − ωd−1)2 .
(c) Let i + j = h and z ∈ Dii(x, y). Then z is one of the border vertices on position V in Fig. 1(b)
and xW = xSW = xS = 0. Now solve (14) for xNW , xN , xC , xE and xSE to obtain xNW = cj, xN =
bi − cj − xNE, xC = k − bi − bj + xNE, xE = bj − ci − xNE, xSE = ci and furthermore (15) and the fact
that consecutive cosines of θ are distinct to obtain
xNE = ωh(θω1 − θ
′)+ (θ ′ − k+ bi + bj)ωiωj + (cj − bi)ωi+1ωj + (ci − bj)ωiωj+1 − cjωi+1ωj−1 − ciωi−1ωj+1
(ωi − ωi+1)(ωj − ωj+1) .
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(d) Suppose a1 6= 0 and h = 1. Let i = j = 1 and z ∈ D11(x, y). Then xNW = xSW = xSE = 0, see Fig. 1(b).
Nowwe solve (14) for xC , xSW and xW to obtain xN = xE = b1− xNE, xW = xS = 1, xC = xNE + 2a1− k
and (15) and ω1 6= ω2 to calculate
xNE = ω1(k+ θ + θ
′ − 2a1)− θ ′ − 2− 2b1ω2
(ω1 − ω2)2 ω1.
To study the graph ∆(x) we consider the distance partition with respect to two adjacent vertices
x and y. The local graph consists of the vertices from D11(x, y), D
2
1(x, y) and y. The number of edges
between two adjacent vertices of ∆(x) equals xC (z) for z ∈ D11(x, y) which is a constant by (d). The
number of edges between two non-adjacent vertices of∆(x) equals xW (z) for z ∈ D21(x, y)which is a
constant by (a). Thus, the local graph∆(x) is strongly regular.We apply Lemma2.1 and Theorem4.1(a)
to express ω1, ω2 and θ ′ with k, a1 and θ . Then the desired expression for λ′ is obtained from (d), by
noting that λ′ = xC . The number µ′ of common neighbours for two non-adjacent vertices in ∆(x)
can be calculated from the formula µ′(k − a1 − 1) = (a1 − 1 − λ′)a1, which is obtained by a two-
way counting of the edges between adjacent and non-adjacent vertices of a given vertex from∆(x). If
µ′ = 0, we have (i) by [2, Theorem 1.3.1 (iv)]. Otherwiseµ′ 6= 0 and∆(x) is connected, so (ii) follows
by [11, Corollary 3.7] and [2, Theorem 1.3.1 (i), (vi)] using a straightforward calculation. 
Remarks 6.4. (i) The following alternative proof avoids the tedious calculation of λ′ and the
eigenvalues for the strongly regular graph in the last part of the above proof.
By Theorem 4.1, the multiplicity m of θ is smaller than k and thus by [2, Theorem 4.4.4], b :=
−1−b1/(θ+1) is an eigenvalue of∆(x)withmultiplicity at least k−m+1 if b = a1 and at least k−m
otherwise. Now, by [11, Corollary 3.7], we obtain the above formula for λ′. The numberµ′ is calculated
in the same way as before. By [11, Corollary 3.7] we then have that if b = a1 (i.e. k+ θ(a1 + 1) = 0),
then the local graphs of Γ are the disjoint union of (a1+1)-cliques. Otherwiseµ′ 6= 0 and (ii) follows
by [11, Corollary 3.7] and [2, Theorem 1.3.1].
(ii) Note that themultiplicity of the eigenvalue b is equal to the RHS of (7) and that the straightforward
calculations imply that the multiplicity of the eigenvalue θ is for one larger than the multiplicity of
the local eigenvalue a1θ/(k+ θ).
Suppose Γ is a distance-regular graph with diameter d ≥ 2, and an eigenvalue θ corresponding to
a light tail with the associated cosine sequence ω0, . . . , ωd such that wi 6= wi−1 for i ∈ {1, . . . , d}. If
we consider the distance partition with respect to two adjacent vertices x and y, Corollary 6.3 implies
that all the parameters on the border locations are constants. In the sameway it can be calculated that
there is atmost one free parameter in the caseswhen a vertex z ∈ Dii(x, y), i ∈ {1, . . . , d−1}, thus such
graphs are close to being 1-homogeneous. If Γ is triangle-free, similar results were obtained in [5].
7. Conclusion
The graphs with light tails are closely related to the Q -polynomial graphs and also to the tight
graphs. Let us recall that a distance-regular graph Γ with diameter d is Q-polynomialwith respect to a
given ordering E0, E1, . . . , Ed of minimal idempotents of Γ , whenever qh1j 6= 0 if and only if |j−h| = 1
for all distinct integers j, h ∈ {0, . . . , d}. Let Γ be such a graph. Then q211 6= 0 and q11j = qj11 = 0
for j ∈ {3, . . . , d} (with respect to this ordering of minimal idempotents). This means that only
one additional Krein parameter, namely q111, needs to be zero in order for E1 to be a light tail. Such
Q -polynomial graphs include dual bipartite Q-polynomial graphs for which also the Krein parameters
qi1i are equal to zero for i ∈ {1, . . . , d}.
Dual bipartite Q -polynomial graphs were studied in [8] where it was shown that the only dual
bipartite Q -polynomial distance-regular graphs that are not bipartite with diameter d ≥ 3 are the
Johnson graphs J(2d, d), the halved cubes 12Q2d, the Taylor graphs and the graphs with intersection
array
{β(2η + 2ηβ − β2), (β2 − 1)(2η − β + 1), βη, 1; 1, βη, (β2 − 1)(2η − β + 1),
β(2η + 2ηβ − β2)},
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where β ≥ 3, η ≥ 3β/4 are integers and η divides β2(β2 − 1)/2. Moreover, β and η are not both
odd by [12, Corollary 3.2]. For β = 4 and η = 6 we obtain the Meixner1 graph [23], which is the only
known example. All dual bipartite graphs are also tight.
By Pascasio [26], a distance-regular graph Γ with diameter d ≥ 3, with a1 6= 0, eigenvalues
k = θ0 > θ1 > · · · > θd and the corresponding minimal idempotents E0, E1, . . . , Ed is tight if and
only if E1◦Ed is a scalarmultiple of Ed−1. If a graph is tight, it follows that the Krein parameters qi1d = 0
for i 6= d − 1 and qd−11d 6= 0. If Γ is Q -polynomial with respect to the natural ordering E0, E1, . . . , Ed
of the minimal idempotents, then by the definition, also q11d = q21d = . . . = qd−21d = 0 and qd−11d 6= 0.
Thus, only one additional Krein parameter needs to be zero in order for Γ to be tight, namely qd1d, or
equivalently, q1dd. All the dual bipartiteQ -polynomial graphs, described above, are therefore also tight.
Jurišić and Koolen [13] showed that a nonbipartite antipodal distance-regular graph of diameter
four is tight if and only if q411 = 0. By [13, Theorem 4.3], a nonbipartite antipodal distance-regular
graph with the size of its antipodal class equal to two and of diameter four has q111 = q311 = 0 and
q211 6= 0. Thus such a graph is tight if and only if it has a light tail. If the size of its antipodal class is
greater or equal to two, then q144 = q344 = 0 and q244 6= 0 by [13, Theorem 4.3]. Only one more Krein
parameter needs to vanish in order for such a graph to have a light tail, namely q444. Jurišić conjectured
in [10] that in an antipodal distance-regular graph Γ with diameter 4 and a1 6= 0 the vanishing of the
Krein parameter q444 implies also vanishing of q
4
11. By this conjecture, an antipodal distance-regular
graph of diameter four that has a light tail is also tight. We propose an even stronger conjecture.
Conjecture 7.1. Let Γ be a distance-regular graph with diameter d ≥ 3, valency k ≥ 3, a1 6= 0 and an
eigenvalue θ 6= ±k whose corresponding minimal idempotent is a light tail. Then either Γ belongs to one
of the two families: dual-polar graphs [2A2d−1(r)] and halved cubes 12Q2d+1, or it is tight.
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