The diffusion least-mean square (dLMS) algorithms have attracted much attention owing to its robustness for distributed estimation problems. However, the performance of such filters may change when they are implemented for suppressing noises from speech signals. To overcome this problem, a diffusion leaky dLMS algorithm is proposed in this work, which is characterized by its numerical stability and small misadjustment for noisy speech signals when the unknown system is a lowpass filter. Then, we present some convergence analyses of proposed algorithm for Gaussian input. Finally, two implementations of the leaky dLMS are introduced. It is demonstrated that the leaky dLMS can be effectively introduced into a noise reduction network for speech signals.
communications. Particularly, in [12] , two versions of the diffusion LMS (dLMS) algorithms, adapt-then-combine (ATC) and combine-then-adapt (CTA) were proposed, based on the different orders of adaptation and combination steps. Note that the ATC method outperforms the CTA method in all cases, and better performance can be achieved if the measurement are shared. Due to its merit, the ATC version of the dLMS algorithm (ATC dLMS) has been introduced to subband adaptive filter [13] , information theoretic learning (ITL) [14] to obtain improved performance.
Motivated by these considerations, in this paper, we proposed a leaky dLMS algorithm with two combination strategies-ATC and CTA, resulting in ATC leaky dLMS and CTA leaky dLMS algorithms. Very recently, a distributed incremental leaky LMS was proposed to surmount the drift problem of dLMS algorithm [15] . Unfortunately, it is derived from the incremental approach, which prohibits its practical applications. Compared with the existing algorithms, the leaky dLMS algorithm is derived by minimizing the instantaneous leaky objective function rather than the mean square error cost function. Moreover, it has a superiority performance via ATC strategy. 
Diffusion LMS strategies
The dLMS algorithm is obtain by minimizing a linear combination of the local mean square error (MSE):
where k N is the set of nodes with which node k shares information (including k itself). The weighting coefficient , { } l k a are real, non-negative, and satisfy:
The dLMS algorithm obtains the estimation via two steps, adaptation and combination. According to the order of these two steps, the diffusion LMS algorithm is classified into the ATC dLMS and CTA dLMS algorithms. The updation equation of ATC dLMS can be expressed as , ,
where  is the step size (learning rate), and k  is the local estimates at node k. The weighting coefficients ,
Similarly, the CTA dLMS algorithm can be given as , 1
Proposed diffusion leaky LMS algorithm
In this section, the leaky dLMS is proposed to address the two problems mentioned above. For each node k, we seek an estimate of o w by minimizing the following cost function:
where γ>0 is the leakage coefficient, and w is the estimate of o w . Using the steepest descent algorithm, yields
Therefore, the updating of proposed algorithm for estimating o w at node k can be derived from the steepest descent recursion
Under the linear combination assumption [12, 14] , let us define the linear combination ,
Introducing (8) to (7), we can obtain an iterative formula for the intermediate estimate 
Hence, we obtain the leaky dLMS algorithm by transforming the steepest-descent type iteration of (7) into a two-step iteration
In adaptation step of (10), the local estimate , 1 k i   is replaced by linear combination , 1 k i w  . Such substitution is reasonable, because the linear combination contains more data information from neighbor nodes than , 1 k i   [12] . Then, we extend the leaky dLMS algorithm to its ATC and CTA forms.
•ATC leaky dLMS algorithm:
, ,
•CTA leaky dLMS algorithm:
Simulation Results
In the following, we evaluate the performance of the proposed algorithm for noise reduction network with 20 nodes. The topology of the network is shown in Fig. 1 . The unknown vector of interest is a lowpass filter of order M=5, whose coefficients and normalized frequency response are shown in Fig. 2(a-b) . The regressors are zero-mean white Gaussian distributed with covariance 
Example 1: Gaussian input
In this example, the Gaussian signal with zero mean and unit variance is employed as the input signal, , 1/ To guarantee all the nodes work well,  must be <0.4 to ensure that the stability. As a result, we select =0.08 in the following simulations. Then, we investigate the performance of the algorithm in different γ, as shown in Fig. 4 . It can be easily observed that the CTA/ATC leaky dLMS algorithm is not sensitive to this choice, but it turns out that the best option is γ=0.002. Fig. 5 displays a comparison of MSE from the proposed algorithm and existing algorithms. One can see that the proposed algorithm outperforms the conventional dLMS algorithms in terms of steady-state error. After the about iteration 50, all the algorithm reach steady state. In addition, it is obviously shown from these curves that the proposed algorithms reach low misadjustment (−14dB and −18dB) in about iteration 60, whereas the CAT dLMS and ATC dLMS algorithms finally settle at an network MSD value of −12dB and −16dB. All the ATC-based algorithms achieve improved performance as compared with CTA-based algorithms, with the similar initial convergence rate. 
Example 2: Speech input signal
In second example, the input signal is a speech input (See Fig. 6 ). In piratical application, different nodes have different speech signals. Therefore, we consider a input signal generated as
The environment and parameters of all the algorithms are same as those of example 1.
In Fig. 7 , it demonstrates a comparison of network MSD performance of different algorithms. In this cases, superior performance of the proposed algorithms are obtained because that the leaky method can stabilize the system [1] . The proposed algorithm, which adopts the ATC and CTA approaches, reduces the misadjustment when the speech is selected as the input signal. Meanwhile, the fast convergence rate is obtained. Furthermore, it can be obviously observed from this figure that the misadjustment for the ATC version is less than that of CTA version. To further demonstrate the performance of proposed algorithm, Fig. 8 To evaluate the computational burden, we have measured the average run execution time of the algorithm on a 2.1-GHz AMD processor with 8GB of RAM, running Matlab R2013a on Windows 7. The computation time of the algorithms is outlined in Table. 1. One can see that the ATC-dLMS algorithm is the fastest one among these distributed algorithms. The proposed algorithm slightly increases the execution time, but the final performance is lower than other algorithms. The CTA algorithms achieve the slower than the ATC algorithms, still with an affordable computation time.
Conclusion
In this paper, a leaky dLMS algorithm with ATC and CTA strategies has been proposed for distributed estimation. The proposed algorithm updates the local estimation based on leaky method, which can not only maintain the stability for distributed system, but also enhance the performance for noise suppression. Moreover, we first derive a MSE convergence analysis for the leaky dLMS algorithm. Simulation results in the context of noise-reduction system show that the proposed algorithm achieves an improved performance as compared with existing algorithms.
