Inference of the network structure (e.g., routing topology) and dynamics (e.g., traffic matrices, link performance) is an important component in many network design and management tasks. In this paper we propose a new, general framework for designing and analyzing network inference algorithms based on additive metrics using ideas and tools from phylogenetic inference. Based on the framework we introduce and develop several polynomial-time distance-based inference algorithms. We provide sufficient conditions for the correctness of the algorithms. We show that the algorithms are consistent (the probability of returning correct topology and link performance parameters goes to 1 with increasing sample size) and achieve the optimal l∞ radius among all distance-based topology inference algorithms.
I. INTRODUCTION
Network tomography (network inference) is an emerging field in computer and communication networks which studies the estimation and inference of the network structure and dynamics (e.g., network routing topology, internal link performance, origin-destination traffic matrices) using measurements taken at some subset of the nodes in a network [6] , [9] , [21] . As modern computer and communication networks (e.g., the Internet, wireless communication networks) continue to grow in size, complexity, and diversity, scalable and accurate network inference algorithms and tools will become increasingly important for many network design and management tasks, including resource allocation, traffic engineering, network monitoring, application design, etc.
In this paper we study the network inference problem of estimating the network routing topology and link performance from a source node to a set of destination nodes. There are two primary approaches to measure and infer such information. The internal-assistant approach uses tools based on measurements or feedback messages of the internal nodes (e.g., routers). Such an approach is limited as today's communication networks are evolving towards more decentralized and private adminstration.
Not depending on cooperation from the internal nodes, the network tomography approach utilizes end-to-end packet probing measurements (such as packet loss and delay measurements) conducted by the end hosts. Network tomography has attracted many studies due to its flexibility and reliability. Both multicast probing based approaches (e.g., [5] , [11] , [15] , [17] , [18] ) and unicast probing based approaches (e.g., [8] , [12] ) have been developed. Under a network tomography approach, a source node will send probes to a set of destination nodes. The basic idea is to utilize the correlations between the observed losses and delays of the probes at the destination nodes to infer the routing topology and link performance from the source node to the destination nodes.
In this paper we propose a new, general framework for designing and analyzing network inference algorithms based on additive metrics using ideas and tools from phylogenetic inference. Under an additive metric the path metric is ex-pressed as the summation of the link metrics along the path. We show how to construct additive metrics and estimate the distances between the terminal nodes using only end-to-end measurements. The advantages of our framework include: (1) the frametwork is applicable to both multicast probing and unicast probing; (2) since a linear combination of different additive metrics is still an additive metric, the framework can flexibly utilize all information available from different measurements; (3) based on the framework we can design computationally efficient (polynomial-time) distance-based inference algorithms with guaranteed performance.
II. NETWORK TOMOGRAPHY: MODEL AND EXAMPLES
Let G = (V, E) denote the topology of the network, which is a directed graph with node set V (end hosts, internal switches and routers, etc.) and link set E (communication links that join the nodes). For any nodes i and j in the network, if the underlying routing algorithm returns a sequence of links that connect j to i, we say j is reachable from i. We call this sequence of links a path from i to j, denoted by P(i, j). We assume that during the measurement period, the underlying routing algorithm determines a unique path from a node to another node that is reachable from it.
Hence the physical routing topology from a source node to a set of destination nodes is a (directed) tree. From the physical routing topology, we can derive a logical routing tree which consists of the source, the destinations, and the branching nodes (internal nodes with at least two outgoing links) of the physical routing tree [5] , [11] . Note that a logical link may comprise more than one consecutive physical links. An example is shown in Fig. 1 . For simplicity we use routing tree to express logical routing tree unless otherwise noted.
Suppose s is a source node in the network, and D is a set of destination nodes that are reachable from s. Let T = (V, E) denote the routing tree from s to nodes in D, with node set V and link set E. Let U = s ∪ D be the set of terminal nodes which are nodes of degree one (i.e., end hosts). Each node k ∈ V has a parent f (k) ∈ V such that (f (k), k) ∈ E, and a set of children c(k) = {j ∈ V : f (j) = k}, except that the source (root of the tree) has no parent and the destinations (leaves of the tree) have no children. For notational simplification, sometimes we use e k to denote link (f (k), k).
Each link e ∈ E is associated with a parameter θ e (e.g., packet success rate, delay distribution). The network inference problem involves using measurements taken at the terminal nodes to infer (1) topology of the (logical) routing tree;
(2) link parameters θ e of links on the routing tree.
The source node can employ two types of probing techniques, multicast probing and unicast probing, to send probes (packets) to the destination nodes. For multicast probing, when an internal node on the routing tree receives the packet, it will duplicate the packet and send a copy to all its children on the tree. For unicast probing, the source node sends a string of back-to-back unicast packets to the destination nodes respectively (to mimic the transmission of a multicast packet).
Since the packets are very close to each other, it is normally assumed that the back-to-back packets have the same network experience (loss, delay, etc.) in the shared links. We will relax this assumption in Section III.B. For a probe sent by the source node, we define a set of link state variables Z e for all e ∈ E. Z e takes value in a state set Z. The distribution of Z e is parameterized by the link parameter θ e , e.g., P(Z e = i) = θ e (i) for i ∈ Z.
The transmission of a probe from s to nodes in D will induce a set of outcome variables on the routing tree T . For each node k ∈ V , we use X k to denote the (random) outcome of the probe at node k. X k takes value in an outcome set X . The outcome of the probe at node k (i.e., X k ) is determined by the outcome of the probe at node k's parent f (k) (i.e., X f (k) ) and the link state of e k (i.e., Z ek ):
(1) Assumption 1. The link states are independent from link to link (spatial independence) and are stationary during the measurement period.
Under Assumption 1 we can show that the outcome variables X k 's induced by the transmission of a probe form a Markov random field (MRF) on the routing tree [15] . For MRF on trees, under mild conditions, the tree topology and the link parameters can be identified (uniquely determined) by the joint distribution of the outcome variables at pairs and triples of the terminal nodes on the tree [7] , [15] .
Example 1: Link Loss Inference [5] . In this case, the link state variable Z e is a Bernoulli random variable which takes value 1 with probability α e if the probe can go through link e, and takes value 0 with probability 1 − α e ∆ =ᾱ e if the probe is lost on the link. α e is called the success rate of link e and α e is called the loss rate of link e. The outcome variable L k is also a Bernoulli random variable, which takes value 1 if the probe successfully reaches node k. For link loss inference
Example 2: Link Utilization Inference [10] . In this case, the link state variable Z e is a Bernoulli random variable which takes value 1 with probability γ e if the probe does not experience any queueing delay on link e, and takes value 0 with probability 1 − γ e ∆ =γ e if the probe experiences some queueing delay on the link.γ e can be viewed as the utilization of link e. The outcome variable U k is also a Bernoulli random variable, which takes value 1 if the packet reaches node k with no queueing delay. For link utilization inference we also have
Example 3: Link Delay Inference [17] . In this case, the link state variable Z e is a random variable denoting the random (queueing) delay of link e. θ e can be a certain moment of Z e , e.g., θ e = var(Z e ); or the distribution of Z e is parameterized by θ e , e.g., θ e (i) = P(Z e = i), i ∈ Z. The outcome variable T k denotes the cumulative (queueing) delay experienced by the probe from s to node k. For link delay inference we have
III. CONSTRUCT ADDITIVE METRICS Let T = (V, E) be a tree with interval node degree at least three. Note that all logical routing trees have such property.
We call d(e) the length of link e, and d(i, j) the distance between nodes i and j. Let d(E) = {d(e) : e ∈ E} denote the link lengths of T under d. We use U to represent the set of terminal nodes of the tree. Let d(U ) = {d(i, j) : i, j ∈ U } denote the distances between pairs of nodes in U under d.
It is known that the topology and link lengths of a tree are uniquely determined by the distances between the terminal nodes under an additive metric, and vice versa [4] .
Theorem 1: There is a one-to-one mapping between (T, d(E)) and (U, d(U )) under any additive metric d on T .
A. Additive Metrics For Multicast Probing
For a (multicast) probe sent by the source node, let X V = (X k : k ∈ V ) be the outcome MRF on T = (V, E). For each link (i, j) ∈ E we can define an M × M (assume |X | = M ) forward link transition matrix P ij and an M × M backward link transition matrix P ji with entries
If the link transition matrices are invertible so that |P ij | ∆ = | det(P ij )| > 0, not equal to a permutation matrix (a matrix with exactly one entry in each row and column being 1 and others being 0) so that |P ij | < 1, and there exists a node i ∈ V with positive marginal distribution, then we can construct an additive metric d 0 with link length [2] , [7] :
For any pair of nodes i, j ∈ U , d 0 (i, j) can be computed by
There are other choices of the additive metric for the specific network inference problem. Let the source node s be the root of the routing tree, and the destination nodes in D be the leaves of the routing tree. For any pair of leaves i, j ∈ D, let ij denote their nearest common ancestor (i.e., the ancestor of both i and j that is farthest from root s on the tree).
1) Loss-Based Additive Metric: For Example 1 (link loss inference) in Section II, if 0 < α e < 1 for all links, then we can construct an additive metric d l with link length
Under the spatial independence assumption that the link states are independent from link to link, d l (U ) can be computed by
2) Utilization-Based Additive Metric: Similarly for Example 2 (link utilization inference), if 0 < γ e < 1 for all links, then we can construct an additive metric d u with link length
Under the spatial independence assumption, d u (U ) can be computed by
3) Delay-Based Additive Metric: For Example 3 (link delay inference), if 0 < var(Z e ) < ∞ for all links, then we can construct an additive metric d v with link length
Since T i = e∈P(s,i) Z e , under the spatial independence assumption, d v (U ) can be computed by
B. Additive Metrics For Unicast Packet Pair Probing
The validity of (6), (8), (10), (12) depends on the assumption that the packets (of the same probe) sent to different destination nodes have the same network experience (loss, delay, etc.) in the shared links. This assumption is certainly true for multicast probes, but it may not hold for unicast packet pair/string probes. Can we still construct additive metrics from unicast probing? The answer is yes, under certain conditions. Suppose the source node s sends two back-to-back packets to destination nodes i and j, for which the first packet (denoted by a) is sent to node i and the second packet (denoted by b) is sent to node j. Let Z a e and Z b e be the link state variables experienced by packet a and packet b in link e, respectively.
First consider Bernoulli link state variables as in link loss (or utilization) inference. Let α e = P(Z x e = 1) for x = a, b be the marginal link success rate of link e. Let β e = P(Z b e = 1|Z a e = 1) be the conditional link success rate of link e, i.e., β e is the conditional probability of the second packet b successfully goes through link e given that the first packet a successfully goes through link e.
If 0 < α e < β e ≤ 1 for all links, then 0 < αe βe < 1, and we can construct an additive metric d l with link length d l (e) = − log αe βe , ∀e ∈ E. In real networks, we would expect α e < β e , because the fact that the first packet successfully goes through a link indicates that the link is in good state and the second packet, which closely follows the first packet, can also go through the link. This phenomenon was observed in real Internet measurements (e.g., [3] , [22] ).
Let L a i and L b j be the loss outcome variable of packet a and b at node i and j, respectively. Under the spatial independence assumption, we have
Hence for i, j ∈ U , d l (i, j) can be computed by
.
Now consider link delay inference. If cov(Z a e , Z b e ) > 0 for all links (which we would expect to hold in real networks because the two back-to-back packets are very close hence their experienced delays in the same link are positively correlated), then we can construct an additive metric d v with link length d v (e) = cov(Z a e , Z b e ), ∀e ∈ E. Let T a i and T b j be the delay outcome variable of packet a and b at node i and j, respectively. Since
C. Estimation of Distances Between Terminal Nodes
As in Equations (6), (8), (10), (12) , (13) , (14) , if we know the pairwise joint distributions of the outcome variables at the terminal nodes, then we can construct an additive metric d and compute the distances between pairs of the terminal nodes, d(U ). By Theorem 1 we can recover the tree topology and link lengths from (U, d(U )).
In actual network inference problems we are not given such distributions. We can use measurements taken at the terminal nodes to estimate the distributions. For example, we can use empirical distributions, which will converge to the stationary distributions almost surely if the link state processes are stationary and ergodic during the measurement period.
Specifically, suppose s sends a sequence of n probes to a subset of destination nodes in D. For any probed node i, let L (t) i = 1 if node i successfully receives the t-th probe, and L (t)
be the measured (one-way) delay of the t-th probe at node i, with T (t) i = ∞ meaning that the tth probe is lost. We use T min i = min t T (t) i to approximate the propagation delay from s to i. As in [10] , let U < where is a small value, e.g., 0.1ms, to account for possible measurement noise) and U (t) i = 0 otherwise. We can construct explicit estimators for distances between the terminal nodes in (8), (10), (12) as follows:
i 's and T (t) j 's (not counting ∞'s). Note that possible time asynchronization between the destination nodes and the source node will not affect the estimators in (15) , (16) , (17) . Similarly, we can construct explicit estimators for the distances in (13) and (14) .
A nice property of additive metrics is that a linear combination of several additive metrics is still an additive metric.
In order to utilize all information collected from different measurements, we can construct a new additive metric using a linear (convex) combination ofd l ,d u ,d v :
In practice we can select the coefficients empirically based on the current network state or to minimize the variance of the constructed estimatord. We can derive exponential error bounds for the distance estimators in (15) and (16) using Chernoff bounds, as in [16] .
Proposition 1: For any pair of nodes i, j ∈ U , a sample size of n (number of probes to estimated l ord u ), and any small > 0:
where c ij ( )'s and b ij ( )'s are some constants.
IV. NEIGHBOR-JOINING ALGORITHM
We find that the network inference problem is similar to the phylogenetic inference problem in evolutionary biology. The phylogenetic inference problem is to determine the evolutionary relationship among a set of species. Such relationship is often represented by a phylogenetic tree, in which the terminal nodes represent extant species and the internal nodes represent extinct common ancestors of the extant species. The distance between any pair of extant species can be estimated using biomolecular sequence data. Given the (estimated) distances between the terminal nodes, many methods have been developed to reconstruct the phylogenetic tree (e.g., [13] ).
We introduce the neighbor-joining (NJ) algorithm, which is considered the most widely used method for building binary phylogentic trees from distances [14] , [19] , [20] . A distance-based topology inference algorithm is an algorithm which takes the (estimated) distances between the terminal nodes of a tree as the input and returns a tree topology. The distances are symmetric (i.e.,d(i, j) =d(j, i)) and satisfŷ d(i, i) = 0. To avoid trivial cases, we assume |U | ≥ 3. 2.2 Find i * , j * ∈ U with the largestQ(i, j) (break the tie arbitrarily).
Create a node f as the parent of i * and j * .
Otherwise, repeat Step 2.
Output: TreeT = (V, E), and link lengthsd(e) for all e ∈ E.
The NJ algorithm has many nice properties: 1) it is computationally efficient, with a polynomial-time complexity O(N 3 ) for trees with N terminal nodes; 2) it returns the correct tree topology and link lengths if the input distances are additive (i.e., the distances are derived from an additive metric); 3) it achieves the optimal l ∞ radius among all distance-based topology inference algorithms for binary trees. The l ∞ radius notation was introduced in [1] .
Definition 2: For a distance-based topology inference algorithm A, we say it has l ∞ -radius a, if for any tree T associated with any additive metric d, whenever the input distances between the terminal nodes,d(U ), satisfy:
A(d(U )) will return the correct topology of T .
It was shown in [1] that no distance-based topology inference algorithm has l ∞ radius larger than 1 2 via an example. Furthermore, [1] proved that the NJ algorithm in fact achieves the optimal l ∞ radius for binary trees.
Theorem 2: The NJ algorithm has l ∞ radius 1 2 for binary trees.
It is not straightforward to extend the NJ algorithm for general (non-binary) trees. Since most routing trees in communication networks are not binary, we are motivated to design inference algorithms that can handle general trees.
V. ROOTED NEIGHBOR-JOINING ALGORITHM

A. Rooted Neighbor-Joining Algorithm for Binary Trees
We first propose an algorithm which can be viewed as a rooted version of the NJ algorithm. To avoid trivial cases, we assume |D| ≥ 2. 
2.1 Find i * , j * ∈ D with the largestρ(i, j) (break the tie arbitrarily).
Create a node f as the parent of i * and j * . 
We provide a sufficient condition for Algorithm 2 to return the correct tree topology. From the condition we can establish several nice properties of Algorithm 2. For any pair of destination nodes i, j ∈ D, remember that ij is the nearest common ancestor of i and j. Under additive metric d, let
be the distance from the root (source node s) to ij.ρ(i, j) in (22) is the (estimated) distance from s to ij computed from the input distances. Lemma 1: For binary trees, a sufficient condition for Algorithm 2 to return the correct tree topology is:
where ij ≺ ik means that ij is descended from ik.
Proof: We prove by induction on the cardinality of D. (1) If |D| = 2, then clearly Algorithm 2 will return the correct tree topology.
(2) Assume Algorithm 2 returns the correct tree topology under condition (24) for |D| ≤ N . Now consider |D| = N +1. Claim 1. i * , j * found in Step 2.1 which maximizeρ(i, j)  are siblings (i.e., neighbors) . If i * and j * are not siblings, then there exists k ∈ D such that either i * k or j * k is descended from i * j * . Under condition (24), this implies eitherρ(i * , k) >ρ(i * , j * ) orρ(j * , k) >ρ(i * , j * ), a contradiction to the maximality ofρ(i * , j * ).
Claim 2. Condition (24) is maintained over D after Step 2.
After Step 2, i * , j * are deleted from D and f is added to D as a new leaf node. Since i * , j * are siblings and f is their parent, we know that for any i ∈ D, if = ii * = ij * . Therefore, ∀i, j ∈ D s.t. ij ≺ if , we have ij ≺ ii * and ij ≺ ij * , which impliesρ(i, j) >ρ(i, i * ) andρ(i, j) >ρ(i, j * ), hencê
From claims 1 and 2, we know that after one iteration of Step 2, Algorithm 2 will correctly find out a pair of siblings, and condition (24) is maintained for the new set of leaf nodes D. Then |D| is decreased by 1. By induction assumption, the algorithm will return the correct topology of the remaining part of the tree. This completes our proof of the lemma.
Proposition 2: For binary trees, Algorithm 2 returns the correct tree topology and link lengths if the input distanceŝ d(U ) are additive.
Proof: If the input distances are additive, thenρ(i, j) and ρ(i, k) are the distances from s to ij and ik, respectively. If ij is descended from ik, then since link lengths are positive, we haveρ(i, j) >ρ(i, k), hence condition (24) holds and Algorithm 2 will return the correct tree topology. In addition, under additive distances it is clear that the link lengths computed in Step 2.2 are correct.
In practice, the distances between the terminal nodes are estimated from measurements taken at the terminal nodes, as we described in Section III.C. The estimated distances may deviate from the true additive distances due to measurement errors. Nevertheless, if the estimated distances are close enough to the true distances, then Algorithm 2 will return the correct tree topology. In addition, it achieves the optimal l ∞ radius.
Proposition 3: Algorithm 2 has l ∞ radius 1 2 for binary trees, i.e., for any binary tree associated with any additive metric d, whenever the input distancesd(U ) satisfy:
Algorithm 2 will return the correct tree topology. Proof: From Lemma 1 we only need to show that condition (25) implies condition (24). Let ∆ = min e∈E d(e) be the minimum link length on the tree. If ij ≺ ik, i.e., ij is descended from ik, since link lengths ≥ ∆, we have ρ(i, j) − ρ(i, k) ≥ ∆. Then from (22) , (23), (25) we have:
B. Rooted Neighbor-Joining Algorithm for General Trees
Sinceρ(i, j) can be viewed as the (estimated) distance from the root to the nearest common ancestor of i and j, we can extend the RNJ algorithm for general trees. 
Lemma 2: Let ∆ ≤ min e∈E d(e) be the input parameter. A sufficient condition for Algorithm 3 to return the correct tree topology is:
Proof: We outline the proof, which is similar to the proof of Lemma 1. There are three key observations: (1) i * , j * found in Step 2.1 are siblings. Proposition 4: For general trees, Algorithm 3 will return the correct tree topology and link lengths if the input distanceŝ d(U ) are additive.
In practice the input distances may deviate from the true additive distances due to measurement errors. Once again, if the input distances are close enough to the true distances, then Algorithm 3 will return the correct tree topology.
Proposition 5: For a general tree with additive metric d, if the input parameter ∆ ≤ min e∈E d(e) and the input distanceŝ d(U ) satisfy:
then Algorithm 3 will return the correct tree topology.
If the input parameter ∆ = min e∈E d(e), then Proposition 5 says that Algorithm 3 has l ∞ radius 1 4 . We conjecture that no distance-based topology inference algorithm has l ∞ radius greater than 1 4 for general trees.
C. Complexity and Consistency of RNJ Algorithm
The computational complexity of the RNJ algorithm is O(N 3 ) for a routing tree with N destination nodes. We now show the consistency of the RNJ algorithm for general trees (Algorithm 3), and a similar result holds for Algorithm 2.
LetT n be the inferred tree topology returned by Algorithm 3 with sample size n (number of probes to estimate the distances between the terminal nodes). Let P n = P{T n = T } denote the probability of correct topology inference of Algorithm 3. where C(∆) = min i,j∈U c ij (∆). Proposition 7: If the input distancesd(U ) are consistent (i.e., converge to the true distances in probability in the sample size) and Algorithm 3 returns the correct tree topology, then the link lengths returned by Algorithm 3 are consistent.
If we use the distance estimators in (15) or (16) , since they satisfy condition (29) (by Proposition 1) and are consistent, then by Propositions 6, 7, the probability of correct topology inference of Algorithm 3 goes to 1 exponentially fast in the sample size. If the inferred topology is correct, then the returned link lengths are consistent. For network inference problems where there is a 1-1 mapping between the link parameters and link lengths (e.g., (7) , (9), (11)), the link lengths returned by Algorithm 3 provide consistent estimators for the link parameters (success rate, utilization, delay variance).
VI. CONCLUSION
In this paper we presented a new, general framework for designing and analyzing network inference algorithms using ideas and tools from phylogenetic inference. Based on the framework we introduced and developed several inference algorithms that are computationally efficient (polynomialtime), consistent, and achieve the optimal l ∞ radius among all distance-based topology inference algorithms. These provide powerful computational tools for large-scale network inference in computer and communication networks.
