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Abstract
A wide range of problems arising from real world applications present multi-
ple and conflicting objectives to be simultaneously optimized. However, this
multi- objective nature is too often neglected. Multi-objective optimization
proved to be a powerful tool to correctly describe the trade-o↵s among conflict-
ing objectives in a set of optimal solutions known as the Pareto set. This paper
introduces an interactive method to solve multi-objective problems based on ge-
ometric considerations. The method returns a wider Pareto set, at a negligible
computational cost, when compared to existing methods. The interactivity also
allows the decision-maker to explore only relevant parts of the Pareto set. The
extreme solutions yield insightful considerations on the generation of the scalar-
ization parameters for the Normal Boundary Intersection and the Enhanced
Normalized Normal Constraints methods. The proposed method is applied to:
(i) three scalar multi-objective problems, (ii) the multi-objective optimal control
of a tubular and (iii) a fed-batch reactor.
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1. Introduction
In recent years, due to several socio-economic reasons, profit margins for the
industry have become narrower. Therefore, there is a need to operate existing
processes, and design new ones, by pushing them to extreme operating condi-
tions. Multi-objective optimization (MOO) enables the systematic detection of5
the underlying trade-o↵s between di↵erent objectives that should be met at the
same time, e.g., minimizing energy consumption while maximizing production.
Explicitly accounting for this multi-objective nature gives rise to a set of Pareto
optimal solutions instead of a single optimum. Each Pareto point has di↵erent
values for each objective function, and it is not possible to improve one objective10
without worsening another one. Hence, to make a selection the decision maker
(DM) needs to provide his/her preferences about the investigated objective func-
tions (Eichfelder (2008); Jahn (1984); Marler & Arora (2004); Miettinen (1999)).
Most often, the multi-objective aspect is solved by constructing a global15
objective function consisting of a Weighted Sum (WS) of the single objectives.
The selection of weights reflecting the DM’s preferences is in general non-trivial,
especially when no price information is available and/or the di↵erent objective
functions are incommensurable (i.e., have di↵erent units). Another well known
scalarization approach is the ✏ constraint method (Haimes et al. (1971)). This20
method requires bounds for each objective function to be known a priori. The
method is able to return any point on the entire Pareto set and each solution is
guaranteed to be weakly Pareto optimal, however, it presents also some draw-
backs: (i) it might be non-trivial to a priori define appropriate bounds for each
objective function, (ii) it is hard to prove the uniqueness of a solution (unless25
problem is convex) and (iii) a uniform variation of ✏ may lead to non-uniform
distribution on the Pareto set. More recently, novel scalarization approaches,
such as the Normal Boundary Intersection (NBI) (Das & Dennis (1998)), (En-
hanced) Normalized Normal Constraint ((E)NNC) (Messac & Mattson (2004);
Sanchis et al. (2008)) and the adaptive method (Eichfelder (2009a)), based on30
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the Pascoletti-Serafini scalarization scheme (Pascoletti & Serafini (1984)), have
been reported to mitigate these drawbacks. Additionally, it has been shown in
Logist et al. (2010a, 2012) that the integration of optimal control methods with
these scalarization approaches leads to an e cient solution of challenging Multi-
Objective Optimal Control Problems (MOOCPs). This field of research has35
been particularly active in the last decade and new methods to e ciently tackle
non-convex optimal control problems are currently developed (Yalc¸ma Kaya
& Maurer (2014)) and applied to di↵erent engineering fields (Alvarez-Va´zquez
et al. (2010)).
40
However, the considered scalarization methods do not always represent the
complete Pareto set for problems with more than two objectives. In particular,
the obtained subset typically represents only the central part of the set, leaving
the extreme regions unexplored. The kind of information obtained by the ex-
ploration of such regions can be valuable for the DM. In particular, the extreme45
regions are at the border of the feasible set and highlight the extreme operating
conditions.
On the contrary, evolutionary strategies (see, e.g., Deb (2001); Deb & Jain
(2014)) are potentially able to cover the entire Pareto set and have been also50
successfully used to solve MOOCPs (Deb et al. (2004); Sarkar & Modak (2004);
Agrawal et al. (2006)). The main drawbacks of these approaches still remain
related to the considerable computational time required to achieve the desired
solution. Recently, to compensate this drawback interactivity features have been
introduced along with evolutionary strategies (see e.g., Kollat & Reed (2007);55
Chaudhuri & Deb (2010); Gong et al. (2014); Hettenhausen et al. (2014); Sinha
et al. (2014)). However, since this work is based on deterministic scalarization
based approaches, for the sake of brevity a detailed discussion on evolutionary
based methods is not reported here. The interested reader is referred to, e.g,
Bhaskar et al. (2000); Konak et al. (2006).60
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Some schemes that fully describe the Pareto set for scalar multi-objective
optimization problems exists. In Das & Dennis (1998) a set of additional op-
timizations was solved to detect the boundary of the feasible set. The number
of additional problems is given by the possible pairwise combinations of objec-65
tives, hence it drastically increases with the number of considered objectives.
A similar method is proposed in Motta et al. (2012), the di↵erence being that
an even distribution of the solutions on the Pareto set is guaranteed by ap-
plying a Centroidal Voronoi Tesselation algorithm (Du et al. (1999)). Kim &
de Weck (2006) introduced a method that adaptively changes the set of weights70
of the WS to cover additional parts of the Pareto set. Then, Messac & Matt-
son (2004) extended the NNC method to completely cover the Pareto frontier.
Here, the CHIM is first expanded to include the perpendicular projection of
the hyper volume containing the entire feasible space and then it is reduced by
eliminating feasible regions that are dominated by the anchor points. However,75
with this methodology a significant number of points yields an unfeasible NNC
subproblems. Finally, Mueller-Gritschneder et al. (2009) present a successive
methods to systematical cover the entire Pareto frontier, the algorithm scheme
presented there closely resembles the one presented by Motta et al. (2012) where
first all the boundaries or trade-o↵s limits of the Pareto set should be calcu-80
lated. Once the trade-o↵s limits are obtained then the Pareto set is populated
with solutions at the centre of the set. Unfortunately, the method proposed by
Mueller-Gritschneder et al. (2009) also present significant computational times
due to the solution of a linear programming to locate the points in the weight
space. Additionally, it does not present any interactive features, hence, it also85
require the entire Pareto front to be investigated and can not exploit an earlier
definition of preference by the DM.
Optimization and optimal control problems in general can result in numer-
ically challenging problems. This aspect translates in quite significant compu-90
tational time spent before achieving a solution. An additional complication for
MOO is given from the simultaneous presence of conflicting and incommensu-
4
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rable objectives. Hence, in order to alleviate the computational burden and
actively exploit the DM’s knowledge of the treated problem several interactive
MOO strategies have been developed, e.g., the interactive weighted Tchebyche↵95
method Steuer & Choo (1983), the Light Beam Search Jaszkiewicz & S lowinski
(1999) and the NIMBUS method Hakanen et al. (2005); Miettinen & Ma¨kela¨
(1995); Ojalehto et al. (2014).
In the current work an interactive method to describe an extended Pareto100
set is introduced. The proposed method is based on geometric considerations
and presents a negligible computational e↵ort. It is important to note that the
proposed algorithm does not guarantee to find the entire Pareto set and this
is ultimately not its final aim. In particular, the proposed algorithm allows
to gradually extend the exploration of the Pareto set towards interesting parts105
for the DM. Hence, it introduces an additional degree of freedom for the DM,
who can actively choose which extreme part of the Pareto set to investigate. In
particular, after the individual minima cost vectors are obtained, the DM can
directly explore one of the extreme regions without looking in the central part
of the Pareto set. The method is successfully applied to both NBI and (E)NNC110
and it is presented here in a gradient based optimization framework which is
particularly suitable for the solution of MOOCPs.
The paper is structured as follows. Section 2 introduces the formulation for
MOO and reviews the WS, NBI and (E)NNC methods. Section 3 presents the115
extension to MOOCPs. Section 4 discusses the proposed method and the sim-
plicial discretization of the weight space. Section 5 presents three scalar and two
optimal control case studies and discusses the results. Finally, the conclusions
are summarized in Section 6.
120
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2. Mathematical formulation
A general multi-objective optimization problem (MOOP) is formulated as
follows:
min
y2Rn
{J1(y), J2(y), . . . , Jm(y)} (1)
subject to : g(y)   0 (2)
h(y) = 0 (3)
Here, y are all the optimization variables and the set of feasible solutions S
is defined as all vectors y that satisfy the imposed constraints (2) and (3).
The individual objective functions Ji(y) can be grouped into the cost vector125
J(y) = [J1(y), J2(y), . . . , Jm(y)]| and map the feasible set S into the cost
space yielding the feasible criterion space J = {J(y) : y 2 S}. As optimality
criterion, the concept of Pareto optimality is adopted.
Definition. A point y⇤ 2 S, is Pareto optimal if and only if there does not130
exist another point y 2 S, such that Ji(y)  Ji(y⇤) for all i and Ji(y) < Ji(y⇤)
for at least one objective function.
Furthermore, the following items are introduced in view of the upcoming
method description, considering a minimization framework: the minimizer y⇤i135
of the i-th cost function Ji(y), the utopia point J⇤ = [J⇤1 , J⇤2 , . . . , J⇤m]| which
contains the minima of the individual objective functions Ji(y⇤i ), the individual
minima cost vectors or anchor points J(y⇤i ), which are the cost vectors evaluated
for the individual minimizers y⇤i , the pay-o↵ matrix  , whose i-th column is
J(y⇤i ) J⇤, the Convex Hull of Individual Minima CHIM, CHIM1 and CHIM+140
which are respectively defined as follows.
Definition. Given the utopia point J⇤ and the individual minima cost vec-
tors J(y⇤i ), then the set of points in Rm that are a convex combination of J(y⇤i )
6
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Figure 1: Schematic representation of a possible drawback arising in more than 2D problems
Das & Dennis (1998). In particular the white triangle is the hyper-surface identified by the
convex combination of the individual minimizers, while the grey shaded area is the projection
of the feasible space in the criterion space. It is clear that some parts of the feasible space are
not properly covered.
- J⇤, i.e.,  w with w 2 Rm,Pmi=1 wi = 1, wi   0, is referred to as the CHIM.145
Definition. Let CHIM1 be the a ne space of lowest dimension that con-
tains the CHIM. Then CHIM+ is defined as the set given by the intersection of
the feasible cost space J and CHIM1.
150
Figure 1 depicts the anchor points J(y⇤i ), the Pareto set, the CHIM and
the CHIM+ for a three-objective problem. Note that the CHIM only covers the
central region of the CHIM+. As a consequence, standard scalarization methods
cannot explore non-covered extreme regions. This paper aims to geometrically
extend the CHIM in order to also explore these regions.155
2.1. Scalarization methods
Scalarization methods reformulate the existing MOOP into a parametric
Single Objective Optimization Problem (SOOP). By consistently varying the
scalarization parameters (often called weights w) an approximation of the Pareto
set is obtained.160
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2.1.1. Weighted Sum (WS)
The convex Weighted Sum is still often used in practice:
min
y2Rn
JWS =
mX
i=1
wiJi(y) (4)
subject to : g(y)   0 (5)
h(y) = 0 (6)
with wi   0 and
Pm
i=1 wi = 1. Despite its simplicity, the WS has several intrinsic
drawbacks Das & Dennis (1997). A uniform distribution of the weights does not
necessarily result in an even spread on the Pareto front and points in non-convex165
parts of the Pareto set cannot be obtained.
2.1.2. Normal Boundary Intersection (NBI)
NBI is a specific case of the Pascoletti-Serafini method Eichfelder (2009b)
and reformulates the MOOP as follows Das & Dennis (1998):
max
y2Rn,  2R
  (7)
subject to : g(y)   0 (8)
h(y) = 0 (9)
 w     e = J(y)  J⇤ (10)
with wi   0,
Pm
i=1 wi = 1 and e = [1, 1, ..., 1]
| 2 Rm the m-dimensional vector
containing all ones. Hence,  w indicates a point on the CHIM, and    e170
describes the (quasi-)normal direction to the CHIM. The rationale is that the
intersection between the (quasi-)normal from any point  w and the boundary
of the feasible cost space closest to the utopia point is expected to be Pareto
optimal. To this end, Eq. (7) introduces the maximization of the length  
along the (quasi-)normal described by m additional equality constraints (10). A175
geometric interpretation of NBI and analytic relations linking an NBI solution
to the corresponding WS solution have been reported in Das & Dennis (1998).
8
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2.2. (Enhanced) Normalized Normal Constraint (E)NNC
(Enhanced) Normalized Normal Constraint reformulates the original MOOP
in an alternative way:
min
y2Rn
Jm (11)
subject to : g(y)   0 (12)
h(y) = 0 (13)
(J(y⇤m)  J(y⇤i ))|( w   J(y))   0 (14)
for i = 1, . . . ,m  1
where indicates variables based on normalized objectives. The rationale is
to minimize the single most important objective described by Eq. (11), while
reducing the feasible cost space by adding m  1 hyperplanes given by Eq. (14)
that are orthogonal to CHIM. Normalization is achieved by first shifting the
objectives such that the utopia point coincides with the origin and afterwards
pre-multiplying them with a matrix T 2 Rm⇥m:
J(y) = T(J(y)  J⇤). (15)
Because Messac & Mattson (2004) considered only the shifting and scaling of
the individual objectives in the classic NNC, the matrix T is diagonal with as
the diagonal elements:
[T]i,i =
1
J⇤i   J⇤i
(16)
where J⇤i = max{Ji(y⇤j ), j = 1, . . . ,m} is the maximum for objective function i
for the set of individual minimizers y⇤j . In their Enhanced Normalized Normal
Constraint method (ENNC), Sanchis et al. (2008) introduce a di↵erent matrix T
for a three-objective case based on the solution of a system of 9 linear equations.
This matrix T can be generalized as follows Logist & Van Impe (2012) :
T = E  1 (17)
with E the matrix containing zeros on the diagonal and ones on the o↵-diagonal.180
As   = T  = E  1  = E. It is clear that the normalization based on Eq.
9
Postprint)version)of)paper)published)in)Comp.)&))Chem.)Eng.))2015,)vol.)82,)p.)186@201.)
The$content$is$identical$to$the$published$paper,$but$without$the$final$typesetting$by$the$publisher.)
Journal)homepage:)http://www.journals.elsevier.com/computers@and@chemical@engineering/)))
Original)file)available)at:)http://www.sciencedirect.com/science/article/pii/S0098135415002355)
)
)
)
(17) maps the individual minima to the m vertices of an m-dimensional unit hy-
percube. For analytic relations linking a solution of ENNC to the corresponding
NBI solution, the reader is referred to Logist & Van Impe (2012).
3. Multi-Objective Optimal Control Problem185
When MOO is applied to dynamic systems, Multi-Objective Optimal Con-
trol Problems are obtained:
min
x(⇠),u(⇠),p,⇠f
{J1, . . . , Jm} (18)
subject to :
dx
d⇠
= f(x(⇠),u(⇠),p, ⇠) ⇠ 2 [0, ⇠f ] (19)
0 = bc(x(0),x(⇠f),p) (20)
0   cp(x(⇠),u(⇠),p, ⇠) (21)
0   ct(x(⇠f),u(⇠f),p, ⇠f) (22)
Here, x are the state variables, while u and p denote the time-varying and time-
constant control variables, respectively. The vector f represents the dynamic
system equations (on the interval ⇠ 2 [0, ⇠f ]) with initial and terminal boundary
conditions given by the vector bc. In particular f can be alternatively com-
posed by Ordinary Di↵erential Equations (ODE), Di↵erential Algebraic Equa-
tions (DAE) as well as Partial Di↵erential Equations (PDE). The vectors cp and
ct indicate, respectively, path and terminal inequality constraints on the states
and controls. Each individual objective function can consist of both Mayer and
Lagrange terms:
Ji = hi(x(⇠f),p, ⇠f) +
Z ⇠f
0
gi(x(⇠),u(⇠),p, ⇠)d⇠ (23)
Most often MOOCPs are reformulated as a WS of m objectives, e.g., in (Non-
linear) Model Predictive Control (N)MPC Vallerio et al. (2014). However, the
solution of those problems with a systematic variation of weights for the WS of-
ten yields a poor representation of the Pareto set Das & Dennis (1998). In recent190
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years Logist et al. (2010a, 2011, 2010b, 2012) successfully combined direct opti-
mal control methods such as orthogonal collocation Biegler (1984, 2007), single
and multiple shooting Bock & Plitt (1984),Leineweber et al. (2003) with MOO
methods such as NBI and (E)NNC to e ciently solve MOOCPs. However, in
each SOOP subproblem a large-scale nonlinear optimization problem has to be195
solved. In particular, it was possible to achieve a better representation of the
Pareto set, compared to the WS, while significantly improving the e ciency of
the solution.
4. Geometric Extension of the Pareto set
Existing techniques as NBI and (E)NNC may overlook the extreme parts of200
the Pareto set. Hence, the aim of the current work is to introduce an interac-
tive method to expand the area of the Pareto set explored by these methods.
The proposed Interactive Geometric Extension (IGE) technique is based on ge-
ometric considerations and is appealing because of the low computational e↵ort
required and its interactive nature.205
4.1. Central idea
The proposed procedure looks for points outside the CHIM but still belong-
ing to the CHIM1 in order to expand the scalarization parameter space and,
hence, the explored criterion space. To this end, m hyperplanes are defined,
such that their intersection yields a point in Rm. It has to be noted that nec-210
essary conditions for the use of the proposed procedure are the existence of the
individual minima and that the objectives should be bounded from below on
the feasible set. In linear algebra the intersection between di↵erent elements
can be represented as the solution of a system of m linear equations. The
points found by plane intersections will be referred to as external points and215
they are indicated with P⇤. An external point is reported in Figure 2 with a
grey star. These points allow to describe a first set of approximated extreme
regions. However, since there is no guarantee that the external points will be
11
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inside the feasible space J , for each of them an outer approximation is carried
out. This step aims at finding the boundaries of the CHIM+. In particular,220
during the outer approximation an optimization problem is solved to deliver a
feasible point on the boundary of the feasible set. The points obtained from the
outer approximation step will be labeled as outer points and identified with O⇤
(see the white star in Figure 2). The space spanned by connecting the anchor
points and the outer points is defined as CHIMO (i.e., the Convex Hull of the225
Individual Minima and the Outer points) and it approximates the CHIM+.
Finally, it will be illustrated how the majority of points in the extreme part of
the Pareto set cannot be obtained unless areas outside the CHIM+ are included
as well. Hence, in order to deliver a more complete representation of the Pareto230
front a backtracking line search procedure is carried out on the line segments
that link each external point P⇤ to the respective outer point O⇤. In partic-
ular, the backtracking line search delivers the furthest points from the CHIM
that still constitute feasible SOOPs and deliver Pareto candidate solutions. The
points found with the backtracking line search procedure will be named hori-235
zon1 points H⇤. A schematic representation of the proposed procedure for a
three-objective problem is reported in Figure 2. Each horizon point H⇤ will be
used as a vertex to construct m additional (m 1)-simplices each corresponding
to an extreme region. The collection of the additional m simplices constructed
with the horizon points and the CHIM simplex constitutes the Convex Hull of240
Individual Minima and Horizon points (CHIMH). An even distribution of points
on the CHIMH will give rise to a series of SOOPS problems that can be solved
with the MOO method of choice, i.e., NBI or (E)NNC. The solution of the re-
sulting set of subproblems will lead to the exploration of the extreme regions
and, hence, to a wider representation of the Pareto front.245
1Named after the event horizon point according to layman’s terms, where it is defined as
“the point of no return”, i.e., the point at which the gravitational pull becomes so great as to
make an escape impossible.
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P3 
P1 P2 
P* 
S3 
S2 
Ce O* 
H* 
Figure 2: Geometric interpretation of the proposed technique for a 3D case. All the arising
3D geometric elements are present as 2D projections on to the CHIM1 plane.
4.2. Detection of the External point P⇤
The first step then consists in finding the individual minima cost vectors
J(y⇤i ). These vectors represent m points in the Rm criterion space and they
are going to be used to define the m linear equations needed: (i) the equation250
representing the hyperplane CHIM1 (see Section 4.2.1) and (ii) m   1 equa-
tions describing m   1 hyperplanes perpendicular to the hyperplane CHIM1
and normal to the normal direction vectors defined in Section 4.2.2. A pseudo
algorithm of this procedure is reported in Algorithm 1.
4.2.1. Constructing the CHIM1 hyperplane255
It is possible to obtain the equation of the hyperplane CHIM1 in the Rm
objective space through the m anchor points. The general equation for a hyper-
plane in Rm can be found by constructing an m+1 by m+1 matrix and imposing
its determinant to be equal to zero. For the sake of brevity, the anchor points
are identified as the vectors Pi = [ai, bi, · · · ,mi]| = J(y⇤i ) for i = 1, 2, . . . ,m.260
Let P⇤ = [a⇤, b⇤, · · · ,m⇤]| be the point on the hyperplane that has to be found
with this procedure, then the vectors P⇤ and Pi can be combined to form the
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Algorithm 1 Detection of the External point P⇤
1: for i = 1! m do
2: Find all anchor points Pi
3: Define the CHIM hyperplane Eq.(25)
4: Define the CHIM-simplex internal angles
5: procedure Find point external to the CHIM:(P⇤)
6: Select an anchor point Pj
7: for i = 1! m do
8: if Pi 6= Pj then
9: if Angle with vertex Pi is obtuse then
10: Find the i-th normal direction as Pi   Pi+1
11: else
12: Find the i-th normal direction as in Eq.(27)
13: Solve the arising linear system Eq.(29) to find the
14: external point P⇤
15: return P⇤
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matrix:
M =
0BBBBBBBBB@
a⇤ b⇤ · · · m⇤ 1
a1 b1 · · · m1 1
a2 b2 · · · m2 1
...
...
. . .
...
...
am bm · · · mm 1
1CCCCCCCCCA
. (24)
To obtain the equation of the hyperplane CHIM1 as a function of P⇤ it is
necessary to impose the determinant of the matrix M to be equal to zero. The265
above matrix represents a system of linear equations. Hence, its determinant
can be calculated by applying Cramer’s rule:
a⇤C1,1 + b⇤C1,2 + · · ·+m⇤C1,m + 1 · C1,m+1 = 0 (25)
in which Ci,j are scalars called cofactors of the matrix M and are defined as:
Ci,j = ( 1)i+jLj for i = 1 and j = 1, 2, . . . ,m (26)
where the indices i and j indicate the position of the element of the matrix M
whose cofactor is Ci,j. In this case, the i-th indices are fixed to 1. Additionally,270
Lj, . . . ,Lm are the minors of the matrixM, i.e., the determinants of the m by m
matrices resulting by removing the first row of unknowns and the j-th column.
The resulting Eq. (25) represents the hyperplane that passes through the m
individual minima cost vectors as a function of the unknown point P⇤, i.e., the
CHIM1. By definition, the CHIM is part of it. Figure 2 depicts the CHIM,275
and the CHIM1 as the white triangle with vertices P1, P2 and P3. Note that
P⇤ is a coplanar point of P1, P2 and P3.
4.2.2. Constructing the m  1 hyperplanes normal to CHIM1
The definition of the additional m  1 hyperplanes determines in which part
of the CHIM1 the external point will be positioned. In particular, there are two280
aspects that influence the position of the resulting point: (i) which vertex of the
simplex is selected and (ii) the presence of any obtuse angle in the considered
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Figure 3: Geometric interpretation of the proposed technique for a 3D case when the presence
of an obtuse angle is not correctly detected. All the arising 3D geometric elements are present
as 2D projections on to the CHIM1 plane.
(m  1)-simplex. The selection of the vertex gives rise to the interactive nature
of the proposed procedure. In fact, through this choice the DM can actively
dictate the extension direction and highlight only the interesting extreme part285
of the Pareto front according to his/her preferences. From now on, whenever an
angle is mentioned it is implicitly assumed that it is a 2D angle formed between
two lines on the same plane, unless clearly stated.
The presence of an obtuse angle in the analyzed (m   1)-simplex is not290
relevant if the ENNC method is adopted. This is because the scaling and ro-
tation applied to the anchors points systematically maps them to the vertex
of a unit hypercube as presented by Logist & Van Impe (2012). The number
of angles in an n-simplex is given by the number of 2-simplices that appear in
the (m   1)-simplex multiplied by three, while the minimum number of angles295
that must be evaluated is given by the number of 2-simplices multiplied by two.
Each angle is calculated via the cross product of the two vectors that generate it.
First, the procedure for problems without obtuse angles is presented and
afterwards the necessary adjustments are introduced in case an obtuse angle is300
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Figure 4: Geometric interpretation of the proposed technique for a 3D case in the case an
obtuse angle is detected in the simplex. All the arising 3D geometric elements are present as
2D projections on to the CHIM1 plane.
detected. To obtain the vectors needed, one of the m individual minima cost
vectors is selected. The m   1 direction vectors are obtained by subtracting
the selected vector from each of the remaining ones. Given P1, P2, . . . , Pm as
above, the m 1 normal direction vectors, in case P1 is selected, can be written
as:305
Si = Pi  P1, for i = 2, 3, . . . ,m (27)
where each normal direction vector Si is a vector of the form Si = [si,1, si,2, . . . ,
si,m]|. Hence, the m 1 equations of hyperplanes with Si as normal vectors are:
si,1(a⇤   ai) + si,2(b⇤   bi) · · ·+ si,m(m⇤  mi) = 0,
for i = 2, 3, . . . ,m,
(28)
A particular property of all hyperplanes formed in this way is that each of them
is normal to the hyperplane CHIM1 (that includes the CHIM). This stems from
the fact that all the vectors Si belong to the hyperplane CHIM1. Figure 2 re-310
ports the constructed normal direction vectors S2 and S3 as gray dashed arrows.
Additionally, the intersection of the CHIM1 with the planes identified by S2
and S3 are represented as grey dashed dotted lines that connect P⇤ to P2 and
P3.
315
In case an obtuse angle is detected, it is necessary to use di↵erent m 1 direc-
tion vectors then the ones constructed with the standard procedure. Otherwise
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all external points will be obtained in the same extreme region of the CHIM1
(see Figure 3), resulting only in a possible partial exploration of the criterion
space. To avoid this situation, the m   1 normal direction vectors have to be320
constructed di↵erently. In particular, the m   2 generating from the vertex of
the obtuse angle are constructed without using the selected vertex. A correct
detection of the presence of obtuse angles is crucial to the success of the proce-
dure. Figure 4 graphically represents the evolution of the IGE when an obtuse
angle is detected. In particular, in the case depicted the selected vertex for the325
procedure was P1 and an obtuse angle was detected at vertex P3. Hence, the
m   1 normal direction vectors are built as S2 = P2   P1 and S3 = P3   P2.
The resulting normal direction vectors found this time are again reported as
dashed grey arrows in Figure 4. In line with Figure 2 also in Figure 4 the planes
corresponding to each normal direction vector are represented by grey dashed330
dotted lines from P⇤ to P2 and P3.
4.2.3. The system of m linear equations
Combining the equation of the hyperplane CHIM1 with the additional m 1
hyperplanes constructed above enables to write the following system of m linear
equations. For the sake of brevity the system is reported in compact form:335 8>>>>>>>>>>>><>>>>>>>>>>>>:
det(M) = 0
S2(P⇤  P2) = 0
S3(P⇤  P3) = 0
· · ·
Sm(P⇤  Pm) = 0.
(29)
The system has m degrees of freedom, which are the coordinates of the point
P⇤ in Rm. The point belongs to the hyperplane CHIM1 and defines an ap-
proximated extreme region. P⇤ is reported with a grey star marker while the
approximated extreme region is identified by the light grey area in between P⇤,
P3 and P2 (see Figures 2 and 4). Repeating this procedure m times by selecting340
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each time a di↵erent point than P1 to construct the additional m   1 hyper-
planes, delivers m additional external points to the CHIM.
It has to be noted that the method is not restricted to anchor points but it
can be repeated starting from any m non-collinear points in an m dimensional345
space. Hence, when an approximated extreme region is defined, it is possible to
find m 1 additional regions external to it and further from the CHIM. It has to
be noted that the external point, found with this procedure, is not guaranteed to
be inside the feasible criterion space J . To find the contour of the intersection
between the CHIM1 hyperplane and the feasible set J , i.e., the CHIM+, an350
outer approximation step is carried out.
Algorithm 2 Detection of the Outer point O⇤
1: procedure Find point on the contour of the intersection be-
tween the CHIM1 and the feasible criterion space J : (O⇤)
2: Find centroid Ce of CHIM simplex Eq.(30)
3: Define the direction vector from P⇤ ! Ce Eq.(27)
4: Solve the optimization problem Eqs.(31)  (34)
5: to find the distance t along the direction
6: defined by Eq.(34) to obtain O⇤
7: return O⇤
4.3. Detecting the Outer point O⇤ via Outer Approximation
This step of the procedure is based on the concept of outer approxima-
tion (OA) used in Mixed-Integer Nonlinear Programming Duran & Grossmann
(1986); Fletcher & Ley↵er (1994). In particular the aim of this step is to find355
the last feasible point that belongs to the CHIM1 plane in the direction of the
external point previously found. Three elements are needed to perform this
step: (i) the external point, (ii) the centroid of the CHIM simplex and (iii) the
direction from the external point towards the centroid. A pseudo algorithm for
this step of the procedure is reported in Algorithm 2. The centroid of a general360
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m-dimensional simplex is defined as:
Ce =
1
m+ 1
mX
i=1
Pi. (30)
The third required item comes from the application of Eq. (27) to find the
direction vector from the external point P⇤ towards the centroid Ce. At this
point it is possible to formulate an optimization problem that closely resembles
the NBI formulation in order to find the feasible point with minimum distance
from P⇤ in the direction of Ce. Mathematically, the formulation can be written
as:
min
y2Rn, t2R
t (31)
subject to : g(y)   0 (32)
h(y) = 0 (33)
P⇤ + t(Ce P⇤) = 0 (34)
where t is the scalar distance along the direction vector identified from the ad-
ditional constraint (34). This additional constraint, in analogy with NBI, forces
the solution to be on the required specific direction. Moreover, the feasibility365
of the solution is ensured by maintaining the original constraints of the investi-
gated problem, i.e., Eqs. (32) and (33). The solution of the OA problem delivers
a feasible point on the contour of the intersection between the CHIM1 and the
feasible criterion space J . From now on, points obtained from the OA step will
be referred to as outer points O⇤. The outer point O⇤ and the OA direction370
are depicted in Figures 2 and 4 as a white star and a dotted black arrow that
connects P⇤ to Ce.
4.4. Detection of the Horizon H⇤ point via backtracking line search
Since a full representation of the Pareto front cannot be achieved by a sole
parametrization of the intersection between the CHIM1 and the feasible crite-375
rion space J , which was approximated by the CHIMO, an extension towards the
unfeasible parts of the CHIM1 is required. In particular the search is executed
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Algorithm 3 Detection of the Horizon point H⇤
1: procedure Find the last point outside the feasible criterion
space J that delivers a Pareto candidate point: (H⇤)
2: Define the number of points h
3: Discretize the distance from P⇤ ! O⇤ into Hi
4: equidistant points according to Eq.(35)
5: for i = 0! Hi do
6: Define SOOP with weights wH,i according to
7: MOO method of choice
8: Solve the arising SOOP
9: if O⇤ closer to CHIM then P⇤ then
10: if SOOP problem is feasible then
11: Return Hi
12: break
13: else
14: if SOOP problem is unfeasible then
15: Return Hi 1
16: break
17: Discretize the distance from Hi ! Hi 1 into Hi
18: equidistant points according to Eq.(35)
19: for i = 0! Hi do
20: Define SOOP with weights wH,i according to
21: MOO method of choice
22: Solve arising SOOP
23: if O⇤ is closer to CHIM then P⇤ then
24: if SOOP problem is unfeasible then
25: H⇤ = Hi 1
26: Return H⇤
27: break
28: else
29: if SOOP problem is feasible then
30: H⇤ = Hi
31: Return H⇤
32: break
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by implementing a sort of backtracking line search algorithm in order to find
the first point on the direction vector defined by Eq. (34) that delivers a Pareto
candidate solution using the MOO method of choice (i.e., NBI or ENNC). In380
particular, the distance between the outer point O⇤ and the external point P⇤
is discretized into equidistant points Hi. Additionally, all Hi points belong to
the CHIM1 and they can be expressed as a linear combination of the m anchor
points. As a consequence, it is possible to solve a linear system to obtain a set
of scalarization parameter vectors wH,i, one for each of the Hi points. Then, if385
h is the number of equidistant points Hi, this results in:
Hi = P⇤ +
i
h  1(O⇤  P⇤), for i = 0, 1, . . . , h  1. (35)
In particular, all Hi points defined above belong to the CHIM1. Hence, they
can also be defined as a linear combination of the m anchor points. Conse-
quently, the corresponding scalarization parameters wH,i 2 Rm for each of the
Hi can be determined. This set of scalarization parameters is then used to390
solve a sequence of SOOPs starting from point P⇤ towards point O⇤ with the
MOO method of choice. In particular, the procedure is implemented di↵er-
ently according to the relative position of O⇤ and P⇤ in respect to the CHIM.
Two situations are possible: (i) O⇤ is closer to the CHIM than P⇤ or (ii) P⇤
is closer to the CHIM than O⇤. The series stops, either when the first wH,i395
vector in the sequence results in a feasible SOOP (situation (i)) and delivers
a Pareto candidate solution or when the first wH,i vector in the sequence re-
sults in an unfeasible SOOP (situation (ii)). At this point the distance between
the Hi point corresponding to the first feasible problem and the previous one
is discretized with the same number of equidistant points according to Eq. (35).400
The resulting sequence of SOOPs is solved in the opposite direction until
the first unfeasible problem is found (situation (i)) or until the first feasible
problem is detected (situation (ii)). The backtracking algorithm stops and the
last point that delivered a candidate Pareto solution is taken as the new vertex405
of the extreme region to be discretized and is called horizon point H⇤. The
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horizon point H⇤ is reported in Figures 2 and 4 as a black star. Note that the
backtracking line search direction coincides with the OA direction and, hence,
is also represented with a black dotted arrow (see Figures 2 and 4). The ex-
treme region is represented as the hatched area between H⇤, P2 and P3 (see410
Figures 2 and 4). Every additional extreme region is a (m 1)-simplex. Finally,
the additional (m 1)-simplices are combined with the CHIM simplex to obtain
the CHIMH. The discretization of the CHIMH is achieved via the simplicial
discretization method highlighted here after.
4.5. Discretization of the CHIMH415
The discretization of the CHIMH is first carried out by subdividing it into
(m   1)-simplices. A schematic representation of the adopted simplicial dis-
cretization is reported in Figure 5 for a 3D case. The scalarization parameter
space can in any case be represented by an m 1 dimensional space. It has
to be noted that the CHIM is always represented by a (m   1)-simplex. The420
approach proposed in this work extends the use of simplices to the additional
regions identified on the CHIM1. Moreover, lower order simplices are exploited
to achieve the discretization of the scalarization parameter space. In particular,
if a three-objective problem is analyzed, a series of 2-simplices is used to dis-
cretize the 2D CHIMH. Every 2-simplex in the collection is then discretized into425
points. The approach is based on the weight generation scheme reported in Das
& Dennis (1998) and extended to an m-dimensional case. The total number
of points pCHIM to be equally distributed on the CHIM can be calculated as
follows:
pCHIM =
(m+ p  2)!
(m  1)!(p  1)! (36)
The number of points in which the additional simplices are discretized is calcu-430
lated according to the proportion between the hypervolume of the considered
additional simplex and the CHIM. The number of points in each additional
simplex is called pext,i for i = 1, . . . ,m yielding a total number of points on the
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Figure 5: Simplicial discretization of the CHIMH.
CHIMH:
pTOT = pCHIM +
mX
i=1
pext,i. (37)
435
5. Results and discussion
In this section the procedure is tested on three scalar Multi-Objective Opti-
mization Problems and two Multi-Objective Optimal Control Problem.
5.1. Case I: Three-Objective Optimization Problem
The first case study has been proposed by Motta et al. (2012), and can be
formulated as follows:
min
y2R3
f(y) = yi, for i = 1, 2, 3 (38)
440
subject to :
y1   y 12 + y 13 ,
y2   y 11 + y 13 , (39)
y3   y 11 + y 12 ,
0.2   yi   10.0, for i = 1, 2, 3.
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The problem results in a three-objective scalar case study with three vari-
ables and nine constraints. In particular, the constraints define a very smooth
but steep Pareto front. The problem serves the purpose to highlight the ex-
treme zones left unexplored by the traditional NBI and ENNC methods. For
this case study all the steps of the procedure are going to be covered in detail,445
together with the obtained numerical results.
First, the anchor points are calculated:
Figure 6: Detection of an external pointP⇤ (top) and detection of an outer pointO⇤ (bottom).
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Figure 7: Detection of a horizon point H⇤ with resulting extreme region (top). The ex-
treme region is then discretized into points and a SOOP is defined for each of them. The
solution of the set of SOOPs with the NBI method delivers the candidate Pareto solutions
which are reported as squares (bottom).
J⇤y1 = [0.2 10.0 10.0]
|
J⇤y2 = [10.0 0.2 10.0]
| (40)
J⇤y3 = [10.0 10.0 0.2]
|.
Once the anchor points are known, the equation of the resulting CHIM1 can
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be calculated according to Eq. (24):450
y⇤1 + y⇤2 + y⇤3   20.2 = 0.0. (41)
In the same fashion the (m   1), i.e., 2 planes perpendicular to the one repre-
sented by Eq. (41) can be calculated via Eqs. (27) and (28). If the anchor point
J⇤y2 is selected the two normal planes are described by:
y⇤1   y⇤2 + 9.8 = 0.0
y⇤2   y⇤3   9.8 = 0.0. (42)
It is possible to combine the three obtained equations into a linear system, as
in Eq. (29). Its solution leads to the coordinates of the external point P⇤:455
P⇤ = [3.46 13.26 3.46]|. (43)
The point P⇤ is reported in the top graph of Figure 6. Additionally, the three
anchor points (represented by black upper triangles), the CHIM and the first
approximated extreme region are reported. The next step is to obtain the
centroid of the CHIM Ce with Eq. (30):
Ce = [6.73 6.73 6.73]|. (44)
Then the OA problem is set up as in Eqs. (31)-(34) and solved. The outer point460
O⇤ resulting from the OA step can be calculated analytically for this example:
O⇤ = [5.10 10.00 5.10]|. (45)
The point is reported in the bottom graph of Figure 6 along with the OA di-
rection (represented by the blue arrow). Once the outer point is available, the
backtracking line search is carried out along the same direction according to Al-
gorithm 3 and Eq. (35). The backtracking procedure finds the horizon point H⇤465
which is reported in the top plot of Figure 7 and has the following coordinates:
H⇤ = [3.76 12.67 3.76]|. (46)
The horizon point gives a feasible SOOP which is solved with the method of
choice and delivers the Pareto point reported in Figure 7 as well. The arrow
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from the horizon point H⇤ to the Pareto point represents the quasi-normal di-
rection for the NBI method. The horizon point defines the extreme region which470
can then be discretized and solved with the method of choice. The bottom plot
in Figure 7 depicts the extreme region filled with Pareto points obtained by
solving additional NBI SOOPs.
The interactive nature of the proposed method has been highlighted. In fact,475
if the DM is satisfied with the exploration of the extreme region in Figure 7,
the remaining part of the Pareto front can be left unexplored. Otherwise, the
procedure is repeated and a more complete exploration of the criterion space is
achieved (see the top graph in Figure 8). The comparison between the top and
the bottom graphs in Figure 8 highlights the nature of the constructed CHIMH.480
A similar exploration of the criterion space can be achieved with the ENNC
method.
For this case study the criterion space approximated by the CHIMH is cov-
ered with pTOT = 123 points. The parameter p, the number of points dis-485
tributed in the CHIM and in every extreme region are reported in Table 1. The
computational time needed for the solution of the geometric extension (IGE)
procedure is 0.17 s for the NBI approach and 0.07 s for the ENNC method. The
total time needed to obtain the 123 Pareto optimal solutions is 0.87 s for the
NBI and 1.02 s for the ENNC method (see Table 2). The Pareto fronts obtained490
are similar to the ones achieved by Motta et al. (2012) for the same case study.
Finally, the bottom plot of Figure 9 represents the scalarization parameter
space used to realize the extended exploration of the criterion space with the
NBI (see top graph in Figure 8) and ENNC. It has to be noted that the sum of495
scalarization parameters is still
P3
i=1 wi = 1, while now scalarization parameters
are negative for points contained in the extreme regions. As a consequence,
the last scalarization parameter omitted from the graph can be calculated by
w3 = 1  (w1 +w2).
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Figure 8: Isometric view (top) and skew view (bottom) of the extended criterion space explored
with the NBI method.
5.2. Case II: Four-Objective Optimization Problem500
The second case study extends the previous one by adding a fourth variable
and a fourth objective to the problem formulation. As the previous case study,
also this one was proposed in Motta et al. (2012) and it is formulated as follows:
min
y2R4
f(y) = yi, for i = 1, 2, 3, 4 (47)
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Figure 9: Representation of the scalarization parameter space that allows NBI and ENNC to
explore the extended criterion space. In particular, note that w3 = 1  (w1 +w2)
subject to :
y1   y 12 + y 13 + y 14 ,
y2   y 11 + y 13 + y 14 , (48)
y3   y 11 + y 12 + y 14 ,
y4   y 11 + y 12 + y 13 ,
0.2   yi   10.0, for i = 1, 2, 3, 4.
The problem is in complete analogy with the previous one and extends it to four
dimensions. The problem is solved both with NBI and ENNC and its results are
particularly interesting for the visualization of the simplicial discretization used.
Given the higher dimensionality of the objective space the individual steps of505
the procedure are not visualized.
The extended criterion space found with the ENNC method is reported in
Figure 10 using a total of 376 points. The parameters related to the calculation
of the total number of SOOPs is reported in Table 1. It is possible to appre-510
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Figure 10: 4D Pareto set achieved with the ENNC method.
ciate the width of the criterion space achieved through the application of the
proposed method. Due to the limitation of 3D plotting the fourth objective is
rendered with the help of a progressive gradual coloration. The used color map
is reported at the bottom of the plot. For this case study the computational
time used for the IGE of the criterion space is 0.23 s for NBI and 0.12 s for515
ENNC, while the time spent for the solution of all 376 SOOPs is 2.16 s and
2.86 s for NBI and ENNC, respectively. Once again, the obtained Pareto front
is similar to the one achieved by Motta et al. (2012).
The major insight gained from this case study is the visualization of the520
parameter scalarization space. In particular, the top graph in Figure 11 depicts
the five 3-simplices that form the CHIMH for this case study. It was chosen to
report only 3 scalarization parameters for each scalarization parameter vector
since the fourth can be calculated as a complement to one of the sum of the
other. Additionally, the geometric aspect at the base of the proposed technique525
is clearly visible from the top plot in Figure 11. Moreover, the simplices are then
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Figure 11: Simplicial discretization of the scalarization parameters space. In particular, the 5
3-simplices that define the CHIMH are depicted (top). Discretization in points of the CHIMH
by evenly distribution of points in each of the 3-simplices reported in the top graph (bottom).
discretized and result in the collection of 376 points reported in the bottom plot
of Figure 11.
5.3. Case III: General three-objective problem
The third example extends the two-objective example presented by, e.g.,
Das & Dennis (1998) by introducing an additional objective function f3. As
can be seen, this example is highly nonlinear due to the di↵erent objectives and
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constraints.
min
y2R5
26666664
f1(y) = y21 + y
2
2 + y
2
3 + y
2
4 + y
2
5
f2(y) = 3y1 + 2y2   y33 + 0.01(y4   y5)3
f3(y) = y21 + 3y
2
2 + 0.2(y3   y5)3
+ log(y24 + y
2
1 + y
2
2 + 1)
37777775 (49)
subject to : y1 + 2y2   y3   0.5y4 + y5   2 = 0,
4y1   2y2 + 0.8y3 + 0.6y4 + 0.5y25 = 0, (50)
y21 + y
2
2 + y
2
3 + y
2
4 + y
2
5  10.
This case study demonstrates the need to account for obtuse angles in the CHIM530
during the IGE procedure. When an obtuse angle is present in the CHIM and
it is not correctly detected the IGE procedure finds all the m external points
in the same region of the criterion space. In particular, all the external points
lie in the region opposite to the vertex of the obtuse angle (see Figure 3). The
top graph in Figure 12 depicts the external points and the approximated ex-535
treme regions obtained when the obtuse angle is not detected. The full lines
represent two planes that internally cross the CHIM. On the contrary, a correct
detection of the obtuse angle allows to find the external points in the desired ex-
treme regions (see contrast between top and bottom graph in Figure 12). Once
the external points are correctly detected, the IGE procedure can be completed,540
enabling the detection of the outer points and the horizon points for this case
study. The resulting outer and horizon points are reported in Figure 13. It
has to be emphasized that all geometric objects depicted in Figures 12 and 13
belong to the same plane, i.e., the CHIM1.
545
Note that, for this case only one of the extreme regions is detected to be
outside the CHIM, while the remaining two collapse either on the edge or in the
CHIM interior. This is due to the particular non-convex shape of the feasible
criteria space J . Not all points of the CHIM give rise to a feasible NBI or ENNC
subproblem. Hence, only one extreme region will be discretized and only one550
additional set of SOOPs will be solved on top of the original SOOPs for the
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Figure 12: Detection of the external points when the obtuse angle is not detected (top) and
when the obtuse angle is correctly detected (bottom).
CHIM. For this case study the parameter p = 11, generating 66 SOOPs inside
the CHIM, while after the discretization of the extreme region 22 additional
SOOPs are defined (see Table 1).
555
The solution of the complete set of 88 SOOPs takes 2.57 s for the NBI
method. Results are depicted in the top graph of Figure 14. For the ENNC
method the computational time required is 1.94 s and the achieved Pareto front
is reported in the bottom graph of Figure 14. The IGE procedure is carried
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Figure 13: Construction of the extreme region for Case Study III. Note that only one ex-
treme region extends the CHIM, while no additional Pareto candidate solution is found in the
other directions.
out in 1.10 s for the ENNC and 1.73 s for the NBI method (see Table 2). It560
is important to notice that the significant computational time required for the
IGE procedure for this problem is due to the non-convex shape of the feasible
criteria space J and it is not directly related to the presence of an obtuse angle.
Additionally, the NBI method detects 13 Pareto candidate solutions that result
in dominated points and are removed after the application of a Pareto filter.565
This result is in line with what is reported by Logist & Van Impe (2012). The
scalarization parameters used to define the 88 SOOPs are reported in Figure
15.
5.4. Case IV: Multi-Objective Optimal Control of a Tubular Reactor
In this case study a jacketed tubular reactor under steady-state conditions570
is considered. Inside the reactor an irreversible first-order reaction takes place.
The reactor is of length L, C is the reactant concentration, T is the reactor
temperature and Tw the jacket temperature. The mass and energy balances
give rise to two coupled ODEs with the position z along the reactor as the
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Figure 14: Extended Pareto set achieved with the NBI method (top) and extended Pareto set
obtained with the ENNC method (bottom) for Case III.
independent variable Logist et al. (2012):575
d
dz
x1(z) =
↵
v
(1  x1)e
 x2
1+x2 (51)
d
dz
x2(z) =
↵ 
v
(1  x1)e
 x2
1+x2 +
 
v
(u  x2) (52)
with initial conditions:
x1(0) = 0 and x2(0) = 0 (53)
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Figure 15: Scalarization parameter space for Case III. Only one extreme region was detected
and discretized for this case study. The third scalarization parameter can be calculated as the
complement to one of the sum of the other two.
and constraints:
Tmin   Tin
Tin
 x2(z)  Tmax   Tin
Tin
(54)
Tw,min   Tin
Tin
 u(z)  Tw,max   Tin
Tin
(55)
Lmin  L  Lmax (56)
0.85  x1(L) . (57)
The states are the dimensionless reactant concentration x1 = (Cin   C)/Cin
and reactor temperature x2 = (T   Tin)/Tin. Here, Tin and Cin are the tem-
perature and the reactant concentration of the feed stream. The control u =
(Tw Tin)/Tin is a dimensionless version of the jacket temperature Tw. For con-580
structive reasons, bounds are imposed on the reactor and jacket temperatures,
as well as on the reactor length (constraints (54) to (56)). For economic reasons,
a lower limit of 0.85 is applied on the conversion (constraint (57)).
The aim is to derive an optimal profile along the reactor for the jacket
temperature profile u(z). The three objectives considered are similar to the
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conflicting ones treated in Logist et al. (2009): (i) maximizing the conversion,
which is related to minimizing the reactant concentration at the outlet:
J1 = 100Cin(1  x1(L)) (58)
(ii) maximizing the net heat transfer between the reactor and its jacket, where
heat transferred from the reactor to the jacket is assumed to be a profit:
J2 = 1000
Z L
0
 
L
(u(z)  x2(z))dz (59)
and (iii) minimizing the installation cost, which is related to the reactor length:
J3 = L. (60)
For parameter values, the reader is referred to Logist et al. (2009).585
This case study represents an example of MOOCP. Hence, every SOOP
in which the multi-objective problem is discretized will be an optimal control
problem. To solve each optimal control problem numerically, an orthogonal col-
location technique with a piecewise constant control discretization of 50 uniform590
pieces and a state discretization with Lagrange third order polynomials is used.
The arising large-scale NLP accounts for 652 optimization variables of which 52
are degrees of freedom. Additionally, the problem is subjected to 600 equality
and 1318 inequality constraints. In particular, the 52 degrees of freedom are:
50 piecewise constant control actions, the additional variable introduced by the595
NBI method and the free end point variable. For the ENNC method only 51
degrees of freedom are present since no additional variable is introduced.
Figure 16 illustrates all the external, outer and horizon points obtained by
applying the IGE procedure to this case study. In particular, all three ex-600
treme regions have di↵erent sizes. Hence, a di↵erent number of points (i.e., 22,
8 and 15 points) will be used to discretize them. Also for this case study the
parameter p is set to 11. Hence, according to Eq. (36) 66 points are evenly dis-
tributed over the CHIM. The total amount of points used for the discretization
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Figure 16: All geometric elements obtained when the proposed IGE proposed is applied to
Case IV. Note the di↵erent sizes of each detected extreme region.
of the CHIMH is 111. The scalarization parameter space is reported in the top605
graph of Figure 17 by means of the 111 points in which it is discretized. In line
with the previous example the third scalarization parameter can be calculated
as the complement to one of the sum of the others.
The bottom graph in Figure 17 depicts the generated Pareto front for the610
ENNC method. As for Cases I and II, a similar result was achieved with the
NBI method. The di↵erent trade-o↵s can easily be recognized. Higher reactor
temperatures increase conversion but also increase the net energy cost. Longer
reactors increase productivity but also installation cost. Longer tubes are able
to recover on average more energy, however, at the expense of larger investment615
costs. The computational time needed for the NBI method to produce all the
111 points is 64.55 s, while the ENNC method required 44.28 s in total. An
overview of the required CPU times is reported in Table 2.
Since every point on the Pareto set reported in Figure 17 represents an620
optimal control problem solution, a small set of solutions is selected and the
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Figure 17: Scalarization parameter space for Case IV (top) and extended exploration of
the criterion space with the ENNC method (bottom). A subset of solutions is selected and
reported in both graphs. Hence, for each selected solution the set of scalarization parameters
is identified. Moreover, the control profile corresponding to each selected solution is reported
in Figure 18.
corresponding control profiles are shown in order to appreciate the di↵erent
control actions. The control action profiles, obtained from the solution of the
anchor points and the selected subproblems in both graphs in Figures 17, are
reported in Figure 18. Again, it is possible to distinguish the trade-o↵s among625
the objectives: (i) a longer reactor enables a better conversion and more energy
to be extracted and (ii) if the jacket temperature is lowered more energy is
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Figure 18: Control profiles obtained from the solution of the selected subproblems in Figure
17. The top graph reports the results for the anchor points, while the bottom one for the
selected points reported in both graphs in Figures 17.
extracted causing a worse conversion.
5.5. Case V: Multi-Objective Optimal Control of a Batch Reactor
The fifth and last case study reported here is the the Williams-Otto batch
reactor. Inside the batch reactor the following reaction scheme take place: A+
B ! C, C + B ! P + E and P + C ! G. From these compounds, A is
initially present in the reactor and B is fed. The products P and E are useful
products, whereas product G is an undesired by-product. The reactor model
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can be expressed as follows:
d
dt
xA(t) =  xAu1
V
  (k1⌘1xAxB) ⇤ 1000, (61)
d
dt
xB(t) =
(1  xB)u1
V
  (k1⌘1xAxB   k2⌘2xBxC) ⇤ 1000, (62)
d
dt
xC(t) =  xCu1
V
+ (k7⌘1xAxB   k3⌘2xBxC   k6⌘3xCxP ) ⇤ 1000, (63)
d
dt
xP (t) =  xPu1
V
+ (k2⌘2xBxC   k4⌘3xCxP ) ⇤ 1000, (64)
d
dt
xE(t) =  xEu1
V
+ (k3⌘2xBxC) ⇤ 1000, (65)
d
dt
xG(t) =  xGu1
V
  (k5⌘3xCxP ) ⇤ 1000, (66)
d
dt
T (t) =
(TF   T )u1
V
+ (k8⌘1xAxB + k9⌘2xBxC) ⇤ 1000
+ (k10⌘3xCxP   l1(T   1000u2)) ⇤ 1000, (67)
d
dt
V (t) = u1, (68)
where the states xi(t) for i = A, B, C, P, E, G are the reactants and630
products concentrations, T (t) represents the reactor temperature and V (t) in-
dicates the reaction liquid volume. The reactions can be controlled by adjusting
the feed rate of reactant B, u1(t), and the cooling jacket temperature, u2(t).
All the model parameters, their values, the initial condition and additional con-
straints are reported in literature (Hannemann &Marquardt (2010); Logist et al.635
(2012)).
In this work the following objective functions are considered: J1 the max-
imisation of product P , J2 the minimisation of by-product G and J3 the mini-
mization of batch time:
J1 =  xE(tf)V (tf), with: J1   0.6 (69)
J2 = xG(tf)V (tf), with: J2  0.8 (70)
J3 = tf , with: 0.5  J3  1.0. (71)
(72)
The limits on the objective functions are introduced in this work. Addi-
42
Postprint)version)of)paper)published)in)Comp.)&))Chem.)Eng.))2015,)vol.)82,)p.)186@201.)
The$content$is$identical$to$the$published$paper,$but$without$the$final$typesetting$by$the$publisher.)
Journal)homepage:)http://www.journals.elsevier.com/computers@and@chemical@engineering/)))
Original)file)available)at:)http://www.sciencedirect.com/science/article/pii/S0098135415002355)
)
)
)
tionally, here the dynamic model is normalized by scaling the the independent
variable representing the batch time t between 0 and 1. As in the previous case640
study also here an orthogonal collocation technique with a piecewise constant
control discretization of 50 uniform pieces and a state discretization with La-
grange third order polynomials is used. The arising large-scale NLP accounts
for 1702 optimization variables of which 102 are degrees of freedom. Addition-
ally, the problem is subjected to 12500 equality and 155 inequality constraints.645
In particular, the 102 degrees of freedom are: 50 piecewise constant control
actions each for the two control variable u1 and u2, the additional variable in-
troduced by the NBI method and the free end time tf . For the ENNC method
only 51 degrees of freedom are present since no additional variable is introduced.
650
Figure 19: All geometric elements obtained when the proposed IGE proposed is applied to
Case V. Note the di↵erent sizes of each detected extreme region.
Figure 19 illustrates the application of the IGE procedure to this case study.
In particular, also for this case the three extreme regions have di↵erent sizes. In
particular, one region collapses on the border of the CHIM, hence no additional
point is generated in that region. For the other two extreme regions 16 and
10 points are used. For this case study the parameter p is set to 8. Hence,655
according to Eq. (36) 36 points are evenly distributed over the CHIM. The
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Figure 20: Extended exploration of the criterion space with the NBI method for Case V.
A subset of solutions is selected in the bottom graphs. For each selected solution the set
of scalarization parameters is identified. Moreover, the control profile corresponding to each
selected solution is reported in Figure 21.
Figure 21: Control profiles obtained from the solution of the selected subproblems in Figure
20. The top graph reports the results for the anchor points, while the bottom one for some
intermediate solutions.
total amount of points used for the discretization of the CHIMH is 62. The
scalarization parameter space is not reported for this case study for the sake of
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brevity, however all consideration previously illustrated hold for this case as well.
660
The graph in Figure 20 depicts the generated Pareto front for the NBI
method. As for Cases I and II, a similar result was achieved with the ENNC
method. It is possible to clearly identify the arising trade-o↵s between the
considered objective functions. Longer batch time allow for more product P
to be generated however also the amount of by-product G increases. Higher665
jacket fluid temperature, i.e. the presence of the max arc, after the constrained
arc (around t = 0.4) boost the production of product P, while the absence of
the max arc generate the opposite e↵ect limiting the production of G. Finally
shorter batch time allows for more batches to be run during the day, hence, pos-
sibly increasing the variety of products produced between di↵erent batches.The670
computational time needed for the NBI method to produce the 62 points is
333.83 s, while the ENNC method required 206.35 s in total. An overview of
the required CPU times is reported in Table 2.
As for the previous optimal control case study a set of optimal solutions675
is selected and the relative control profiles for u2 are depicted. The control
action profiles, obtained from the solution of the anchor points and the selected
subproblems in Figure20, are reported in Figure 21.
5.6. Results overview
All numerical optimization problems are solved with an in-house developed680
software. The software is based on the open source package for automatic di↵er-
entiation CasADi Andersson et al. (2012) and exploits Ipopt Wa¨chter & Biegler
(2006) as interior point NLP solver. Since the optimization framework uses gra-
dient based approaches, there are no guarantees that the global optimum will
be reached unless the considered problem is convex. All problems are solved685
with a desktop computer featuring an Intel Core2 Quad, with four CPUs at
3.00 GHz each and 4 Gb of RAM. The IGE procedure proposed in this work
was successfully applied to all case studies. In particular similar results to the
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p m pCHIM Next (pext,i) pTOT
Case I 12 3 78 3 (15/15/15) 123
Case II 10 4 220 4 (39/39/39/39) 376
Case III 11 3 66 1 (22) 88
Case IV 11 3 66 3 (22/8/15) 111
Case V 8 3 36 2 (16/10) 62
Table 1: Overview of the number of SOOPs formulated and solved for each case study.
ones obtained by Motta et al. (2012) are found for the Case I and II, while
the obtained computation times are an order of magnitude lower. Motta et al.690
(2012) do not report any information on the hardware used in their work. How-
ever, since the hardware used in this work was acquired in September 2010, it
is assumed that its computational power is comparable with the one used in by
Motta et al. (2012). Additionally, the computation time for the IGE is in most
of the cases less than 20 % of the total computation time. It is interesting to695
notice that the IGE procedure does not require additional computation e↵ort
when applied to the higher dimensional problem Case II. On the contrary, a
significant computational burden is required for the IGE procedure for Case III.
This is due to the non-convex shape of the feasible criteria space J for Case III.
This can be seen by the high computational time required also for the ENNC700
method were the obtuse angle disappears due to the mapping of the vertices
to a unit hyper-cube. The adopted set of case studies corroborates the generic
applicability of the proposed IGE procedure. In particular, the possibility for in-
teraction with the decision maker and the low computation time required makes
the IGE particularly suitable for computationally demanding problems, such as705
optimal control problems.
6. Conclusions
This paper has introduced a novel procedure based on geometric consider-
ations to interactively extend the explored region of the Pareto set for multi-
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total time (s)/ total time
method per point (s) IGE (s) percentage (%)
Case I
NBI 0.83 s / 0.17 s 20.4%
0.0071 s
ENNC 1.02 s / 0.07 s 14.6%
0.0085 s
Case II
NBI 2.16 s / 0.23 s 10.6%
0.0058
ENNC 2.86 s / 0.12 s 4.1%
0.0077 s
Case III
NBI 2.57 s / 1.73 s 67.3%
0.029 s
ENNC 1.94 s / 1.10 s 56.7%
0.022 s
Case IV
NBI 64.55 s / 7.72 s 11.9%
0.63 s
ENNC 44.28 s / 2.85 s 6.4%
0.40 s
Case V
NBI 333.83 s / 45.84 s 13.7%
5.38 s
ENNC 206.35 s / 26.51 s 12.8%
3.33 s
Table 2: Overview of the computational time needed to achieve the extended exploration of
the criterion space.
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objective optimization approaches such as ENNC/NBI. In particular the strat-710
egy was successfully applied to a series of case studies demonstrating its general
applicability. Additionally, the procedure exhibits a low computational burden.
This is particularly appealing for optimal control problems, since their solution
can by itself become expensive from a computation point of view. Moreover, the
procedure is applicable to higher dimensionality problems, i.e., more then three715
objectives. However, an e↵ective visualization of results is not trivial. Finally,
the procedure gives rise to a natural interactive approach for the exploration of
the Pareto set according to the DM’s preferences. This opens interesting scenar-
ios for the development of tailored software to include active human interaction
during the optimization procedure.720
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