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Abstract  
Designing effective policy to ameliorate the adverse impacts of urbanisation and urban sprawl demands 
a comprehensive understanding of the development process. While the urban modelling literature have 
extensively explored the impact of physical factors such as current urban land cover, slope, elevation 
and accessibility to roads on new urban growth, little is known about how the decision of urban 
development actors such as private developers impact on urban growth. This study aims to redress this 
deficit in knowledge on urban growth through modelling both the physical factors and decisions of 
development actors in a developing world context. The case study context is the Jakarta Metropolitan 
Area (JMA), Indonesia, the world’s third largest megacity. The JMA represents an ideal case area given 
the predominance of private land developers on the provision of its urban areas. The study sets three 
objectives: 1) to understand the urban growth patterns in JMA over the past two decades and identify 
the leading factors impacting urban growth in the region; 2) to model the land selection behaviours of 
private land developers through a cellular automata and agent-based urban model; and 3) to simulate the 
heterogeneous characteristics of developer agents and how their location selections impact on urban 
development in JMA.  
 
The first objective investigates the extent and spatial patterns of urban land cover in JMA. Through a 
spectral land cover classification method applied to Landsat satellite imagery a proliferation of urban 
areas on the outskirts of Jakarta with growth rates of 50 square kilometres per annum were revealed. 
The emergence of urban areas along the east-west and southern corridors of the JMA is in large part the 
result of transforming from vegetation land cover. The characteristics of urban spatial patterns and their 
change over time were measured using landscape metrics wherein the results show that in JMA’s core, 
urban development evolved into a single connected urban land cover, while a more fragmented urban 
pattern was observed on the outskirts of the JMA’s core. Taken together the findings point to different 
urban development processes forming these patterns. The retrieved land cover map provides the base 
map in the urban model that constitutes the second and third objective. 
 
The second objective reveals how developers’ capital levels impact the emergence of urban areas. A 
combination of cellular automata (CA) and agent-based model (ABM) is constructed with CA 
representing the physical land factors and ABM representing the decision behaviours of developer 
agents under various capital investment scenarios. The ABM embeds microeconomic concept governed 
by the cost-profit assessment in a spatially explicit context. The modelling results show that developers 
have the capacity to influence urban development through a diverse set of capabilities. In the context of 
JMA, the most profitable locations for new urban development are within 10 to 20 kilometres from the 
 ii 
Jakarta CBD, which could only be realized by developers with a minimum initial capital of Rp. 5 trillion 
(AUD$ 500 or US$ 375 million in 2016) and can also access the maximum lending at 75 percent scale. 
 
The third objective investigates the consequences of developers’ heterogeneous characteristics on the 
development of urban areas through simulating various scenarios in the urban land market. Three types 
of developer agents were considered based on their capital possession levels, categorised as large, 
medium and small scale. Their land development strategies including expected level of profit margins, 
land searching territory and perceived land values on urban areas were simulated individually in the 
CA-ABM framework before allowing all agents to operate concomitantly within a single land market. 
The results reveal that different types of developers lead to different locational choices and hence 
resulting in different urban forms. Developers with larger scale of capital possession tend to target at 
larger and more profitable areas closer to toll roads and to the CBD; their selections of urban locales are 
more predictable than that of the medium and small scale developers, which form smaller size urban 
development that are more fragmented and less predictable spatially. 
 
In summary, this study provides both conceptual and methodological contributions particularly in the 
provision of new urban areas from the perspective of private urban developers. The models supply a 
proof-of-theory about developers’ underlying reasoning for selecting urban land and help to explain 
why particular patterns of urban form emerges on certain locations. Through the models’ dynamic 
visualization and disaggregated analytical unit (i.e. a spatial resolution of 300 meters that represent the 
physical land factors and individual units to denote developers), the model elucidates the complex 
interactions between different types of developers and the resulting urban areas. Taken together, the 
results offer more enriched information for the decision makers to formulate the spatial planning that 
better accommodates the provision of urban areas desired by the private land developers. 
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Chapter 1  
Introduction 
1.1 Background 
Urban areas1 cover about five percent of the earth surface. Despite its small proportion of land coverage, 
urban areas have a much greater and far-reaching impact on the function of other land covers2 (Foley et 
al., 2005; Poelmans and Van Rompaey, 2010; UNFPA, 2007). Urban areas have a large ‘ecological 
footprint’ which greatly impacts other non-urban land covers (Lambin et al., 2001). The encroachment 
of urban areas on forests, for example, has been linked to major forest losses and represent a major 
threat to our planet’s biodiversity (Eisner et al., 2016). The conversion of productive agricultural land 
into urban areas has significantly reduced the availability of arable land and decreased the annual yield 
production in agriculture-dependent regions; thus, threatening the global food security (Naimah et al., 
2011; Wu et al., 2011; Xian et al., 2005). Urban expansion to rural area (i.e. peri-urbanisation) causes 
an increase in air pollution (Akbari et al., 2001) and degrades soil quality (Romic and Romic, 2003), 
which reduces the overall environment quality in the peri-urban areas  
 
It is estimated that 2007 marked the first point in human history where half of the world’s population 
lived in urban areas, which signalled the start of what has been dubbed ‘the urban millennia’ (UNFPA, 
2007). Urban populations are projected to continue growing to reach 66 percent by 2050 (Seto et al., 
2012; UN-DESA, 2004, 2014; UNFPA, 2007). Nearly 90 percent of the world urban population 
increase will occur in cities across Asia and Africa (UN-DESA, 2004, 2014). The most highly populated 
cities in the world are the Asian cities of Dhaka, Karachi, Kolkata (India) and Jakarta (Indonesia), 
catering to about 10 to 30 percent of its countries’ population (UN-DESA, 2014; UNFPA, 2007). The 
annual growth of urban population in these cities is about 3 percent, higher than the world’s average of 
2 percent and sixfold greater than the urban population of the developed countries (UNFPA, 2007). It is 
expected that more people will be living and depending their lives in urban areas in particular in cities of 
these developing countries. 
 
  
                                                   
1
 We refer to urban areas as the spatial extent of impervious areas commonly used as a proxy for urbanized areas 
(Taubenböck et al, 2012). Such areas are defined as impervious surfaces and composed typically by residences, 
commercial stores, offices, and industrial areas (Ridd, 1995)  
2
 Land cover represents the biophysical states of earth’s surface (Weng, 2012) and differs from land use, which is the 
space in which human undertake their activities. 
 2 
With unprecedented population increase, humans require space to accommodate the various activities in 
life (Batty, 1991). Although the most fundamental need is to be sheltered, the demand for land by urban 
inhabitants extends to the supply of food, energy, and other materials, implying that more land 
extending beyond urban land covers is required to fulfil the needs of the urban population. With a finite 
amount of land available, the competition between different purposes of land (e.g. development versus 
conservation) becomes more prominent an issue (Onsted and Clarke, 2011; Rounsevell et al., 2006). 
Particularly in densely populated areas, ensuring that land-space is righty allocated according to the 
urban population’s needs and without damaging other land uses is the first stage of addressing the issue 
of competing land uses (Loonen et al., 2007). In order to do so, a good understanding of the urban 
development process is crucial in supplying evidence-based input for designated policies (Burgi et al., 
2004; Engelen et al., 2007a). The need to understand factors influencing the urban system and how 
these factors work and interact is instrumental in identifying not only the potential location of new urban 
areas but also the specific processes that regulate urban development.  
 
In trying to reconstruct the intricate spatial form of urban area, various factors have been recorded as 
influencing the development process. The physical characteristics of urban landscape such as slope, 
elevation, distance to nearest utilities or existing urban areas contribute to the emergence of new urban 
areas (Clarke and Gaydos, 1998; Clarke et al., 1997), as do spatial decisions made by development 
actors (e.g. developers) in response to opportunities (Lambin et al., 2001). However, while it is known 
that physical factors and macro-factors like spatial planning systems are largely static for relatively long 
periods of time (e.g. years or decades), factors affecting human decisions are continuously changing. 
Preferences over land location, for instance, may change because of the changing circumstances (e.g. 
increase in land price) or decisions made by other development actors (e.g. granted a loan to purchase 
land). Furthermore, as people are a learning entity, they make better decisions as experience 
accumulates.  
 
There is a pressing need to understand the urban development processes by taking into account the 
physical, socio-economic as well as human behaviour factors. While the physical and socio-economic 
factors impacting on urban development have been a particular focus for existing scholarship in urban 
modelling, research that has examined human behaviour factors and their interactions with the 
environment and other development actors has yet remain in their infancy (Parker and Filatova, 2008). 
It follows, that if we are to enhance our understanding of the complexity and dynamics of human 
perceptions and preferences in the reconstruction of urban development process there is a need to 
examine methods that have the capacity to integrate across the physical, socio-economic and human 
dimensions. 
 3 
 
1.2 Problem statement 
The various actors involved in the development of urban areas, including households, developers, 
homeowners, investors, and financial lenders, seek locations of urban area based on complex location 
analysis that includes various selection criteria and preferences. Location analysis by development 
actors may include future economic expectation of the location (i.e. increasing investment on value of 
land), complex interactions of actors (i.e. one-to-one, one-to-many, or feedback-adaptation) as a 
response to the changing situation of actors’ surrounding environment, or the decisions of other actors 
in the system (Parker, 2005; Thapa and Murayama, 2011). These interactions are complex in that there 
are various considerations in determining locations for new urban development. The interactions in 
urban development process are also dynamic in that individual actions of development actors might vary 
from one to another and from one time to another depending on various internal (e.g. land suitability) 
and external factors (e.g. spatial planning system) (Engelen et al., 1995). The resulting pattern of urban 
areas as a macro-scale pattern from the aggregated interactions of development actors thus contains a 
level of uncertainty, resulting in more than one possible output. In addition, the arising spatial pattern of 
urban areas resembles an intricate shape in a fine-scale configuration that can hardly be associated with 
a simple mathematical model (e.g. multi-regression rule) or a static urban modelling approach (e.g. 
Markov-chain projected land cover changes) (Batty and Xie, 1994). Rather, the ever-changing 
characteristics of urban development actors and the complex spatial pattern resulting from actors’ 
locational decisions can be best represented with the dynamic urban modelling approach (Silva and Wu, 
2012). 
 
 
Figure 1.1. Identified research gaps in urban modelling where human factor involvement 
and implementations of model in the developing countries are lacking.  
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Developers have been known as a key player in almost all stages of urban development (Kaiser, 1968; 
Kaiser, 1970). Although individual developments in an urban system are by nature small in scale (i.e. 
individual parcels of land), the collective actions of these developers have the capacity to change the 
landscape of a city. As such, their decisions in transforming land at either a large-scale (e.g. more than 
100 hectares) or comprised of small-scale parcels significantly impacts the urban structure (i.e. 
workplaces, urban services, and accessibility) and the overall land prices. A modelling study that 
investigates the emergence of urban area needs to incorporate the developers’ preferences to provide a 
better understanding of urban development process. 
 
Furthermore, in the context of developing world, the provision and allocation of new urban areas have 
been predominantly influenced by the decision of a land developer than of the spatial governing bodies 
or the house buyers (Henriquez et al., 2006; Wu et al., 2011). However, there has been inadequate 
demonstration of modelling studies that explore the developers’ prominent roles in urban development 
process and the subsequent outcome of urban areas. In addition, the implementation of urban modelling 
in the context of developing countries potentially reveals the mechanisms of urban development driving 
factor or phenomena that differ from modelling applications in developed countries (e.g. urban sprawl, 
peri-urbanisation, desa-kota). As such, addressing the knowledge gap in urban development process 
using dynamic modelling need to be undertaken in cities of developing countries. In summary, the 
problem statement that can be highlighted in this study is “a need for study that redresses the absence of 
an urban model capable of simulating the microeconomic perspective and decisions of residential 
developers, particularly in the developing world context” (Figure 1.1).  
 
1.3 Research question 
The overarching research question that will be addressed in this thesis is:  
How can we develop a holistic approach to model urban growth by incorporating human behavioural 
factors as well as socio-economic, institutional, and physical factors to enhance our understanding of 
the spatial structure and dynamic process of urban growth?  
 
1.4 Aim and objectives  
The aim of this study is to gain a better understanding of the urban development process by means of 
dynamic urban growth modelling.  
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This study focuses on a holistic modelling approach where heterogeneous behaviours of actors involved 
in urban development process (i.e. agents) will be captured in an urban model along with physical 
factors in order to simulate the consequences of these urban driving factors in shaping the spatial pattern 
of urban areas. The Jakarta Metropolitan Area (JMA) will be drawn upon as a case study for this thesis 
because its urban expansion is predominantly influenced by private residential developers, and therefore 
it is an ideal test-bed for the adopted modelling approach that represents the behaviour of land 
developers. Underpinning the aim are three objectives: 
 
Objective 1. To understand the urban growth patterns in the Jakarta Metropolitan Area (JMA) between 
1994 and 2012, and identify the leading factors impacting urban growth in the region.  
Objective 2. To develop an agent-based urban growth model that incorporates microeconomic theory 
that drives the location selection of new urban areas by private residential developers.  
Objective 3. To understand the impact of multi-type developer behaviours on the spatial pattern of 
urban growth in JMA by simulating different policy scenarios in a heterogeneous urban market 
situation.  
 
1.5 Thesis structure 
The following presents a brief structure of this thesis  
Chapter 1 introduces the background and motivation of the study. It explains the knowledge gaps, 
research question, aim, and objectives of the research.  
Chapter 2 consolidates the underlying theories and approaches of dynamic urban modelling. It starts 
with the brief introduction on early urban models, and then continues with explaining the system theory, 
dynamic theory, and complex theory. The chapter explains the influence of these theories on the 
conceptual development of dynamic modelling. The second half of the chapter reviews the abilities and 
limitations of cellular automata (CA) in representing the dynamic nature of urban system. Next, the 
chapter introduces the agent-based modelling (ABM) approach and discusses the ABM’s ability in 
representing individual and heterogeneous of human preferences in different fields and spatial systems. 
Results of this chapter justify the implementation of agent-based model (ABM) for this study. 
Chapter 3 explains the general methodology which includes an overview on the socio-economic and 
demographic figures of the urban population in the study area. It also describes how the characteristics 
of private residential developers in the JMA were derived. Next, the chapter presents the data 
preparation for inputs in the agent-based model. This chapter explains a general methodology for 
pursuing the study objectives. 
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Chapter 4 aims to achieve the first objective of the study, which is to understand the current urban 
growth pattern between the period of 1994 and 2012 in the JMA. This chapter explains the land cover 
classification procedure to produce a series of land cover maps of the JMA and identification of urban 
land changes during the analysis period. Urban maps produced in this chapter help the preparation of the 
spatial data necessary for land cover base maps in chapters 5 and 6. 
Chapter 5 focuses on the development of ABM that incorporates the microeconomic concepts in 
location decision analysis by residential developers. This chapter presents the development of ABM to 
investigate the influences of capital level and the lending scale for developer’s investment in urban 
development. The ABM in this chapter forms the basis of the development of ABM in Chapter 6. 
Chapter 5 corresponds to the completion of Objective 2. 
Chapter 6 investigates the influence of multi-type developers in the urban market. Five scenarios will 
be implemented in the model according to the type of developer in the land market. In the first three 
scenarios, there are single-type developers (i.e. small, medium, or large developers) in the land market. 
The last two scenarios are mixed-market where large, medium and small developers interact and 
compete to gain the locational benefit to fulfil their expected profit. Chapter 6 corresponds to the 
completion of Objective 3. 
Chapter 7 offers a summary and conclusion of the study. It describes the overall contribution of the 
study in the context of the defined objectives and presents the limitations of the study. It proposes 
potential future works in the dynamic urban modelling context. 
 
 
Figure 1.2. The sequence of chapters.  
 
Chapter 1 
Introduction 
Chapter 2 
Literature review on 
dynamic modelling 
Chapter 3 
Research 
methodology  
Chapter 4 
Urban land cover 
classification 
Chapter 5 
Modelling ABM 
single-type developers 
Chapter 6 
Modelling ABM 
multi-type developers 
Chapter 7 
Conclusion 
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Chapter 2  
Literature review on dynamic modelling 
The theoretical or conceptual foundation underpinning dynamic modelling in urban studies such as 
agent-based modelling (ABM) and cellular automata (CA) have been inadequately presented, making it 
possible to infer that these approaches have a weak epistemology and is a mere ad-hoc technique 
(Koomen and Stillwell, 2007; Torrens and Benenson, 2005). This chapter aims to consolidate the 
conceptual understanding of dynamic urban modelling, specifically on how the dynamic (ever-
changing) characteristic of the urban development process can be captured through the adaptation of 
interdisciplinary theories.  
 
2.1 Introduction 
Spatial models have been helpful for urban planners for purposes such as visualizing the possible future 
growth of urban areas, observing urban impacts on the city’s landscape, and testing different urban 
policy scenarios. The adaptation of dynamic modelling approach in spatial models has been criticized 
on the basis that it lacks a theoretical and conceptual foundation and raises doubts as to whether models 
are correctly representing real urban systems (Manson and O'Sullivan, 2006). Dynamic modelling was 
also criticized as it was designed based on limitations found on past urban models (Torrens and 
Benenson, 2005), and its implementations were regarded as too specific for a particular case with 
disconnected association from the already established theories in science (Torrens and Benenson, 2005). 
Furthermore, the analytical processes in dynamic modelling (e.g. artificial neural network) work in a 
‘black-box’ where users have no insight on how the simulation outcome was generated (Koomen and 
Stillwell, 2007). These descriptions create an impression that dynamic modelling has a seemingly weak 
foundation from a theoretical point of view. 
 
This chapter aims to consolidate the underpinning theories and concepts of dynamic urban modelling by 
explaining how the incorporation of systems theory, general systems theory, and complexity theory 
have brought about a new method of conceptualizing the city, and in particular, urban development 
process. The discussion focuses on how these theories have transformed the static perspective of urban 
development into dynamic ones and establishes the argument that the city is a complex system. Next, it 
describes the presentation of early urban models and discusses their concepts in explaining the function 
of urban systems. Following this is a section that introduces dynamic modelling. We review the 
spatially explicit CA approach and discuss its capabilities and limitations in representing the dynamic 
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process in urban system before introducing the agent-based model (ABM). The last section provides 
summary of this chapter. 
 
2.2 The complexity concept and the city 
The city is one of the most complex systems ever created by human civilisation (Barredo et al., 2003). 
Most urban scholars agree that the city is a complex system (Barredo et al., 2003; Batty, 1971; Itami, 
1994; Manson and O'Sullivan, 2006; White et al., 1997), though the meaning of a complex system (and 
of a city) may differ from one study to another. Some studies draw the city’s complexity from the 
complex interactions between elements in the system (e.g. complexity in economic processes) 
(Dabbaghian et al., 2010; Wu and Webster, 2000), whilst other studies look at complexity from the 
perspective of the spatial form of urban land covers (e.g. urban morphology) (Fisher-Gewirtzman and 
Blumenfeld-Liberthal, 2012) (Dabbaghian et al., 2010) or the fluctuation of its attributes (e.g. land 
prices, spatial population density) (Loibl and Toetzer, 2003). The next sub-section introduces the 
definition of complexity, followed by the implications of the city’s complexity in urban modelling.  
 
2.2.1 Introduction to complex system  
A complex system is defined as “a system that shows a surprising and unanticipated emergences 
behaviour” (Batty, 2009b). Such a system may be identified as one of three types of complexity; the 
deterministic, mathematical, or aggregate complexity (Manson, 2001). Deterministic complexity deals 
with chaos and interactions between elements. Such interactions are in a stable state before it bursts into 
a total collapse, generating extreme values (e.g. storm in weather observation). Manson’s proposition on 
deterministic complexity however, is scarcely found in urban studies literature. The collapse of national 
economic stability might be the closest example (Winarso and Firman, 2002), yet this example refers 
more to a system’s collapse in terms of macro-economic indicators, which may result, indirectly, in 
spatial change (e.g. urban land changes). 
 
Mathematical complexity is defined as the difficulty in representing the output or process within the 
system in a mathematical formula. This type of complexity might relate more closely to studies with an 
explicit spatial context, such as urban land changes. Examples of mathematical complexity can be found 
in urban morphology (i.e. urban spatial pattern, location, and changes) or spatial path movement, as they 
are too difficult to be derived as a single linear function (Manson, 2001). The micro-scale arrangement 
or morphology of urban land cover appears irregular with no explicit pattern to be expressed in a 
mathematical formula. Despite the seemingly absence of a regular pattern at a micro-scale, the patterns 
can be observed at a macro-scale. The spatial arrangement of urban areas has been generalized among 
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others, with a decay distance function from the city centre or the urban utilities (Cheng and Masser, 
2004; Han, 2004), a repetitive pattern (e.g. measured using variogram) (Braimoh and Onishi, 2007; 
Brown et al., 2002), regional similarity (e.g. Moran I, Geary, K-cluster) (Ord and Getis, 1995), or a 
multi-hierarchical repetition (i.e. measured using fractal or landscape metric) (Luck and Wu, 2002). A 
measure on the spatial arrangement of urban area therefore implies regularity in which particular 
process – rather than random process – contributes in shaping urban morphology. Indeed, unfolding the 
regularity in urban morphology has been fundamental in better indicating the underlying process 
shaping urban patterns (i.e. pattern-process linkage) (Deng et al., 2009; Herold et al., 2005; Herold et 
al., 2003), and comparing the evolution of cities’ spatial pattern in different time periods (Wilson, 
2000).  
 
The last type of complexity is the aggregate complexity, defined as a system that exhibits non-linearity 
and emergence (Barredo et al., 2003). The aggregate complexity is known by statement “the whole is 
greater than the sum of the parts” (Batty, 2009a). Aggregate complexity acknowledges that the 
relationships between elements in the system are not necessarily a linear (i.e. simple addition of various 
factors); they occur as conditional, exponential, or higher-dimensional relationships, and outputs of this 
system emerge from the product of its micro components or sub-systems. The non-linearity of a 
system’s output may be explained by uneven interactions between sub-systems (e.g. transportation, 
social, or economic system in the city) where each sub-system has a pace dissimilar to others sub-
systems (Simmonds et al., 2013), and where some outputs of a sub-system might be attenuated or 
augmented by others. Thus, the aggregated result of a system might not necessarily be the sum of 
individual outputs of its sub-systems. 
 
2.2.2 The city as a complex system 
Does the city fit the criteria of a complex system? The diverse range of city and urban activities are 
constructed by sub-systems like land systems, social systems and economic systems, where each of 
these sub-systems has its own system elements. In particular, the urban development process in a city 
has a range of activities (e.g. land searching, land acquisition, land development) that take place in 
various locations and involves various development actors (e.g. government, developers, household, and 
finance institution) with varying roles, perceptions and motivations (Kaiser, 1970). Those with similar 
motivations in the urban development process can collaborate (e.g. developers and financial 
institutions), whilst the regulatory role (i.e. government) inhibits others to deliberately dominate the 
entire development process. With the interconnected interactions among actors and factors influencing 
urban development, decisions taken by one actor changes the output of other actors or factors (e.g. 
initially available land suitable for urban development become a no-development zone when the 
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government decides to do so). In some cases, the nature and extent of these land-actor relationships are 
hard to identify or quantify (Barredo et al., 2003); thus they are regarded as stochastic factors 
(uncertain) in the model. As a result, the outcome of a city in any measure (i.e. land cover, population 
density, land price, energy, or emission production) is constantly changing and exhibits some 
uncertainty (i.e. interactions on urban development process may produce more than one outcome). For 
such reasoning, cities with its urban developing process could be concluded as having features that 
conform to the criteria of a complex system (Batty, 1995, 2009a; White and Engelen, 1993; Wilson, 
2000; Xie, 1996).  
 
Because interactions between the elements of an urban system (e.g. human, environment) behave in a 
complex, intricate and often non-linear form, the outcome of these complex interactions is uncertain, 
ever-changing (White and Engelen, 1993), and is difficult to be accurately predicted by conventional 
urban models (Cheng and Masser, 2004). Yet these complexities and ever-changing processes are too 
valuable to be discarded in the urban model as they may lead to the underpinning process that explains 
particular changes in land covers. Therefore, an approach, which captures the complexity in urban 
systems must understand and investigate the factors, actors, and their interactions that contribute in 
dynamically shaping the urban areas and their changes  
 
Additionally, the modelling approach needs to capture changes in the urban development process at a 
disaggregated level (increment) both in the spatial and temporal sense. The smallest spatial unit such as 
parcel, coordinate point, or cell, allows the model to capture the variety of land attributes over the 
location in a study area, while the disaggregated level in temporal dimension (e.g. time, days, months, or 
year) could represent the progression of changes during the simulation, not just the final result of 
simulation. The disaggregated analytical unit in the combined temporal and spatial dimension allows the 
model to capture more detailed changes in land cover and micro-behaviour actors influencing the output 
of the model. 
 
In the scientific literature, there are options of modelling available that can capture the complexity and 
dynamic features of urban systems. But before explaining these dynamic modelling approaches (sub-
section 4), it is worthwhile to describe past efforts in understanding the urban development process 
(sub-section 3). These efforts can be classified as a classical urban model, mathematical model or 
dynamic urban modelling depending on theory that underpins the concept (Figure 2.1).  
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Figure 2.1. The timeline of spatial modelling concepts after the 1960s  
(adapted from Batty, 2008). 
 
2.3 Early efforts to understand urban systems 
Early urban models lay the foundation for a more systematic approach in describing the process in urban 
system. The development of dynamic modelling can be regarded as the continuation work of these early 
urban models. In the following, we explain the early urban modelling approaches and discuss their 
strength and weaknesses in explaining the urban development process.  
 
2.3.1 Early urban models  
Urban scholars have long been seeking the processes that underpin the unique location and shapes of 
urban areas (Alonso, 1960; Ullman, 1941). Efforts to understand how spaces are allocated and what 
factors influence the emergence of specific shapes of land areas started in the 1800s with the work of 
Johann Heinrich Von Thünen on “Der isolierte Staat, in Beziehung auf Landwirtschaft und 
Nationalökonomie” (Sinclair, 1967). Von Thünen observed agricultural crop areas in cities across 
Europe in 1826 and proposed a theory that explains the variation of agricultural crops according to its 
distance from the city centre (Batty, 2008; Sinclair, 1967). It was postulated that under uniform land 
characteristics, a city would expand from its centre whilst concentric rings of various crops would 
develop around the city centre (Ullman, 1941). He proposed that production costs was the main factor in 
this agriculture land model that influenced farmer’s decision to grow a particular crop around the city 
(Alonso, 1960; Getis and Getis, 1966; Ullman, 1941). According to Von Thünen’s theory, the most 
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profitable crop per square area would be cultivated near the city centre and the least profitable crops 
further from city centre. His theory applies on a monocentric city with concentric landforms. This idea 
of concentric landforms built the foundations for the development of subsequent urban models (i.e. 
Alonso’s land market theory, Christaller’s central place theory, Burgess’s city concentric model). 
 
In the early 1960s, William Alonso described city landforms from the perspective of the urban land 
market by introducing the idea of decreasing values of satisfaction to explain the concentric residential 
form around the city centre (Alonso, 1960). In his theory, the individual household decision to locate the 
preferred residential location implies that a balance has been struck between the cost of commuting to 
and from the workplace and the size of land that the household can acquire. Alonso illustrated his model 
using bid-rent curves in the Cartesian axis as well as with descriptive analysis. 
 
Limitations of early urban models 
The early land models are rooted in classical economic theory (Altmann, 1981) and propose a simple 
model with few factors (i.e. distance from city’s CBD and transportation costs) to explain the generic 
form of urban areas (i.e. monocentric). This might have been possible when, in the early 1960s, 
motorized transport and the population’s activities were not as abundant and complex as today (Baynes, 
2009). The early urban models also imply that urban forms become static when land supply and demand 
reaches an equilibrium state. This equilibrium state, however, may be misleading as the shape of an 
urban area is continuously changing; it not only expands but also perforates or shrinks. Furthermore, 
these early models offer a diagrammatic and descriptive analysis which explains little about the relations 
among factors influencing urban development. The insufficient explanatory power of these early urban 
models prompts urban modellers to seek an alternative modelling approach for more explicit and 
quantitative relations in factors driving urban change.  
 
2.3.2 Mathematical urban modelling 
The mathematical modelling approach emerged in the early 1970s, particularly by the separate works of 
Edwin Mills and Richard Muth. They rewrote Alonso’s urban model with an explicit mathematical 
expression to explain the relationship between elements in urban systems (Altmann, 1981). Using a 
concept similar to Von Thünen’s concentric landform, in Mills-Muth model, urban residential locations 
are formed by three mathematical functions of housing production, housing demand, and transportation 
costs (Altmann, 1981). 
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Mathematical modelling assumes firstly that the output is a consequence of independent variables acting 
together, and also that a constant correlation among factors exists in the system. In explaining the 
emergence of an urban area, mathematical urban modelling largely employs a linear or logistic 
regression (Aspinall, 2004; Mertens and Lambin, 2000), Markov-chain change probability (Petit and 
Lambin, 2002), or a gravity model (Kong et al., 2010; Lowry, 1965). In this type of modelling, the 
relationship that links the factors and the possibility of urban changes becomes more explicit compared 
to the early descriptive urban models, rendering the explanatory power and predictive capability better 
than the early urban models (Machemer et al., 2006). The parameters in a linear equation, for example, 
represent the weight that measures the contribution scale of a factor on urban growth. To derive the 
weights, various methods have been explored, including the use of historical patterns, Artificial 
Intelligence (AI), multi-criteria decision analysis, or Analytical Hierarchical Process (AHP) (Park et al., 
2011). The implementations of mathematical modelling in urban studies have largely been done in two 
steps analysis; the first step aims to calibrate the model using retrospective analysis, and the second step 
aims to extrapolate the trend to predict the future. In a retrospective analysis, urban models with 
mathematical approach attempt to reconstruct past land use in order to best-fit the general trend of land 
changes. The model then extrapolates the trend to estimate the future land changes on the basis of a 
linear function, with an underlying assumption that trends remains constant for the entire analytical 
period (López et al., 2001). 
 
Mathematical modelling typically requires input data with the administrative boundary as the unit of 
analysis. This is mainly because its inputs, such as social, economic or demographic data, are 
enumerated in the administrative boundaries. However, the use of administrative boundaries in 
mathematical modelling limits its ability to reconstruct detailed information in analytical units smaller 
than administrative regions, or across municipalities. It also tends to smooth out the variability within 
administrative regions due to its aggregated analysis.  
 
Both the early land models and mathematical modelling approaches share similar incapacity to explain 
the dynamic feature of urban systems (Batty, 2009a). They generate an estimated urban growth in the 
specified time parallel to its input data. Whilst technically possible to present the sequential transition of 
urban growth between time periods, this proves to be impractical for mathematical and early urban 
models because this demands the inputs to be sub-divided into smaller unit parallel to the sequential unit 
of simulation. For example, the estimated urban area requires population number and socio-economic 
indicators to be interpolated in between their acquired dates before simulation of urban areas’ 
progression could be performed. With such impracticality, the final form of the urban area is generally 
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an aggregated result. As such, the dynamic and complex nature of a city is inadequately represented in 
these types of modelling approaches. 
 
2.4 Theories supporting the development of dynamic modelling  
The introduction of interdisciplinary theories such as system theory, dynamic theory and complexity 
theory were regarded as influential in the development of dynamic urban modelling approaches (Batty, 
2008; Manson and O'Sullivan, 2006; Von Bertalanffy, 1968). Substantial amount of studies have 
adopted these theories to explain the complex system being represented in the model (Batty and Xie, 
1994; Li and Yeh, 2002a; Maithani, 2009; White and Engelen, 1993). The incorporation of neural 
networks, cellular automata and artificial intelligence implicitly implements these theories in urban 
studies (Manson, 2001). 
 
The following section presents the influences of these theories on the development of the concept of 
dynamic urban modelling. In particular, this section explains the contribution of these theories in 
representing complex urban systems in urban models.  
 
System theory 
System theory asserts that an entity that has four components: object, attributes, interaction, and exists 
in the environment can be defined as a system,3 that is, it defines any entity as composed by the system 
elements that are the input, process, output and feedback (Figure 2.2a). System theory allows studies on 
urban processes to be segmented into its elements. It permits modellers to observe the inputs, isolate the 
processes, and study the outputs. Defining the urban development process as a system provides 
computers, which require mechanistic and rigid inputs and outputs, to be involved in the modelling and 
simulation process.  
 
Another important concept contributed by system theory is the feedback loop (Verburg, 2006). 
Feedback is a critical element in representing a dynamic system in a model where the adjustment of an 
input is made possible after observing the output, allowing for a loop between these elements. That is, 
the feedback can amplify the outcome of the system (positive feedback), attenuate it (negative 
feedback), or constrain the outcome to reach a system’s saturated state (threshold feedback) (Verburg, 
2006). Feedback may present a diagrammatic loop with quantitative measures that link the entire 
                                                   
3
(https://www.utwente.nl/cw/theorieenoverzicht/Theory%20Clusters/Communication%20Processes/System_Theory/). 
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model’s components, as in System Dynamics (SD) (Guan et al., 2011a); or links particular element of 
the system. For instance in the negotiations between land owners and buyers, the feedback loop exists 
on the bi-lateral interaction between willingness-to-pay of land buyers and willingness-to-accept by land 
owners (Parker and Filatova, 2008). Type of feedback that mostly occurs in spatial studies largely 
represents the links between development factors or actors with the spatial attributes in the environment 
(Clarke et al., 1997; Engelen et al., 2007b). This spatially related feedback could be in the form of 
choices or decisions generated from the heterogeneous land physical attributes over locations (e.g. 
transition rules in the cellular automata) or actors’ movement in pursuing particular objective (e.g. 
individual human movement in agent-based model). 
 
 
Figure 2.2. The structure of a system (a) and the intricate interactions of its sub-systems (b) and system 
hierarchy (c). (Allen et al., 2008; Heppenstall et al., 2016) 
 
System theory further asserts that a system has sub-systems and a hierarchy. In a spatial study, this can 
be exemplified by composition of cities that comprises of city centre and several sub-centres at the 
peripheries (Figure 2.2b and c). Entity defined as a system would exhibit sub-systems. City, for 
instance, is composed of transportation, economic, or social sub-systems with each of them links with 
others (Figure 2.2b). City centre and its sub-centres resemble a hierarchy in a system (Figure 2.2c). 
They have different activities and planning institution with different roles. For example urban services 
that city offer would have different services’ scale than of the sub-cities, likewise the commercial and 
trading activities would have different intensities between city centre and sub-cities. Hierarchy in the 
city system appears also on its planning institution, where the urban development process may involve 
the government at a national, provincial and/or municipality level. On each level of hierarchy, there are 
actors with different roles and governing territories which are different to the planning actors in lower or 
upper hierarchy (Figure 2.2c).  
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System theory is relevant to urban studies as it unfolds the complex interactions between elements into a 
mechanistic flow, facilitating the representation of a system in a computer modelling. Furthermore, with 
system theory, the model could depict at which hierarchy level the model will represent the system. This 
in return relates with the degree of aggregation on the information required for the inputs and the 
selection of time-scale to be adopted in the model. Selecting the correct hierarchy where the model will 
operates is relevant for dynamics modelling as the variables change at different time scale on each 
hierarchy (Heppenstall et al., 2016). 
 
General system theory  
Apart from system theory, the adoption of general system theory, attributed to the work of Ludwig von 
Bertalanffy, was influential on urban modelling (Batty, 2009a). The theory allows modellers to adopt 
the established law from different fields into the urban system. General system theory postulates, 
“Different entities from different fields could be explained using the same law” (Von Bertalanffy, 1968), 
though critics of this theory regard general system theory as too ambitious as it implies that similar 
processes underpin all systems (Baynes, 2009). However, the adoption of general system theory in 
urban studies has been helpful in illuminating some phenomena in the urban development process. An 
example of general system theory in urban studies is the adaptation of Newton’s gravitational law of 
physics on Lowry’s gravity theory to expose the potential traffic generated between nodes or cities 
(Lowry, 1964). Lowry’s gravity theory defines the amount of traffic generated between two cities 
correlates with the attraction (e.g. employment, or population) of the two cities, and is inversely related 
to the travel time between the two cities. This postulation shares a similarity with Newton’s gravity 
theory, where distance between objects inversely relates with the force of attraction. Another 
implementation of the general system theory in a spatial context is the use of cellular-automata (CA) to 
study intricate urban forms. CA was initially used in biology to study the reproduction of single-cell 
organism and was adopted by urban scholars to explain complex urban forms. The numerous 
implementations of CA approach (Batty et al., 1997; O’Sullivan and Torrens, 2001; White and Engelen, 
1994) imply the acceptance of general system theory in the urban modelling community.  
 
The general system theory is dissimilar to system theory in its underlying assumptions. Unlike system 
theory, which assumes a closed system (i.e. sum of outputs equals to sum of inputs), general system 
theory proposes an open system where materials of the system (e.g. data, information, level of 
complexity, system outcome) can be lost or accumulated. This results in a non-equilibrium state where 
the size of a system can grow or shrink, and the complexity inherent in the system can increase or 
decrease (Batty, 2009a). Thus, general system theory reflects more closely the dynamic nature of an 
urban system. 
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From an urban modelling perspective, the non-equilibrium postulation in general system theory helps to 
understand why urban areas expand and create connections with the neighbouring city (e.g. 
conurbation) instead of reaching an optimum size and freezing. Unlike a living organism that grows, 
reaches certain age, dies and decays, the extent of change in urban areas in that urban land cover 
undergoes growing, shrinking, perforation, or combination of these processes simultaneously (Haase et 
al., 2012; Poelmans and Van Rompaey, 2009). The adoption of general system theory in urban studies 
establishes the idea that dynamicity is essential to explain city’s growing metabolism.  
 
2.4.1 The dynamic of a complex system 
The dynamic of a complex system in its most general form is concerned with continuously changing 
elements of a system. These changes can be caused by input values that fluctuate inherently (e.g. urban 
population, land cover proportion) or because of the interaction (i.e. feedback or adaptation) upon 
receiving the output of the other (sub) systems. Because change is the crucial aspect that needs to be 
represented in the dynamic model system, an important variable is the time-unit (Harrod, 1939). 
Changing properties in a spatial system can be categorized as having fast dynamics (i.e. occurs in daily 
basis or more), or slow dynamics (i.e. years or decades) (Batty, 2009a). Thus, the adaptation of dynamic 
approach in urban modelling entails an incorporation of a clearly defined temporal dimension in the 
system. The implementation of dynamic approach on urban modelling would also request on the 
availability of data in a disaggregated unit and the capabilities of the computer system in handling large 
data as a consequence of the disaggregated units of input data.  
 
2.4.2 Complexity theory 
Complexity theory has been regarded as a way to simplify a complex system through modelling 
(Manson, 2001). The definition of complexity theory is not explained in a single statement but rather a 
collection of concepts (previously explained in sub-section 2.2.1). The consensus on complexity theory 
states that the detailed relationships and individual interactions between elements in the system (or sub-
system) do not need to be defined in the model, but only the main component that provides the most 
influential output (Benenson, 1999; Manson, 2001). Because of such claim, there is a possibility of 
deviation between the outcome of the system and the observed reality, as some features of the system 
may be underrepresented. Thus, the incorporation of complexity theory in urban modelling does little to 
improve accuracy of the prediction (Baynes, 2009). Rather, it mainly intents to explore the underlying 
process and mechanism between factors involved in the system (Harrod, 1939). It directs urban 
researchers to acknowledge that variation and stochasticity is inherent in urban processes. A simulated 
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reality that deviates from the observed one should be regarded not as an error but as one instance among 
unlimited possible outcomes of a system. By representing only the important interactions in the system, 
the complexity theory allows the model to depict simple interactions to explain the macro-form of urban 
system. 
 
2.5 Dynamic modelling 
The dynamic modelling approach has been made possible along with the growing adaptation of 
interdisciplinary theories in the field of urban studies. The adoption of general system theory, system 
theory, dynamic, and complexity theory crucially equip dynamic modelling with more enriched input 
data, analytical power, and visual representation (Batty and Xie, 1994). Together with the advancements 
in computer capabilities, complexity and dynamic properties of urban systems can be represented and 
simulated in more detailed modelling studies. In the last two decades, the dynamic modelling approach 
has been applied in various urban studies ranging from transportation related issues (Esser and 
Schreckenberg, 1997), future growth simulations of a city according to different types of scenarios 
(Valbuena et al., 2010; Zheng et al., 2015), understanding urbanization processes (Verburg et al., 2004; 
Xie et al., 2007) to testing urban land allocation theories (Lemoy et al., 2010). Various dynamic 
modelling approaches like System Dynamics (SD) (Guo et al., 2001; Mohapatra et al., 1994), Bayesian-
based model (e.g. Bayesian-neural, Bayesian-belief network) (Withers, 2002), or artificial intelligence 
(artificial-neural-network, support-vector-machine) are available in the scientific literature. The 
implementation of these modelling approaches in spatial studies is nevertheless inadequate because they 
have no structure to represent the explicit spatial dimensions of development actors (e.g. actors’ 
movement, or impact on the location) and describe only the interactions between motionless 
components in the system. As such, these approaches are largely implemented in systems with non-
explicit spatial attributes such as policy decisions or economic market conditions. In addition, the 
outputs of these dynamic approaches are also pre-designed, thus limiting the possibility of the 
emergence of new results outside the dedicated output. With their restricted feature in representing 
spatial dimension, the applications of these approaches (e.g. SD or Bayesian-neural network) in urban 
modelling studies have been combined with a more explicit spatial modelling structure like cellular 
automata (CA). 
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Cellular automata (CA) and agent-based modelling (ABM) are the two dynamic modelling approaches 
that have an explicit spatial structure and are widely regarded as the future modelling approach for 
urban studies (Benenson, 1999; Crooks et al., 2008; Matthews et al., 2007; Torrens and Benenson, 
2005). Both concepts have a strong ability in representing the dynamic elements of an urban system 
though their differences lie in the extent of dynamic representation. CA has strong representation for 
location properties such as type of ownership or land use, whereas ABM has an additional ability that it 
can represent the dynamic location (in a 2D lattice space) of a mobile agent and their dynamic attributes.  
 
2.6 Cellular automata (CA): an example of dynamic modelling 
Cellular automata (CA) modelling is a dynamic approach that was originally developed to study the 
self-reproduction of single-cell organism in the field of biology (White and Engelen, 1993; Wolfram, 
1983). During 1960s, CA was used in molecular biology to explain the changing shape of single cell 
living organisms in response to its digestive and reproduction system. CA started to gain popularity 
outside the field of biology in the early 1980s when Wolfram formalized the generic structure of CA 
and demonstrated CA’s ability to simulate various complex forms using a simple rule (Wolfram, 1983). 
Earlier in 1970s, Tobler lent the CA concept to prove the cellular geography concept where he showed 
the importance of neighbourhood and proximity (both in a spatial and temporal sense) in influencing the 
patterns in landscape changes (Tobler, 1979). Urban scholars believe that CA has a great potential to 
investigate systems that reproduce intricate and dynamic forms like the city (Batty and Xie, 1994; Itami, 
1994). 
 
2.6.1 The general framework of CA 
CA is generally defined from the perspective of its structure; it is commonly defined as a dynamic 
modelling approach that employs a 2D lattice representation of Earth’s landscape and incorporates 
transition rules applied to each cell, where such inputs are obtained from the state of the neighbouring 
cells and its internal state (Batty, 2009b; White et al., 1997). Thus, CA in its conventional form consists 
of four basic elements (Batty et al. 1997): (i) cell, (ii) state, (iii) transition rules, and (iv) neighbourhood 
(Figure 2.3) (Liu, 2008). The cell represents a spatial shape of CA. It carries the spatial properties of a 
cell and in its strict form has a square (lattice) shape. Because of its lattice structure akin to raster-based 
input, CA can be seamlessly incorporated in a GIS platform (Clarke and Gaydos, 1998; Li and Yeh, 
2000). 
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Figure 2.3. Element of cellular automata (CA) (top) with Conway’s game of life as illustration (bottom) 
(Moreno, 2008). 
 
The transition rule in CA determines how the cell changes its state (Lau and Kam, 2005; Silva and 
Clarke, 2005). In its generic form, CA’s transition rules depend on the current state of the centre and 
neighbouring cells. There are two types of neighbourhoods in CA: the Von Neumann and Moore 
neighbourhoods represent four and eight surrounding cells, respectively. CA’s example in replicating 
complex forms of a system using simple transition rules and the neighbourhood effect is presented in 
Figure 2.3. With this structure, CA can be seamlessly combined with various inputs and techniques in a 
GIS platform and regarded as a flexible tool in urban modelling (Sante et al., 2010). 
 
2.6.2 Applications of CA in representing the dynamic urban system 
By and large, the applications of CA in urban studies have been to replicate the intricate pattern of land 
changes (e.g. urban sprawl). Differences between CA studies have been reviewed from different 
perspectives. Sante et al. (2010) provide a systematic and rigorous review of CA urban models, 
focusing on the transition rules and assessing the benefits in regards to the explanatory power of CA 
models. They warned that whilst the heavily modified CA, for example, the vector-based CA with a 
spatial unit of a land parcel (Moreno et al., 2009), produce output simulation closer to reality, its forms 
are unlikely to be classified as CA anymore; Schwarz et al. (2010) highlights the underrepresentation of 
dynamic urban models, including CA, in investigating urban shrinkage. In the following, we review 
applications of CA to demonstrate the capability of CA in representing dynamics and complexity in 
urban development process. In addition, we report the evolution of CA inputs (i.e. type and number of 
inputs that indicates model’s complexity) in the last two decades, various quantitative methods used 
with CA, and the location of studies, where CA has been implemented extensively.  
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CA to observe emergence.  
In the 1990s, the implementation of CA in urban studies used a strict CA structure. Developed by 
Clarke and Gaydos (1998), SLEUTH became the closest example that conforms with CA original 
structure, and stands for Slope, Land use, Excluded, Urban areas, and Hillshade. Only physical land 
factors are required as inputs for SLEUTH and users cannot add or reduce the input because it is pre-
determined. SLEUTH is a simple yet powerful model in mirroring types of developments such as 
ribbon, leap frogged, or natural spread development because it defines transition rules in a John 
Conway’s Game of Life fashion. For example, to define organic urban growth, SLEUTH regulates it as 
“For at least three cells in Moore neighbours, make centre cell a new urban location” (Clarke et al., 
1997). The interesting part of SLEUTH is that its transition rules are static but the outcome of this 
transition rule could be complex in spatial form. 
 
Following the development of SLEUTH, the modifications of CA’s strict structure in the late 1990s 
were numerous, though to capture the complexity in urban processes, the most common modification 
has been on the transition rules (Sante et al., 2010). The construction of transition rules was not 
necessarily involving the state of centre and neighbour’s cells anymore but rather other socio-economic 
or demographic factors. The transition rules were also written as linear or complex functions rather than 
just binary ‘if-then’ statements (e.g. Cobb-Douglas housing utility function) (Wahyudi and Liu, 2013). 
Modifications also occur to the state of the cells. To capture the complexity in the definition of urban 
areas in a single cell, instead of binary ‘urban; non-urban’ states, modifications were made to 
incorporate a more gradual urban transition, with ‘non-urban, partly urban, to urban’ classifications 
(Liu, 2012). Other modifications of CA have been on the neighbourhood concept to include a radial or 
wider neighbourhood window (White et al., 1997), or on the shape of analytical unit using a parcel-
based or rectangular shape, instead of a square cell (Moreno et al., 2009). By and large, CA models 
have captured the emergence of new urban areas, though few capture the disappearance of urban area 
(i.e. urban shrinkage) (Haase et al., 2007; Schwarz et al., 2010). MOLAND (Monitoring Land Use 
Changes) capture both phenomena (i.e. urban expansion and shrinkage) concurrently (Engelen et al., 
2007b).  
 
The above presentation suggests that modifications on the structure of CA models imply that the 
phenomena in urban systems are too complex, and that CA alone in its formal structure cannot capture 
the entire complexity of urban systems. It also means that urban modellers need to ensure at which 
perspective and spatial-scale will the model work and deliver best the modelling objective.  
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The inputs in CA.  
In the beginning of 1990s, the early applications of CA in urban studies were simple in that they use 
only a few input factors, with no combination of other techniques, and aims to prove a proposed theory 
(Barredo et al., 2003) or investigate the impact of urban policies on the changing composition of land 
covers (Chapin and Weiss, 1968). The applications of CA typically aimed to introduce the capabilities 
of CA in urban modelling rather than to predict the urban growths. Prominent examples of these studies 
were in Amherst and San Francisco Bay in USA, and in Guangzhou, China (Batty and Xie, 1994; 
Clarke et al., 1997; Wu and Webster, 1998) where CA in its strict structure was implemented to 
reconstruct the emergence of new urban area in these regions.  
 
Starting from 2000s, an increasing number of factors used for CA inputs were observed. During 1990s, 
the average number of input in CA model was three factors per model, but doubled to six since 2003 
(Wahyudi and Liu, 2013). Factors commonly used in the early years of CA urban modelling (i.e. 1990s) 
were physical factors related to the characteristics of land or parcels such as roads, slope, and existing 
land cover (Clarke and Gaydos, 1998; Clarke et al., 1997; Xie, 1996). After the 2000s, CA models have 
combined these physical factors with socio-economic factors such as population size, migration, and 
GDP. These socio-economic factors work differently in the CA; in some studies, they have been placed 
as a macro or external factor influencing the transition rule in the conceptual framework of CA whilst in 
other studies, they were used as a constraint for urban development (Engelen et al., 2007b; Hansen, 
2010). The involvement of non-physical factors suggest that physical factors alone are insufficient in 
explaining urban development processes and that there is a need to recreate a closer simulated process 
with a more intuitive input contributing to urban expansion/shrinkage.  
 
Other methods coupled with CA 
Various methods have been embedded in CA to pursue a more realistic form of output and target a 
higher accuracy assessment when compared with patterns observed in reality. The incorporation of 
Multi-Criteria Evaluation (MCE) in an Analytical Hierarchy Process (AHP) framework or Principal 
Component Analysis (PCA) aim to discern the level of contribution (i.e. weight) among input factors in 
the CA (Li and Yeh, 2002b; Li and Yeh, 2002c; Wu and Webster, 1998). To account for more intuitive 
processes, fuzzy set membership was embedded to represent the smooth transition of land cover state or 
to characterize the influence of a distanced neighbourhood (Al-Ahmadi et al., 2009; Liu, 2012). Another 
technique coupled with CA is the incorporation of system dynamics (SD). SD was implemented to 
incorporate macro-variables as a constraint in the proliferation of urban cells in CA (He et al., 2006). 
 23 
The incorporation of these methods in CA both expresses the flexibility of CA in connecting with 
different quantitative methods as well as the limitations of its original structure.  
 
Accuracy assessment in CA’s study 
Accuracy assessment in CA serves as a measure to assess the correctness of the simulated results. In 
CA, the accuracy assessment was performed by adapting accuracy assessment of land cover 
classification from remote-sensing field. The assessment procedure is done by comparing pixel-by-pixel 
between the simulated result maps with the observed land cover changes’ map and counts the correctly 
simulated pixels and the miss-placed pixels. In CA study, the accuracy assessment from numerous 
studies suggests a contradictory result. Some studies report CA as producing high accuracy (Clarke and 
Gaydos, 1998) whilst others report the opposite (Jantz and Goetz, 2005). It is worthwhile to remember, 
however, that the idea of implementing CA is to represent the dynamic system, which inherently 
exhibits an uncertainty as observed in its output on urban patterns. The effort to precisely match the cell-
by-cell arrangement undermines the idea of the dynamic system and the spirit of what-if investigation in 
CA, where the state of a cell is the outcome of unlimited possibilities of processes and links. A more 
appropriate accuracy assessment in CA’s dynamic simulation needs to be seen from a stochastic 
perspective, in that the form of the CA output should be presented as a range of possible values with a 
measured deviation. Alternatively, CA output accuracy could also be measured by its “macro-scale” 
correctness as expressed in fractal, entropic or landscape metrics (Batty, 1991). This type of assessment 
reflects better the dynamism of a system rather than a static and single pixel-based assessment.  
 
Spatial distribution of CA’s study 
Geographically, CA urban models have been widely applied in the USA, Europe and in China. The rich 
application of CA in these regions could be explained by the spatial planning systems which are based 
on a rigid zoning system (e.g. in Europe) (Kamps, 2013), a grid system (e.g. in US), or a rigid planning 
system (e.g. China) (Xie et al., 2002), which could be represented better using CA’s structure. Besides 
China, between 2008 and 2012, an increasing interest in urban modelling using CA has been observed 
in other Asian countries, notably Japan, Korea, Malaysia and Nepal (Guan et al., 2011b; Kim, 2009; 
Maithani, 2009; Naimah et al., 2011; Samat, 2006; Thapa and Murayama, 2011). Applications of CA in 
USA, Europe, or China reflect more on the leading research clusters rather than the urban growth 
challenges faced by major cities in the world. 
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Cities with a population of more than 10 million like Delhi, Mumbai, Kolkata (India), Jakarta 
(Indonesia), or in West Africa will grow tremendously fast and face serious threats to ensuring a sound 
and sustainable urban future (Bhatta, 2009a; UN-HABITAT, 2010). Issues such as unaffordable land 
prices, lack of affordable housing supply, or informal settlements have become central political agendas 
in these countries (UN-HABITAT, 2010; UNFPA, 2007). It is thus interesting to see more CA models 
implemented in these developing countries in order to shed light on possible urban policies that address 
the unprecedented growth of these urban areas. Characterized by less regulated urban areas, large 
population sizes and the domination of private sectors in the urban development process, the exploration 
of different combinations of factors for urban growth in developing countries could offer modellers new 
perspectives (e.g. from social and economy rather than land physical factors influencing urban growth) 
on urban systems. 
 
2.6.3 CA reaches its limit 
Applications of CA in urban modelling are best suited for replicating urban morphology by 
incorporating spatial interactions in its transition rule (Clarke et al., 1997; White and Engelen, 1993). 
CA has been able to replicate the micro-scale fine arrangement of urban land covers and to clarify the 
relation among elements in the system (Manson and O'Sullivan, 2006).  
 
While CA has been able to successfully incorporate various socio-economic variables through the 
relaxation of its original concept, the representation of the development actor in CA is problematic. In 
the spatial context, the development of urban areas not only depends on various land physical factors 
but also the decision by humans. Actors in urban systems, such as developers, farmers and landowners, 
are the ones who are responsible for the changes in the land covers, which eventually emerge as large 
scale urban pattern (Benenson, 1999). On the actual process of urban growth, actors in urban systems 
make spatial decisions based on the expected economic benefit (Benenson, 1999; Irwin and Geoghegan, 
2001). The concept of CA, however, lacks the capability of representing the actors and their behaviour 
in urban systems (e.g. increase in capital gain by developers as a result of new urban development). 
Furthermore, CA has neither structure to allow for locational dynamics of urban development actors, 
nor for interaction between human characteristics and its surrounding environment to be seamlessly 
represented in the model (Benenson, 1999). 
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2.7 Agent-based modelling approach 
Agent-based model (ABM) is a computer system that has the capability to represent simultaneous 
individual agent decisions and interactions that give rise on a macro-level pattern at discrete time steps 
(Auchincloss and Diez Roux, 2008; Grimm and Railsback, 2005). The ABM regards a system from the 
bottom-up perspective in that the aggregate of micro-scale actions taken by agents is the key process 
that builds the system at a macro-level.  
 
2.7.1 The structure of ABM  
ABM’s structure can be outlined as a combination of three parts: agent, environment, and interaction. 
Each of these parts represents a real-world element of a system. Agents in ABM could be anything that 
has a discrete entity and a distinct goal. It could be an individual, or a group of individuals with similar 
characteristics. Agents in ABM have feature as self-organising entity, which means agents can change 
its behaviour by adapting to its surrounding to reach its goal (Crooks and Heppenstall, 2012). In an 
urban system context, agents’ movement is an example of a self-organising activity, where it moves to 
fulfil its objective. The unanimated agent – another common type of agent in urban system – stays in 
same location throughout the simulation run (Parker, 2005). Processes and interactions of unanimated 
agents can be well captured within CA models. Indeed, cells in CA can be considered as the 
representation of agents without spatial movement in ABM (Torrens and Benenson, 2005).  
 
The second part of ABM is the environment. In spatial studies, the environment represents the space for 
agents to perform its tasks. The geometrical shape of the space of the environment is drawn by a 2D 
lattice (grid/cell) surface. Environment in the ABM carries physical land attributes and contributes to 
the decision analysis by the agent (Crooks and Heppenstall, 2012). 
 
 
Figure 2.4. The ABM concept (Baynes, 2009) 
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The last part of ABM is the interaction. There are two main kinds of interaction represented in ABM; 
agent-to-agent, and agent-to-environment interaction, as schematized in Figure 2.4. Agent (denoted by 
A Figure 2.4) influences the Environment (denoted by E) by changing the state of the cell in the 
Environment by, for example, converting the cell from a non-urban state into urban land cover. 
Likewise, the changing state of the environment also influences the agent. For example, upon knowing 
that a cell has changed its land cover into urban, the agent which was initially interested in building an 
urban space will withdraw its decision to acquire the current cell and move onto the other cells 
(Matthews et al., 2007). In the agent-to-agent relation, the interaction can be simply in the form of 
query; gathering information from other agents. Obtaining information from other agent or environment 
modules is the most basic interaction in ABM. It provides input for the agent on its decision analysis. 
Another type of interaction could be a what-if type of interaction. The what-if type of interaction 
represents the feedback mechanism that allows agents to change behaviours by adapting to feedback 
(Fontaine and Rounsevell, 2009). The feedback enters the conditional function (what situation) and 
depending on the conditional rule, the range of choices is determined by the urban modeller (if resultant) 
and may be restricted by overall demand in the system, as defined by macro-factors (Bone et al., 2011). 
The modellers may design an exit condition for when the above conditions do not match all the entry 
requirements, and alternative decision is taken (the else function). 
 
During simulation, values on each defined variable in the module are concurrently updated at every 
time-simulated step. With this mechanism, ABM could display the incremental process and the 
aggregated pattern of spatial system on a micro time-scale (e.g. month, day, hour). 
 
2.7.2 Applications of ABM in modelling dynamic spatial systems 
We begin the presentation of ABM from a broad application encompassing various disciplines. Next, 
we explain ABM’s applications in spatial study before focus on the applications in urban process from 
the economic perspective. We end by concluding the typical situation when ABM could be the best 
option for its explanatory power and therefore adopted for this study. 
 
Application of ABM in various disciplines 
ABM has been applied in studies dealing with complex systems in different disciplines. In ecology, 
ABM has been applied in determining the possible ecological landscapes as a consequence of human’s 
intervention to its environment (Grimm and Railsback, 2005). In their study, pattern-oriented modelling 
was constructed to determine the correct hierarchy and scale to investigate the internal processes that 
shape particular patterns in the system. In epidemiology, ABM was used to reveal the complex 
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relationships between human health and structural patterns of neighbourhoods (Auchincloss and Diez 
Roux, 2008). Human health and neighbourhood patterns influence each other in complex interdependent 
processes (i.e. either human health and neighbourhood pattern could change). The application of ABM 
in epidemiology illuminates some of the links between human health and neighbourhood patterns, but 
the study suggests that ABM’s application should be complemented with a more conventional 
statistical-based model. In anthropology, the cultivation system in Bali, Indonesia was systematically 
analysed using ABM (Lansing and Kremer, 1993). Their study showed that the macro-patterns of the 
intricate terraces and irrigation canals was the emerging result of complex interactions between the 
river’s network, location of water shrines, and self-adjusting mechanism of farming community to reach 
the highest yield in rice production. In these three exemplified studies, the ABM has shown its 
capability in handling complex interactions in the system and as a tool to explain some of the previously 
unknown processes in the system. ABM was used as a proof of theory or testing bed for a designed 
policy.  
 
Application of ABM in spatial studies 
This section presents a few examples of the spatial model using ABM, particularly the ones that explore 
the urban development process from various perspectives. The first study by Loibl and Toetzer (2003) 
investigated urban sprawl in Vienna’s surrounding areas. They successfully explained the densification 
(i.e. an increase of housing area per municipality) in the suburban system through simulating the 
migration of neighbourhoods. It was thought that neighbourhood migrates into the municipality with 
less population density and locations closer to workplaces. By accumulating these house searching and 
occupying behaviours, the neighbourhoods generate an urban sprawl with particular housing type on 
every municipality.  
 
Another example is the organic housing pattern in Arab settlement in Galilee, Israel, where a 
patriarchal culture exists in the Arab community and was simulated using ABM to better understanding 
the morphological expansion of urban areas in this village (Fisher-Gewirtzman and Blumenfeld-
Liberthal, 2012). The organic settlement, which does not follow a particular geometric pattern, was 
modelled through understanding the decision of newly coupled family in locating its new housing. The 
husband of this new family aims to find a location of the house near the house of his parents. 
Accumulating this process over entire community, the organic housing pattern emerged.  
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A study by Xie et al. (2007) investigates the desakota phenomenon in Suzhou-Wuxian region, China, 
which is a unique process in the developing world context typified by a combination of rural land cover 
with urban lifestyles and a higher financial capability of its community. Such type of process requires 
ABM to explain not only the expansion of urban areas toward the city’s peripheries (i.e. 
periurbanisation), but also on the understanding of how rural communities experience social and 
economic upgrade. The ABM was implemented to represent agents that move their usual living place in 
a bid to search for suitable locations for commuting to work. As an agent finds the location, it converts 
the land until the amount of allowed urban area in the township is reached.  
 
The study by O'Sullivan (2009) illustrates the role of an agent-based approach in exploring the 
residential segregation of a city in New Zealand. Different to social studies, this study combined the 
social element of neighbourhoods with explicit spatial decisions, thus being a more comprehensive 
approach than only separately social or spatial planning study. The social linkage in the model was 
defined between red and blue households, which represent the contradictory characters of the 
households. It was assumed that particular household (i.e. exemplified with red or blue-type of 
neighbourhood) would aim for neighbourhoods that contain the dominant households of similar type 
(i.e. colour). The social interactions have been done by individual household resulting macro-patterns, 
which are the residential segregation and the dynamic boundary (i.e. shrink or swell) of 
neighbourhoods.  
 
As these example studies suggest, the implementation of ABM in urban studies demands the modellers 
to explain the process, which shapes the pattern from the perspective of the agent and their 
characteristics. ABM is not necessarily aiming to spatially mirror urban patterns or the responses from 
actors influencing the system. Rather, by detailing the process, ABM was used to open an avenue for 
exploring and explaining the hidden phenomena in the system. The addition of complex interactions 
between agents in the model does not result in a better pixel-by-pixel accuracy assessment. It was an 
important step in improving knowledge about the possible mechanism between factors in the system, 
which could lead to a better handling of the system (e.g. spatial or policy planning intervention). 
 
Application of ABM for urban studies from economic perspective 
There were already few attempts to study the behaviour of urban development actors in urban land 
market using ABM as an approach. These studies were modelling the behaviour of urban developers in 
combination with others agent in the system such as farmers (peasants), governments, households, or 
landowners. Li and Liu (2007) and Chen and Wang (2013) investigated the potential expansion of urban 
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areas by characterizing the locational preferences of these agents in Guangzhou, China. Study by Zhang 
et al. (2015) shows the possible urban expansion as the results of interactions between the macro-level 
agent (i.e. government) and the micro-level (i.e. households, farmers, developers, environmentalists). 
The complexity that these three studies tried to represent is the various weights (i.e. representing 
preferences) of urban driving factors that were used differently in the agents’ decision analysis. It was 
far from clear, however, if the agents in the models were represented using a specific agent module 
which then carries the updated information received from the surrounding location; for instance on the 
dynamic spatial coordinate of agent (movement) in searching for suitable land. Furthermore, the 
locational decision process on the developer’s characteristics represents only partial economic 
consideration (i.e. profit maximization and profit gain); whilst overlooks other economic considerations 
such as the expected profit. Additionally, their studies are more relevant for strictly regulated land 
market with large involvement of government to decide the development’ proposals. The representation 
of such system may be of least appropriate in the context of other developing countries, where 
government only weakly involved in the development process.  
 
Despite the aforementioned studies have provided a great contribution in improving knowledge about 
developers’ behaviour, the representation of urban development system in ABM could be extended in 
different directions; one of which is on the explicit representation of microeconomic and spatial 
dimension in the decision analysis by the developers.  
 
Best practices ABM in spatial studies 
In spatial science, the applications of ABM are best aimed for (i) policy analysis and planning, (ii) 
participatory modelling, (iii) testing hypotheses of land use pattern, (iv) testing social-economic 
concepts, and (v) modelling landscape functions (Matthews et al., 2007). The various spatial issues that 
ABM covers demonstrate its capability in representing the dynamic features of spatial system 
(Bonabeau, 2002). The first dynamic feature is where the agent varies its spatial location (i.e. moving). 
Representation of agent’s movement in the model allows the agent to perceive diverse characteristics of 
the environment and decide accordingly whether it needs to change its’ decisions (adaptation), accept 
the existing situation, or leave current location to seek another suitable cell (Loibl et al., 2007). The 
implementation of agent’s movement could be in the micro-level event where, for example, a passenger 
in a train station adjusts accordingly its route to reach the sought platform when it found a barrier, or, in 
a larger group, a mass migration of people during a disaster event (Bonabeau, 2002). With movement, 
agent has the possibility to interact with other agents or environments at distanced locations.  
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The second feature is where interactions between elements in the spatial system are complex or 
discontinuous (Bonabeau, 2002; Malanson and Walsh, 2015). Agent-to-agent or agent-to-environment 
interactions rarely follow a linear trend, where factors in the system regulate uniformly over agent’s 
choices and actions regardless agent’s location or incoming new information. Underpinned by various 
factors (e.g. past experiences, intention, social relation), the decision of each type of agent in the system 
may be different from one to another. As such, agent’s interactions exhibit a form of discontinuous 
function, that is, interactions follow a certain rule at most of the time but differ to a different rule when 
agent observing other condition. For instance, the conditional if-then-else argument, or binary yes or no 
selection has been common in complex systems involving human choices (Bonabeau, 2002). ABM has 
the capacity to simulate the heterogeneous and the individual decisions when the modellers consider that 
the variation among agents offers a better explanation about mechanisms in the system (Malanson and 
Walsh, 2015). 
 
2.8 Summary 
This chapter provides the theoretical and conceptual foundation of dynamic urban modelling by 
revisiting the transformation of urban models using adaptations from system, complex and dynamic 
theory. The chapter starts with the early urban models that were largely influenced by the classical 
economic theory. These early urban models were defined with characteristics such are equilibrium state, 
aggregate, static, and descriptive. The early urban models using mathematical functions revealed the 
relations and dependencies of factors that influence urban area. Mathematical modelling regards a 
system as constant entity where every input output according to its mathematical function. Whilst these 
early and mathematical models supply great contribution in systematically describing the urban 
development process, they need to be accompanied with interdisciplinary theories to better explain the 
complexity and dynamics of urban system. The adoption of system theory, general system theory, and 
complex theory can address the inadequacy of concept on early urban models. 
 
The adoption of system theory for the urban development process allows the development process to be 
separated into elements, the mechanism, and the interactions, which can then be assigned as inputs in 
the computer model. The complexity theory helps urban modellers to focus only on the most influential 
factors or interactions to explain the macro-scale feature in the system, whilst the introduction of 
dynamic systems improves the representation of dynamic elements (i.e. feedbacks or adaptations) of a 
system in the model; allowing feature in the model (e.g. urban area) to grow or shrink as conceptualized 
by general system theory.  
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The adoption of interdisciplinary theories and advancements in computer technology has made it 
possible to recreate the micro-scale and complex urban arrangement. Unlike in the disciplines of physics 
and chemistry, where systems or parts of the system can be isolated in a controlled ideal condition, 
urban systems are too complex, with tightly-coupled sub-systems and layers of hierarchies that make it 
nearly impossible to separate the elements and replicate them in a lab-like condition for further study. 
Until recently, the micro-scale, fine arrangement of urban areas is considered too laborious and costly to 
be undertaken using conventional models. However, with the introduction of a more powerful computer 
capacity, urban modelling becomes the digital “petri-dish” for urban system where policy or economic 
intervention can be introduced in digital urban system for the modellers to observe the simulated results 
(Gazulis and Clarke, 2006). 
 
This chapter has laid the concept of dynamic modelling and provides the underlying theory for Chapters 
5 and 6 on the implementation of dynamic modelling to construct urban growth model using a 
combination of microeconomic and behavioural approaches. In this chapter, we explain CA approach as 
the most common approach in dynamic urban modelling with explicit spatial representation. CA has a 
strong ability to represent changing features of a land but limited in representing individual human 
decisions such as location preferences and feedback from its surrounding environment. In order to be 
used in representing the dynamic feature of urban systems, the characteristics of the model need to 
adopt the dynamic and complexity theory. But apart from incorporation of these theories, it also needs 
to have capability in representing the individual characteristics and the dynamic movement of the agent 
in the system. We presented agent-based model (ABM) and how the mechanisms of ABM represent 
dynamic urban systems, and specifically, the location behaviour and spatial preferences of development 
actors. ABM is a promising tool for urban models as it is suitable for working with complex systems 
like urban systems. ABM is best suited to cases where the interaction of actors involved in urban 
systems are more than one way and actors which exhibit complex behaviours including learning and 
adaptation (Bonabeau, 2002). The combination of CA and ABM provides a better method to represent 
both the land physical and human decision than if the method is used separately.  
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Chapter 3  
Research method, study area and data  
3.1 Introduction 
This chapter provides the description on how the research method and the necessary input data were 
prepared. The overall research design consists of three parts, which include the identification of extent 
and growth pace of urban land cover; developing ABM with microeconomic approach; and ABM 
development of multi-typed developers’ behaviour.  
 
As presented in Chapter 2, concepts and theories that underlie the dynamic modelling have been 
reviewed. Chapter 2 has discussed the two dynamic modelling approaches; the cellular automata (CA), 
and agent-based modelling (ABM) and explained the reasons for selecting ABM as the main modelling 
approach for this study. Following the discussion on Chapter 2, the first objective in this thesis aims to 
identify the extent of urban area and its changes to provide a better understanding about the current 
expansion of urban area whilst providing the necessary base map for the environment module on the 
ABM during the construction of the model. The second stage (Objective 2) focuses on developing an 
agent-based urban growth model that incorporates microeconomic theory that drives the location 
selection of new urban areas by private residential developers.. The model was extended in the last 
research objective to understand the impact of multi-type developer behaviours on the spatial pattern of 
urban growth in JMA by simulating different policy scenarios in a heterogeneous urban market 
situation. (Figure 3.1).  
 
This chapter begins with the introduction of the study area with the aim to provide a sufficient 
background about urban planning context that relates with the design of the research and the extent of 
discussions on the subsequent chapters. Next, it presents the preparation of materials for the study 
before explaining the methods to achieve Objective 1, 2 and 3. The last section of this chapter explains 
the standard protocol used for reporting the agent-based model and the selected computer program 
employed in the study. 
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Figure 3.1. Methodology of the study
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3.2 Context of the research: Jakarta Metropolitan Area (JMA), Indonesia 
The following sub-sections describe the study area (i.e. the JMA) from different perspectives to provide 
enough reasoning for selecting it as case study in the model.  
 
3.2.1 Study area: Jakarta Metropolitan Area 
The JMA is located in the island of Java, Indonesia (Figure 3.2). It is the largest and the most populous 
mega-city in Indonesia and Southeast Asia (UN-HABITAT, 2010; URDI, 2012). It encompasses three 
provincial governments of the Jakarta Capital Territory, the West Java province, and the Banten 
province within a land area of 6700 km2. There are eight municipalities on the district and city level, 
including Jakarta, which is a province. These municipalities are listed in Figure 3.3 whilst their 
territories were drawn on (Figure 3.2). Although Kota Tangerang Selatan (South Tangerang city) was 
established as the ninth municipality in 2008, it was previously part of Kabupaten Tangerang 
(Tangerang regional). Thus, this study retained the study area of eight municipalities to be consistent 
with the administrative map and demographic data from studies within the period of 1994 and 2012, 
which generally, still present the socio-economic and demographic data as eight municipalities.  
 
3.2.1.1 Establishment 
The JMA was established through the Presidential Decree No. 54 in 2008 to formalize the idea of 
‘Greater Jakarta’. The idea was initiated when Indonesian Ministry of Public Works set the regional 
planning study for a ‘Greater Jakarta’ in 1973 to investigate the feasibility of securing sufficient land as 
a back-up for new residential areas for the burgeoning Jakarta’s urban population (Silver, 2007). It was 
thought that because of rapid urban developments, vacant lands in Jakarta will quickly become depleted, 
but could be replaced by the vast amount of lands available outside Jakarta. However, the creation of 
JMA, which intends to synchronize urban development amongst its municipalities hardly reach its goal. 
JMA’s urban developments are fragmented among municipalities and without strong coordinating body 
to synchronize its urban development (Tommy Firman, personal communication, June 2013). Prior to 
regional autonomy in Indonesia in 1999, the central government held the largest power in regulating 
spatial planning, including the approval of developments projects in the JMA. But after 1999, the local 
government gained more control over its spatial planning. As a result, the already low coordinating 
authority amongst municipalities in the JMA faced another challenge when the new regional autonomy 
law was passed in 1999.  
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Figure 3.2. Jakarta Metropolitan Area (JMA) as the study area. Topographically, JMA features flat low 
elevation in the north and mountainous locales in the south. 
 
3.2.1.2 The spatial planning context 
The spatial planning in the JMA is administered on the municipality level (i.e. the level of Kabupaten 
(district), or Kota (city). The Jakarta Capital Territory (also referred to as DKI Jakarta or Jakarta) is an 
exception. With its status as being a capital territory, Jakarta – as province – has an autonomous spatial 
planning authority to approve or reject development proposals similar to regions at a municipality level 
(Figure 3.3). 
 
Common issue regarding land allocation appears when municipalities have diverse understanding, 
capabilities, and infrastructures to cope with the pressing urban growth. Each municipality takes 
different decisions in managing the land allocation in their territory based on different grounds (e.g. 
conservation versus productive land). These unsynchronized planning decisions make reaching equal 
awareness on the potentially damaging impacts of urban growths a challenging task (URDI, 2012). 
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Figure 3.3. The planning system in Indonesia (Akbar, 2000).
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3.2.1.3 The socio-economic context 
In regard to the socio-economic context of the study area, Jakarta is an economic generator for the 
surrounding regions and for the whole of Indonesia. Jakarta is also the economic hub of the JMA 
contributing to nearly a quarter (24 percent) of Indonesia’s Gross Domestic Product (GDP) and 71 
percent of JMA’s GDP, signifying the importance of the area for Indonesia’s national welfare (URDI, 
2012). With prominence economic power, numerous jobs opportunities in Jakarta attract people from 
neighbouring regions and across Indonesia to work and settle in this area. Under the New Order 
government in 1970s, Jakarta turned its economic activities to welcome foreign investments, a 
forbidden move prior to 1965. International and domestic investments of up to US$ 32.5 billion were 
invested in Jakarta between January 1967 and March 1998.  
 
The consequence of this policy was that more people were attracted to work and settle in Jakarta, 
creating a larger demand of land for supporting the financial, commercial and urban services (Firman, 
1999; Silver, 2007). Particularly on land demand for residential areas, major highways built from the 
early 1970s onwards have offered improved access to the adjacent municipalities and induced a higher 
demand for land in new residential areas causing urban expansion to spill over Jakarta’s municipal 
boundary (Susantono, 1998). The consequence of the increased demand for residential areas could be 
observed by the large increase of land prices in these areas (Dowall and Leaf, 1991). It is believed the 
overall demand for residential areas to shelter JMA’s urban population has continuously outpaced the 
housing supply (Alexander, 2015, 2016). Demand for housing in the JMA in the next ten years based on 
JMA’s urban population would be 180,000 units per year whilst the supply could only provide about 
18,000 unit per year, a tenth of this demand (Erawan, 2012). The large gap between housing supply and 
demand signifies an urgent need for housing in the JMA, but at the same time, it shows that the market 
would quickly absorb any housing production by the developers. As such, for most residential 
developers, the urban land market in the JMA is deemed as the most profitable market compared to 
other cities in Indonesia (Erawan, 2012).  
 
3.2.1.4 Demography 
Since being assigned as the national centre for economic growth in the 1960s, the JMA has experienced 
rapid urban expansion in terms of population growth triggered by migration from other areas in 
Indonesia (Dardak, 2006). According to Statistics Indonesia (2015), the estimated population in the 
JMA has increased from 22.7 million in 2000 to 31.5 million in 2014 (See Table 3.1) making it the third 
largest megacity in the world (United Nations, 2012). JMA’s population accounts for 10 percent of 
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Indonesia’s total population and it has grown continuously at an average of 2.3 percent or 530,000 
inhabitants per year between 1997 and 2014 (Brinkhoff, 2015; Statistics Indonesia, 2015; UN-
HABITAT, 2010; URDI, 2012). Although the rate of population increase in the Jakarta municipality has 
been slowing to now equate to 1.5 percent per annum since 1990, populations in the surrounding areas 
are growing at between 1.7 to 2.6 percent per year (Table 3.1) (URDI, 2012). With land area of 6,800 
km2, population density across the eight municipalities varies, with Jakarta being the most populous 
with 145 inhabitants per hectare (Table 3.1). 
 
 
Table 3.1. The population of Jakarta Metropolitan Area (JMA) by municipality.  
Distance 
to the city 
centre 
(km) 
Municipality 
Area 
(km
2
) 
Population Mean 
growth per 
annum 
(2000-2010)  
(%) 
Population 
density 2010 
(person/ha) 
Census 
2000
a
 
(x 10
6
) 
Census 
2010
a
 
(x 10
6
) 
Projected 
2014
b
 
(x 10
6
) 
0 - 15 Jakarta  662.2 8.4 9.6 10.1 1.5 145 
        
15 - 25 Kota Tangerang 188.4 1.5 1.8 2.0 2.4 95  
 Kota Depok 196.4 1.4 1.7 1.9 2.6 89 
 Kota Bekasi 232.0 2.0 2.3 2.5 1.7 101 
 Kota Tangerang 
Selatan 
n.a. n.a. 1.3 3.1 n.a. n.a 
        
25 - 50 Tangerang 1,165.5 2.8 2.8 3.2 0.2 24 
 Kota Bogor 108.4 0.9 0.9 1.0 0.6 88 
 Bekasi 1,263.4 2.0 2.6 2.8 3.3 21 
 Bogor 2,971.8 3.8 4.7 5.1 2.5 16 
        
Total  JMA 6,787.7 22.7 28.0 31.5 2.3 41 
a  Source: Statistics Indonesia (2015). 
b  Source: Brinkhoff (2015). 
n.a.  Not available. Kota Tangerang Selatan was established in 2008 and was previously part of 
Tangerang. 
 
The main activity and source of income for the population in the JMA are connected to urban activities 
such as commerce and services rather than rural activities such as farming. Association with agricultural 
activities is rare or only occurred at the edge of JMA’s boundary (Hakim and Parolin, 2009). Surveys by 
Browder et al. (1995) and Winarso (2000) interviewed inhabitants of Jakarta and concluded that they 
largely come from a medium-earner population, which supports the affordability to purchase their first 
house constructed by private developers. 
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3.2.1.5 Reasons for selecting the JMA as case study 
The JMA becomes an ideal case study for the following reasons. First, existing researches show that in 
the JMA the private land developers play a significant role in driving urban development (Firman, 
2004b; Winarso, 2000). The residential developers hold a key role in influencing the supply of urban 
land in the JMA. With the continuously high demand of housing and shortage of land supply, 
households become a passive actor in the urban development process where they have limited choices 
over the location of new houses and land prices. Households from the largest medium-income 
population in the JMA generally buy houses from developers and are less likely to undertake urban 
development stages of its own (i.e. searching for land, acquire and develop). The developers, on the 
other hands, act as an active actor in the urban development process through land searching, land 
acquisition, land development or holdings, at large-scale or a collective of small-scale development 
projects (Winarso, 2000). As such, to understand the proliferation of urban areas in the JMA, it is 
crucial to represent the individual strategy and decisions of the developers in the urban growth model. 
Understanding their land selection decision behaviours and how these behaviours impact on urban 
development is critical for planners and government to formulate policy and planning strategies.  
 
Secondly, there has been inadequate demonstration of studies using ABM to understand the urban 
development process within the context of the developing world and the regional urban system (i.e. 
megacity) (Ettema et al., 2007). Studies using ABM have been conducted in developed countries or 
using artificial data (e.g. Morgan and O'Sullivan, 2009; Schwarz et al., 2010), the focus on issues like 
urban shrinking or urban fragmentation. The focus of such studies makes them less relevant for studies 
in developing countries with expanding urban areas. Furthermore, studies in the regional (cross-
municipality) like megacity has been associated with the complexity of the playing actors, scarcity of 
background data (e.g. land cover map covering entire region), and a limited amount of details to 
parameterize its variables of the model. The combination of these reasons makes urban modelling 
studies in developing countries rare and challenging. The selection of the JMA as case study is therefore 
aimed to bridge these gaps – the under-representation of developers’ perspective in land market and 
urban studies in developing countries – by focusing on the individual developers’ behaviours and 
implementing it in the model. 
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3.3 Data preparation 
This section describes the preparation of material for the study. Data prepared in this study provide the 
input in the model and source for the construction of the model (i.e. parameterization of the model’s 
variables). There are two kinds of data preparation; the first was preparing spatial data that represent 
land physical characteristics; whilst the second was preparing the developers’ characterization. 
 
3.3.1 Spatial data required for modelling 
In the construction of the ABM, the environment module contains the spatial data and attributes of land 
physical characteristics of the spatial system. It also serves as a playing ground for the developer to 
roam the space and deciding their actions. There are two types of spatial attributes represented in the 
environment module: the static and dynamic attribute (Table 3.2). The static attribute has values, which 
remain constant during simulation time step. It is independent from changes in the surrounding areas 
and of the actions taken by the agent. The static spatial attributes in the model include the administrative 
boundary, road network, distance to the toll roads and distance to CBD. Their attributes’ values remain 
constant during the simulation. These spatial attributes were gathered from online sources as listed in 
Table 3.2. They are produced in a GIS-ready format (i.e. *.shp file) and with a consistent projected 
coordinate and thus can be immediately displayed in mapping software (e.g. ArcGIS). 
 
Table 3.2. The required spatial data for input in the environment module. 
Type of  
spatial data 
Thematic map Source 
Static Administration map http://www.gadm.org/ 
Static Road network https://www.openstreetmap.org/ 
Static Distance to the toll 
roads 
Derived from road network using buffer 
distance analysis in the ArcGIS 
Static Distance to the CBD Euclidian distance from National Monument in 
Jakarta using buffer distance analysis in the 
ArcGIS 
Dynamic Land cover maps Derived from Landsat imagery and 
classification process as detailed in Chapter 4 
Dynamic Land value Land prices in 130 sampled points and an 
interpolation using spline in ArcGIS 
 
The second type of attribute is dynamic, in that, it varies its values because of interactions with the agent 
or the state of its surrounding areas. In the agent-based model described in Chapter 5 and 6, the two 
dynamic spatial attributes are land covers and land value. These dynamic attributes influence agents’ 
decision analysis by providing the input on cost-profit analysis whilst subjected to change as a result of 
interactions and spatial decisions with the agents. 
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The availability of dynamic attributes for this study, however, is limited. The land cover map accessible 
to the public, which is provided by Indonesia Geospatial Agency (IGA) in a macro-spatial scale 
(1:1,000,000), captures a single time period in 2005. With only a single land cover map, changes in 
urban land cover could not be conducted. As an alternative, land cover maps for a simulation base map 
were constructed using Landsat imagery. We list here below Landsat imagery (Table 3.3) whilst the 
land cover classification method is explained on section 3.4. 
 
Table 3.3. Landsat images used in this study. 
Acquisition date Path/Row Landsat series 
22-09-1994
++
 122/64&65 TM 5 
15-07-1995
*
 122/64 TM 5 
07-07-1995
*
 122/65 TM 5 
   
14-09-2000
++
 122/64&65 ETM 7 
01-12-1999
*
  122/64 ETM 7 
17-09-2001
*
 122/64 ETM 7 
15-04-2001
*
 122/64 TM 5 
19-08-1999
*
 122/64 TM 5 
03-12-2000
*
 122/65 TM 5 
   
05-07-2006
++
 122/64 TM 5 
18-05-2006
++
 122/65 TM 5 
02-07-2005
*
 122/64 TM 5 
01-10-2006
*
 122/64 ETM 7 
27-06-2006
*
 122/65 ETM 7 
   
27-06-2012
++
 122/64&65 ETM 7 
28-08-2011
*
 122/64 ETM 7 
25-06-2011
*
 122/65 ETM 7 
   
++  As the main image for land cover classification of the year. 
*  Auxiliary images to substitute no-data on the main image due to cloud covers or issue with strips on 
the main image.  
 
Land cover 
Series of land covers maps were derived using Landsat imagery downloaded from US Geological 
Survey (USGS) repository with the address: earthexplorer.usgs.gov. The free Landsat imagery from 
USGS provides a standard 30-meters spatial resolution and was considered sufficient for land cover 
analysis at a regional scale. The choice for using Landsat imagery was also to support an inexpensive 
method for continuous urban monitoring studies in developing countries like Indonesia. Details on the 
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acquisition date of these images and type of Landsat satellite that took the images are presented in Table 
3.3, whilst the procedure on land cover classification is explained in section 3.4. 
 
Land value 
A map that covers the heterogeneity of land values in the study area was required as an input for the 
developers during cost-profit analysis. Unfortunately, available maps published by the taxing authority 
covers less than 30 percent of Jakarta’s core area. For the necessity of this study to obtain land values on 
the entire area of the JMA, the land value map was reconstructed using sample points. 
 
The sample points of land values were acquired from various websites and newspaper articles reporting 
land prices in different areas of the JMA. The spline from ArcGIS was implemented to build a surface 
map from these point samples. As a reflection of qualitative input from newspaper articles, the 
maximum land value as reported in the core of Jakarta was set to Rp. 30 million (US$ 2,250) per meter 
square, whilst the lowest was Rp. 1 million (US$ 75). The negative land values from spline were 
rectified to be close to zero after the spline interpolation procedure. The generated land value is simple 
in that variation on the land prices due to inflation, different types of buildings, existing constructions, 
or accessibility was not accounted. Thus, the land value map represents a proxy of real-world land 
prices. Despite its simplicity, the map was considered acceptable as it captures the variability of land 
values in the area (i.e. not necessarily monotonic decreasing land values). As such, it is sufficient for 
demonstrating the dynamic features of agent’s microeconomic behaviour. 
 
3.3.2 Characterization of developers 
The characterization of developers was needed to set the values for attributes on the agent and 
interaction module. But despite its necessity, there is a general agreement that deriving them in the 
ABM framework poses a major problem for modellers (Li and Liu, 2007). Developers’ characteristics 
are crucial attributes that continuously change and underpin the locational decision of developers during 
simulation run in the model. These characteristics impact preferences and distinguish the profit gain of 
individual developer in the market. Hence, the ABM requires information about the agent characteristics 
to be in their disaggregated form. For a system dealing with human behaviour, the disaggregated level 
of agent’s input could be in the level of the individual (e.g. pedestrian path modelling), whilst for meso 
and macro-scale studies generally applied for a city, the disaggregated unit of agent’s character could be 
the typology of development actors in the urban system. Such data however, are mainly lacking in the 
urban literature because most studies only report developers’ characteristics in an aggregated form. 
Another important characterization of the developers is their interactions both with the other agent in the 
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model (i.e. other developers) or with the surrounding environment. This type of characters is reflected in 
the relational functions in the interactions module and needs to be defined in a quantitative form so that 
they can be incorporated in the computer model. 
 
With the series of data required to define the behavioural trend of developers and the disaggregated unit 
of such information, data acquisition in ABM could be a delicate process and hinders most users to 
eventually use the approach. Consensus in deriving a consistent method to acquire data input and 
parameterize the ABM is thus absent, which perhaps is largely due to the variation in the system’s 
structure. Numerous data acquisition methods for agent’s characterization in ABM have appeared in the 
literature, such as through theoretical derivation, empirical observation, and sample survey (Robinson et 
al., 2007). Other methods using multi-criteria decision analysis (MCDA) and Analytical Hierarchical 
Process (AHP) aim to reclassify the qualitative measure of an agent’s behaviour into a semi-quantitative 
format (Li and Liu, 2007). In this study, developers’ characteristics were extracted from the three 
sources; i) interviews with experts, ii) the literature study, and iii) collection of materials from 
newspapers’ articles.  
 
The interviews were conducted to gain perspective from the primary sources. The interviews were 
carried out on sampled respondents representing the main development actors in the JMA who were the 
representation of government, the developers, and the urban planning experts. A government’s 
representation, the Head of Section on Urban Affairs, Indonesian Ministry of Public Work was not 
available during the fieldwork and was substituted by the Head of Section on Urban and Small Rural 
Territory for the interview. The representations from developers are the Planning Director of Sinarmas 
Group and a member of Planning Department from Jones Lang Salle, a private consultant handling 
urban development projects carried by major developers in the JMA. The representation from urban 
experts were from the School of Architecture, Planning, and Policy Development, Bandung Institute of 
Technology (Institut Teknologi Bandung - ITB) and The Centre for Regional System Analysis, 
Planning, and Development, Bogor Agricultural University (Institut Pertanian Bogor - IPB).  
 
The interviews were conducted during the fieldwork from 13th to 25th June 2013. The interviews were 
guided by a list of open questions (Appendix A), which focus on the urban development process in the 
current situation, and identify factors contributing to developers’ decisions in selecting particular lands 
in the JMA. During the interviews, the answers and discussions were recorded in a notebook. The 
fieldwork also included a visit to the largest urban land transformation (6,000 ha) in Bumi Serpong 
Damai (BSD), south of Kota Tangerang to make visual documentations on the on-going land 
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conversions and conduct informal conversations with locals in the BSD’s surrounding area about 
changes in land uses and housing prices after the development of BSD. The conversations with the local 
were not audio recorded to reduce wariness from the locals, but notes were transferred to a notebook 
after the conversation.  
 
Conducting more comprehensive work to expose developers’ characteristics operating in the JMA using 
extensive number of respondents requires a large amount time and resources, which was beyond the 
scope of this study. Thus, the characterization of developers from the primary sources was 
complemented with findings from the literature review. The literature study seeks to understand types of 
the developers and the significances of developers’ typology on variation of their location preferences 
and decisions. It also pursues the motivation underpinning the developers’ decision in developing a 
particular area. The developers’ typology classification is required as roughly more than 400 developers 
operate in the JMA with different development’s strategies and targets. There are developers that focus 
on developing residential areas, whilst other focus on the construction of industrial zones. The 
segregation of developers in urban markets may also be based on their capital scales or networking 
strategy (Winarso, 2000). Academic works focusing in the JMA and Indonesia’s urban development 
context have been the main source for this study (Firman, 2004a; Struyk et al., 1990; Winarso, 2000). 
Additionally, studies from other countries like Australia (Coiacetto, 2001); the US (Shaw, 2003); and 
Canada (Rudin, 1978) contributed to reinforce or complete information obtained from the local sources. 
 
The last source of developers’ characterization is the collection of articles from newspapers. The 
information gathered from newspapers supplies information such as current market situations in the 
JMA, developers’ strategy for the next year, or strategy towards meeting the target, which are relevant 
to support arguments or when drawing conclusions from model simulations. Equally important, the 
recent information on newspapers’ articles help to contextualize the results in the study and supply the 
arguments for writing the background section in this study. The main source of articles from newspapers 
is Kompas Properti (http://properti.kompas.com/). Kompas Properti is the national media outlet that 
continuously reports major urban development events in the JMA and their impacts on the housing and 
land market (e.g. number of house shortages, increase in land prices). Other online sources include 
articles from Majalah Property (Property Magazine), Rumah (House), and various online media 
reporting property developments in the JMA. Articles from these sources were saved as a pdf file for 
reference in the study.  
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3.4 Research methods for Objective 1 
The urban growth and its spatial pattern are the valuable indicators of different processes that compose 
urban development in the JMA. Unfortunately, the spatial information in the JMA was largely non-
existent, restricted for public access, or presented very simple with qualitative description and single 
map of urban land cover; thus it limits us to understand about the current urban expansion. Objective 1 
aims to understand the urban growth patterns in the Jakarta Metropolitan Area (JMA) between 1994 
and 2012, and identify the leading factors impacting urban growth in the region. In this objective, the 
urban growth and its spatial pattern from consecutive years will be revealed and compared. The main 
input for the measuring urban growth and spatial pattern is Landsat imagery from US Geological Survey 
(USGS). Landsat for the last 30 years provides an excellent earth monitoring system and will be used in 
this study. Its images are free and have sufficient resolution (30 meters) sufficient for analysis in 
regional spatial scale like in this study. Four selected tasks are proposed in order to pursue the objective 
Figure 3.4.  
 
3.4.1 To classify urban land cover classes from Landsat imagery 
Images obtained from Landsat need to be translated into land cover classes in order to reveal JMA’s 
existing urban extent, its growth pace, and the spatial pattern. As such, the land cover classification 
mainly targets the separation of urban area from other non-urban land cover. The targeted land classes 
from classifying spectral reflectance from Landsat images are urban land cover (built-up or industrial 
area) and non-urban (dense, or sparse vegetation) areas.  
 
Two most commonly applied approaches in the literature are unsupervised and supervised classification. 
In the unsupervised classification, the classification was automatically performed by computer. Using 
algorithm based on different spectral contrast and pattern on every band, the computer software classify 
the images into targeted land classes. The supervised classification, on the other hand, requires the 
modeller to make initial classification by selecting homogeneous spectral from different land classes. 
These initial classifications act as guidance for the software to classify the remaining areas. Based on 
initial works, the supervised classification produces relatively better classification over the unsupervised 
one. Thus in this study, supervised classification will be used. 
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Figure 3.4 Method on urban land cover classification
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In addition of supervised classification approach, combination of spectral enhanced method using 
tasselled cap transformation and k-means classification were conducted to alleviate the mixed spectral 
separation between bare soil and residential areas which use similar soil material for the roof. The 
spectral enhancing method was deployed after combination of Normalized Difference Vegetation Index 
(NDVI) and Normalized Difference Build-up Index (NDBI) did little to separate the two land covers. 
Auxiliary images were also processed to replace the areas covered with clouds or experiencing missing 
values due to stripes effects on Landsat 7 imagery. 
 
3.4.2 To assess the accuracy of the retrieved land covers classification  
Accuracy assessment of the classified land cover maps needs to be done to measure the degree of 
correctness on the output of land classification. Accuracy assessment compares land cover classes from 
the classification process with the ‘ground truth’ from visual observation or ‘reference’ map (Crooks et 
al., 2008). For this task, in addition with assessment against land cover map of JMA in 2005 by DPU 
(2012), the accuracy assessment was also done by comparing the retrieved land cover maps with images 
from Google Earth. We used the most common assessment procedure which is the pixel-by-pixel 
validation using confusion matrix (Maithani, 2009).  
 
3.4.3 To quantify and visualize the spatio-temporal changes of urban land cover 
Once the land cover classes are successfully retrieved from supervised classification and passed the 
accuracy assessment, we applied the post-classification change technique, where a pair of land cover 
map from two-sequence time period was compared pixel-by-pixel. The post-classification technique 
was chosen due to a manageable amount of land cover maps (four time periods only), small number of 
land classes (seven land classes), and abrupt changes in land cover classes were detected on land cover 
maps (Mundia and Aniya, 2005). With the interest to mark the expansion of urban area, the post-
classification produced map of urban land cover changes and a cross-tabulation table signifying changes 
from non-urban into urban area. The land cover changes analysis reports the areas (km2) of each land 
cover classes, the land changing over certain period (in km2 per year), and land changes’ cross 
tabulation (i.e. from-to land cover).  
 
The measure of urban area as observed from CBD was carried out using a spatial concentric buffer. The 
concentric buffer was adopted from the classical Alonso’s bid-rent land theory where a built-up area in a 
city starts from the epicentre, where jobs market and work places lie, and spreads outward as it mixes 
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with non-urban area on the outskirts (Alonso, 1960). With this theory in mind, the 50 km concentric 
buffer with one km interval was created to indicate the expansion of urban area outward. The measures 
of urban area as a function of distance buffer of CBD were implemented on the Spatial Analyst in 
ArcGIS. 
 
3.4.4 To explore the possible existence of spatial pattern in the urban growths in JMA 
As one of geographic phenomena, urban areas emerge not in random but exhibit regular spatial pattern. 
A spatial pattern is best described by Tobler’s first law in which “Everything is related to everything 
else, but near things related more than distant things” (Tobler, 1970). To reveal the inherent spatial 
pattern on JMA’s urban land cover, spatial pattern analysis using landscape metrics was conducted. 
Landscape metrics were used to measure the form, texture, and pattern of the urban areas. 
 
Previous studies on analysis the urban spatial patterns have selected differently the series of landscape 
metrics’ indices and suggest no consensus on how the indices were selected (Deng et al., 2009; Fan and 
Myint, 2014; Huang et al., 2007; Taubenböck et al., 2014). They however, share commonality in the 
dimension of urban forms in which the measure of area-edge, the shape complexity, and the spatial 
aggregation are used. This study opted similar approach by selecting the four indices representing three 
dimensions of urban form. The landscape metrics work at three spatial levels of analysis: the cell, the 
patch, and the entire study region. Given our research focus on urban area, the landscape metrics were 
implemented at the spatial scale of patch (continuous area having single type land cover) on the high-
density settlement, low-density settlement, and commercial/industry land classes. Furthermore, the 
calculation of landscape metrics was done at the municipality level to capture the regional variation 
within the JMA and at the temporal scale of 1994, 2000, 2006, and 2012 periods to investigate spatial 
patterns’ changes over time. The spatial pattern indices were computed using a designated program for 
measuring landscape pattern; FRAGSTAT (McGarigal, 2013).   
 
3.5 Research methods for Objective 2 
Objective 2 aims to develop an agent-based urban growth model that incorporates microeconomic 
theory that drives the location selection of new urban areas by private residential developers. The aim 
was achieved by developing an agent-based model that combines the land physical characteristics and 
non-physical factor, which is the developers’ behaviour in maximizing the profit gain from developing 
urban areas (Figure 3.5). In relation with the other objectives, the output from Objective 1 supplies the 
parameterization of the physical factors (i.e. land cover) in the model, whilst the structure and 
functionality of the model will be applied and extended on Objective 3. Objective 2 is therefore pivotal 
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in this research. We set three main tasks to achieve Objective 2 which are: building a conceptual 
framework, developing a computer model, and simulating the influence of developers’ capital level on 
the spatial pattern of urban areas. 
 
3.5.1 To develop a conceptual framework that incorporates the microeconomic theory in ABM 
The conceptual framework in ABM is necessary to guide the development of urban model. Logic 
conceptual framework entails a clear relation between factors accounted in urban processes and the 
explicit relationship to selected choice by the agent in the model. Clear conceptual framework will help 
translation from concept into computer model becomes smoother and faster. The openness of ABM 
through its clear and logical conceptual framework is also one of the standing points separating ABM 
with other black-box urban models such as the one of Artificial Neural Network (ANN) models. By 
revealing the processes and interactions that run on the model, ABM’s users have better insight on the 
dynamic processes in urban modelling, quickly grasp the objective of urban model, and easy to locate 
any mistake or spurious assumptions in the model.  
 
 
Figure 3.5. The ABM structure and source of model parameterization  
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In the construction of conceptual framework, we depict two most explicit motivations by the developers 
during urban development process which are the economic and spatial instincts (Li et al., 2011). The 
economic instinct implies that the developers continuously aim to maximizing the economic benefit of 
their interaction with other actors and selection of a space. While in terms of spatial instinct, the 
developers pursue the location with the most accessible features, which can be a combination of 
accessibility towards infrastructures, urban facilities, or workplaces. These two instincts will be the 
centre of attention that frames the literature review and expert interview to build the conceptual 
framework in this objective. 
 
3.5.2 Developing the model that reflects the conceptual framework 
The agent-based models developed in this research are composed by three modules: the environment, 
the agent, and interaction module. The environment module represents the spatial perspective of the 
reality. It is the playing ground where agents roam for new spaces and land changes occur. In the 
environment module, the space is represented with the cell; a regular grid formation with similar size. 
The cell is equipped with attribute such as unique identifier, geographical coordinate, or cell size. More 
importantly, the cell represents the state of the location it represented. In this study, the cell carries 
location-specific information such as type of land cover, land value, or distance to nearest road. The 
characteristics of the cell in environment module are closely connected with CA (see Chapter 2) where 
the state of the centre cell in affected by the state of the surrounding cells. One example of the cell state 
variability in the environment module is the increasing land values when new urban areas at the 
surrounding vicinity emerge and cause an increasing accessibility to infrastructure; thus causing an 
increasing land values. 
 
The agent module represents the agent (actor in urban system) who moves according to certain rule and 
has the economic ability to convert lands into new urban areas. We pre-selected the agent as the private 
residential developers as they are the dominant urban development agent who significantly changes the 
shape of urban areas in JMA in the last three decades (Alexander, 2013). The agent module contains 
parameters that represent the developers’ characteristics such as unique identifier, type of developers, 
the capital that they have, how they roam for searching potential land for urban area, or the amount of 
profit they accumulated. The agent module also contains the location preferences such as expected 
profit margin and ability to purchase for the specific lands. The agent module acquires the input about 
the developers’ characteristics and preferences from the literature review, and interviews with urban 
experts.  
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The third module (i.e. interaction module) regulates the interaction between agents and the environment 
module. It houses the mathematical functions that link the physical factors with the developers’ cost-
benefit analysis. These mathematical functions and developers’ option to develop were adopted from 
previous study about characterization of developers’ spatial behaviour (Bookout, 1990; Kaiser, 1968). 
 
3.5.3 Simulating scenarios and observe the impact 
The different kinds of scenario exists in the urban modelling articles indeed support the fact that the 
future shape of urban growths is uncertain which can only be unfolded by time (Couclelis, 1997). The 
main goal in using different scenarios is to test urban policies and its consequences on the future 
development of urban areas (de Nijs et al., 2004). Scenario can be applied by differencing development 
policies, or urban growth rate in the model, as for example in Beardsley et al. (2009); Dragicevic et al. 
(2001). It can also be done by modifying the parameters in the model such as tuning the settle time in 
the neighbourhood as in Dabbaghian et al. (2010), or else, modifying the interrelated behaviour among 
the agents as in Ligtenberg et al. (2004). For the scenario simulation, we select the capital level as the 
varied parameter that impacts the developers’ decisions, which then causes a different spatial feature on 
urban areas. 
 
As explained in Chapter 2, the urban development process is a complex process involving various 
intricated and interrelated processes; resulting more than one possible output from similar set of model’s 
parameters. To accommodate the complex and dynamic feature of urban process, the model will be run 
for 100 times. The repetitive runs of the model allow the variability of urban forms to be expressed in 
the simulation output.  
  
The scenario and simulation iterations were done with the Behaviour Tool in NetLogo. The Behaviour 
Tool allows us to batch processing the entire simulations and automatically export the simulation output 
to different formats such as ArcGIS so as to undertake the spatial analysis. At each simulation time 
steps, NetLogo records the number of developers, the amount of new urban areas, and the updated map 
of new land values. These urban and land value maps were exported to ArcGIS format and Microsoft 
Excel for respectively producing the figures and the descriptive analysis. 
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3.5.4 To measure the emerging spatial pattern from the simulation results,  
Once the simulation results are produced, zonal classification function in spatial analyst toolbox of 
ArcGIS was implemented for descriptive analysis (i.e. mean, standard deviation, and mode) of these 
output maps.  
 
3.6 Research methods for Objective 3 
The aim of Objective 3 is to understand the impact of multi-type developer behaviours on the spatial 
pattern of urban growth in JMA by simulating different policy scenarios in a heterogeneous urban 
market situation. To pursue this objective, the model constructed on previous objective will be extended 
to incorporate the characteristics of multi-type developers. Developers were designed to be distinct not 
only in terms of the initial capital but also of their preferences (e.g. expected profit gain, targeted land-
size). The ABM in this objective will demonstrate the importance of variation on the developers’ 
characteristics that influences the location and spatial pattern of new urban areas. The three tasks 
designed to achieve objective 3 are explained below. 
 
3.6.1 To construct agent-based model with three types of agent representing the developers 
As in the Objective 2, the first task before developing the model is to design a conceptual framework to 
be translated into ABM. There are additional features on the model constructed for Objective 3. These 
additional features are the inclusion of developers’ spatial preferences based on the level of capital, the 
ability of developers for reinvesting the capital gain from preceding urban development process, and the 
simulation loop that refers to a particular real time (i.e. month). 
 
On the first feature, the characteristics of the developers include the selection of land size, operational 
territory, development strategy, and the construction time. Like in Objective 2, the addition of multi-
typed developers’ characteristics was derived from literature review and expert interview (section 
3.3.2).  
 
The second feature in the model is the ability for developers to reinvestment. This dynamic feedback 
feature is the addition of dynamic land cover and land prices from the model in Objective 2. Thus, not 
only the land physical characteristics, which are continuously changing, but also the developers’ 
accumulative profit gain. Dynamic feature was implemented by adding the ‘accumulative profit gain’ 
variable in the agent module and allowing the developers to re-use the total capital for investment on 
different locations. 
54 
 
Once the conceptual framework is ready, it then will be translated into a computer program. In the 
model, the additional features will be implemented on the respective module. The characteristics of 
developers will be added in the agent module whilst the feedback will be added into the interaction 
module. It is the advantage of using ABM, which focuses on the agent-oriented model, that make 
representation of heterogeneous agents can be done systematically and ran effectively without loading 
too much on computer power (Bonabeau, 2002). The last feature in the model is the incorporation of 
temporal dimension in urban development process by equalling one simulation time-step with one-
month real-life time. 
 
3.6.2 To simulate different types of market situation and compare the results  
The model will be run in five different scenarios. In the first three scenarios, the model will run with 
single characteristics agent, each representing the small, medium, and large type of developers operating 
in the land market. In the fourth and fifth scenario, the model will represent the land market, where the  
developers of each type exists and operates in the market. The fourth scenario consists of equal number 
of developers from each type (i.e. 50 developers of each type) whereas on the fifth scenario a 
hierarchical number of developers (i.e. 10:30:60 for respectively on large, medium, and small 
developers) was used. On each scenario, the model will be run for 100 times to cover various 
possibilities of outcome from the model.  
 
3.6.3 To quantify the emerging spatial pattern from the simulation results,  
The simulation products that were recorded are the amount of new urban land cover in hectare, the 
amount of capital level by the developers, and the number of developers left in the market. We will 
compare the simulation results of each scenario and analyse the similarities or discrepancies resulted 
from the different type of developers operating in the land market. Reasons for the urban pattern 
discrepancies were provided. The impacts of simulation results on the production of houses in the JMA 
were also discussed.  
 
3.7 Reporting ABM: Overview, Design, and Detail (ODD)  
The constructions of ABM have been reported with technical language and diverse levels of detail 
posing difficulties for users with a non-technical background to comprehend the model. The non-
systematic presentation of ABM inhibits modellers to re-implement the model in different studies. To 
address such problems, Grimm et al. (2006) developed the Overview, Design and Details (ODD) as a 
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standard procedure for reporting ABM. The main advantage of using the ODD procedure would be the 
improvement of communication between the modellers and the users. Rather than mathematical 
equations or pseudo codes, the ODD portrays the ABM from its structure, function and purpose, written 
in plain language, thereby easing users of different backgrounds to understand the content of the model. 
To improve the clarity and bring a uniform reporting form in ABM, the ODD asks the modellers to 
systematically conceptualize the model and define the elements in the model. A systematic description 
of ABM on ODD can be used to guide the development of an ABM into computer model; it works as a 
‘model’s skeleton’ for the modellers during the construction of the model. The ODD procedure also 
serves as a ‘metadata’ for ABM to provide supplementary information around the creation of the model 
Table 3.4 summarizes the elements of ABM in the ODD framework with the descriptions of each 
correspondent to the aim and construction of the model. The ODD procedure was implemented in this 
research to report both versions of the ABMs in Chapters 5 and 6.  
 
Table 3.4. The Overview, Design, and Detail on the construction of ABM (Grimm et al., 2006). 
Overview Purpose What the modellers want to 
achieve by building the ABM. 
State variables and scales What are the most 
disaggregated variables in the 
system, and to which spatial-
temporal scale will the model be 
built. 
Process overview and scheduling The basic processes which will 
run in the model. Explanation 
on the sequence of processes in 
the model. 
Design concepts Design concepts The expected simulation results, 
e.g. emergence, adaptation, 
sensing, stochasticity etc. 
Details Initialization What is the parameters’ values 
of the environment, agent, and 
other elements at the start. 
Input A dynamic state of variables 
which drives the changing 
condition of the environment 
over space and time. 
Sub-models Mathematical skeleton of the 
model. 
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3.8 Computer programs for agent-based modelling  
The work in this thesis extensively employs the computer system. Undeniably, with the increasing 
power and the advancement of computer technology in the last two decades, the implementation of 
dynamic modelling for urban applications has been made possible (Batty, 1995). The increasing 
computer power allows urban modelling to have a more complex analysis involving larger data input, 
higher dimensional equation, more dynamic visualization, and have a relatively shorter processing time. 
Furthermore, a better graphical human-computer interface allows a smooth translation of dynamic 
conceptual frameworks into the computer model.  
 
In dynamic modelling study, the analytical scale of system being studied determines the design of 
computer agent-based model and the selection of computer program to handle such system. A system 
can be represented in ABM from its micro-scale (i.e. single person), meso-scale (e.g. city), or macro-
scale (e.g. regional or cross-border) perspective, which affects its degree of complexity that needs to be 
represented in the computer model (Batty, 2005). Number of inputs, the variable type of the factors (e.g. 
binary, range, integer, string), and its internal relationship (e.g. profit maximization, least cost walking) 
could vary from one system to another, that not a single ABM design could entirely capture this 
system’s variability. Such situation leaves the modellers to build a customized design of the ABM to 
suit the system’s structure that they are trying to investigate. The modellers need also to select inputs in 
the customized ABM to correctly reflect the system being represented and find the interactions between 
inputs that closely represent the working mechanisms in the system. As a result, the construction of the 
ABM almost certainly varies from one case to another in different case studies.  
 
 
Figure 3.6. Depiction of various ABM programme currently available for urban modellers  
(Macal and North, 2006) 
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Additionally, with range of computer programs suitable for ABM studies, the modellers need to select 
one of the programs that appropriates for their modelling tasks. Currently, the ABM computer programs 
differ according to their capabilities in representing various levels of complexity in the system (e.g. 
high-dimensional interactions, or basic spatial movement). In the current state, most of the computer 
programs provide the necessary tool to build a specific design of ABM rather than offering a ready-to-
use program with a complete package for different modelling usages. The selection of computer 
programs widely used in various ABM urban modelling cases is exemplified in Figure 3.6. The x-axis 
represents an increasing modelling skill needed by the modellers to develop an agent-based model 
whilst in y-axis denotes the corresponding capability of the program. The Logo language (i.e. StarLogo 
and NetLogo) is a computer language that offers an easy-to-use model development and also has 
powerful capabilities (e.g. no ceiling limit on NetLogo input but the computer own memory capacity) 
(Wilensky, 1999). On the other end of the chart, the SWARM and RePast programs require users to 
have knowledge of advance programming languages (i.e. JAVA). They offer advanced functions in 
ABM, capable to handle larger (spatial) data input and processing. Repast has two versions; the one 
installed in the GIS environment (e.g. Repast plug-in for ArcGIS); and the independent version that runs 
in JAVA. Both RePast and NetLogo are free to download with large support from its users community.  
 
Table 3.5. List of software and their specifications for this research 
Main operation for Description Software Chapter 
Remote sensing  Classification of Landsat images into 
readable and interpretable land use 
map  
ERDAS Chapter 4 
Landscape metric The landscape metrics used to quantify 
the spatial pattern of urban areas 
Fragstats  Chapter 4 
Analysis of spatial 
data 
Spatial data credential check: 
projection, year, and source. 
Visualizing maps 
ArcGIS Chapter 4, 5, 6 
Agent-based 
modelling 
Construction of ABM’s code and 
simulation 
NetLogo Chapter 5, 6 
Quantitative analysis Descriptive statistics (mean, standard 
deviation), accuracy assessment, and 
aggregating zonal statistics of 
simulated maps from NetLogo. 
Construction of charts. 
Ms-Excel 
and Matlab 
Chapter 4, 5, 6 
 
 
NetLogo differs from RePast in that the former has pre-defined commands which are readable to 
humans (e.g. move-to, count), allowing users with minimum experience with programming languages to 
quickly grasp the concept and operating it. The powerful capability of NetLogo is also reflected in its 
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flexibility. Model development in NetLogo could be designed to allow increment construction (i.e. 
testing the defined function at a time) and modification in the later stage without the need to completely 
write the entire code. Additionally, NetLogo has a dedicated tool to run simulations with a set of 
parameter settings. The Behaviour-Tools allow modellers to set-up simulation batches effortlessly. With 
the above-mentioned reasons, NetLogo is a popular ABM program among novice users with a non-
programming background. As a result, it was used for this study for developing the agent-based urban 
model in the JMA. This study also employed various computer programmes during analysis. Table 3.5 
displays list of the programmes employed during the research.  
 
59 
Chapter 4  
Capturing and measuring urban land cover changes of Jakarta 
Metropolitan Area  
Despite the Jakarta Metropolitan Area (JMA) being the third largest megacity in the world, studies of its 
land cover changes and their associated spatial patterns have been sparse. Drawing on a time-series 
sequence of land cover maps derived from remotely sensed imagery (Landsat Thematic Mapper), this 
chapter redresses the absence of knowledge about JMA’s urban area by exploring the spatial dynamics 
of urban expansion in the JMA over an 18-year period (1994-2012).  
 
4.1 Introduction  
It is projected that by 2050 urban areas will be home to 66 percent of the world’s population with nearly 
90 percent of the increase occurring in cities across Asia and Africa, and in countries of the developing 
world (UN-DESA, 2014). The Jakarta Metropolitan Area (abbreviated hereafter as JMA), Indonesia, 
with more than 10 million inhabitants, is the world’s third largest megacity and the largest in Southeast 
Asia (Jones, 2002; UN-DESA, 2014). JMA’s population places significant pressure on its local 
governments to provide basic infrastructure and urban services whilst attempting to ensure a sustainable 
future (URDI, 2012). A critical aid to establishing pathways to a sustainable future is a basic capacity to 
monitor changes in land cover.  
 
Systems that can monitor land cover changes will attempt to capture the location, extent, and the 
transformation of land cover classes over time (Charbonneau et al., 1993). The resulting outputs offer 
urban planners the necessary evidence base for formulating sustainable urban growth strategies (Masek 
et al., 2000). A major impediment to the creation of this evidence base in the developing country 
context is the lack of spatial data with the necessary coverage to capture the entire urban space, and the 
lack of repeated data captures over time (Barredo and Demicheli, 2003; Firman, 2004b). As such, there 
is a pressing need to explore the opportunities to first capture and then monitor land cover changes as 
well as identify the potential factors driving these land cover change dynamics in a developing world 
context.  
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This chapter seeks to redress these gaps by drawing on a combination of freely available remotely 
sensed images and a suite of spatial analytic techniques to develop a more comprehensive understanding 
of the extent and scale of urban land cover (ULC) change in the JMA, our case study context.  
 
The remainder of the chapter is structured as follows: section two reviews the current literature on 
monitoring land cover changes in megacities with a particular focus on studies that have focussed on 
megacities in Asia and the developing world. Section three introduces the study area, the methodology 
applied to capture the land cover classifications and the landscape metrics applied to capture the shape 
and the degrees of mixture of land use forms. Section four presents results illustrating land cover 
changes through a mapping exercise in conjunction with quantitative measures of landscape metrics. 
The results are then discussed in section five before offering a set of conclusions in the final section.  
 
4.2 Monitoring land cover changes in megacities  
A megacity has specific characteristics that differ from other cities: megacities cross multiple municipal 
jurisdictions and their management generally involves more than one government authority (Brugmans 
et al., 2010). In the case of the JMA, there are three levels of governance concerning its planning and 
management – the national government (Republic of Indonesia), three provincial governments and eight 
municipal governments – making it important to have a well-coordinated management as it relates to the 
development and initiation of urban growth strategies. For example decisions by one local government 
to permit development within its municipality can directly affect the functions of neighbouring local 
government areas (Kraas and Mertins, 2014; URDI, 2012).  
 
With the cross-jurisdictional nature of megacities, monitoring land cover changes is vital to supply 
urban planners with the necessary information from which to base future plans so that necessary urban 
services can be provided and threats to agricultural productivity can be jointly considered (Bhatta, 
2009b; Madhavan et al., 2001; Wu et al., 2011). While studies that have developed approaches to 
monitoring land cover changes at a metropolitan and city-wide scale are abundant (Barredo and 
Demicheli, 2003; Ridd, 1995; Seto and Fragkias, 2005), studies focussing on megacities are limited. For 
instance, Kuang et al. (2014) investigated the ULC change on megacities of China (i.e. Beijing, 
Shanghai, and Guangzhou) and the USA (i.e. New York, Los Angeles, and Chicago); Taubenböck et al. 
(2009) studied the Indian megacities of Mumbai and Kolkatta. 
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While existing research on megacities provides a wealth of information on annual growth rates and 
spatial expansion of ULC change from the 1970s until the 2000s, they arguably offer limited insight into 
the spatial patterns of such changes. Specifically, they tend to be restricted to determining the extent of 
the ULC change and capturing its transformation (from-to) over time. We assert that by monitoring 
ULC using a series of remotely sensed images, and by determining the spatial extent and change of the 
urban footprint, we can measure the extent, distribution, and location of ULC to offer a more 
comprehensive understanding of urban change (Herold et al., 2005; Taubenböck et al., 2014). Deriving 
these additional metrics about changes in urban form has been shown to offer new insights into their 
capacity to understand the linkages between the underlying human activities (e.g. the necessity to house 
the new urban population) and the consequential changes in urban form that emerge (e.g. urban 
expansion and urban sprawl) (Irwin et al., 2009). Furthermore, the analytical unit in existing research 
focuses on the entire area of the megacities, which lacks insight into ULC changes across municipalities 
within the megacity. When urban planning of the megacity is fragmented across multiple local 
government units, as is the case in JMA, an analysis at the municipality scale is crucial given that 
information on the extent of ULC at the local municipality scale provides useful feedback on the current 
situation of ULC changes and the underlying factors impacting urban expansion, which in turn 
contributes to the preparation of coordinated planning policy for the megacity. 
 
4.3 Materials and methods  
4.3.1 Data collection and processing 
Given the benefit of being cost-free and given its extensive temporal coverage, Landsat (E)TM imagery 
were considered the most appropriate source of data to monitor land cover change. The 30-metre spatial 
resolution and 185 kilometres swath width are well-suited for monitoring land cover changes at a 
regional-scale, such as is the case here (Jensen, 2007). We selected imagery from 1994 and 2012 with 
six-year intervals to capture recent urban development. This period captures the most recent rapid urban 
expansion after the economic crisis in 1998, with 1994 as a base year for comparison (Winarso, 2000). 
Landsat images were selected for the years 1994, 2000, 2006, and 2012, with the specific acquisition 
dates given in the appendix. The criterion for selecting an image in each year was based on having the 
lowest cloud coverage (less than 20 percent) over the study area. However, given the tropical climate 
conditions in the JMA, some parts of these Landsat images – particularly the southern part – were 
covered with patchy or mild clouds. As such, auxiliary images with the nearest acquisition date were 
required to replace the non-identifiable land cover on the cloud-affected areas.  
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4.3.2 Land cover classification procedure  
The general practice of land cover classification using Landsat imagery consists of two-tier hierarchical 
classification system (Ridd, 1995; Ward et al., 2000). The first-tier classifies Landsat spectral 
reflectance into three dominant and easily recognized (through single band or visual observation) land 
cover classes that are composed of water, vegetated area and impervious land (ULC, in the context of 
this study). This is followed by the second-tier classification that further classifies the three main land 
cover classes into more detailed land cover sub-classes depending on the landscape features (i.e. arid 
areas have a different classification topology than tropical areas) and depending on the objective of the 
study (Dewan and Yamaguchi, 2009; Shalaby and Tateishi, 2007). In this study, the separation of land 
cover sub-classes was a balance between the effort to maximize the separation of spectral reflectance 
based on the identified sub-classes in training areas according to k-means analysis (as explained below) 
and our objective to monitor the ULC changes. As a result, the second-tier land classification separated 
the water into sea or water body; vegetated area into dense or sparse vegetation, the ULC into high-
density or low-density settlement or industrial area. Therefore, we defined seven sub-classes within 
three land cover classes (Table 4.1). 
 
The training areas were used to calibrate the identification of spectral reflectance from each land cover 
classes on images (Dewan and Yamaguchi, 2009). The selection of training areas was done manually by 
delineating the areas within the JMA that already displayed distinct land cover sub-classes and 
experienced minimal change during the 1994-2012 period according to author’s local knowledge. With 
the confirmed land cover sub-classes and their corresponding spectral reflectance (Figure 4.1), the 
training areas were then employed to determine the type of land cover sub-classes on the remaining 
undefined pixels. Table 4.1.lists the training areas for each type of land cover in the study area. 
 
The tasselled cap transformation was employed to improve the separation of ULC from the other land 
cover classes (Jensen, 2007). This method was selected given its proven capacity to better discern ULC 
areas in both bare soil and vegetated locales (Seto et al., 2002). Following the transformation, an 
unsupervised classification method was performed using a k-means classification analysis (Huang et al., 
2007; Jensen, 2007). The k-means classification aims to minimize the variability of spectral reflectance 
within similar land cover classes whilst maximizing the variability across different land cover classes 
(Jantz et al., 2010). This resulted in 36 land cover classes, which represents a balance between a 
manageable number of land cover classes and the maximizing of separability between land cover 
classes. These land cover classes were then regrouped into seven targeted land cover classes using the 
listed training areas noted in Table 4.1. 
63 
 
Table 4.1. The definition of each land cover sub-classes in the JMA.  
Land cover 
class 
Land cover sub-
class 
Definition Training area 
Water Sea  Deep-water areas with no indication of 
vegetation on its surface or in shallow 
depths. 
Java sea, north of 
Jakarta 
Water body 
 
Shallow water areas with an indication 
of vegetation covering on the surface 
or in shallow depths. 
Ciliwung river, Pluit 
pond, Jatiluhur 
reservoir 
Vegetation Dense vegetation  
 
Area fully covered with dense canopy 
vegetation with no indication of bare 
soil or residential land.  
Conservation forest 
Bogor 
Sparse vegetation  
 
Other vegetation with no or few 
indication of houses or mixed classes 
with recurrent water as in paddy rice 
fields.  
Cikarang, North of 
Bekasi 
Urban land 
cover 
(ULC) 
High-density 
settlement 
Impervious areas with clay roof tiling 
with no to little indication of 
vegetation. 
Old city centre (Kota), 
and Sunter, Jakarta 
Low-density 
settlement  
Mixture between settlements with low 
level of vegetation such as grass or 
shrubs, or settlements with gaps 
between them filled with vegetation. 
Scattered urban areas 
in the outskirts of 
Jakarta, e.g. Bogor 
Industry 
 
Area with high spectral reflectance 
from rooftops made from aluminium, 
applied in industrial and commercial 
buildings.  
Cakung, and 
Pulogadung industrial 
estate  
 
During the land cover classification process, we encountered a problem with mixed spectral reflectance 
that resulted in some vegetation areas being classified as high-density settlements. While this is a 
common problem in land cover classification (Ridd, 1995; Ward et al., 2000), it was partially 
exacerbated in the JMA because house roof tiles are often made of the same soil materials. To solve this 
problem, auxiliary images (that were used in the previous classification stage to replace areas covered 
by clouds and to address the striping problem) were again employed to verify the high-density 
settlements. By comparing the two images, a stable area with no change in land classes indicates a high-
density settlement, whereas the variation between the vegetation class and the ULC was taken to 
indicate a ‘spurious’ high-density settlement and this was reclassified as vegetation. Two assumptions 
underpinned this decision: there was negligible change in the ULC within a single year, and land cover 
changes from ULC to vegetation are far less likely to occur in the JMA.  
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4.3.3 Measure of classification accuracy  
Images of higher spatial resolution (one meter or less) are typically required to assess the accuracy in 
imagery classification (Jensen, 2007). However, given that such images were not available for our case 
study area, and that this is typically the case in developing countries, we used a recent national land 
cover map from the Indonesian Geospatial Agency (IGA) with a spatial scale of 1:1,000,000, which was 
supplemented with Google Earth images. A site-specific comparison between the classified land cover 
map from the 2006 Landsat and IGA’s land cover map of year 2005 was conducted, and the overall 
image classification accuracy was computed using the error matrix analysis approach (Jensen, 2007). 
The user’s accuracy for each class of land cover, which measures the probability that cells in the 
classified map actually belong to the same category as in the reference data, were also computed 
(Congalton, 1991). Furthermore, we conducted a stratified random sampling by distributing 500 
sampling points on the retrieved land cover map of year 2012. These points were manually compared to 
those with the land cover type at corresponding locations on Google Earth imagery. The results were 
recorded in an error matrix to compute the overall classification accuracy and the users’ accuracies for 
each land cover class.  
 
 
Figure 4.1. Landsat images of north Jakarta in 1994 in true colour (left) with representative sites 
numbered as 1 to 7 each showing one land cover class that corresponds to the spectral reflectance for 
each land cover class as illustrated in the graphic on the right. 
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4.3.4 Spatial pattern of land cover using landscape metrics 
Landscape metrics were used to measure the form, texture, and pattern of the urban areas. We employed 
Fragstats (McGarigal, 2013) to examine landscape metrics at three spatial levels: the cell, the patch, and 
the entire study region. We selected four metrics each representing a measure of area, shape, 
aggregation-dispersion, and aggregation-interspersion (Table 4.2).  
 
Given our research focus on monitoring ULC change, the landscape metrics were computed at the 
spatial scale of patch scale on the high-density, low-density settlement and industrial area land classes. 
The landscape metrics were enumerated at the municipality level to capture regional variations. 
 
4.4 Results 
The results are structured in three parts. The first part presents the outcome from the accuracy 
assessment using error matrix analysis. The second part draws on the resulting imagery to describe ULC 
change over the study period. The final part presents the results of the landscape analysis reporting on 
the shape and pattern of urban change. 
 
Table 4.2. The landscape metrics (McGarigal, 2013).  
Dimension of 
urban form 
Indices Description Value range 
Area Edge-density 
(ED) 
Sum of the length of all edge segments 
divided by the total area. This measures 
the degree of jaggedness on the edge of a 
patch and compares it with the total area.  
 
ED>0 
Shape Perimeter-area 
fractal 
dimension 
(PAFRAC) 
Represents shape complexity. Values 
close to 1 indicate simple perimeters, e.g., 
a square, whilst a value near 2 signifies a 
complex shape. 
 
1<PAFRAC<2 
Aggregation-
dispersion 
Percentage of 
like adjacencies 
(PLADJ) 
Percentage of like adjacencies (PLADJ) 
measures the degree of aggregation from 
areas of similar land classes. High value 
implies almost all adjacencies come from 
areas of similar land classes, whereas low 
value suggests only few adjacencies from 
areas of similar land classes.  
 
0<PLADJ<100 
Aggregation-
interspersion 
Interspersion 
and 
juxtaposition 
index 
(IJI) 
Interspersion and juxtaposition index (IJI) 
measures a degree of mixture of different 
land patches across the area. High values 
indicate the patch types are well 
interspersed whilst low values suggest the 
patch types are poorly interspersed 
0<IJI<100 
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4.4.1 Accuracy assessment on land cover classification  
An assessment of the accuracy on land cover classification from satellite imagery is necessary to ensure 
that land cover classes identified reflect the actual land cover classes on the ground. The reliability of 
subsequent analyses (i.e. the size of individual land cover classes, change analysis, and the landscape 
metric) depends on the degree of accuracy of the identified land cover classes (Fan and Myint, 2014; 
Liu and Zhou, 2004). Here we used the error matrix analysis approach to report the overall accuracy and 
the user’s accuracy of the classification of the land cover maps. For the 2006 Landsat derived land cover 
map it produced an overall accuracy of 75.2 percent using the IGA map as the reference source, and 
83.4 percent overall accuracy when using sample data from Google Earth (Table 4.3). 
 
Table 4.3. Accuracy assessment.  
Reference 
map 
Year 
Overall 
accuracy 
(%) 
User’s accuracies (%) 
Sea 
Water 
body 
Dense 
vegetation 
Sparse 
vegetation 
High-
density 
settlement 
Low-
density 
settlement 
Industrial 
area 
IGA 2006 75.2 79.5 74.6 68.3 85.0 74.8 58.2 64.4 
Google Earth 2012 83.4 83.3 93.3 86.8 82.8 86.2 51.9 90.0 
 
The user’s accuracies for individual land cover class range from 58.2 percent for low-density settlement 
to 85.0 percent for sparse vegetation based on comparison with the IGA reference map. For Google 
Earth based comparison, this ranges from 51.9 percent (low-density settlement) to 93.3 percent (water 
body). Low-density settlement had the lowest accuracy (58.2 percent and 51.9 percent) while high-
density settlement had higher accuracy (74.8 percent and 86.2 percent) under both assessments. The 
lower accuracies on low-density settlement stem from the mixtures of its spectral reflectance with that of 
sparse vegetation, which occurred on the sub-pixel scale under 30 meters resolution (Stefanov et al., 
2001; Ward et al., 2000). This mixture caused Landsat to capture the averaged values of spectral 
reflectance, which may be defined as either low-density-settlement or sparse vegetation during the land 
classification stage (Ward et al., 2000). As a result, the land accuracy assessment in the low-density-
settlement showed that only half of the sampling points were correctly classified as low-density-
settlement (51.9 percent user’s accuracy using Google Earth image).  
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Figure 4.2. Land cover classification in JMA in 1994, 2000, 2006, 2012 based on Landsat (E)TM 
imageries. The two concentric circles at 25 km and 50 km each from the city centre were drawn as 
references for visual comparison of the urban extent over the study period.  
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To draw a meaningful analysis from land cover maps, ideally 85 percent of overall accuracy should be 
achieved (Anderson, 1976). However, past studies on land cover classification employing Landsat 
imagery as their main source of classification have reported accuracies ranging between 80 and 90 
percent on individual land classes, subject to the classification and post-processing methods used (i.e. 
using manual correction or advanced algorithm) (Dewan and Yamaguchi, 2009; Griffiths et al., 2010; 
Ward et al., 2000). Given the size of our study area the overall accuracy of 83.4 percent with individual 
accuracies ranging from 83 to 93 percent with Google Earth imagery was considered acceptable. With 
the similar type of imagery and land classification method, the acceptable overall accuracy of land cover 
in the map for year 2012 could be generalized to the land cover maps for years 1994, 2000, and 2006. 
Except for low accuracy of low-density settlement that raises some doubt, the individual land cover sub-
classes with an accuracy of over 80 percent on all land cover maps can be considered as valid and 
reliable sources for the following land cover and change analyses. 
 
4.4.2 JMA land cover change from 1994 to 2012  
4.4.2.1 Extent and location of land cover classes from 1994 to 2012 
Comparison of the land cover maps classified from the Landsat imageries for the four time points 
(Figure 4.2) reveals that over the study period the JMA experienced a continuous expansion of its urban 
area, particularly towards the outskirts of Jakarta municipality. The main spread of urban areas between 
1994 and 2000 lies within 25 km concentric distance from the city centre and is comprised of patchy or 
disconnected urban areas (Figure 4.2a). Between 2000 and 2012, new urban areas emerged mainly at the 
edge of existing urban areas, effectively encroaching on the vegetated areas at a distance greater than 25 
km from the city centre. 
 
The area of each land cover class for the four time points is presented in Figure 4.3. Sparse vegetation 
constitutes the largest area in the JMA, which was nearly 4,000 km2 in 1994, yet over the next 18 years 
this area has been reduced in area so that in 2012 it constitutes only 2,600 km2. In contrast, the ULC, 
which comprises a combination of high-density settlement, low-density settlement, and industrial areas 
shows a constant increase over the same 18-year period. The JMA’s urban area has doubled from 1,460 
km2 in 1994 to 2,300 km2 in 2012, transforming on average 50.61 km2 per annum of non-urban areas 
(predominantly sparse vegetation) into urban areas. More specifically, the area of high-density 
settlement more than doubled from 860 km2 in 1994 to 1,800 km2 in 2012, whilst industrial areas 
increased more than six-fold from 20 km2 to 130 km2 (Figure 4.3).  
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Figure 4.3. Size of land cover classes in the JMA in 1994, 2000, 2006, and 2012 with the average 
increase (+) or decrease (-) in size of each land class in km2 per year shown above the bars. 
 
Classified into municipalities and focusing on ULC, the urban areas across all municipalities increases 
with time (Figure 4.4a). Jakarta has the largest area of high-density settlement of all municipalities, in 
both km2 and as a percentage of territory (Figure 4.4a). Tangerang and Bogor exhibit a large 
concentration of high-density settlement areas and show the fastest urban growth with 11 km2 and 14 
km2 per year, respectively (Figure 4.4a). Whilst Bogor has the highest growth of high-density 
settlement, Jakarta, Kota Bogor, and Kota Bekasi show a shrinking area of low-density settlement. 
Bekasi, Jakarta, Bogor and Tangerang exhibit rapid growth in industrial areas (Figure 4.4c). 
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(a) 
 
(b) 
 
(c) 
Figure 4.4. Distribution of Urban Land Cover (ULC), classified as high-density settlements (a), low-
density settlements (b) and industrial areas (c) across the eight municipalities within the JMA from 
1994 to 2012. The average increases (+) or decreases (-) in size of each land class in km2 per year are 
shown above the bars. 
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4.4.2.2 Changes in ULC in the JMA (1994 to 2012) 
The growth of the ULC area in the JMA between 1994 to 2000, 2000 to 2006, and 2006 to 2012 is 
shown in Figure 4.5. There was little urban development in Jakarta during the period of 1994 to 2000, 
and almost no increase in ULC area in between 2006 and 2012. Change of ULC in Jakarta was observed 
in the form of conversion of high-density settlement to industrial area.  
 
Table 4.4. Average annual urban growth according to municipalities (km2/year). 
Time 
period 
Jakarta 
Kota 
Tangerang 
Kota 
Depok 
Kota 
Bekasi 
Tang-
erang 
Bogor 
Kota 
Bogor 
Bekasi 
1994-2000 14.8 4.1 2.2 5.3 12.5 15.3 1.9 12.4 
2000-2006 8.0 3.9 4.7 5.2 14.8 46.4 3.8 14.6 
2006-2012 5.2 3.3 2.6 4.3 20.2 14.5 1.1 20.3 
 
 
Between 1994 and 2012, the urban growth on Tangerang, Bogor, and Bekasi municipalities has been 
outpacing the growth within Jakarta (Table 4.4). In the period between 1994 and 2000, ULC growth in 
Jakarta was 14.8 km2 per year, but then it decreased to 8 km2 per year in the period of between 2000 and 
2006, and further lowered to 5 km2 per year during 2006 and 2012 period. The slowing trend of ULC’s 
growth in Jakarta however was not observed on the outskirts of Jakarta, notably in Tangerang, Bogor 
and Bekasi. In these areas, during the 2006 and 2012 period, the ULC grew approximately three or four 
times more (between 15 and 20 km2 per year) than in Jakarta (5.2 km2 per year). Between year 2000 
and 2012, the main locus of ULC growth has clearly shifted onto the outskirts of Jakarta.  
 
A cross-tabulation of land cover maps between 1994 and 2012 shows the transformation of land cover 
classes over this period (Table 4.5). Focusing on ULC changes, about 44 percent of high-density 
settlement in 2012 comes from the existing high-density settlement land class in 1994. The other half of 
high-density settlement in 2012 represents a transformation of sparse vegetation (38 percent) and low-
density settlement (11 percent). Likewise, about half of low-density settlement in 2012 stems from a 
conversion of sparse vegetation and the remaining 40 percent comes from the low-density settlement 
that existed in 1994. The largest portion of industrial area in 2012 originates from conversion of sparse 
vegetation (44 percent) and high-density settlement (26 percent). Overall, the largest urban land 
transformation in the JMA during the 18-year period has occurred on sparse vegetation land cover. 
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Figure 4.5. Changes from non-urban to ULC areas in JMA between 1994 and 2012. The urban 
expansion composed of; (1) high-density settlements (Inset A) and; (2) industrial areas (Inset B). 
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Table 4.5. The cross-tabulation of land cover classes between 1994 and 2012  
with base reference as 1994.  
Land cover class 
Change to the year in 2012  
(percent of area change in each land cover classes) 
Sea 
Water 
body 
Dense 
vegetation 
Sparse 
vegetation 
High-
density 
settlement 
Low-
density 
settlement 
Industrial 
area 
Sea 93.4 2.1 0.0 0.1 0.1 0.1 0.1 
Water body 5.5 41.5 5.2 10.6 4.5 8.1 5.8 
Dense vegetation 0.1 7.1 31.5 10.4 2.5 6.1 3.9 
Sparse vegetation 1.0 47.1 59.4 69.9 37.6 69.0 43.8 
High-density settlement 0.0 0.1 0.1 0.1 44.1 0.1 25.9 
Low-density settlement 0.0 2.2 3.8 8.8 11.2 16.6 6.1 
Industrial area 0.0 0.0 0.0 0.0 0.0 0.0 14.3 
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 
 
4.4.3 The spatial pattern of ULC areas in JMA 
4.4.3.1 Urban development as observed from the city centre of Jakarta  
The expansions of ULC as observed from the city centre are presented in Figure 4.6. Figure 4.6 (b, c, d) 
shows that the total area varies according to each sub-class of ULC. The concentrated development of 
new high-density settlement was located 15 to 25 km from the city centre during the 2006-2012 period. 
By contrast, the development of low-density settlement appears to be located further away from the city 
centre at a distance of between 20 and 40 km (Figure 4.6c). Industrial area has a unique spatial pattern 
with development peaks at 20 km and 40 km from the city centre (Figure 4.6d).  
 
4.4.3.2 Landscape metrics of ULC 
We focus our analysis of the four landscape metrics on the ULC sub-classes only, namely high-density 
settlement, low-density settlement and industrial area. There is relative consistency amongst all four 
landscape metrics between 1994 and 2012, with some variations amongst the three ULC sub-classes and 
across the eight municipalities (Figure 4.7). Edge Density (ED) curves on all urban classes show an 
identical pattern between high and low-density settlements but small dissimilarities for industrial areas. 
The EDs on industrial areas are significantly lower than the EDs of low-density and high-density 
settlements in all municipalities across the entire study period. Similar to ED, the results of the 
Perimeter-Area Fractal dimension (PAFRAC) reveal that industrial areas have the lowest PAFRAC 
values compared to that of low-density and high-density settlements.  
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(a) (b) 
  
(c) (d) 
Figure 4.6. ULC sub-classes as observed using buffer distances from the city centre of Jakarta. ULC 
classes comprise of high-density settlement (b), low-density settlement (c), and industrial area (d).  
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Figure 4.7. Landscape metrics of ULC areas in the JMA between 1994 and 2012. 
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Generally, the Percentage of Like Adjacencies (PLADJ) shows higher values across high-density 
settlements than with either low-density settlements or industrial areas. PLADJs on high-density 
settlements reach almost 100 percent in Jakarta then gradually decrease on municipalities outside 
Jakarta. Interspersion and Juxtaposition Index (IJI) returns a set of relatively stable lines on both low-
density and high-density settlements but fluctuates across municipalities in industrial areas (Figure 4.7 
j, k, l). The low IJIs (fluctuating around 10 percent) with industrial areas in Jakarta reflect that these 
locales tend to be clustered with other land cover classes. Industrial areas have the lowest IJI indicating 
that they have a more clustered spatial form than that of either low-density or high-density settlements.  
 
4.5 Discussion  
We discuss the key findings concerning ULC change in JMA, particularly on the outskirts of Jakarta. 
The following discussion centres on finding the contextual reasons for urban proliferation and reasons 
why the urban areas are fragmented on the outskirts of Jakarta, based on the existing urban planning 
practices in the JMA.  
 
4.5.1 ULC change on the outskirts of Jakarta 
Between 1994 and 2012, JMA has experienced a marked change in its urban areas. The urban expansion 
has developed towards the outskirts of Jakarta (mainly Tangerang, Bogor, and Bekasi) whilst slowing 
down in Jakarta. Large-scale urban development between 2006 and 2012 is detected in two principal 
areas: south of Kota Tangerang (Figure 4.5 inset A,) and east of Jakarta where new expansions of 
industrial area were constructed between 2006 and 2012 (Figure 4.5 inset B). Development on the 
outskirts of Jakarta may have been influenced by the increased housing supply caused by developers 
who regard the lower land price as a crucial factor in locating new residential areas in the JMA (Firman, 
2004a). Given that on average the land price in the outskirts of Jakarta is ten times lower than those in 
Jakarta (Colliers, 2013; Dowall and Leaf, 1991), developers would be able to acquire more land and 
build more houses on the Jakarta’s outskirts than if they were to acquire land in Jakarta. Hence, the 
residential developers who target the largest middle-income population of JMA prefer to locate new 
settlement development on the outskirts to maximize their expected economic gain (Li et al., 2011; 
Winarso, 2000 p.227).  
 
Between 1994 and 2012, the urban growth on Jakarta’s outskirts has outpaced the growth within 
Jakarta. The deceleration of urban growth in Jakarta could be attributed to the limited land available for 
urban expansion. According to the land cover maps classified from the Landsat imagery, 75 percent of 
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Jakarta’s land territory had been developed as urban by 2012. Considering that 20 percent of its land is 
conserved for vegetation and public open space (Governor of Jakarta, 2012), Jakarta has reached an 
urban saturation level with only 5 percent of land potentially available for future urban expansion. As 
such, urban intensification is now the main form of development with many high-rise buildings 
becoming popular in recent years in Jakarta (Cybriwsky and Ford, 2001). 
 
4.5.2 The spatial patterns  
From 1994 to 2012, Jakarta’s connected areas of high-density settlement may have been the result of its 
dominant role as the central economic hub of the nation. Jakarta attracts a large number of highly skilled 
employees from the country, which generates a high demand for housing. Employers working in Jakarta 
enjoy the highest salaries among workers in Indonesia (URDI, 2012), and they prefer secure houses in 
comfortable neighbourhoods that do not require a long commute to work. With limited vacant land 
available for development in Jakarta, the options for urban development are 1) expansion on the 
outskirts, 2) infill development of the limited non-urban area in Jakarta, or 3) vertical development. 
 
Expansion of urban areas to the outskirts is driven by the demands of new residents working in Jakarta. 
Developers met this demand with urban expansion towards the outskirts of Jakarta over the period from 
2000 to 2012. The infill development connects the previously disconnected urban land patches, 
expanding existing urban areas to fill up the limited undeveloped land. The combination of urban 
expansion to the outskirts and the infill developments lead to an expanded and non-disconnected high-
density settlement as indicated by the increasing values of PLADJ during the 1994 to 2012 periods in 
Jakarta. 
 
The development of both low-density and high-density settlement that resulted in a fragmented urban 
pattern on Jakarta’s outskirts could be attributed to the weak spatial planning by local authorities in the 
JMA and the decisions of large residential developers to hold massive amounts of land undeveloped 
(Mills, 1981; Poelmans and Van Rompaey, 2009). Susantono (1998) reported that due to the inadequate 
details on planning documents that mark the exact location of existing land ownerships and boundaries 
for future land developments, new urban areas (particularly on the outskirts of Jakarta) had occurred as 
sporadic and unregulated developments without adjacencies to the existing ULC. Contributing to the 
disconnected urban areas on the outskirts was the developers’ strategy of developing small parts of their 
acquired lands and leaving large portions undeveloped in the hope that land values would increase in the 
future, while at the same time preventing competitors from occupying the land (Firman, 2000). The 
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combination of these two development practices resulted in fragmented urban areas, as indicated by the 
low PLADJ values in Bogor, Bekasi and Tangerang.  
 
4.6 Conclusion  
This study has sought to highlight the utility of freely available Landsat imagery to capture the spatio-
temporal change of Urban Land Cover (ULC) in a developing world megacity context. The employed 
methods were shown to have the capacity to map the dynamic nature of ULC change at a detailed scale 
and to cover an entire megacity where data from local sources were sparse. The methodological 
framework combining commonly available image classification techniques was applied to remotely 
sensed imagery to monitor ULC change, and Google Earth images were used as a source of verification 
of the classification accuracies given the lack of available local data sources.  
 
The combination of landscape metrics and monitoring the quantitative changes of urban area was shown 
to be helpful in quantifying the extent of urban changes in relation to the municipalities and with 
reference to the city centre. We conclude that in the 18 years from 1994 to 2012, the size of urban area 
in JMA doubled. Initially, the urban expansion took place in Jakarta municipality (1994 to 2000) before 
continuing outwards consuming non-urban areas, largely sparse vegetation, on the outskirts of Jakarta 
(post 2000). Adding landscape metrics to the analysis of land cover composition deepens our 
understanding of specific urban form characteristics. There are variations on the urban form across 
municipalities in the JMA. The continuity of high-density settlement on Jakarta as measured by high 
values of PLADJ was in contrast to a disconnected pattern of high-density settlement on municipalities 
outside Jakarta. The underlying processes were also different in that the infill-type of urban 
development and limited non-urban land dominated the ULC changes in Jakarta, unlike the sporadic and 
small portions of urban development on municipalities outside Jakarta. Because the underlying 
processes that formed ULC between Jakarta and municipalities outside it are different, stakeholders in a 
megacity should take into account these variations and customize the framework and implementation of 
planning policies accordingly.  
 
Given that the largest area of urban development in the JMA was the high-density settlement located on 
the outskirts of Jakarta, future research should focus on understanding the driving factors contributing to 
these development patterns, and how features of the physical environment coupled with infrastructure 
development and human decision behaviours (in particular the spatial behaviours of land developers) 
have contributed to the spatio-temporal process of the ULC change. Further studies need to continue 
monitoring the ULC changes and to ascertain whether certain urban development policies implemented 
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after year 2012 might also impact the spatial extent and rate of the ULC changes across municipalities in 
the JMA. With the absence of reliable and methodologically sound ULC maps in the JMA, the findings 
of the present study represent a first step in establishing the necessary data for future urban studies in the 
JMA. The findings also contribute to the development of an urban model that will have the capacity to 
simulate future urban spatial forms of the JMA wherein the landscape metrics measures can be 
employed to verify and validate model performance and outcomes. 
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Chapter 5  
Modelling the spatial decisions of private developers towards urban 
land development 
Urban models based on microeconomic and behavioural approaches typically focus on households’ 
perspective in shaping the form of urban residential space. While households’ perspective offers 
understanding of how housing demands are generated (Benenson, 2004), land developers are the 
significant stakeholders in the urban land conversion process (Kaiser, 1968). Yet, little attention has 
been given to understanding the role of land developers and how their land selection behaviour based on 
microeconomic motivation impact on urban land conversion. This chapter offers an agent-based 
modelling (ABM) approach to simulate the behaviours of private land developers under different capital 
and lending capacity and how their spatial decisions impact on the evolution of urban form.  
 
5.1 Introduction 
The expansion of urban residential areas has shaped the landscape of cities worldwide (Morgan and 
O'Sullivan, 2009; Taubenböck et al., 2014). The transformation of non-urban areas into residential areas 
allied with the construction of urban services (schools, hospitals, and business districts), and supporting 
infrastructure (streets, power and water lines) has expanded the size of cities from only a few square 
kilometres in the early 1900s to hundreds of square kilometres in recent decades (Taubenböck et al., 
2014). From a microeconomic standpoint, urban expansion can be regarded as an aggregate effect of 
developers’ locational decision processes. The decisions by developers to satisfy their profit-making 
behaviour and the way they interact with the surrounding environment results in changes in the features 
of urban landscapes (Alonso, 1960; Filatova et al., 2009). New urban areas emerge when land is 
available at certain prices and are located in places which meet the needs for residential development 
(Sun et al., 2014). While Alonso’s (1960) location theory lays the generic relations of possible urban 
expansion as a distance decay function from the city centre, the core mechanism concerning the 
characteristics and behaviours of development actors and how these influence their locational decisions 
remains largely unknown. Planners still lack the science-based tools essential for both spatially-explicit 
planning for future development of the cities and assessing the soundness of different planning 
strategies (Batty, 2013; OECD, 2011). There is an urgent need to advance our understanding of the 
locational decisions made by development actors in the urban land market in order to achieve 
sustainable urban development and pre-empt the adverse impacts of urban sprawl. 
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A variety of approaches to modelling the spatio-temporal processes of urban growth have been 
developed with the capacity to simulate changes. These modelling approaches have been shifting from 
static mathematical models to dynamic modelling, including agent-based modelling (ABM), in order to 
incorporate the dynamic behavioural variables of the development actors (Huang et al., 2014). 
Influenced by the complexity theory and artificial intelligence, the ABM approach is empowered by 
computer technology to expand its ability to handle complex and continually changing (dynamic) 
factors influencing urban growth and change (Silva and Wu, 2012). The ABM approach enables the 
dynamic representation of individual development agents, meaning that ABM regards the agents as 
autonomous and heterogeneous spatial entities that simultaneously receive information from their 
surrounding environment and adjust their decisions accordingly. The capability of ABM in representing 
the characteristics and decisions of individual agents over time makes it a better choice in modelling the 
dynamic evolution of urban systems when compared to other static modelling approaches.  
 
Three aspects of the urban land market have been considered in the literature based on the 
microeconomic theory: the demand (i.e., the location decision of preferred house by a household), the 
supply (i.e., the conversion of land for housing by developers), and the equilibrium between the two 
sides (i.e., the interactions between the demand and supply sides to reach an agreement on the urban 
location and land value). For instance, Fisher-Gewirtzman and Blumenfeld-Lieberthal (2012) used a 
demand side model of the urban land market in the Arab settlement of Sachnin, Israel where the organic 
settlement expansion can be seen as an aggregate expression of collective decisions driven by a strong 
patriarchal hierarchy of the households. Another example is in East Anglia, UK, where the urban 
expansion was based on household life cycle which indicates the potential demand for residential 
locations (Fontaine and Rounsevell, 2009). In both of these studies, the variation of the urban landscape 
reflects the preferences of households according to the diverse socio-economic backgrounds. 
 
Other studies regard urban expansion as a result of economic equilibrium, representing the behaviour of 
both supply and demand through the willingness-to-pay and willingness-to-accept solution (Parker and 
Filatova, 2008). Bone et al. (2011) presented an equilibrium model to illustrate the relationship between 
government as a policy maker and households by converging top-down urban policy with bottom-up 
demand in order to determine potential residential development in Chilliwack, Canada. Similarly, Zhang 
et al. (2015) modelled the combined behaviour of government as a macroscopic agent, and residents, 
farmers, or industrial enterprises as microscopic agents in determining the urban development in 
Lianyungang, China.  
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While previous urban models produced options on how urban expansion might emerge from the demand 
side and equilibrium perspective, there were limited efforts to understanding the supply side of the 
urban land market. Empirical studies which investigated the supply side of the urban land market show 
that developers play a significant role in the urban development process by securing land supply, 
realising the urban development and setting land prices (Kaiser, 1968; Rudin, 1978). Furthermore, the 
amount of capital that developers possess can lead to different locational decisions, land acquisition 
actions and adaptation strategies, all of which will impact the evolution of urban landscapes (Coiacetto, 
2001). However, existing research on developers’ behaviour have been primarily concerned with 
investigating the variation of developers’ behaviour due to expectations in future housing prices (Gillen 
and Fisher, 2002), lot-size variation on infrastructure costs (Mohamed, 2009), or the general structure of 
the property industry (Coiacetto, 2006a). Although the locational behaviour of developers and how their 
levels of capital investment impact on their decisions are pivotal in analysing the supply-side 
economics, such factors have largely been overlooked. A spatially explicit urban model, which could 
reveals how the level of capital that developers possess impacts on development in the urban land 
market is required so that governments can make more informed policy decisions that address the issue 
of long-term sustainability in urban development.  
 
Thus, this chapter aims to demonstrate a supply-side urban growth model with explicit spatial 
representation of land analysis by developers in relation with their capital resources using an agent-
based modelling approach. In the construction of the model, it adopts the cost-profit distribution model 
based on the microeconomic theory and addresses the following research questions: 1) how does the 
level of capital and lending scale developers possess impact on their land selection decisions; and 2) 
what are the spatial consequences (i.e., location and extent) of their decisions and how does this impact 
on the land values following urban development.  
 
In pursuing the aim and the research questions, the model has unique features distinct to any known 
models in the past. First, the developers and their behaviours were explained using microeconomic 
concept with which the epistemology of agents, factors, and their interactions were soundly derived. In 
addition, by introducing a clear concept, the study avoids spurious design or flaw assumptions on the 
model. Secondly, developers’ dynamic mobility is registered in the agent module, which is updated 
when the developer moves to different location. Agent’s module also registers land attributes perceived 
by the developers with uncertainty attached to it representing imperfect information acquisition during 
the process. Thirdly, the sequence of development process including the land acquisition and decision to 
develop was explicitly regulated in both spatial and microeconomic-sense. Developer obtains 
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information specific to particular location, which then be used to analysed land conversion process 
against its own microeconomic attributes before deciding an action affecting the surrounding. These 
features provide a more systematic representation of developers and their interactions. Lastly, the 
interactions between developer and its dynamic surrounding occur in two-directions as opposed to 
largely one-way or implicitly two-way feedbacks on past models. In the two-way interactions, the flow 
of information comes not only from the surrounding to the developers (i.e. developer requested to), but 
also from the agent to surrounding (e.g. developers set new information in the dynamic layers). This 
interactive feedback was clearly defined in the model. 
 
The remainder of this chapter is structured as follows: Section 2 discusses the microeconomic 
conceptual framework underpinning developers’ behaviours, which then forms the theoretical basis of 
the urban model. Section 3 describes the structure and key components of the model; the results are 
presented in Section 4. Discussions are presented in Section 5, followed by conclusions and future 
research directions in the final section.  
 
5.2 Cost-profit distribution from the perspective of land developers  
Developers make locational decisions and land purchasing actions according to rational economic 
behaviours wherein maximisation of profit is the priority in most cases (Bookout, 1990; Kaiser, 1968). 
Developers wish to optimise profit through the investment of funds into new residential development at 
the lowest reasonable cost (Coiacetto, 2000; Gillen and Fisher, 2002). Accordingly, the selection of land 
reflects the developer’s view on occupying the best area for maximising profit. As such before any 
decision to purchase an area for new residential development is taken, developers would perform a cost-
benefit analysis to determine the potential financial gains of their investment decisions. This involves 
the assessment of various cost components, such as land purchase price, costs for site clearance and road 
construction, as well as the level of funding available for investment and an estimate of the expected 
selling prices in the target locations (Bookout, 1990; Winarso, 2000). Based on the microeconomic 
framework (Kaiser, 1968), Figure 5.1 illustrates the cost-profit distribution across the urban landscape 
and the relations between elements in the cost-profit analysis.  
 
Figure 5.1 shows that the raw land price (𝐶𝑥
𝑜) declines rapidly with the increase in distance to the CBD, 
indicating higher land prices in areas closer to the CBD and lower prices when the land is located 
further away from the CBD. While the value of site improvement (𝐶𝑥
∗) and added values (𝑅𝑥
𝑜) also 
decreases with the increase of distance to the CBD, they are not at the same rate as the decrease of the 
land price, resulting in different profit margins (e.g., 𝑃𝑟𝑜𝑓𝑖𝑡 𝐼 and 𝑃𝑟𝑜𝑓𝑖𝑡 𝐼𝐼 regions as illustrated on 
Figure 5.1).   
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Figure 5.1. Hypothetical profit curves from the developer’s perspective. 
 
The dark blue curve represents the raw land price, or the initial land purchase price (𝐶𝑥
𝑜). The pink 
curve represents the land purchase price after site improvement (𝐶𝑥
∗), which includes land conversion or 
infrastructure construction costs. The added value of a site after the provision of infrastructure and urban 
services (site improvement) is represented by the green curve (𝑅𝑥
𝑜). The purple curve indicates the 
expected selling price (revenue, 𝑅𝑥
∗) set by the developer, which includes all costs and the expected 
profit. The light and dark dash lines represent the initial capital (𝑍0
′ ) and the loan level (𝑍𝑙
′′) that the 
developers possess, respectively. Adapted from Winarso (2000). 
 
The capital  
With an initial capital amount (illustrated as 𝑍0
′ − 𝑍0
′′ on Figure 5.1), a developer’s ability to purchase 
land is limited only to the area within the distance range of 𝑑′′ to 𝑑′′′ from the city centre. The 
developer has no additional fund to improve the site through infrastructure installations in areas closer 
to the city centre; thus no investment can be made in this situation. If the developer decides to increase 
their initial capital through lending (𝑍𝑙
′ − 𝑍𝑙
′′ on Figure 5.1), they would have the flexibility to purchase 
land within the 𝑑′ to 𝑑′′ zone and perform site improvement. Since site improvement increases the value 
of the purchased area, if the developer decides to develop and then sell the land, more profit will be 
gained (Rudin, 1978). Taking additional funds through lending is a common practice for developers to 
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boost their capital, increase profit and in certain cases, manage or absorb losses (Bookout, 1990). The 
combination of initial capital and lending scale escalates the developer’s ability to purchase and develop 
the land into new urban area.  
 
The profit  
The developer makes a profit when the expected selling price (𝑅𝑥
∗) is higher than the total costs 
incurred, as illustrated in Equation (1) (Kaiser, 1968; Parker and Filatova, 2008): 
 
𝑃𝑥 = 𝑚𝑎𝑥{(𝑅𝑥
∗ − (𝐶𝑙𝑎𝑛𝑑 + 𝐶𝑐𝑜𝑛𝑣  + 𝐶𝑖𝑛𝑓𝑟𝑎𝑠)|𝑍)} (1) 
 
where 𝑃𝑥 is the profit at location 𝑥. Maximising the profit comes from maximising the expected selling 
price (𝑅𝑥
∗) whilst minimising the cost associated with land acquisition which includes land purchasing 
price (𝐶𝑙𝑎𝑛𝑑), land clearance cost (𝐶𝑐𝑜𝑛𝑣), and infrastructure development (𝐶𝑖𝑛𝑓𝑟𝑎𝑠). The maximisation 
of profit is contingent on the amount of capital acquired by the developer (𝑍) (Rudin, 1978). The capital 
possessed by the developer (𝑍) comprises of initial capital to begin the development process (𝑍𝑜) and 
lending acquired from various financial institutions (𝑍𝑙).  
 
Depending on the amount of available capital (𝑍), the expected profit can be derived from either 
𝑃𝑟𝑜𝑓𝑖𝑡 𝐼 or 𝑃𝑟𝑜𝑓𝑖𝑡 𝐼𝐼 zones. As illustrated in the graph, land within the 𝑑′ to 𝑑′′ zone generates greater 
profit (𝑃𝑟𝑜𝑓𝑖𝑡 𝐼) than that of 𝑑′′ to 𝑑′′′ zone (𝑃𝑟𝑜𝑓𝑖𝑡 𝐼𝐼) as the former area sits closer to the city centre 
where revenue from selling new houses is higher (Rudin, 1978). Therefore, because profit maximisation 
is the primary goal, the developer would give priority to purchasing land located closer to the city centre 
(𝑃𝑟𝑜𝑓𝑖𝑡 𝐼). 
 
The cost-profit curves provide a conceptual framework to model the interactions between developers 
and land development in the agent-based urban model; it formulates the logic for developers’ decisions 
and actions in the urban development process and provides guidance for the selection of factors to be 
included in the model.  
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5.3 Material and methods  
5.3.1 Study area 
Urban expansion in the JMA is mainly composed of large-scale residential projects by private 
developers, targeted at medium to high-income earners (Firman, 2004b; Winarso, 2000). Developments 
generally range from 100 to 2,000 ha in size, with the largest being 6,000 ha. This type of urban 
development is dissimilar to that of other megacities such as Sao Paulo, Brazil; Lagos, Nigeria; or 
Yaoundé, Cameroon (Barros, 2004; Sietchiping, 2004), where low-income settlements occupy the 
majority of urban expansion. In the last two decades, expansion in the urban area has outgrown Jakarta’s 
administrative boundary and has extended to surrounding municipalities such as Kota Tangerang, Kota 
Depok and Kota Bekasi. The residential area grew as fast as 50 km2 per year during the period between 
1994 and 2012 with the majority of the expansion occurring in the surrounding municipalities and in the 
corridor along the east-west toll roads (Figure 5.2). 
 
 
Figure 5.2. The study area and its urban expansion between 18-year period from 1994 to 2012. The 
circular lines at 25 km and 50 km represent radial distance to Jakarta’s CBD  
as visual guidance of urban extent. 
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5.3.2 Model components 
An agent-based model was developed and applied to simulate the characteristics and behaviours of 
developer agents and its interactions within the JMA context. The construction of the ABM consists of 
three modules, each representing one element in the urban system; the agent, the environment, and the 
interaction between the agent and the environment (Figure 5.3). 
 
 
Figure 5.3. Overall structure of the ABM for JMA. 
 
5.3.2.1 The agent module: developers 
The agent module represents the characteristics of residential developers with an interest in making 
decisions on new developments. While the type of developers varies according to the capital owned and 
their spatial operating scale (Coiacetto, 2001; Morgan and O'Sullivan, 2009), large developers – in term 
of their capital – have been selected for the initial development of the model as they have greater 
influence on the urban spatial structure through the development of large-scale residential areas; they 
are also more influential by investing on road development around areas that enhance accessibility and 
urban service coverage (Mohamed, 2009). The large land developers have specific characteristics that 
are described below, and can be translated into agent’s characteristics. 
 
Firstly, large developers have capital and resources that allow them to search for potential land in the 
entire metropolitan area. To reflect this feature, an agent is defined with two attributes – capital scale 
(𝑍𝑜) and lending capacity (𝑍𝑙). The total capital owned by a developer, denoted as 𝑍, is the sum of the 
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two elements as in Equation (2). The variation in capital possession between developers is represented 
by normal distribution ℕ(𝑍𝑜 , 𝜎𝑧) with initial capital (𝑍𝑜) as the mean and standard deviation (𝜎𝑧) of 
three percent of the initial capital. 
 
 
 
The lending capacity (𝑍𝑙) represents the developer’s ability to secure capital from other financial 
sources including foreign investment or stock exchange. This is an important component to affect urban 
development because it shares both the risk and profit of the developer’ spatial decisions; it also 
increases the ability of the developer to acquire the land (see Figure 5.1) (Goldberg, 1974). According to 
the cost-benefit distribution illustrated in Figure 5.1, the developer will only consider acquiring land 
when – according to their profit assessment – the land would generate revenue to cover its costs and 
repay its loan. If the profit were only enough to cover the initial capital and not the loan, the land would 
be less attractive and the developer would move to another plot of land to purchase. While it is common 
that financial institution will fund a development project based on the potential profit of the project itself 
rather than the credential of the developers (Bookout, 1990), lending in Indonesia is largely based on the 
scale of developers’ own capital as initial investment rather than the project itself, and the maximum 
scale of lending is 75 percent of the developer’s initial capital by most banking institutions (Winarso, 
2000). This lending scheme gives more assurance on both the lenders and the developers than if lending 
is given to the development project that may have potential risk due to unfavourable circumstances (e.g. 
deregulation in housing policies). Hence, the model is configured based on the lending-to-developer 
scheme at 75 percent of the developer’s own capital. 
 
Secondly, in Indonesia, developers are less concerned with urban development regulations implemented 
by local municipalities and seek potential non-urban land across different municipalities. This feature 
can be translated into the model as free movement by developer agents over the entire landscape during 
the simulation process. 
 
Between the land owners and developers, there is typically a role of a land broker who can provide 
information to potential developers on current land values in returns for a commission charged to the 
developers (Firman, 2000). Thus, during the land searching process, information regarding land value, 
as seen from the developer’s perspective, is inflated and can be expressed as: 
 
𝑍 = ℕ(𝑍𝑜 , 𝜎𝑧) + 𝑍𝑙 (2) 
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𝐶𝑙𝑎𝑛𝑑,𝑥 = 𝐿𝑣𝑎𝑙,𝑥  ×  (1 + 𝜀𝑙𝑎𝑛𝑑) (3) 
 
where 𝐶𝑙𝑎𝑛𝑑,𝑥 the perceived land value according to the developer at location 𝑥, which tends to be 
inflated by 𝜀𝑙𝑎𝑛𝑑 percent of its original land value (𝐿𝑣𝑎𝑙,𝑥). The general practice of land broker in the 
JMA asks for 2.5 percent commission from the original land price (Leaf, 1992; Winarso, 2000). In the 
model, it is assumed that the variation of commission given to land broker inflates up to 3 percent of the 
original land value; and was generated from uniform random distribution. 
 
5.3.2.2 The environment module: the physical land characteristics 
The environment module contains a grid layer representing the land features of the modelling space. 
The study area is tessellated into square cells, each cell representing a 300 by 300 square metre area, or 
nine-hectares of land. The selection of 300-metre cell size is a trade-off between adequately representing 
the detail of the spatial decisions by the developers on 100 ha of land (equal to 10 to 11 cells) and the 
computer processing time of the model. The entire JMA study area is represented as a grid of 337 by 
370 cells.  
 
Four land related factors were modelled in the environment module: land cover types, the distance of a 
cell from Jakarta’s city centre in kilometres, the distance of a cell from the toll roads (in km), and land 
values. These four factors were considered as the most important factors influencing developers’ spatial 
decisions based on the urban economic theory (Bookout, 1990; Kaiser, 1968; Winarso, 2000). Figure 
5.4 illustrates the spatial distribution of these four factors in the JMA; the source data and methods used 
to generate these input maps are described in the following sections. 
 
Land cover 
Land cover in 1994 was considered as the base state for developers to determine the location of potential 
urban land development. The 1994 land cover map was derived from Landsat images in Chapter 4. The 
land cover map was derived using unsupervised k-means classification method to minimize the within 
variability of individual land classes. This classification method is supplemented by using an enhanced 
spectral reflectance using Kauth-Thomas transformation method to separate urban area from the bare 
soil commonly found in the study area. This yields an overall classification accuracy of 83 percent.  
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(d) 
Figure 5.4. The physical factors as input variables for the urban model: (a) land cover types; (b) the 
distance to CBD; (c) the distance to the toll roads; and (d) land values. 
 
The land cover data layer is also used as one of the input factors to determine land conversion cost. 
Whilst according to analysis on urban land cover changing, more than 50 percent of urban expansion 
occurred on vegetated areas, our model allows for urban redevelopment despite this type of urban 
development required higher land acquisition and clearance costs (Bookout, 1990; Leaf, 2015). On the 
other hand, developments of sea or water body into urban area (as in the case of land reclamation) were 
not modelled in this study given the extremely high costs.  
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The land clearance cost (𝐶𝑐𝑜𝑛𝑣,𝑥) is defined as a function of the land value at location 𝑥 (𝐿𝑣𝑎𝑙,𝑥) and 
current land cover conversion factor  𝛾𝑐𝑜𝑛𝑣, as shown on equation (4). 
 
𝐶𝑐𝑜𝑛𝑣,𝑥 = 𝐿𝑣𝑎𝑙,𝑥 ×  𝛾𝑐𝑜𝑛𝑣 (4) 
 
The land cover conversion factor 𝛾𝑐𝑜𝑛𝑣 varies depending on the current land cover type (Table 5.1); this 
factor was adopted from land and building ratio for tax imposition base (NJOP – Nilai Jual Objek 
Pajak) as reflected from Setiady (2011).  
 
Table 5.1. Land clearance cost factor to urban land use.  
Land cover  𝛾𝑐𝑜𝑛𝑣 
Sea Excluded 
Water body Excluded 
Non-urban 0 
Urban (settlement) 0.5 
Industrial area 1.5 
 
Distance to Jakarta’s Central Business District (CBD)  
The distance to the city’s CBD to each potential area for development influences expected revenue to be 
generated from new development. The closer an area of development is to the CBD, the higher the 
potential revenue to be generated (Bookout, 1990). The agglomeration of workplaces around the CBD 
that attract large numbers of JMA’s population to commute from Jakarta’s peripheries to the CBD create 
demand that can potentially generate high revenue for developers (Hakim and Parolin, 2009). Potential 
revenue of the developers according to the location of the area can be given as an inverted logistic 
function: 
 
𝑅𝑥
∗ = 𝛼 ×  exp(− 𝛽 ×
𝑑𝐶𝐵𝐷,𝑥
2
𝑑𝐶𝐵𝐷_𝑚𝑎𝑥
2 )  (5) 
 
where  𝑅𝑥
∗  denotes the potential revenue that can be expected by the developers; expressed as percentage 
return of investment; 𝑑𝐶𝐵𝐷,𝑥  is the distance of cell 𝑥 to the CBD and 𝑑𝐶𝐵𝐷_𝑚𝑎𝑥 is the maximum distance 
where expected revenue reaches the lowest level (see Figure 5.1). The constants 𝛼 and 𝛽 regulate the 
sensitivity of the distance to the expected revenue. Figure 5.5a illustrates the distribution of land value 
as a distance decay function to the CBD. 
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Distance to toll roads 
In Indonesia, the distance to existing toll roads is an important factor for a developer to consider 
formulating its urban development strategy. This factor is typically regarded as a marketing strategy to 
promote accessibility to their new residential development (Dowall and Leaf, 1991). A potential 
development area with no direct access to a toll road costs more than areas with access to toll roads, as 
developers would need to invest addition fund to construct roads and improve the accessibility. The road 
construction cost is considered as a function of the distance to a toll road in the model, which can be 
written as:  
 
𝐶𝑟𝑜𝑎𝑑,𝑥 = 100 − 𝜌 ×  exp( −𝜏 ×
𝑑𝑟𝑜𝑎𝑑,𝑥
2
𝑑𝑟𝑜𝑎𝑑_𝑚𝑎𝑥
2 ) (6) 
 
where, 𝐶𝑟𝑜𝑎𝑑,𝑥 denotes the construction cost for connecting roads to the existing toll roads on location 𝑥; 
𝑑𝑟𝑜𝑎𝑑,𝑥  is the distance to toll roads; 𝑑𝑟𝑜𝑎𝑑_𝑚𝑎𝑥 is the distance where construction cost reaches its 
maximum. 𝜌 and 𝜏 are constants that regulate the sensitivity of the distance to the construction cost 
(Parker and Meretsky, 2004). 
 
 
 
 
(a) (b) 
Figure 5.5. Expected revenue (a), and road construction cost (b). 
 
In Indonesia, the average material and labour costs for the construction of local roads based on e-
procurement database Indonesian Ministry of Public Works is Rp. 25 billion (US$ 1.875 million) per 
km2 per lane (i.e. road with 7-meter width) (Indonesia Ministry of Public Works, 2016). Assuming 
typical 4 lanes of connecting road, the cost for road construction per kilometre ranges between Rp. 0 and 
100 billion (UD$ 0 – 7.5 million). No road construction cost exists when the area is right next to the toll 
road while the maximum cost of Rp. 100 billion (US$ 7.5 million) per km will be applicable when an 
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area is 20 km away from the toll road. Figure 5.5b illustrates that the road construction cost follows a 
standard S-curve within the 0 – 20 km from the toll road, and levels off beyond this distance. 
 
Land value 
According to Bookout (1990), over half of the costs in a developer’s bid to acquire land is the land 
purchase price whilst the rest was divided into building construction, marketing, and infrastructure 
improvement. Thus, the cost to acquire land is the biggest concern for developers which impacts on 
their spatial decisions. In the ABM, the cost to acquire land is represented by land value. Here, land 
value (𝐿𝑣𝑎𝑙) is defined as a proxy of land price discounting the influence of currency inflation or 
deflation. Land value fluctuates as a result of increased services by the provision of new urban 
infrastructure, which is independent of economic inflation.  
 
Data on land value for the JMA were acquired from the Land and Building Tax Imposition database, or 
Nilai Jual Objek Pajak (NJOP, in Bahasa Indonesia), the municipal tax office and the land agency. The 
data, however, is incomplete as they cover only the Jakarta core area, which is less than a third of the 
greater Jakarta area. To extend the coverage of the land value data to the entire JMA, other sources of 
information including the median land value estimated by Dowall and Leaf (1991), and land prices as 
reported from newspapers and online media in 2015 were used to estimate the land values outside the 
Jakarta core area. A surface map that reports land values across the JMA region was generated from 130 
points location with known land values using an interpolation technique (i.e., spline) in GIS.  
 
5.3.2.3 The interaction module: developers’ responses to economic opportunities 
This module represents the interaction between the developers (i.e., the agent module) and the locational 
characteristics (i.e., the environment module). The interaction module regulates the flow of information 
from the environment module to the developers and displays the developers’ responses and reactions 
when this information is produced by the agents. At least two main interactions are represented in this 
module; the developers’ perception of the total cost incurred in certain land cells, and the possible 
decisions to make concerning whether to acquire the land or not. The first interaction explains the 
perceived total development cost (𝐶𝑑𝑒𝑣,𝑥) in the developers’ cost analysis at location 𝑥. This can be 
expressed as follows: The equation consists of the development cost and the construction cost to 
connect the toll road to the centre cell.  
 
𝐶𝑑𝑒𝑣,𝑥 =∑ 𝐶𝑙𝑎𝑛𝑑,𝑖
𝑛
𝑖=1
+ 𝐶𝑙𝑎𝑛𝑑,𝑥 +∑ 𝐶𝑐𝑜𝑛𝑣,𝑖
𝑛
𝑖=1
+ 𝐶𝑐𝑜𝑛𝑣,𝑥 + 𝐶𝑟𝑜𝑎𝑑,𝑥   (7) 
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where, 𝐶𝑙𝑎𝑛𝑑,𝑥 + ∑ 𝐶
𝑛
𝑖=1 𝑙𝑎𝑛𝑑,𝑖
 is the sum of land acquisition cost at location 𝑥 and the 𝑛 selected cells 
(i.e. 10 cells or equals to 90 ha) within the searching window; 𝐶𝑐𝑜𝑛𝑣,𝑥 + ∑ 𝐶
𝑛
𝑖=1 𝑐𝑜𝑛𝑣,𝑖
 is the sum of the 
land cover conversion cost, also at location 𝑥 and the 𝑛 selected cells within the searching window; and 
the infrastructure instalment cost (in this case, roads) at location 𝑥 is denoted as 𝐶𝑟𝑜𝑎𝑑,𝑥. By separating 
the construction cost of the centre cell from the surroundings, the cost of the connected area stays 
constant even when the area gets larger (Mohamed, 2009).  
 
The second interaction denotes the decision whether to buy a piece of land to develop into a new urban 
area, or to leave and move on to find another more profitable piece of land. Based on the expected profit 
𝑃𝑥
∗, developers calculate the profit generation in order to decide whether to buy and develop the area at 
the location 𝑥, which can be expressed as the following decision function: 
 
𝑃𝑥
∗ = 𝑅𝑥
∗ − 𝐶𝑑𝑒𝑣,𝑥 = {
> 15% ×  𝑍, 𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒 𝑙𝑎𝑛𝑑 𝑓𝑜𝑟 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡 
𝑒𝑙𝑠𝑒    𝑙𝑒𝑎𝑣𝑒 𝑎𝑛𝑑 𝑠𝑒𝑎𝑟𝑐ℎ 𝑓𝑜𝑟 𝑎𝑛𝑜𝑡ℎ𝑒𝑟 𝑠𝑖𝑡𝑒
  (8) 
 
Equation (8) shows that if the profit margin exceeds 15 percent of the total capital the developer possess 
(𝑍), which includes its own capital plus lending as in Equation (2), the developer will choose to 
purchase the land for development; otherwise, the developer agent will move on to search for other 
places for higher profit margin. 
 
Update on land values 
The increase in land values represents an improvement on utilities and accessibility as invested by the 
developers on the construction of road and new urban area (Ferguson and Hoffman, 1993). Area in the 
vicinity of new urban development experiences an increase in the land values and decays according to 
its distance to the new urban. The increase of land values is defined according to the function below, 
 
𝐿𝑣𝑎𝑙,𝑥
∗ = 𝐿𝑣𝑎𝑙,𝑥
𝑜  ×  𝜔𝑑𝑒𝑣,𝑥; with 𝜔𝑑𝑒𝑣,𝑥 =
{
 
 
 
 
2   ;           𝑑𝑑𝑒𝑣,𝑥 = 0
1.9 ;         0 < 𝑑𝑑𝑒𝑣,𝑥 ≤ 1 𝑘𝑚
1.5 ; 1 𝑘𝑚 < 𝑑𝑑𝑒𝑣,𝑥 ≤ 2 𝑘𝑚
1.3 ; 2 𝑘𝑚 < 𝑑𝑑𝑒𝑣,𝑥 ≤ 3 𝑘𝑚
1   ; 𝑜𝑡ℎ𝑒𝑟
  (9) 
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where 𝐿𝑣𝑎𝑙,𝑥
𝑜  is the original land value at location 𝑥, 𝐿𝑣𝑎𝑙,𝑥
∗  is the updated land value when there occurs a 
new urban development, and the 𝜔𝑑𝑒𝑣,𝑥 multiplication factor according to the distance  of cell 𝑥 (𝑑𝑑𝑒𝑣,𝑥) 
to the new urban development site. 
 
5.3.3 Model implementation and simulation process  
The agent-based model was constructed in NetLogo. NetLogo is an agent-based programming tool with 
readable high-level codes that can implement basic agent behaviours (Wilensky, 1999). The model was 
written in a modular platform so that any addition of an agent’s behaviour to the model can be 
implemented as an additional module without changing the overall structure of the model. The simple 
interface and batch commands enable easy calibration of the model parameters while running the model 
concurrently. Figure 5.6 is a screenshot of the interface of the model in NetLogo. 
 
 
Figure 5.6. The interface of the ABM for the JMA. 
 
The individual agent in the system observes and perceives the state of their surrounding environment 
before making decision (Ligtenberg et al., 2004). The behaviour of this agent was represented in the 
model by three sequential procedures in urban development process: i) finding a potential area, ii) 
assessing the area, and iii) making decision to develop or leave (Ligtenberg et al., 2004). Figure 5.7 
illustrates a typical process where a developer search for a place, assess the area based on the cost-profit 
analysis, and making decisions on whether to purchase a land for develop or not. 
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Figure 5.7. A typical search and decision making process by a land developer agent. 
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A brief description of the modelling procedure is provided as follows: 
1) Load the input data layers, including the land cover classes, the distances from CBD and from 
toll roads layers, and the land value data layer, into the environment module; 
2) Define the characteristics of the developers by assigning each developer agent an initial capital 
and their lending scale for development; 
3) Given the developers’ capital, assess the expected profit on the land development process; 
4) Start random move for searching potential non-urban land; 
5) Assess land acquisition cost (𝐶𝑙𝑎𝑛𝑑), land cover conversion cost (𝐶𝑐𝑜𝑛𝑣), and road construction 
cost (𝐶𝑟𝑜𝑎𝑑). Compare the costs with the potential revenue (𝑅𝑥
∗) in the site; 
6) Determine whether to leave the site (when the profit margin is less than 15 percent of the capital 
investment) and search for another site, or stay to purchase and develop at the site; 
7) Update the location of the developer agent, land cover types, and land value after each time step 
(tick) of the model simulation; and 
8) Terminate the simulation when all areas in the model space have been assessed, or after the 
model runs for 100 time steps. 
 
The ABM was initially configured with ten developer agents, and a 10-cell (3 km) radius of search 
window was adopted to look for a new site around the current position of the developers. By varying the 
initial capital procession and lending capacity of the developers, the performance and results from the 
model were assessed. The initial capital possession was set at Rp. 5 trillion, 7 trillion, and 10 trillion 
(US$ 375; 525; 750 million, respectively) and the lending scale varies from either no lending or lending 
at 75 percent of the initial capital, resulting in six different configurations of the parameter settings. 
With each configuration of the parameters, the model starts to operate from a new random seed and was 
repeated for similar setting for 100 times to allow the various configuration and amount of new urban 
area were expressed on the model outputs and analysed. It took approximately 5 hours to complete all 
600 simulations (i.e. for a single simulation, the model performs 100 time steps) in a quad core 
computer. New urban areas generated by the model under different capital and lending scenarios were 
observed and assessed, and so is the change in land valued as the simulation proceeds. 
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5.4 Results  
The results from the ABM simulation under six different scenarios (i.e., three initial capital variations 
with or without lending) are presented in Figure 5.8. The simulated maps show differences in the extent 
of new urban areas and their locations. The results show that there were very limited new urban areas 
generated without lending (Figure 5.8. left column). By contrast, at 75 percent lending in addition to the 
initial capital possession increased the developers’ chances of selecting land for development into new 
urban areas (Figure 5.8.  right column). Most new development occurred between 20 and 25 km of 
Jakarta’s CBD. However, the extent of develop, or the ability of developers being able to develop at 
these locations varies according to the size of initial capital available to them. With Rp. 5 trillion (US$ 
375 million) initial capital, developers generated the least amount of new urban areas compared to that 
with Rp. 7 trillion (US$ 525 million) initial capital. Figure 5.8. provides an enlarged version of part of 
the JMA to show the various new sites being selected for urban development. In contrast, despite being 
the most profitable area from a revenue point of view, there was no new urban development in the 
centre of Jakarta. Likewise, no new development was observed beyond 50 km radius distance of 
Jakarta’s CBD, despite having low land values.  
 
The increasing land values as a result of the changing urban landscape are shown in Figure 5.9. The land 
value increases as an immediate effect of site improvement from the increased accessibility through 
road construction and from the upgraded construction (e.g. new houses) on the site. The largest increase 
of land values was generated by developers with Rp. 10 trillion (US$ 750 million) and 75 percent 
lending capability whilst the least increased of land values was observed by developers with Rp. 5 
trillion (US$ 375 million) capital with no lending. Figure 5.9. indicates the more capital possessed by 
the developers, the more capability they have in investing the capital for urban developments and 
infrastructure constructions which in turn increase the land values. The locations of the highest increase 
in land values were on areas between 20 and 25 km from the Jakarta’s CBD; indicating areas generating 
the optimum profit according to the developers’ microeconomic perspective. 
 
  
100 
 No Lending  Maximum lending at 75% of the capital 
In
it
ia
l 
ca
p
it
al
: 
R
p
. 
5
 t
ri
ll
io
n
  
(U
S
$
 3
7
5
 m
il
li
o
n
) 
 
  
 a. b. 
R
p
. 
7
 t
ri
ll
io
n
 (
U
S
$
 5
2
5
 m
il
li
o
n
) 
  
 c. d. 
R
p
. 
1
0
 t
ri
ll
io
n
 (
U
S
$
 7
5
0
 m
il
li
o
n
) 
  
 
 e. 
 
 
The two concentric red lines on the 
figure signify 25 km and 50 km from the 
CBD. 
Figure 5.8. Simulated land cover maps of the JMA after 100 steps depending on initial capital and 
amount of lending by the developers.   
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The two concentric red lines on the figure signify 25 km and 50 km from the CBD. 
Figure 5.9. Simulated land value maps of the JMA after 100 time steps showing an increasing land 
value as a direct impact of urban development.  
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Figure 5.10. The comparison of new urban area from different simulation’s parameters. The black line and grey shaded area respectively represents the 
average and range of possible size of new urban area for every time steps. 
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Figure 5.10 shows the quantity of new development over simulation time-steps under different capital 
and lending scales. Supporting the findings on Figure 5.8, it is observed that the amount of new urban 
areas varies according to the amounts of initial capital and lending capacity. Without lending, 
developers had no to very limit capacity to develop new areas into urban land use, as was illustrated in 
Figure 5.10a, b, and c. With maximum lending at 75 percent of the developer’s initial capital, the new 
areas being developed increased to around 30 km2 for developers with initial capital of Rp. 7 trillion 
(US$ 525 million) or 40 km2 when initial capital increases to Rp. 10 trillion (US$ 750 million). Figure 
5.10d, e, and f also show that most of new urban development was achieved after 50 time steps, and 
develop become saturated without much new development beyond this point in time.  
 
5.5 Discussion 
The section discusses firstly the significance of the finding in enhancing knowledge on urban 
development process particularly on the context of planning issue in the JMA. The second part of the 
section discusses the relevance of using agent-based model for understanding the urban development 
process, in particular in representing the individual developers’ location decisions using a 
microeconomic framework.  
 
5.5.1 The impact of developers’ capital and lending on urban development in the JMA 
The results from simulation show that new urban development occurs mainly on the outskirts of Jakarta 
at a distance between 20 and 25 km from Jakarta’s CBD. In contrast, there were neither observed urban 
development within the area of 10 km nor beyond the 25 km from the CBD. Even though area closer to 
Jakarta’s CBD offers the higher return on investment, the high land acquisition cost hinders the 
developers to invest in this area. Likewise, no urban development was observed in areas beyond the 20 
km radius from Jakarta’s CBD because the potential profit is lower, given the additional development 
road construction costs and the lower selling price. The simulated location of new urban areas is in 
accordance with previous studies that reported urban expansion has been occurred in the outskirts of 
Jakarta since 1970s and proliferated in the 2000s (Cybriwsky and Ford, 2001; Firman, 2012; Winarso 
and Firman, 2002). The leading activities of these urban expansions have been the developments of new 
cities dedicated for medium-and-higher earners population working mainly in Jakarta (Firman, 2004a; 
Winarso and Firman, 2002). In these areas, low-density settlements (i.e. 27 houses or less per ha) are 
proliferated and are in high demand. The developers captured these economic opportunities by investing 
in the area to ensure higher profit at affordable expenses. 
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However, the simulation also demonstrates that not every developer could realize urban development in 
the JMA. Only developers with a minimum capital of Rp. 5 trillion (US$ 375 million) and 75 percent 
lending capacity can make an observable impact on urban development in Jakarta; that is creating more 
than 20 km2 new urban area at the end of simulation run. The amount of capital for investment in the 
JMA that required at least Rp. 10 trillion (US$ 750 million) with 75 percent lending capacity is in 
parallel with studies that reported large-scale urban developments (i.e. more than 100 ha) in the form of 
new satellite city required US$ 1.16 billion capital to invest (Winarso and Firman, 2002). This fact 
stresses that levels of capital give a varying response on urban land cover changes in the study area. 
 
5.5.2 The significance of understanding urban development process through agent-based model 
This study has demonstrated the value of adopting the agent-based model in representing the individual 
characteristics based on microeconomic approach. The ABM modelling structure with three interactive 
modules allows the representation of individual characteristics of the developers (i.e. the amount of 
capital possessed and lending capacity of the developers) and the impacts of their spatial decisions on 
urban land allocation to be observed in a micro-scale framework (i.e. 9 ha resolution). Supporting past 
studies investigating developers’ behaviour that present their finding descriptively (e.g. Coiacetto, 2001; 
Winarso and Firman, 2002), the representation of developers’ spatial decisions in ABM allows for a 
more quantitative and more detail analysis on urban land supply which better contributes to a finer 
policy making.  
 
A major challenge encountered in constructing the ABM and applying it into the real urban context in 
JMA is the limited availability of data to parameterise the model and validate the results from the 
model. A rich supply of data (e.g. number of developers operating in the region, the amount of lands 
occupied by developers, or profit generated from urban development) across different municipalities 
over time would be critical to calibrate the model and validate its outcomes. Unfortunately, this is rarely 
the case, especially in a developing country like Indonesia. As such, the current practice in developing 
this ABM is a proof-of-concept which aims at testing a theoretical proposition on urban economics 
based on microeconomic theory rather than evaluating its validity for representing real world urban 
growth. 
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5.6 Conclusion 
In the real world context where the land market is heavily influenced by spatial decisions made by 
developers, this model explores how the availability of capital influences developers’ decisions in the 
formation of new urban residential areas. The model is constructed based on the microeconomic 
framework which is consistent with early urban economic theories (Alonso, 1960; Kaiser, 1968). Under 
this framework, individual developers make decisions based on maximising their profit expectation at 
affordable costs. Using the ABM approach, the dynamic and individual characteristics of developers and 
their spatial decision-making behaviours can be simulated at individual scale, however, collectively 
their decisions resulted in new urban spatial patterns and urban development dynamics.   
 
The current version, the model represents only a single type of developers, possessing capital either Rp. 
5; 7; or 10 trillion (US$ 375; 525; 750 million), who can or cannot increase their scale of investment 
through lending. Results from the model show that the most profitable locations for new urban 
development (i.e. within 10 to 20 km from the Jakarta’s CBD) could only be realized by developers 
having initial capital of Rp. 5 trillion (US$ 375 million) and access to the maximum lending of 75 
percent. The simulation also indicated more land could be transformed to urban area when developers 
have more capital (i.e. Rp. 7 or 10 trillion; US$ 525 or 750 million) to realize land acquisition.  
 
There are a number of limitations in the current version of model. For instance, developer’s behaviours 
to change and adapt to new situations such as varying the size of land to purchase, or reducing the 
expected scale of profit margin, were not incorporated in the model. As such, the criteria for selecting 
new land for development by developers remain constant even when new knowledge regarding cost, 
revenue and land value was obtained. The current version of the model considers only the characteristics 
of developers with regard to the development cost and expected profit; the accumulated profit gain after 
urban development was not accounted for. Profit gain allows developers to recover their capital and 
reinvest in another site for development; that is, repeat the process of searching and developing another 
potential land for new urban development. Secondly, each iteration of the model was not associated with 
a real temporal scale of the real world for development (e.g. day, month, or year). Thus, the measure of 
urban growth simulated by the model does not reflect the real-time urban growth process. Furthermore, 
the model simplifies the stochasticity in the variables; the selected values for stochasticity (e.g. variation 
in capitals amongst the developers) were introduced based on realistic values, but without a systematic 
derivation of error propagation based on well-known theories or empirical studies. As such, the 
stochastic values of the variables used in the model need to be reviewed and calibrated. Nevertheless, 
the current version of the model offers a fundamental framework for modelling the supply-side urban 
land market.  
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Future research will focus on incorporating multiple land developer types with different characteristics 
into the model, including the behaviours of more developers with small-scale capitals (i.e. Rp. 5 trillions 
or less), in order to understand their spatial decisions and interactions with developers with large-scale 
capitals (i.e., over Rp. 5 trillions). Furthermore, future research will also investigate the temporal 
dimension of the model and how each iteration of the simulation relates to real time in the urban 
development process; as such, validation of the model with the reference map could also be established 
and assessed in future research. 
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Chapter 6  
Modelling the spatial consequences of heterogenic developers’ 
behaviour in a megacity of a developing country 
Private residential developers are involved in nearly all stages of the urban development process with 
their locational decisions impacting the distribution of urban services and the city’s landscape. However, 
most of past studies considered developers as a development agent with single characteristics. Thus, 
little is known about the consequences of developers’ heterogeneous characteristics on the spatial 
pattern of new urban areas. The chapter investigates the influence of varying characteristics of 
developers on the location and shape of new urban areas through dynamic simulation approach using an 
agent-based model (ABM). By combining microeconomic concepts with explicit spatial dimensions in 
the model, this study explores the expansion of urban areas in the Jakarta Metropolitan Area, Indonesia 
with residential developers as the central development actor.  
 
6.1 Introduction 
The transformation of land into urban area (i.e. urban expansion) involves the various decisions of 
development actors such as developers, government, landowners, households, or financial providers in 
the land market (Rudin, 1978). Each of these development actors attempts to allocate land use according 
to their best interests by negotiating with other actors and maximizing their resources. Among these 
actors, private developers are involved in searching for potential land for urban area, negotiating with 
the financial institutions or local municipalities, applying profit-cost analysis, and marketing the newly 
developed urban area (Healey, 1991). They also bear the biggest risk (e.g. economic loss) with their 
decisions to convert land into urban area and are responsible for the expansion of large scale urban 
residential areas (Coiacetto, 2000; Ligmann-Zielinska, 2009). Developers’ spatial decisions about urban 
land transformation impact the spatial feature of a city (e.g. the centre of urban services or accessibility 
of an area), influence the existing proportion of land cover (e.g. diminishing green open area), and 
contribute to the increasing price of land in surrounding areas (Gillen and Fisher, 2002). With such 
various roles and with the great impact that they have on urban area, the developer is regarded as the 
key actor on the urban development process (Coiacetto, 2000; Kaiser, 1968; Rudin, 1978).  
 
Developers’ characteristics have received much attention, particularly in the study of housing and 
property (Bookout, 1990; Goldberg, 1974; Rudin, 1978). Having roots in classic economy theory, these 
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studies suggested that in developing urban area, developers are driven by the economic motive. They 
aim to maximise profit and often adjust their strategy or development target during the development 
process. The amount of capital that a developer possesses is the main factor that influences their 
decisions in determining location (Coiacetto, 2006a). When the developers have more capital, they tend 
to occupy a greater size of the developed land (Mohamed, 2009; Morgan and O'Sullivan, 2009). They 
also consider the profit gained from investing their capital by selecting the land that generates the most 
profit (Coiacetto, 2001). Apart from variations on capital level and profit gain, there is also variation in 
the period of investment. Some developers focus on investing their capital for a short term and quick 
profit (i.e. maximum three years, developing medium-sized houses), but there are also others who plan 
their land acquisition strategy for a longer term (i.e. a decade or more before developing large-sized 
urban areas) by securing pieces of land every year (Winarso, 2000). Because of variations on the 
strategy, preferences, and development targets, the urban areas constructed by developers may vary in 
location, size and selling price. Treating urban areas as a homogeneous spatial unit is thus inaccurate 
because these areas are formed by various decisions of developers with dissimilar characteristics 
(Coiacetto, 2001; Kaiser, 1968). 
 
Seeking a better understanding of the emergence of urban area, urban scholars investigated the working 
mechanism of elements in the urban system through urban models. In the 1960s, models explaining the 
specific location of urban areas (e.g. Alonso, Mills and Muth) have been presented with a strong 
grounding in classic economy theory and with a static proposition about urban area. For a system with 
dynamic features like urban development process, dynamic modelling offers a better approach than 
static modelling because it provides more detailed, quantitative insights into the changing parameters in 
the urban system (Batty and Xie, 1994). Among the dynamic modelling approaches, agent-based models 
(ABM) permit the representation of individual characteristics of an agent and their complex interaction 
with other agents and with the surrounding environment (Malanson and Walsh, 2015). ABM also allows 
an explicit spatial representation of its development agent during simulation, which is otherwise missing 
in the static models (Kaiser, 1970). 
 
Previously studies have simulated urban systems using a dynamic approach incorporating the 
characteristics of urban developer in the model, but they were adopted as homogeneous agents with a 
single characteristic (Arsanjani et al., 2013; Tan et al., 2015). They underestimated the variation in 
developers’ characteristics and overlooked the potential explanatory power of incorporating these 
variations. On similar urban land cover, development process variations may include the types and 
density of houses constructed (Kaiser, 1970). Developers who decide to build the large houses (i.e. 
greater than 100 m2 of land) produce a lower household density than if they choose to build smaller 
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houses (i.e. smaller than 100 m2). The income-level of the buyers would also be different, as households 
will select house-type affordable to their income capacity. By investigating the variation in developers’ 
characteristics, the competitiveness of the land market can also be revealed. The land market tends to be 
competitive (i.e. every developer has an equal influence in the land supply and prices) when different 
types of developers co-exist in the market. In contrast, when a few developers of similar types control 
the market, it tends to be less competitive (Coiacetto, 2006b). Hence, it is essential to incorporate the 
variation of developers’ characteristics in the dynamic model as it provides a better understanding for 
formulating policy on land allocation or housing provisions. 
 
For the reasons mentioned above, this chapter aims to explore the spatial pattern and locations of urban 
areas as a result of varying developers’ characteristics. This goal was achieved by integrating the 
microeconomic concept with explicit spatial representation of individual developers. The modelling 
approach that permits such integration is agent-based modelling (ABM). With the ABM approach, to 
understand combinations of processes that stimulate the emergence of new urban area, factor, actors, 
and their interactions need to be disentangled and identified before they can be replicated in the model. 
It produces a fine detailed process and output, which allows modellers to understand the relationships 
and working procedures between elements of urban system from the agency or the ‘bottom-up’ 
perspective (Morgan and O'Sullivan, 2009).  
 
Past urban modelling studies with similar aims have used artificial study areas (e.g. Morgan and 
O'Sullivan, 2009); as such, the consequences of simulation output could not reflect real-life situations. 
Using real case studies for urban modelling is essential to justify the simulation’s result. By using a real 
case study, the simulation output can be associated with the current implementation of urban planning or 
the socio-economic context of the region. In this study, the implementation of dynamic modelling for 
the urban land market was represented using the real case study of Jakarta Metropolitan Area (JMA), 
Indonesia. JMA is the third largest megacity in the world, with an area of 6,600 km2 and annual urban 
growth of 50 km2 between 1994 and 2012. JMA had more than 28 million inhabitants in 2010 (URDI, 
2012). For the most part, JMA’s urban area has been constructed by private residential developers 
targeting the largest medium-income population in the JMA; making it a suitable case study to 
investigate developers’ behaviour in an urban land market. 
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The remainder of this chapter will be organized as follows. The next section describes past urban 
modelling studies that employed agent-based modelling in the context of economic market-side and 
urban development process. Section three describes the construction of the urban ABM model and 
different scenarios for the simulation. The fourth section reports the simulation results and is followed 
by a discussion section that explains these results. The last section – the conclusion – summarizes the 
findings and provides a possible avenue for further development of the model. 
 
6.2 Past modelling studies in urban development process 
Numerous studies have been conducted that sought to better understand the urban development process 
from the bottom-up perspective. These studies developed a model, which represents the behaviour of 
economic-driven agents that when taken together, their actions cause an emergence of urban areas. 
However, these studies differ with regards to their representation of the economic agent in the land 
market and on the development stage that becomes the focal point in the model. Here below, we 
selected past modelling studies that adopted the economic agency perspective to replicate the emergence 
of urban area. These studies were selected to represent three perspectives in the land market: the 
demand, the equilibrium, and the supply perspective (Figure 6.1) and to identify what has been 
modelled in the past and reveal knowledge gaps that need more attention in the current study. 
 
Table 6.1. The sequence of urban development stages (Healey, 1991; Kamps, 2013). 
No 
Sequence of 
development stage 
Description  
Decision agent 
Primary Secondary 
1 Urban interest A decision agent 
considers the land as 
having development 
potential within a given 
time period 
Developer; 
Landowner; 
Land broker; 
Financiers; 
Public officials; 
2 Active 
consideration for 
development 
A decision agent has 
contacted another agent 
regarding the possible 
sale or purchase of the 
land 
Developer; 
Landowner; 
Realtors  
Financiers; 
Public officials; 
3 Programmed for 
development 
A decision agent has a 
definite idea of the 
timing and character of 
development 
Developer Realtor 
Financiers; 
Public officials; 
4 Active 
development 
A decision agent has 
begun physical 
development of the land 
Developer Financiers; 
Public officials; 
5 Residence A decision agent has 
purchased the residential 
package of house and lot 
Consumer Financiers; 
Public officials; 
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Table 6.2. Previous studies on the modelling the characteristics of agents in urban land market. 
Authors 
Market 
perspective 
Develop-
ment 
stage  
(Table 6.1) 
Agent 
involved 
Type of land cover Behaviour represented Study area 
Fontaine and Rounsevell (2009) Demand 5 HH Urban Lifecycle of household; 
population count  
East Anglia, 
UK 
Lemoy et al. (2010) Demand  5 HH Urban; non urban Maximisation of utility Artificial 
Heckbert and Smajgl (2005) Demand 5 HH Not specified Monthly income; 
utility; affordability  
Brisbane and 
Sydney, 
Australia 
Filatova (2014) Supply & 
Demand 
4, 5 D (realtor); 
HH 
Parcel  Microeconomic; offer, 
bidder 
North Carolina, 
USA 
Sun et al. (2014) Supply & 
Demand 
4, 5 HH. D Urban; rural offer, bidder  Artificial 
       
Ligmann-Zielinska (2009) Supply 3, 4 D Developed; non-
developed 
Risk-taking attitude Artificial 
Morgan and O'Sullivan (2009) Supply 4 D Urban; non-urban Competitive behaviour Artificial 
Tan et al. (2015) Supply 2 G; D; LO Urban; non-urban Interactions (payoff) 
between G, D, and LO 
Wuhan, China 
       
G: Government; D: Developer; HH: Household; LO: Land owner 
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The typical model in the demand-side represents the households’ heterogenic characteristics in the urban 
land market. Such models investigated the spatial distribution of households because of their decisions 
in selecting the matched location for residential areas. Factors contributing to household’s preferences 
vary from household’s life-cycle stage (Fontaine and Rounsevell, 2009), maximization of urban utilities 
(Heckbert and Smajgl; Lemoy et al., 2010), and household’s individual choice on open space (Caruso et 
al., 2011). Models explaining the demand-side of the market typically design the sequence of model’s 
simulation by first questioning the availability of the residential area. Next, they equate the land 
availability with the utility preferences or affordability of the households in the targeted locations 
(Heckbert and Smajgl, 2005). In these demand-side models, the representation of a household’s decision 
to settle in a particular location was designed using Fujita’s urban economic models (Fujita, 1989; 
Lemoy et al., 2010) or the Cobb-Douglass housing utility function (Caruso et al., 2011). The 
incorporation of such economy-based functions means the demand-side of urban studies has more 
theoretical grounding in development agent characterization than supply-side studies. It also entails for 
data availability to supply the model with input that facilitates the parameterization of the model (e.g. 
demographic data from the National Bureau of Statistics). Data about household’s characteristics could 
only be found because of the availability of demographic data that is open to the public, and numerous 
empirical studies about household’s characterization. 
 
Supply side:
Type of agent
Landowner
Developer
Demand side:
Type of agent
Household
Market 
- Price negotiation
-Land cover 
conversion
Profit Bid/Ask
Feedback
 
Figure 6.1. The equilibrium model of urban development process.  
 
Reflected in terms of development stages, these demand-side studies mostly focused on the later stages 
of development process where agents actively look for and select preferable residential areas (i.e. stage 
5 in Table 6.2). At this development stage, agent’s search action indicates that the land has already been 
built upon and equipped with urban infrastructure. Such studies provide less information on the earlier 
development stage where the conversion of land cover into urban area occurs. 
 
The second type of urban ABM studies explains urban area that emerges as a result of agreement 
reached by agents who represent the supply and demand-side (i.e. landowners and land buyers). In the 
model developed by Filatova (2014) and Sun et al. (2014), the interactions among agents were 
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represented as the agreements about willingness-to-pay by any agent interested in the land (e.g. 
developer), and willingness-to-accept by the landowners. The land buyers place their bidding prices 
after analysing the market using the hedonic land price function; thus reflecting the value of land from 
its physical characteristics. In the supply-demand type of studies, the model requires the market to be 
perfectly matched with classic economy theory where information about landowners listing their 
properties or bidding offer can be readily perceived by entire agents in the system. Assumption of 
perfect information in classic economy market however can rarely be found in real-life situations. 
Despite introduction of ICT in land markets, the information about listed properties and agents who can 
bid higher is generally still distributed in particular localities. Thus, land buyers perceive only the 
market’s situation (e.g. about location of potential new land or its marketable price) on their specific 
operating territory and have imperfect information about the situation in the entire market. 
 
In regard to the development stages, the supply-demand type of models are similar to the demand-type 
where the focus of modelling is the transfer of residential properties and allocation of households in the 
town (i.e. stage 4 and 5 in Table 6.2). However, they overlook the initial process of development where 
the land cover changes from non-urban to urban area. Land cover changes form the most basic yet 
essential element in land analysis. Correctly allocating and ensuring the land supply requires the most 
basic information on how much land has changed and why it changed. Furthermore, for megacities of 
developing countries like JMA, the crucial stage in urban development is allocating the land to house 
burgeoning populations when other development actors compete for the same piece of land for different 
land uses. 
 
The last type of urban economic models analyse the supply-side of the market. They emphasize the 
perspective of the urban land provider (i.e. land developers) and their behaviour in acquiring land in 
particular locations. There are differences in which developers’ characteristics receive attention in the 
studies. Among others, the risk-taking attitude of the developers has been regarded as an influencing 
factor in the location decisions of the developers (Ligmann-Zielinska, 2009). In their study, risk attitude 
was defined by developers’ perception about the landscape characteristics (i.e. land prices, land 
attractiveness) of the targeted location. Developers weighed these land characteristics based on their risk 
attitude behaviour (i.e. risk-averse or risk-taking) and assessed the overall land utility for which the 
decision can be taken to acquire the land for urban development. The second study by Morgan and 
O'Sullivan (2009) demonstrates that the developers’ competitive behaviour plays an instrumental role in 
shaping urban landscape. In less heterogeneous markets where numerous developers have similar levels 
of capital, new urban areas emerge at the fringe of the existing urban areas and replicate the same size of 
the surrounding urban areas. The last example of a supply-side study deals with urban land provision in 
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Wuhan, China, which involves the government, landowners, and developers. The interactions between 
these three agents were schematized using game-theory framework (Tan et al., 2014). Using this 
framework, the model sets three urban development pathways to consolidate lands depending on the 
sequential decisions of the three development actors. 
 
While past modelling studies that focused on the supply-side of the market have provided rich 
information about different kind of developers’ behaviours (Table 6.1), they left room for the 
investigation of the developers’ variation of capital investment. Variation in developers’ capital, which 
extends to differences in development strategy, the selected size of development, and operation territory 
has been reported as greatly influencing urban expansion and becomes the primary cause of urban 
sprawling or shrinking patterns (Coiacetto, 2001; Huang et al., 2014). However, these kinds of 
developers’ behaviours have never been modelled, particularly using a real case study. 
 
6.3 Materials and methods 
This section explains how the urban agent-based model was constructed and how each element of the 
module was defined. The description of the model follows the typical construction of urban modelling 
using an ABM approach where the conceptual framework was laid first, followed by an explanation of 
the parameters and functions of each module. 
 
6.3.1 Conceptual framework 
The conceptual framework provides a construction guideline for the model and ensures that the 
selection of inputs and their interactions represents the system in reality. The conceptual framework 
represents urban development process from the supply perspective where the developer is the main actor 
in the model. Developers gain information from the surrounding land by assessing its suitability and 
affordability, which varies from one developer to another based on their individual microeconomic 
analysis (Figure 6.2). Due to interactions between the developer and the surrounding land, parameters’ 
values in the agent and environment module are changing in every simulation time-step (i.e. month). 
Developer’s capital fluctuates according to profit gain (or loss) during urban development process. Land 
cover types and land values alter according to the developers’ spatial decisions to transform the land 
into urban area. The framework permits the model to capture these continuously changing 
characteristics and the resulting outputs (i.e. land cover, land values, developer’s profit) that vary from 
one simulation to another. 
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Figure 6.2. Conceptual framework of multi-typed developers 
 in the urban development process.  
 
6.3.2 Model description 
The following subsections present the preparation of each module in the model. As in Chapter 5, there 
are three modules representing the agent, environment, and interaction of elements in the urban 
development system. These subsections list the necessary inputs for the modules, and explain how they 
will interact with other elements (i.e. other developers or surrounding land cells) in the system. 
 
6.3.2.1 The agent module 
Agent module in the ABM represents the residential developers in the urban developing process. The 
characteristics of the developers in this module were derived from studies in the JMA and 
complemented with empirical studies from North America, or Australia (Gillen and Fisher, 2002; 
Kamps, 2013; Mohamed, 2009; Nichols, 2013). The module incorporates three types of developers: 
large, medium and small, grouped according to their capital level (Morgan and O'Sullivan, 2009). The 
exact threshold of capital defining the type of developers may vary and there is no consensus among 
urban development experts about this (Winarso, 2000). In this study, the capital threshold was based on 
the initial testing in Chapter 5 and the findings from Winarso (2000). Furthermore, the capital threshold 
was designed to capture the variability in land acquisition ability during simulation in the model. For 
large developers, they were defined as those who own enough capital to transform ~100 ha land into 
urban area; this is the most common (i.e. 57 %) urban development size in the JMA (Winarso, 2000). 
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This capability corresponds to the capital level of approximately Rp. 7 trillion (US$ 525 million). The 
developers’ classification based on capital level is defined in equation (10) below,  
 
𝐷𝑒𝑣 = {
 𝑅𝑝. 7 𝑡𝑟𝑖𝑙𝑙𝑖𝑜𝑛 < 𝑍 ≤ 𝑅𝑝. 10 𝑡𝑟𝑖𝑙𝑙𝑖𝑜𝑛 ; 𝐿𝑎𝑟𝑔𝑒 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑒𝑟𝑠    
𝑅𝑝. 5 𝑡𝑟𝑖𝑙𝑙𝑖𝑜𝑛 < 𝑍 ≤ 𝑅𝑝. 7 𝑡𝑟𝑖𝑙𝑙𝑖𝑜𝑛 ;𝑀𝑒𝑑𝑖𝑢𝑚 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑒𝑟𝑠
𝑅𝑝. 1 𝑡𝑟𝑖𝑙𝑙𝑖𝑜𝑛 < 𝑍 ≤ 𝑅𝑝. 5 𝑡𝑟𝑖𝑙𝑙𝑖𝑜𝑛 ; 𝑆𝑚𝑎𝑙𝑙 𝐷𝑒𝑣𝑒𝑙𝑜𝑝𝑒𝑟𝑠    
 (10) 
 
where 𝑍 is the capital level, and 𝐷𝑒𝑣 is the type of the developers. The capital level was continuously 
changing during the simulation, reflecting the operational cost (overhead) and profit gain as a result 
from development of the previous simulation step (Figure 6.2). With variation on the capital level, 
individual developers perceive and react differently toward economic opportunity according to their 
cost-profit calculation. In detail, the variations of developers’ characteristics in the agent module were 
translated into parameters as shown in Table 6.3. 
 
Table 6.3. Developers’ characteristic on the initial state. 
Main parameter 
Small 
developer 
Medium 
developer 
Large 
developer 
Agent module (Developers)    
Capital (Rp. trillion) 1-2  2-7  7-10  
Initial loan (% of capital) 20 50 75 
Profit margin (% of capital) >0 15 15 
Search radius (km) 9  30 150 
Operation cost (Rp. million per month) 10  50  100  
Urban land per development (ha) 10  50  100  
Construction time (months) 24  36  48  
    
Environment module (Land)    
Initial land cover (year) 1994 1994 1994 
Expected revenue  (𝛽) 1.4 1.4 1.4 
 (𝛼) 3 3 3 
Road construction cost (𝜌) - 100 100 
 (𝜏) - 2 2 
 
6.3.2.2 The environment module 
The environment module is similar to the environment module on Chapter 5 where it was formed with a 
square cell of 300-meter resolution with a total of 372 by 335 cells covering the entire area of the JMA. 
It represents the physical characteristics of the land and the economic value attached to it.  
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While most of the environmental module’s parameters are static (i.e. unchanged during simulation), 
land cover type and land values are dynamic parameters. These two physical land characteristics change 
on every simulation time-step in accordance with the decision of developers to acquire the land and 
begin urban development. Hence, land values on the newly constructed urban area increase as new 
invested infrastructures (e.g. better access to toll roads) promotes the economic value of the area and 
that surrounding it. To determine the rate of increasing land values because of urban development, we 
adopted the Taxable Object Sales Value (Nilai Jual Objek Pajak – NJOP) as exemplified on Kota 
Depok – one of municipalities in the JMA. The increase in land value after the development was about 
twice the initial land value (Setiady, 2011), while on nearby areas, the rate was decreasing as the 
distance from the centre of urban development increases. The decreasing rate of land value growth is 
conceptualized in equation (5) and visualized in Figure 6.3 below, 
 
𝐼𝑥
 = 1 + 𝑣 ×  exp(− 𝑤 ×
𝑑𝑛𝑒𝑤_𝑢𝑟𝑏𝑎𝑛,𝑥
2
𝑑𝑛𝑒𝑤_𝑢𝑟𝑏𝑎𝑛_𝑚𝑎𝑥
2 ) (11) 
 
where 𝐼𝑥 is the multiplication factor to increase land values at cell 𝑥. The 𝑣 and 𝑤 are parameters 
regulating the sensitivity; 𝑑 denotes the distance. 
 
 
Figure 6.3. The increased land values because of new urban development.  
 
6.3.2.3 The interaction module 
The interaction module represents the relations between the developers and the surrounding land (i.e. 
cells). Similar to Chapter 5, in the interaction module the developers were designed to follow four 
sequential steps before taking a development decision. The developers perceive information from the 
surrounding land, assess and decide whether to develop or leave the area. Here below, we detail the 
developing steps in the interaction module. 
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Land searching 
In the land searching stage, the developers collect information from the surrounding cells for potential 
urban development. The radius of their land search varies depending on the commitment by developers 
to meet certain set of requirements issued by local government. For large developers, fulfilling set of 
requirements demanded by local government is not an issue. Having more experience, they are less 
affected by the local planning policies and able to meet the various requirements each municipality 
imposes (Kaiser, 1968). They also allocate a budget to meet regulations set by local government. For 
small developers with smaller budgets, to meet different requirement for every local government means 
more cost for processing the development permits. Thus, they prefer to stay in one territory and 
concentrate on a particular district rather than works across municipalities (Coiacetto, 2000; Winarso, 
2000).  
 
Table 6.4. Developers’ characteristic on development process. 
Development process Small developer Medium developer Large developer 
    
Land searching  Search area where no 
developer has visited 
before, within the 
radius of 10 km, and in 
the municipality where 
developer stands. 
Search area where no 
developer has visited 
before. 
  
Search area where no 
developer has visited 
before. 
 
    
Land assessment  Assess development 
cost; which comprise of 
land acquisition and 
land clearing cost. 
Assess development cost; 
which comprise of land 
acquisition and land 
clearing cost, and 
construction of connecting 
road. 
Assess development cost; 
which comprise of land 
acquisition and land 
clearing cost, and 
construction of connecting 
road. 
    
Land decision Developing when cost 
is less than capital, and 
revenue is positive; 
Otherwise, leave. 
Developing when cost is 
less than capital, revenue 
is 15% more than initial 
investment, and 
the profit is more than the 
expected profit; 
Otherwise, leave. 
Developing when cost is 
less than capital, revenue is 
15% more than initial 
investments and the profit 
is more than the expected 
profit; 
Otherwise, leave. 
Land action Develops the land and 
releases it to market in 
24 months. 
Develops the land and 
releases it to market in 36 
months. 
Develops the land and 
releases it to market in 48 
months. 
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Differences in land searching strategy were represented by setting a searching radius in the model. Land 
searching by large developers was represented by a move within the radius of 500 cells (167 km); thus 
covering the entire area of JMA. In contrast, small developers search the potential land within a radius 
of 30 cells (10 km) and only within the municipality where they already operate (i.e. stand). As such, the 
small developers have little knowledge about the potential land in the other municipalities (Table 6.4).  
 
Land assessment 
In the model, the agent adopts the microeconomic approach by assessing the potential cost and profit of 
the targeted land. An individual developer sends a query to the cell where it stands, and in response to 
such request, the cell in the environment module provides inputs to developers by returning the 
perceived land values, the estimated construction cost, and the expected revenue. In their profit-cost 
analysis, each developer may receive slightly different information from the original land characteristics 
because of the system’s imperfect information. Land values as perceived by the developers, for 
example, tend to be overrated because of the additional service of a land broker who requires a fee of 
around 2.5 percent of original land values. 
 
Land decision 
For the developer, the decision to develop land must contribute to the gaining of profit. As explained on 
Chapter 5, the expected profit gain of potential urban area depends upon the expected revenue of the 
developed land and its construction cost. Large developers must secure 15 percent profit on their capital. 
A 15 percent profit margin allows the large developer to cover the operational costs but also to maintain 
a perfect company image on the stock exchange (Winarso, 2000), which in return gives them the 
capacity to secure more capital from the stock exchange. Likewise, the medium developers seek 15 
percent potential profit on the initial investment (i.e. cost spend to construct the land). The small 
developers, in contrast, were designed to accept any positive margin from revenue as they have neither 
the obligation to pay back loans (as they use no loan during development) nor do they allocate funds to 
retain their brand for marketing purposes. 
 
Land action 
Developers’ action to develop in the model was distinguished by the time they needed to undertake the 
construction of urban area. The model assumes that the developers are granted location and 
development permissions by the local government and proceed with their development immediately. 
Taken together, time to obtain the necessary permissions, land clearing processes and the construction 
of infrastructure, the transformation of land into urban area ranges from 24 to 48 months depending on 
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the size of area (Table 6.3). The absolute pace (i.e. land converted in ha per month) is greater for large 
developers (100 ha per 48 month) than the medium (50 ha per 36 month) and small developers (10 ha 
per 24 month). The large developers are assumed to have the resources, capital and experience to 
undertake faster urban land construction. 
 
During the simulation, developers may change their type due to fluctuation in capital level. For 
example, a small developer may become medium developer when it gains a profit after developing an 
urban area. The model also incorporates the ability for developers to leave the market. A developer’s 
market exit occurs when it has no capital left to perform land searching or it finds no land suitable for 
urban development in a particular period. Both the changing preferences and ability to leave the market 
reflect the adaptive behaviour, which is a human’s response to the changing situation in their 
surroundings and the effort to fulfil their objective (i.e. economic motive) (Bonabeau, 2002). The 
adaptive behaviour reflects a closer representation of a non-linear and dynamic urban system. 
 
Developers gain profit from the margin between revenue and the lending capital. The profit is 
accumulated and used to invest in their next projects. Using a quick and rough method (Peiser, 1992) 
that excludes the quarterly analysis, inflation and interest rate of loan, the profit gains is defined as 
below, 
 
𝑍𝑝𝑟𝑜𝑓𝑖𝑡,𝑞
 = 𝑅𝑝𝑟𝑜𝑓𝑖𝑡,𝑞
 − 𝑍𝑙𝑜𝑎𝑛
  (12) 
𝑍𝑐𝑎𝑝𝑖𝑡𝑎𝑙
𝑡+1 = 𝑍𝑝𝑟𝑜𝑓𝑖𝑡,𝑞
 + 𝑍𝑐𝑎𝑝𝑖𝑡𝑎𝑙
𝑡  (13) 
 
Where 𝑍𝑐𝑎𝑝𝑖𝑡𝑎𝑙
𝑡+1
 is the capital profit gain. 
 
6.3.2.4 Temporal dimension 
The temporal dimension in ABM’s simulation is regarded as one of the critical points in dynamic 
modelling (Simmonds et al., 2013). Any value changes in the parameters of the model needs to be 
denominated with a specific time in order to draw a meaningful interpretation on the simulation result 
and compare it with the observed reality.  
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There are at least two approaches to incorporate the time dimension in the agent-based model. The first 
approach is by linking the time dimension to a regular transition in the spatial pattern. For example, the 
time refers to a certain amount of urban changes (Cheng, 2003). The second approach marks the 
temporal dimension as the completion of a full loop of a process. For example, the completion of an 
urban construction marks a one-year period (Castle and Crooks, 2006). In this study, the model adopts 
the temporal dimension of the second approach where the completion of one simulation run marks a 
one-month process (Figure 6.2). It was assumed that an average time required by the developer to 
complete the four sequential steps (i.e. land searching, assessment, decision, and action) of urban 
development process is one month (Figure 6.2).  
 
6.3.3 Scenario of urban market with different typology of the developers 
The agent-based modelling approach allows modellers to simulate and test possible scenarios from 
varying the parameters in the model. In this study, we proposed five scenarios that reflect particular 
types of developers in the market and investigated the impacting urban landform. The first three 
scenarios simulate the urban market where only single-type of developers (i.e. small, medium or large 
developers) operate in the market. In scenario 4, all types of developers operate together in the market 
(multi-typed developers) without preferences over particular type of developers. On the last scenario, 
the number of developers follows 1:3:6 ratios to reflect the housing proportion governed by housing 
policy in Indonesia. 
 
According to the above description, we can then formulate the scenarios as Equation (14), (15), (16), 
and (17) below, 
𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 1: {
𝑛𝐷_𝑠𝑚𝑎𝑙𝑙 = 50
𝑛𝐷_𝑚𝑒𝑑𝑖𝑚 =   0
𝑛𝐷_𝑙𝑎𝑟𝑔𝑒 =   0
 (14) 
  
𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 2: {
𝑛𝐷_𝑠𝑚𝑎𝑙𝑙 =   0
𝑛𝐷_𝑚𝑒𝑑𝑖𝑚 = 50
𝑛𝐷_𝑙𝑎𝑟𝑔𝑒 =   0
 (15) 
  
𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 3: {
𝑛𝐷_𝑠𝑚𝑎𝑙𝑙 =   0
𝑛𝐷_𝑚𝑒𝑑𝑖𝑚 =   0
𝑛𝐷_𝑙𝑎𝑟𝑔𝑒 = 50
 (16) 
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𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 4: {
𝑛𝐷_𝑠𝑚𝑎𝑙𝑙 = 50
𝑛𝐷_𝑚𝑒𝑑𝑖𝑚 = 50 
𝑛𝐷_𝑙𝑎𝑟𝑔𝑒 = 50 
 (17) 
  
𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 5: {
𝑛𝐷_𝑠𝑚𝑎𝑙𝑙 = 60
𝑛𝐷_𝑚𝑒𝑑𝑖𝑚 = 30 
𝑛𝐷_𝑙𝑎𝑟𝑔𝑒 = 10 
 (18) 
 
where 𝑛𝐷_𝑡𝑦𝑝𝑒 is the number of developers of a specific type in the study area in each simulation. In the 
scenario 4, there were 150 developers, with 50 developers representing each developer-type whilst on 
the last scenario there were 100 developers in total. 
 
The simulations were implemented in NetLogo. For every simulation, maps of urban land cover and 
land value from NetLogo were saved as ASCII files and exported to ArcGIS, MsExcel, and Fragstats for 
spatial analyses. The spatial analyses included enumerating the amount of cells transformed into urban 
area and the corresponding increases in land values.  
 
6.4 Results 
This section lists the findings from running 100 simulations simulating different scenarios of urban land 
market. The results are presented below.  
 
6.4.1 Urban expansion  
Locations of simulated urban area 
The location of new urban land area by all developers including the multi-typed developers (Scenario 4 
and 5) appeared in the area 15 km outside Jakarta’s CBD, while areas within Jakarta’s CBD showed 
very little urban developments. The new urban area created by small developers (Scenario 1) appeared 
in regions 25 km outside the Jakarta CBD, while developments by the medium and large developers are 
concentrated around the 25 km radius line (Figure 6.4a, b, and c). On the frequency of urban land 
conversion, the large developers appeared to select a consistent location for development in the 
surroundings of Jakarta. From 100 simulation runs, large developers developed very similar locations of 
cells, notably around southwest of Jakarta. In contrast, the medium developers showed development 
with a more spread out pattern on the southeast of Jakarta and showed lower frequency of urban 
conversion with less than 10 development decisions over 100 simulations.  
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Figure 6.4. The new urban areas from 100 simulations on different scenarios  
at 𝑡 = 216 (equals to 18 years).  
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Shape of the simulated urban area 
The landscape metrics provide a quantitative analysis to support a descriptive and visual assessment of 
the simulated results on new urban land cover (Deng et al., 2009; McGarigal, 2013). In general, the 
landscape matrices support the finding from visual observation where developers produce a unique 
shape of urban area. Using results from Scenario 4, the urban area developed by small developers (green 
bars) was indicated as having a small and disconnected shape, as indicated with high Edge Density (ED) 
and low CLUMPY (Figure 6.5j and k), while the development of urban area by large developers (red 
bars), in contrast to the urban form shaped by the small developers, produced a more connected shape 
(Figure 6.5j and k); as indicated with high CLUMPY. The spread of new urban area across all scenarios 
as indicated on IJI has little dissimilarity indicating that all new urban areas were distributed equally 
across study area, regardless of who developed them (Figure 6.5l). 
 
6.4.2 The simulated land values  
The increased land values due to the development of new urban area are shown in Figure 6.6. While we 
observed that increases occurred mostly in areas around 20-25 km from Jakarta’s CBD, across all 
scenarios the extent of these increases at each scenario differed. In Scenario 1, the increases of land 
values due to the development of small developers could hardly be seen. The lower impact on land 
values by small developers were related to their developer’s characteristic. The small developers 
constructed smaller sized urban areas (i.e. 1 cell or equal to 9 ha) and in more scattered areas; thus 
barely influencing the surrounding land values. In contrast, the large developers constructed larger urban 
areas (i.e. more than 10 ha) with locations that are close to each other. As a result, this type of 
development created an accumulated increase in land values; as can be seen in the southeast of Jakarta. 
When the multi-typed developer (Scenario 4 and 5) was introduced in the land market, the land values 
increased the most toward the south and west of Jakarta. The increase of urban land values on Scenario 
4 and 5 were higher than any other scenarios (i.e. Scenario 1, 2, and 3) (Figure 6.6d).  
 
6.4.3 Dynamic result of simulation 
Apart from quantifying physical changes on land cover and land values, the simulation with developers’ 
characteristics allows the visualisation of dynamic urban features such as the urban areas produced, the 
number of developers operating in the market, and the increase of profit gained by developers. 
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Figure 6.5. Landscape matrices on different scenarios. 
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Figure 6.6. The increase of averaged land value at t=216 (18 years) in new urban areas from 100 
simulations on different scenarios.  
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As presented in the left column in Figure 6.7, the amount of new urban area relates with the dominant 
type of developers in the scenario. In scenario 1 the largest amount of new urban areas were developed 
by small developers, but over time, urban areas prepared by medium developers appeared in the market. 
Mixed urban development in Scenario 1 and 2 emerged because the developers change their status to a 
higher capital-level type of developers as profit accumulates. Simulated urban area on scenario 5 
suggests that urban development by small developers tends to reach diminishing point after 15 years 
(Figure 6.7j). The reduced amount of new urban areas by small developers might stems from the 
upgrading type of developers. As displayed on Figure 6.7k, the number of small developers in Scenario 
5 tends to decrease and they turn into medium developers over time.  
 
Profit gains tend to be accumulated by large developers (Figure 6.7 right column) and less related to the 
amount of acquired urban areas. For example, in the Scenario 1, regardless of the size of urban area, the 
small developers gained the least profit (Figure 6.7c). In Scenario 4 and 5, where mixed-typed 
developers co-exist, the large developers accumulated the highest increase in the profit (Figure 6.7l).  
 
6.4.4 Production of new houses according to development scenarios 
Using the simulated size of new urban area, the production of houses in 2012 could be estimated from 
the model. Using the typical sizes of house parcels in Indonesia (i.e. 140, 100 and 72 m2), urban land 
cover developed by small, medium and large developers could respectively be transformed into 50, 75 
and 150 houses per hectare. It is worth noting that the large developers convert only 70 percent of their 
acquired land into houses, while the remaining 30 percent of land is converted into urban facilities and 
infrastructure. The percentage of area converted into houses by medium developers is about 75 percent, 
while that of small developers is 100 percent as they generally benefit from existing infrastructures. As 
the bars in Figure 6.8 indicate, the entire scenarios provided less than a third of the houses demanded by 
urban population in 2012. In Scenario 4, the amount of new urban area developed by larger developers 
is high (Figure 6.7l), but contributed least to the overall number of houses produced. Such low house 
production in Scenario 4 is due to large developers dedicating their land for the development of large 
houses with low density. 
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Figure 6.7. New urban area (left column), number of developers (middle column), and profit increase 
(right column) from 100 simulations on different scenarios. 
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Figure 6.8. The production of houses according to different scenarios and the demand of house. 
 
6.5 Discussion 
The following section discusses how various developers with different levels of capital influence the 
spatial pattern of urban area. It seeks the underlying reason for the emergence of new urban area in 
different location according to different scenarios and relates the consequences of the findings to current 
urban policy in the JMA. 
 
Different processes lead to different spatial form 
The simulated results suggest that development processes and actors underpin different shapes and 
forms of urban areas in a city (Coiacetto, 2001; Coiacetto, 2000). As illustrated in the results section, the 
large developers (who have greater capital power to transform large areas of non-urban land) invested 
their capital at the most profitable location on the outskirts of Jakarta. Their location selections are based 
on the fact that at these locations, their investments earned the highest revenue; enough to return the 
operational and development costs as well as their lending. Because such high revenue locations are not 
infinite, their selected locations were more predictable. As indicated with repetitive occurrences (i.e. 
more than 15 times) over 100 simulations on Figure 6.4c, large developers target the areas closer to toll 
roads and the CBD. In contrast, small developers with less capital form a smaller size urban area with a 
more fragmented pattern. Their urban locations are less predictable and more scattered around the JMA. 
They selected areas with lower revenue but enough to cover development cost and land acquisition 
price. Because they have no obligation to construct the connecting roads, small developers may 
developed any areas at distances of more than 10 km from the toll road.  
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The findings support the idea that the overall shape and location of urban areas is generated from 
different processes. Indeed, ABM allows modellers to answer not only the question of where the 
development will likely occur; but also who will most likely carry out the development. The current 
study extends the idea of process-pattern linkage by explicitly explaining the interactions between types 
of developers and the specific location as well as pattern as a result of urban development.  
 
Market converges to oligopoly 
From the simulated results, we could observe that the market converges into oligopoly during 
simulation run in Scenario 4 and 5, i.e. the mixed-type developers. At the initial state, the market was 
occupied with the same number of developers from different types but the numbers of small and 
medium developers tend to decrease over time. At least two reasons can be suggested to explain such a 
decrease. The first is developer’s changing into a higher type of capital. This change is possible when 
their profits from urban developments were accumulated, transforming them into large developers. 
Designed as an economic unit, the developers who accumulate the profit may increase their business 
scale to target a larger land area and bid for more lending. Secondly, as a competitive market, the 
developers who are not successful in securing land for urban development leave the market 
immediately. They need to do this to prevent further loss due to maintaining operation costs. As a result 
of these two reasons, the upgrade of developer’s type due to profit accumulation is an inevitable 
situation that tends towards an oligopoly market where few developers of a similar type (i.e. dominantly 
the large developers) occupy the market.  
 
Continuous insufficient supply of houses  
When a new urban area was converted into an area with houses, it was clear that the house supplies 
could not meet the demand to house JMA’s urban population. Developers, as an economic entity, 
continue gaining and accumulating profits as land is converted to urban area. It is their nature to select 
the most profitable area according to their cost-profit analysis. With the Government of Indonesia 
constraining the maximum allowed selling price for small houses (Rp. 120 million ≈ US$ 9,000 for 24 
m2 house), the developers are left with the decision to sell medium and large houses with lower density, 
targeting a mid-to-higher income population that is the largest population in the study area. It is without 
surprise that the campaign for small house production by the Government of Indonesia may be less 
interesting for developers in the JMA because this small house market is the least profitable. Providing 
the land for the small house market is also problematic as developers with small amounts of capital 
could only acquire land with low land values at a distance of more than 25 km from Jakarta; thus they 
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would expect low revenue from developing small houses on these areas. Furthermore, with the market 
tendency to converge into singular large-type developers, there would be more production of large 
houses whilst the market of small housing is neglected. This large gap between house demand and 
supply reflects reality, as roughly each year the JMA urban population needs another 140,000 to 
180,000 houses while only one tenth of this demand can be supplied by the developers (Erawan, 2012).  
 
6.6 Conclusion 
This study has demonstrated the ability of agent-based modelling in representing developers’ 
characteristics, particularly the variation of preferences for urban development projects. To our 
knowledge, this is the first time that the model could reveal the urban development process from 
developers’ perspective systematically using a combination of microeconomic approach and explicit 
spatial representation. The ability of the model to monitor developers’ characteristics during the 
simulation process provides a deeper insight into what happens in the system, potentially bringing a 
complete picture of the dynamic mechanism in the urban land market and developers’ profit gain from 
urban construction projects. To this end, the agent-based model has extended the knowledge that was 
otherwise missing with other modelling approaches like CA, or linear modelling. 
 
The current version model is simple in that parts of the inputs (i.e. land values) were derived 
synthetically and may deviate from their true values. The model’s assumption on adding uncertainties 
on the perceived land value and the initial capital was adopted from proxy data and not derived from 
empirical study. Likewise, the land values may not be smooth over large distances but should vary 
according to inherent characteristics of land and type of ownership (Dowall and Leaf, 1991). 
Furthermore, the cost-profit analysis does not represent a development phase, which is generally divided 
every quarter to reflect the developer’s financial transition from spending the capital for investment (i.e. 
negative capital balance) to when the profit begins to pour in (i.e. positive capital balance) (Peiser, 
1992). All these concerns influence the overall findings of the study and may change the features of 
urban land cover when new data and new processes are implemented in the model.  
 
Despite the above simplicity, the current version of the model may support the evidence-based urban 
policy on housing provision. Knowing that the government’s campaign to encourage development of 
small houses is less favourable for the developers, the government could provide a subsidy in the form 
of lowering the necessary tax and development costs for developers who build a small to medium 
housing. Additionally, the government needs to encourage vertical urban development for small houses’ 
production particularly in the areas between 15 and 25 km from Jakarta’s CBD as these areas have the 
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highest increase in land values and it is in the interests of large developers to build large houses there. It 
is expected that with vertical development, the revenue per square meter that the developers gain is 
larger than if they build a single or two-storey house.  
 
The model could be improved in several ways. First, to better reflect a human perception of reality, a 
future version of the model could add data with uncertainty (soft data). Soft-data reflect non-logical 
decisions or speculative behaviour, which cannot be captured using only a single value in the variable 
(Bonabeau, 2002). Human behaviour has a degree of acceptance that even if the specific value that it 
pursues is not reached; it can still cope with this outcome and seek an alternative acceptable range of 
values (Simon, 2000). Secondly, the next version of the model could incorporate the development 
phase. The addition of the development phase could reveal new insights into how developers start 
projects, and when they start to gain profit. Adding a development phase in the agent’ development 
module may open up new knowledge about the speculative behaviour in microeconomic framework. 
Lastly, the monocentric assumption may be compared against a polycentric concept to visualize urban 
changes and reveal how the developers react with the new economic opportunity in other cities than 
Jakarta. For all the above-mentioned improvements, a sound agent-based modelling, which is based on a 
combination of a mature urban concept and well-grounded local empirical studies to support the 
addition of factors and justification of using soft-data for its input would be essential.  
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Chapter 7  
Summary and conclusions 
7.1 Summary of the main findings in relation to the proposed objectives 
Urban land cover, as a product of development process, has been generally modelled with a static 
approach; drawing on the physical factors of land and arguably ignoring the complexity of urban 
developing process and the variability of human-to-human or human-to-land interactions. A better 
understanding about the underlying developing process requires the interactions and behaviours of 
urban development actors to be an integral part of the urban process. 
 
Dynamic modelling approach can capture this complexity and dynamic interaction. This study 
employed agent-based modelling (ABM) with the aim to improve our understanding of urban growth 
through modelling both the physical and human behaviour factors. An essential feature of this study 
was the model's incorporation of the economic behaviour of private residential developers and their 
interactions in the urban land market. This aim is achieved through the fulfilment of three objectives. 
The first objective (Chapter 4) seeks to understand the current physical urban development in the study 
area and identify the leading factors contributing to its urban growth. The second objective (Chapter 5) 
introduces agent-based model that incorporates microeconomic approach as a way to model the land 
selection behaviour of residential developers. The third objective (Chapter 6) advances the model by 
simulating the three types of developer’s characteristics and preferences to understand the impact of 
their spatial interactions on urban development in the JMA.  
 
Through the literature review in Chapter 2, an understanding about dynamic modelling approach has 
been established. Because an urban system is a complex and dynamic entity with the inevitable 
influence of development actors in the development of urban area, the need for a modelling approach 
that can best capture urban development actors’ location selection behaviour is essential. The 
discussions in Chapter 2 have shown that the incorporation of system theory, dynamic theory, and 
general system theory collectively contribute to the development of dynamic modelling in urban studies. 
The system theory breaks down elements of the observed entity (i.e. urban system) into input, process, 
output, and feedback. With the separation of system components, the process inside the system can be 
turned into a mechanistic process, which can then be easily translated into the computer model. 
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In urban studies, these interdisciplinary theories allow the implementation of dynamic computer model 
with disaggregated analytical units (e.g. individual, or more detailed spatial units) that can provide a 
more detailed description of the simulated results. Two kinds of dynamic modelling approaches are 
discussed in Chapter 2; the cellular automata (CA) and agent-based modelling (ABM). The cellular 
automata (CA) has been widely implemented to model the intricate shape of urban form by taking into 
account the influence of land characteristics of the adjacent areas (i.e. neighbouring cells). CA is best 
suited for representing the characteristics of land (i.e. represented as a cell) that is static in its position. 
CA has limited ability to represent human characteristics, which are mobile, and to represent their 
characteristics that interact with other humans or land in different locations (i.e. not necessarily on the 
surrounding). These limitations can be overcome by adopting the agent-based modelling (ABM) 
approach. ABM can concurrently simulate the physical land characteristics and the human behaviour 
required for this study.  
 
Objective 1: To understand the current physical urban development in the study area and identify the 
leading factors contributing to its urban growth.  
To achieve this first objective, Landsat imagery was used in combination with an image classification 
technique. The tasselled cap transformation to enhance the separation of spectral reflectance between 
bare soil and the roof tiles commonly found in the study area showed that JMA’s urban areas have 
almost doubled from 1,460 km2 in 1994 to 2,370 km2 in 2012, with an average expansion of nearly 50.6 
km2 per annum. The land cover changes analysis also revealed the locational shifting of urban 
expansion’s front. Between 1994 and 2000, urban expansion occurred primarily in Jakarta. Between 
2000 and 2012, the urban areas expanded outwards consuming non-urban areas and largely sparse 
vegetation on the outskirts of Jakarta. Urban land cover in the JMA has evolved into a single connected 
urban area in Jakarta; a more fragmented urban pattern was revealed on the outskirts of Jakarta.  
 
These findings provide two novel understandings about the development process shaping urban land 
cover in the JMA. First, the pace of urban development (i.e. ha/year) on the outskirts has been faster 
than that in the core (i.e. Jakarta). This is mainly because of the numerous developments of satellite 
cities on the outskirts of Jakarta. Secondly, urban land cover has heterogeneous spatial form that can be 
attributed to different underlying processes. The highly connected urban form may come from the great 
demand for residential area from workers in Jakarta. The disconnected urban form on the outskirts of 
Jakarta may stem from the weak implementation of spatial planning. Results from Objective 1 offer an 
understanding about the scale and changes of urban spatial form in one of the largest and fastest 
growing megacities in the developing world. These results supplied the model parameterization of 
environment module in Chapters 5 and 6. 
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Objective 2: To introduce agent-based model that incorporates microeconomic approach as a way to 
model the land selection behaviour of residential developers.  
In Chapter 5, an urban model was developed to represent the microeconomic characteristics of 
residential developers. The microeconomic framework was introduced as the underlying motive for the 
developers to decide to develop urban area. The microeconomic framework sets the selected areas for 
potential urban development as a function of investment capability (i.e. represented as capital level 
owned by each developer), development costs, and expected profit. Using the microeconomic 
framework, the new urban area is simulated as a trade-off between maximizing the expected profit and 
minimizing the cost from the developer’s point of view. The model implements the find-assess-develop 
process to represent the developer’s perception of their surrounding land environment during 
simulation. 
 
The simulations demonstrate that developers’ levels of capital influences the emergence of urban area. 
The results show that running simulations with the developer having Rp. 5 trillion (US$ 375 million) 
capital and 75 percent lending capacity give developers the ability to undertake urban development in 
the most profitable locations (hotspot) at 25 km from Jakarta’s CBD. The findings provide a quantitative 
evidence about the potential range of developer’s capital during urban development process in the JMA. 
It also serves as proof-of-concept for the developers’ microeconomic motivations during urban 
development.  
 
Objective 3: To understand the impact of agent’s behaviours on the size and spatial pattern of urban 
growth in JMA by simulating different policy scenarios in multi-agent situations. 
Chapter 6 extends the agent-based model constructed in Chapter 5 by adding the developer’s 
characteristics and variation of their preferences with three types of developers based on their capital 
level (i.e. large, medium, and small developers). They differ in the amount of capital available for urban 
development, the searching area, the expected revenue, and the required size of targeted new urban area. 
Upon arriving at a previously non-visited location, the developers perform the routine cost-profit 
assessment and decide whether to occupy the land or leave it according to their expected profit gain and 
capital available for urban development. 
 
According to simulation, each type of developer produced a different spatial pattern and location of new 
urban areas. The small developers show a new urban development with a more scattered pattern in 
locations beyond 25 km from Jakarta. The large developers obtain more profitable locations around 25 
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km from Jakarta, and their locations are predicted more often (i.e. more than 15 instances out of 100 
simulations) than those of the small developers (i.e. less than 10 of 100 simulations). The simulation 
also reveals the tendency for an open and competitive market to turn into an oligopoly market as the 
developers accumulate profit and change into a larger type of developer. With assumptions about house 
density per hectare of urban land, the model may be used to estimate the production of houses 
constructed by the developers. The simulation found that the housing supply created by developers 
provides only a third of the annual housing demand in the study area; thus suggesting a continuous 
shortage of housing supply in the JMA. 
 
7.2 Research contributions 
This study contributes conceptually by extending the existing knowledge about urban development 
process, and contributes methodologically with dynamic urban modelling. These two contributions are 
now each discussed in detail. 
 
7.2.1 Conceptual contribution about urban development process 
This study contributes to the knowledge about the typical location and process of urban expansion in 
megacities of developing countries. Using the JMA as a case study, this study has quantified the annual 
urban expansion and extracted the spatial pattern of urban area to find the locations with the highest 
amount of urban development. It has also identified the potential development process through 
observing the spatial pattern of urban area. Results in Chapter 4 emphasize the unequal growth rates 
within the study area with decelerating urban growth in Jakarta (the core of megacity) but proliferating 
growth on its outskirts. The spatial pattern of urban area was also varied with a more connected urban 
area in Jakarta but areas more fragmented on Jakarta’s outskirts, indicating that different development 
processes underpin the urban pattern. Variation on urban growth and spatial pattern suggests that 
separate observation between the core and periphery is required when studying urban processes in the 
megacity. The intense proliferation of urban area on the outskirts of the core (i.e. Jakarta) suggests more 
attention to detail is needed in the urban development process in this area. 
 
Chapter 5 introduces the microeconomic framework with explicit spatial dimension in urban modelling. 
The microeconomic framework was used to detail the interactions between land physical factors and the 
response from developers on their selection of potential urban development. While past studies (e.g. 
Kaiser (1968); Winarso (2000)) have explained the behaviour and developers’ development strategies 
from empirical observations, they were unable to evaluate the logical consequence of their proposed 
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concepts in the urban land market as well as on the spatial pattern and location of urban area. Using an 
agent-based model, the study successfully tested the proposed concept about developers’ behaviour on 
the simulated urban land market environment. The model allows factors influencing the developers’ 
decisions (i.e. capital) to be isolated and tested against the proposed concepts. By doing this, this thesis 
was able to identify the extent of developers’ capital influence on their ability to perform urban 
development. In other word, the study contributes to a proof-of-concept about the urban developer’s 
behaviour. 
 
Lastly, through the construction of an agent-based model, the study reveals the interaction between land 
physical factors, and the developer’s location selection in the microeconomic framework, thus untying 
the complex interactions between these factors. This study seeks to explain the involvement, motivation, 
way-of-thinking, and outcomes in the form of the developers’ spatial decisions in the provision of urban 
area, thus demonstrating the explanatory power of an agent-based modelling approach. 
 
7.2.2 Methodological contribution to dynamic urban modelling 
By implementing an agent-based modelling approach, this thesis was able to combine the representation 
of land physical factors and location selection behaviour of private developers. In previous urban 
modelling studies (e.g. Barredo and Demicheli (2003); Barredo et al. (2003); Oguz (2012)), the key 
factors that were thought to influence the emergence of urban area were the physical factors that change 
slowly in the period of decades or years. Hence, a static modelling approach was deemed sufficient to 
simulate the emergence of urban area. However, when the urban location selection and developers’ 
preferences are to be included in the model, a modelling approach that allows for these fast changing 
factors is required. Notably with the developer’s profit maximization motive, a modelling structure with 
modular style was adopted. The modular structure on urban models allows a systematic representation 
of developer’s way-of-thinking, preferences, and decision taken. Implementing a sequential search-
assess-decision procedure in the urban model enables us to analytically represent the interaction 
between developers and their surroundings. Developing a model with a combined modular structure and 
sequential urban development procedure contributes two key elements: 1) modelling clarity, and 2) the 
flexibility to extend the function of the model.  
 
By designing the model in a modular structure, the interactions between the developers, and the physical 
factors (e.g. land cover, land value) become obvious. At every time-step, the modeller could identify the 
influence of local physical factors (i.e. land cover and land value) upon the developers. Likewise, it 
allows us to recognize how the developers’ cost-profit analysis influences the shape of urban land cover 
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and the increase of land values. Using find-assess-decision in the interaction module, this study is 
among the first to systematically link the capital owned (or leveraged) by the developers and the impact 
of this capital on urban land cover and land value. The model shows the developer’s capital, expected 
profit, and accumulated profit at the individual observation unit. Our model could significantly improve 
understanding of the complex and dynamic interactions of developers in the urban development process.  
 
Apart from modelling clarity, the modular and sequential urban development modelling procedure in 
our model offers the flexibility for future models to be upgraded, or extend their functionality. As 
demonstrated in Chapter 6, developer’s behaviour and preferences can be seamlessly incorporated 
without the requirement for substantial modification of the modular structure and sequential urban 
development process in the interaction module. With this relatively straightforward addition and 
immediate testing in the NetLogo, urban model in this study offers more efficiency and shorter time 
development if modellers wished to adopt the model for the implementation of similar studies exploring 
developer’s preferences.  
 
7.3 Limitations of study and potential future works 
This section highlights key limitations and potential future directions of the study. Two limitations are 
the inadequate time-series dataset on developer’s land development strategies and the lack of spatial 
heterogeneity of land values. 
 
During the construction of the model, the expected profit gain and uncertainty on land values were 
derived from taxation documents or common practice in the study area, however the remaining 
information about developers’ strategies in urban land development (e.g. time lag between land 
acquisition and development) were estimated without the support of empirical studies or surveys. The 
inadequate information about developers’ development decisions on the urban development process 
influences the simulated results in two ways. First, with the time lag and developer’s development 
strategy, if the developers decided to delay the development for an unspecified time after they purchased 
the land; then the land become unavailable for other developers (i.e. current land owners speculate that 
the benefit of holding land and developing it later would generate more profit than if they re-sell the 
land to others developers now), then this affects the accumulative developer’s profit gain and the 
amount of urban land developed. Secondly, because of developers’ land holding behaviour or their 
inability to realize the development after acquiring the land, the urban land form becomes discontinued, 
as reported in Chapter 4; this occurred mostly on the outskirts of Jakarta. While this land holding 
behaviour has been reported (Firman, 1999; Winarso, 2000; Winarso and Firman, 2002), the critical 
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information required to parameterize the model so it can capture such behaviour (i.e. time lag and 
developers’ cost-profit analysis that brings the developers to choose between land holding or 
developing), it has not been systematically studied. In the future, empirical study that is specifically 
designed to reveal land holding behaviour (including developer’s motivation, developers’ cost-profit 
analysis, and the time lag between acquiring and developing) would enhance our understanding about 
urban development in the JMA and supply a base for further modelling study.  
 
Another limitation is the information about land value. Land value is an important input for the model. 
It involves the perceived land value when developers search for the potential land, and it becomes an 
input in the cost-profit assessment during decision process. With the urban model designed to use land 
value as a crucial factor in the microeconomic function, the influence of the land cover map on the 
simulated urban areas is vital; as indicated with findings in Chapter 6, changes in land cover maps affect 
all the simulated urban maps. In the model, the absence of land value maps was partly alleviated with 
interpolation using sample points of land values sourced from newspapers, and the online land market. 
Apart from the land values map, the influence of new urban development on the increasing land values 
on the surrounding area was also unknown. The increases in urban land values after development has 
been estimated with a radial increase in all directions, which diminishes along distance from the centre 
of new urban development. In the future, determination of land value and the increase of land value 
generated by improving the surrounding land (due to upgrading facilities, or due to new urban 
development) could be enhanced using an approximation or indirect approach.   
 
Future studies 
The current version of the model represents the heterogeneous characteristics of the developers as the 
dominant actors in urban land markets; as such, the focus has been on urban land provision from the 
perspective of residential developers. The developer as the sole development actor was modelled with 
various values of capital, lending capacity, and development preferences. Future studies could extend 
the current version of the model by incorporating the collaboration and/or competition strategies among 
developers in an open and competitive market. Whilst the developer’s competitive behaviour during 
land selection has been implicitly incorporated in the current model (i.e. land acquired by one developer 
would be excluded from land selection by others), the collaboration and competitive behaviours in the 
explicit economic perspective (i.e. the decision to either collaborate or compete is based on cost-profit 
analysis) may bring a better understanding about how the developers behave in the economic 
perspective and how it affects the urban area.  
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Another avenue that might be explored is the inclusion of households as the representation of the 
demand side of the market. While various studies on household representation on urban model have 
been conducted (Fontaine and Rounsevell, 2009; Heckbert and Smajgl; Lemoy et al., 2010), research 
that combines land demand by households and land provision by developers would reveal the housing 
mismatch in term of locations, land/house prices, and market affordability. By exploring the urban land 
supply and demand, future study could better represent the dynamic of the market and explore how the 
households and developers adjust their preferences to adapt to the other’s decisions. It is worth 
remembering that although the possibilities of representing human behaviour and adding more 
functionality in ABM are unlimited, such additional functionalities need to be grounded and linked with 
a more general and widely accepted theory such as economic or human behaviour theory; thus having 
strong epistemology. It also requires empirical studies that provide values for parameters during the 
modelling stage.  
 
7.4 Concluding remarks 
The need to understand the provision of urban areas is critical to design policy to progress towards 
sustainable urban development. This is especially the case in the context of megacities in the developing 
world. This thesis has sought to enhance our understanding about the provision of an urban area from 
the perspective of the developers. First, the study has identified the rate, location, and spatial pattern of 
urban growth in the JMA over an 18 year period to 2012. The results revealed that the emergence of 
relatively large developments took place on the outskirt of Jakarta that point to the involvement and 
importance of urban developers in shaping the development process. Secondly, to investigate urban 
development process, this thesis adopted microeconomic framework to represent the locational selection 
behaviour and preferences of developers in an agent-based model. The simulation results showed a 
range of developers’ capital levels that enable urban development in the most profitable areas that exist 
on the outskirts of Jakarta. Lastly, the model was employed to simulate three types of developers (large, 
medium and small) according to their capital level, revealing the emergence of unique spatial 
preferences and resulting development patterns wherein more predictable behaviours are associated with 
large developers. In contrast, the small and medium developers were found to develop urban areas in the 
less profitable locations. Their preferred locations of urban area were less predictable and with the 
sparse spatial pattern. Through the development of the urban model allied with simulation outcomes, 
this thesis collectively contributes to improving the explanation of urban development process from the 
developer’s perspective. This study provides a potential approach that could be used for better evidence-
based decision making in spatial planning (e.g. provision of urban areas for particular type of housing in 
the master plan). The study progresses our capacity to understand the complex interactions of urban 
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development process and offer a platform from which policy can be formulated to move our world’s 
megacities towards more sustainable development pathways. 
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Appendices 
Appendix A 
PROJECT INFORMATION SHEET 
 
Project title:  Urban growth modelling using agent-based model in the developing country; 
Jakarta Metropolitan Area (JMA) as case study  
 
1. About the research 
The expansions of urban areas in JMA will be reconstructed using computer model. The model relies on 
several inputs by which the behaviour of major actors in JMA’s development is the principal input. The 
behaviour of large developers in selecting land and land acquisition will be the focus of the interview. 
2. About the interview 
I will seek information through semi-open questions about key factors that influence large developers in 
determining potential areas to be developed and the rational underlying the decisions. Furthermore, a 
sequence of steps in form of conceptual framework on urban land development will be validated through 
open discussion. The interview will seek input for the initial design of conceptual framework and also 
the research in general. The interview will last for maximum one hour. 
3. Who is carrying the interview 
I, Agung Wahyudi, is a PhD student at The University of Queensland, Brisbane, Australia. 
4. Will my identity be recorded? 
No personal identities will be recorded or revealed. The interview will record and publish your 
responses to the questions.   
5. Can I withdraw from the interview and the overall project? 
Yes, anytime without the need to give the reason. 
6. How the data will be stored? 
Digital data will be stored in hard drive. Non-digital data will be stored in my personal cabinet. Both 
storing devices have been secured with password and key. You have the right to access the data and 
request to purge the data. 
7. Request further info 
Please see below. 
 
This study adheres to the Guidelines of the ethical review process of The University of Queensland. 
Whilst you are free to discuss your participation in this study with project staff (contactable on : 
a.wahyudi@uq.edu.au or by phone on +61-481160641 OR contact research’s supervisor by email to: 
yan.liu@uq.edu.au; jj.corcoran@uq.edu.au, if you would like to speak to an officer of the University 
not involved in the study, you may contact Dr Bradd Witt, the Ethics Officer on 3365 6005; or 
bwitt@uq.edu.au. 
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INFORMED CONSENT FORM 
 
Project title:  Urban growth modelling using agent-based model in the developing country; 
Jakarta Metropolitan Area as case study  
Investigator:  Agung Wahyudi 
 
Thank you for your agreement and cooperation with the research. The following is the participant’s 
consent agreement: 
1. I hereby agree to be involved in the above research project as a participant. I have read the 
research information sheet pertaining to this research project and understand the nature of the 
research and my role in it.   
2. I understand that my participation is voluntary and that I am free to withdraw my involvement in 
this study at any time, without giving any reason. 
3. I understand that the conversation will be recorded. 
4. I understand that my details and institution will not be recorded and remain confidential in any 
published forms. 
5. I acknowledge that information from me will be used as basis for a thesis and possibly other 
published studies and I consent for it to be used in this manner. 
 
 
Name of participant: _______________________________________________________  
Institution: _______________________________________________________________  
Signature: _______________________________________________________________  
Date:    __________________________________________________________________  
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QUESTIONS LIST (To be translated to Bahasa Indonesia) 
 
To government officials  
1. Could you explain urban development from submission of application until permission granted? 
2. What is the biggest obstacle in ensuring urban development to comply with regulations and 
master planning in JMA? 
3. Other than master planning, what is the key instrument to control urban development in JMA? 
4. What are the benefits and disadvantages known to you, on the development of large housing 
estates in your administrative areas?  
To developers 
5. What are the key factors that influence your decision in acquiring land for urban development?  
6. How these key factors influence your decision in selecting land for development? 
7. Could you elaborate more the development process from searching for land, until house selling? 
8. To which degree local and central government have influence on the decision to acquire land? 
9. To which degree the competitors (others developers) have influenced your decision in land 
acquisition?  
10. What are the factors that influence your decision to develop the land or otherwise keep it 
undeveloped? 
To urban planning experts 
11. Apart from the developers, who are the key players in large scale urban development in JMA? 
12. Do the governments have actively and effectively contribute in controlling urban development 
in JMA? Could you suggest possible coordination or possible engagement with other key 
players to improve government capability in managing urban development in JMA?  
13. From your perspective, what would be the ideal land/housing market should be in JMA, 
knowing that large developers are known to have secured large portion of lands in JMA? 
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Appendix B 
 
Table B.1. Standard ODD reporting for urban agent-based model in Chapter 5. 
O
v
er
v
ie
w
 
Purpose 
“provides a guide for what to expect 
in the model description that follows” 
To develop an agent-based urban growth model that incorporates 
microeconomic theory that drives the location selection of new 
urban areas by private residential developers.  
State variables and scales 
“How the agents are described? 
What is the spatial and temporal 
resolution” 
Agent: Residential developer (D) has the main attributes of i) 
initial capital (𝑍𝑜), ii) and lending capacity (𝑍𝑙). 
Spatial scope: the JMA, 300 meter resolution. 
Time scale: no time scale but running simulation limited to 100 
time-step. 
Process overview and scheduling 
“scheduled actions (and reactions) in 
schematic order (flowchart)” 
Developer performs urban development (i.e. land search, 
assessment, decision, action) based on microeconomic 
framework (i.e. profit is larger than development cost). See 
Figure 5.7 for the sequential process within the model. 
D
es
ig
n
 Design concepts 
 
Emergence: New urban growths emerge from the decision of 
developers to develop.  
Stochasticity: Developers move randomly.  
D
et
a
il
s 
Initialization 
“how the environment and agent 
situation at the start of the 
simulation” 
Agent: there will be 50 developers at initial time with particular 
amount of capital depending on the scenario, 
Environment: Land cover of 1994 
 
Input 
“environment condition which varies 
over time” 
No external input that changes over time. 
Land cover and land values changes as a consequence from 
developers’ location decision. 
Sub-models 
“details of Process overview ” 
Developer roams the study area to find suitable location that 
matches its expected profit. When the developer finds the 
suitable location, it holds the location and performs cost-benefit 
assessment to determine the possible profit generated from 
developing the land. If the developer decided to develop the 
land, the land will turn into urban and land value of the site and 
the surrounding areas increase. 
 
Model specification  
Platform: NetLogo 5.0.5 Code:  https://goo.gl/t89F6Q 
Programming language: Logo with GIS extension Docs:  See Chapter 5 
Operating System: Platform Independent Dataset:  Please contact author 
Licensed Under: GNU GPL, Version 2 a.wahyudi1@uq.edu.au; agungwah@yahoo.com 
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Appendix C 
 
Table C.1. Standard ODD reporting for urban agent-based model in Chapter 6. 
O
v
er
v
ie
w
 
Purpose 
“provides a guide for what to 
expect in the model description that 
follows” 
To understand the impact of multi-type developer behaviours on 
the spatial pattern of urban growth in JMA by simulating 
different policy scenarios in a heterogeneous urban market 
situation. 
State variables and scales 
“How the agents are described? 
What is the spatial and temporal 
resolution” 
Agent: Three types of developer according to their capital; large, 
medium, and small developer. Each type of developers has a 
characteristic. Please refer to Table 6.4.and Table 6.3. 
Spatial scope: the JMA, 300 meter resolution. 
Time scale: 1 time-step equals to 1 month. 
Process overview and scheduling 
“scheduled actions (and reactions) 
in schematic order (flowchart)” 
Similar to model in Chapter 5. 
Additional features: developers’ profit after successful urban 
development will be accumulated to provide additional capital 
for the subsequent development.  
See Table 6.4. 
D
es
ig
n
 
Design concepts 
 
Emergence: new urban land cover, increase of land values, 
number of developers of each type, and profit increase. 
Interaction:   
Stochasticity: Large and medium developers move randomly.  
Small developers move randomly within particular municipality.  
D
et
a
il
s 
Initialization 
“how the environment and agent 
situation at the start of the 
simulation” 
Agent: Depending on scenario, there will be developers of 
particular type in the market.  
Environment: Land cover of 1994 
See Table 6.3. 
Input 
“environment condition which 
varies over time” 
No external input that changes over time. 
Land cover and land values changes as a consequence from 
developers’ location decision. 
Sub-models 
“details of Process overview ” 
Similar to model in Chapter 5. Additional features: Developer 
accumulates the profit and uses it to find another potential 
location for urban development. Developer that could not find 
suitable location after several runs will leave the market. 
Because of the dynamic urban modelling process, the averaged 
profit on each type of developers might be different depending 
on the scenarios. 
 
Model specification  
Platform: NetLogo 5.0.5 Code:  https://goo.gl/jNBQ5p 
Programming language: Logo with GIS extension Docs:  See Chapter 6 
Operating System: Platform Independent Dataset:  Please contact author  
Licensed Under: GNU GPL, Version 2 a.wahyudi1@uq.edu.au; agungwah@yahoo.com  
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Appendix D 
 
Table D.1. Accuracy assessment based on a reference map of Indonesia Geospatial Agency (IGA) 2005. 
 Land cover classes 2006   
 
Sea 
Water 
body 
Dense 
vegetation 
Sparse 
vegetation 
High- 
density 
residential 
Low-
density 
residential 
Industrial 
area 
Total pixel 
Producer's 
accuracy 
(%) 
Forest 0 192 9,068 488 104 138 10 10,000 90,68 
Forest and shrubs 0 2,467 342,357 27,838 2,811 8,547 181 384,201 89,11 
Mixed farm 1,146 44,322 426,293 685,736 272,479 282,109 7,948 1,720,033 96,89 
Mangrove 6 165 11 159 146 13 0 500 33,00 
Airport/harbour 53 300 4,926 9,960 12,024 1,954 972 30,189 43,05 
Farm 93 5,664 342,040 181,134 30,112 45,844 2,191 607,078 86,18 
Settlement 1,936 25,324 51,710 323,199 1,102,174 192,857 47,845 1,745,045 76,95 
Swamp 540 1,107 799 3,753 2,700 797 127 9,823 49,48 
Paddy rice field 4,472 188,496 321,674 1,324,178 350,340 210,965 8,474 2,408,599 62,80 
Grasses 0 697 51,491 19,307 2,636 4,651 175 78,957 3,56 
Ponds 32,020 61,753 443 39,610 4,961 2,369 266 141,422 43,67 
Bare soil 2 203 2,762 5,127 5,191 2,329 3,690 19,304 26,56 
In-between paddy rice field 133 7,353 81,399 104,705 64,672 61,685 3,741 323,688 32,35 
Water body 553 1,987 3,486 9,334 4,733 1,917 154 22,164 11,46 
Total pixel 40,954 340,030 1,638,459 2,734,528 1,855,083 816,175 75,774 7,501,003
(a)
   
User's accuracy (%) 79.54 74.55 68.34 84.99 74.75 58.19 64.42   
Correctly classified pixel 5,640,239
(b)
        
TOTAL accuracy (%)
 (b)/(a)
 75.19        
Correctly classified pixels (grey cells) are selected based on author’s interpretation on land cover classification in Indonesia.  
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Table D.2. Accuracy assessment based on Google Earth 2012. 
 Land cover classes 2012   
 
Sea 
Water 
body 
Dense 
vegetation 
Sparse 
vegetation 
High- 
density 
residential 
Low-
density 
residential 
Industrial 
area 
Total 
sample 
points 
Producer’s 
accuracy  
(%) 
Sea 5 0 0 0 0 0 0 5 100,0 
Water body 1 14 0 0 1 0 0 16 87,5 
Dense vegetation 0 0 92 10 0 0 0 102 90,2 
Sparse vegetation 0 1 12 164 10 12 1 200 82,0 
High-density residential 0 0 0 12 119 0 0 131 90,8 
Low-density residential 0 0 2 12 4 14 0 32 43,8 
Industrial area 0 0 0 0 4 1 9 14 64,3 
Total sample points 6 15 106 198 138 27 10 500 
 
User’s accuracy (%) 83,33 93,33 86,79 82,83 86,23 51,85 90,00 
  
Correctly classified points 417         
Overall accuracy (%) 83,40         
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Table D.3. The cross-tabulation of land cover classes between 1994 and 2000  
with base reference as 1994 
Land cover class 
Change to the year in 2000  
(percent of area change in each land cover classes) 
Sea 
Water 
body 
Dense 
vegetation 
Sparse 
vegetation 
High-
density 
settlement 
Low-
density 
settlement 
Industrial 
area 
Sea 90.3 0.4 0.0 0.0 0.0 0.0 0.0 
Water body 8.0 32.8 5.5 9.3 2.8 5.4 3.9 
Dense vegetation 0.1 6.2 25.9 12.4 1.0 3.6 2.4 
Sparse vegetation 1.6 56.5 62.8 68.4 18.8 60.9 27.1 
High-density settlement 0.0 0.1 0.1 0.1 71.8 0.4 21.4 
Low-density settlement 0.0 4.1 5.7 9.8 5.6 29.7 3.0 
Industrial area 0.0 0.0 0.0 0.0 0.0 0.0 42.1 
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 
 
Table D.4. The cross-tabulation of land cover classes between 2000 and 2006  
with base reference as 2000 
Land cover class 
Change to the year in 2006  
(percent of area change in each land cover classes) 
Sea 
Water 
body 
Dense 
vegetation 
Sparse 
vegetation 
High-
density 
settlement 
Low-
density 
settlement 
Industrial 
area 
Sea 99.5 18.0 0.1 0.6 0.1 0.1 0.2 
Water body 0.1 18.1 1.6 3.4 0.8 2.5 0.5 
Dense vegetation 0.0 10.7 43.4 15.9 2.2 14.2 3.2 
Sparse vegetation 0.3 52.0 54.1 77.5 22.7 72.8 17.7 
High-density settlement 0.0 0.0 0.0 0.0 70.0 0.0 15.6 
Low-density settlement 0.0 1.2 0.8 2.5 4.2 10.4 1.8 
Industrial area 0.0 0.0 0.1 0.0 0.1 0.0 61.0 
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 
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Table D.5. The cross-tabulation of land cover classes between 2006 and 2012  
with base reference as 2006 
Land cover class 
Change to the year in 2012  
(percent of area change in each land cover classes) 
Sea 
Water 
body 
Dense 
vegetation 
Sparse 
vegetation 
High-
density 
settlement 
Low-
density 
settlement 
Industrial 
area 
Sea 96.9 3.7 0.0 0.2 0.0 0.1 0.1 
Water body 2.3 41.6 3.1 5.4 0.5 5.0 0.7 
Dense vegetation 0.1 8.6 61.5 21.8 0.8 9.0 2.8 
Sparse vegetation 0.7 43.8 30.7 67.0 9.1 67.6 14.5 
High-density settlement 0.0 0.0 0.0 0.0 87.5 0.0 28.3 
Low-density settlement 0.0 2.3 4.7 5.6 2.1 18.3 0.8 
Industrial area 0.0 0.0 0.0 0.0 0.0 0.0 52.7 
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 
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Appendix E 
Table E.1. The parameters and values of the JMA’s urban agent-based model 
 
Parameters on  
Agent module 
Description (unit) Values 
 developer-type Classification of developers based on capital “large”, “medium”, or “small” 
 developer-age Developers’ age (month) [0, 217] 
 developer-capital-init Developers’ initial capital (billion IDR) See Equation 10 
 developer-capital-loan Developers’ loan (billion IDR) See Table 6.3. 
 developer-capital Developers’ current capital (billion IDR) [200, ∞] 
 developer-revenue-here Developers’ expected revenue on its current location (billion IDR) [100, ∞] 
 developer-cost-here Developers’ development cost on its current location (billion IDR) [10, ∞] 
 developer-profit-here Developers’ expected profit on its current location (billion IDR) [−∞,∞] 
 developer-profit-expected Minimum developers’ expected profit (billion IDR) 0 
 developer-profit-cumul Developers’ cumulative income (billion IDR) [0, ∞] 
    
 developer-mode Developers’ mode during simulation “search” or “develop” 
 developer-lv-perceived Developers’ perceived land values on targeted location (billion IDR) See Equation 3 
 developer-land-size Developers’ current occupied land size (cell) [0, 11] 
 developer-land-size-cumul Developers’ accumulated occupied land size (cell) [0,∞] 
    
 developer-adm Administrative area where developers’ first operate (small dev only) See Figure 3.2. 
 developer-search-area Developers’ searching area (km) See Table 6.3. 
 developer-target-size Developers’ targeted land size (ha) See Table 6.3. 
 developer-develop-time Construction time from acquisition to release (month) See Table 6.3. 
 developer-count-down Count down for the construction time (month) Dummy variable 
 developer-patches The surrounding area affected by land development (ha) Dummy variable 
 
  
 170 
Table E.1. The parameters and values of the JMA’s urban agent-based model (continued) 
 
Parameters on  
Environment module 
Description (unit) Values 
 field-land-adm Administrative area (district)  See Figure 3.2. 
 field-land-use-ori Initial land cover before development (land cover type) See Table 4.1. 
 field-land-value-ori  Initial land value before development (billion IDR/m2) [0, 0.03] 
 field-dist-cbd-ori Initial distance of a cell to CBD (cell) Dummy variable 
    
 field-land-use Land cover during simulation (land cover type) See Table 4.1. 
 field-land-value Land value during simulation (billion IDR/m2) [0, 0.03] 
 field-land-value-pxl Land value during simulation (billion IDR/9ha or 1 pixel) [0, 2700] 
 field-land-value-perceived Perceived land value per meter square See Equation 3 
    
 field-dist-cbd The distance of a cell to CBD (km) [0, 88.5] 
 field-dist-road The distance of a cell to toll road (km) [0, 30] 
 field-dist-road-cost The development cost to build a connecting road (billion IDR) See Equation 6 
 field-dist-new-urban The distance of a cell to new urban development (cell) Dummy variable 
    
 field-visited? Is land has been visited by any developers? “yes” or “no” 
 field-assessed? Is land has been assessed by any developers? “yes” or “no” 
 field-developed? Is land has been developed by any developers? “yes” or “no” 
Rp. 1 billion ≈ 100.000 AUD (2016) 
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Appendix F 
The socio economic description of study area (i.e. the JMA) provides a reflection of potential buyers in 
urban land market and their preferences and option to influence the market. In general, the income of 
people living in the Jakarta is higher than of the GDRP per capita of other provinces in Indonesia. The 
inhabitant of Jakarta continues their role as the “economic leader” of the JMA and the entire nation. As 
indicated with the income from Gross Domestic Product, Jakarta’s inhabitants contribute to nearly a 
quarter (24 percent) of National Gross Domestic Product (GDP) and two third (71 percent) of JMA’s 
GDP (Table F.1.). With the commercial hub of national economic, Jakarta has been always the magnet 
for Indonesians to earn a living. But because Jakarta has limited vacant land left for settlement area or 
has a relatively high land prices that contribute to the housing prices, more households decided to move 
towards the outskirts of Jakarta particularly those with middle-high incomes.  
 
Table F.1. Gross Domestic Regional Product per capita in million Rp. (Statistics Indonesia, 2015) 
Municipality 2000 2005 2008 
DKI Jakarta 22.428 48.966 74.038 
Kabupaten Bekasi 5.27 27.059 34.746 
Kota Tangerang 13.901 20.63 26.795 
Kota Bekasi 1.133 9.641 12.563 
Kabupaten Bogor 1.234 9.346 12.297 
Kota Bogor 1.541 5.512 10.711 
Kabupaten Tangerang 4.383 7.353 9.827 
Kota Depok 2.049 5.455 6.915 
 
A survey by Browder et al. (1995) in the three megacities including the JMA confirms that the 
inhabitants on the outskirts are largely come from a medium income population (Table F.3.). The newly 
moved households on the outskirts of Jakarta show a highly educated background with matured-income 
family thus support their affordability to purchase their first house. The study mentions also the main 
activity of these households is more connected with urban activities such as commerce and services 
rather than the rural activities such as farming. Association with the agricultural activities are rare or 
absent (Hakim and Parolin, 2009). The finding should be unsurprising knowing that population in the 
JMA is a result of people that moves from neighbourhood within the capital city (94 percent) or other 
cities (5 percent) and less than one percent that comes from the rural area (Browder et al., 1995). 
Characteristics of the population on the outskirts of the JMA are typified by an urban setting.  
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Table F.2. Monthly income of household in the JMA (Winarso and Firman, 2002) 
Monthly income 
in million Rp.  
(2002) 
in USD 
in million Rp.  
(2015) 
min 1.8 432.0 4.3 
max 250.0 60,000.0 600.0 
mean 3.1 744.0 7.4 
mode 1.0 240.0 2.4 
    DKI Jakarta 0.3 61.3 0.6 
West Java 0.2 36.4 0.4 
Indonesia 0.2 56.2 0.6 
 
Table F.3. Summary of inhabitants on the outskirts of a city centre (Browder et al., 1995)  
 Jakarta Bangkok Santiago 
Place of last residence (%)    
National capital 94 69 94 
Another city 3 5 3 
Town 2 21 2 
    
Adequacy of monthly household 
income  
(% of surveyed households) 
   
Not enough 11 33 80 
Enough 29 60 14 
More than enough (save) 60 7 5 
    
Workplace locations    
Central city 28.1 39.6 6.9 
Elsewhere in metro area 27.6 19.2 65.6 
Rural 0 0.4 1.1 
Other cities    
    
Annual income (1990 in US$)    
In study area 3671 1810 1240 
National (1) in 2014 3630 5370 14910 
    
(1) Gross national income (Bank, 2012) 
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