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ABSTRACT
In more challenging problems the input to a clustering problem is not raw data objects, but rather
parametric statistical summaries of the data objects. For example, time series of different lengths may
be clustered on the basis of estimated parameters from autoregression models. Such summary proce-
dures usually provide estimates of uncertainty for parameters, and ignoring this source of uncertainty
affects the recovery of the true clusters. This paper is concerned with the incorporation of this source
of uncertainty in the clustering procedure. A new dissimilarity measure is developed based on geo-
metric overlap of confidence ellipsoids implied by the uncertainty estimates. In extensive simulation
studies and a synthetic time series benchmark dataset, this new measure is shown to yield improved
performance over standard approaches.
c© 2015 Elsevier Ltd. All rights reserved.
1. Introduction
Cluster analysis is a well-known unsupervised technique,
which aims at assigning data objects into homogeneous groups
[4]. Groups are formed based on a predefined dissimilarity
measure between objects. Hence, the performance of cluster-
ing algorithms is highly affected by the dissimilarity measure
used in the clustering process.
Two important properties of any data set are often ignored in
the conventional computation of dissimilarities between objects
using standard measures such as Euclidean distance, Manhattan
distance and many others: the first property is error information
associated with each variable, and the second is the dependence
between these variables. Discarding such properties is more
likely to result in imprecise cluster assignments.
We present a dissimilarity measure that considers error in-
formation associated with n data objects in a p-dimensional
space {Yi}ni=1 = {(y1, . . . , yp)iT }, where each element {y j}pj=1 is
a vector-valued quantity which could be one value or a time
series. Note that the proposed measure can thus handle dif-
ferent length time series objects. In this paper, data objects
{Yi}ni=1 are represented by vectors of model coefficients βˆi for
i = 1, . . . , n, which are estimated from some statistical models.
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Such statistical models estimate the covariance matrix Ψ(βˆi) for
i = 1, . . . , n, which defines error information or the uncertain-
ties of model coefficients; these terms will be used interchange-
ably throughout this paper. We consider Ψ(βˆi) in the computa-
tion of dissimilarities between model coefficients to obtain con-
sistent cluster results.
The importance of incorporating the uncertainty associated
with point estimates in dissimilarity measures is illustrated by
the example in Figure 1. Coefficient estimates in Figure 1
are sampled from two-dimensional Gaussian distributions with
small variances. These coefficients are clustered using the well-
known k-medoid clustering methods [4, 7] with standard Eu-
clidean distance. As can be seen, perfect cluster assignments
are obtained using Euclidean distance (left plot in Figure 1).
However, this standard dissimilarity measure frequently fails
to identify the correct clusters when data points are impaired by
high amount of variability as shown in the right plot of Figure 1.
Standardising variables often handles problems of location and
scale, however the correlations between variables are discarded.
Cluster analysis with Euclidean distance might be superior only
in the absence of correlation between variables.
Although the consideration of the implicit uncertainty in
cluster analysis is an active research topic, only a few studies
have incorporated the uncertainty explicitly. An early approach
to this problem was developed by [3], however its applicability
is limited to uniformly distributed error. Another paper by [8]
in which they consider clustering model coefficients with un-
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Fig. 1. Data points in both plots are random sample drawn from bivariate Gaussian distributions with means (β1, γ1)T = (−4, 0.5)T , (β2, γ2)T = (1, 2)T and
(β3, γ3)T = (5, 0.5)T for clusters C1,C2 and C3, whereas the variances are assumed to be zero in the left plot, and have some positive values in the right
plot. Each boundary indicates an iso-density contour of the generating distribution of the predicted cluster. Euclidean distance was used in the clustering
process.
certainty. The dissimilarity measure suggested in [8] is the Ma-
halanobis distance, which incorporates uncertainty explained
by the covariance matrix between coefficient estimates. The
covariance matrix in the Mahalanobis distance assigns higher
weights to distance between estimates if the orientations of their
distributions are different [11], although the degree of similar-
ity between estimates with different orientations of distributions
might be higher than estimates in the same orientations. In re-
sponse to these shortcomings, we propose a dissimilarity mea-
sure that is defined based on geometric overlaps between the
distributions of coefficient estimates regardless of the orienta-
tions. Another advantage of the proposed dissimilarity measure
is the ability to achieve good clustering performance without
making any assumption on the error distribution as the measure
is defined on confidence regions however they are constructed,
whereas the Mahalanobis distance is only optimal for clustering
data from Gaussian distributions.
Our dissimilarity measure considers the geometrical overlap
of uncertainties associated with coefficient estimates which de-
fine a (1 − α)% confidence region. This confidence region is
represented by an ellipsoid with parameters µ and Ψ; they rep-
resent the center of the ellipsoid defined by the point estimates,
and its orientation and size which are defined by the covariance
matrix between estimates. In the computation of the proposed
dissimilarity measure, we consider part of the joint distribution
that is determined by the significance level α. Optimal clus-
tering performance is expected before the confidence region
reaches the 100% confidence level. In principle, the free pa-
rameter α could be tuned by computation procedures with a
proxy measure for clustering performance.
The advantage of the ellipsoid dissimilarity measure is the
ability to identify clusters from all possible values of an esti-
mate rather than producing results that are restricted to single
values obtained from point estimates. Therefore, outcomes of
clustering using the ellipsoid confidence regions are expected
to be more stable than the clustering using conventional dis-
similarity measures. We test the performance of the proposed
ellipsoid dissimilarity measure on simulated data from bivariate
Gaussian distributions and on coefficient estimates from vector
autoregression models.
This paper is structured as follows: Section 2 and 3 describe
in detail the proposed ellipsoid based dissimilarity measure.
Section 4 includes the outcomes of the simulation studies. In
Section 5, we test the performance of the proposed measure
on a benchmark dataset of control charts. Finally we present a
summary including directions for future work, in Section 6.
2. Geometrical representation for uncertainty
Assume a vector of coefficients βˆ ∈ Rp is estimated by fitting
a statistical model to some data. The uncertainty associated
with the estimate βˆ is represented by the estimated covariance
matrix Ψ̂ ∈ Rp×p, where Ψ̂ is a positive definite matrix.
2.1. Confidence interval ellipsoids
In the proposed approach of incorporating uncertainty in the
dissimilarity measure, the uncertainty of coefficient estimates is
geometrically represented by an ellipsoid E(µ, Ψ̂) defined by,
E(µ, Ψ̂) : {(x − µ)T (cΨ̂)−1(x − µ) ≤ 1}, (1)
where the center of the ellipsoid is the point estimate µ = βˆ
under the model and the size and orientation are defined by the
estimated covariance matrix Ψ̂. Computations of principal axes
and radii of ellipsoids are involved in the computation of the
dissimilarity measure, in which principal axes are defined by
the eigenvectors of cΨ̂ denoted by {vi}pi=1 and radii are obtained
from the corresponding eigenvalues {λi}pi=1 by { 1√λi }
p
i=1 [6].
3That is, ellipsoids are constructed to represent confidence
regions for simultaneous inference about the coefficients βˆ =
(b1, . . . , bp). These confidence regions are controlled by the
scalar multiplier c = tτ,1−α/2, that is the quantile of t-distribution
where τ = n − p − 1. For example, when n > 30, p = 2 and
c = 1, the representation of an ellipsoid in two-dimension de-
fines an ellipse which corresponds to a 0.84 confidence region
for the inference on (b1, b2), as shown in Figure 2. Note that the
true values of (b1, b2) can be anywhere inside the ellipse.
Typically, the projections of ellipsoids on the coordinate axes
define the confidence intervals for the individual coefficient by,
b j ± tτ,1−α/2 S b j , j = 1, . . . , p. (2)
The confidence interval level in Equation (2) corresponds to
(1 − α)% quantile of t-distribution, where S b j is an estimate of
σb j the square root of the uncertainty associated with b j in the
diagonal of Ψ̂.
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Fig. 2. Geometrical representation of confidence region of coefficient esti-
mates βˆ = (b1, b2), which is defined by the corresponding covariance ma-
trix estimate Ψ̂.
However, the previous multiplier c defines the individual (1−
α)% confidence intervals for βˆ but the joint confidence level
is reduced to (1 − pα)%. In order to increase the confidence
level for joint inference, Bonferroni confidence intervals [12]
can be constructed. Bonferroni’s adjustment to the significance
level for the inference about the individual parameter is 1 −
α/(2p) to obtain a (1 − α)% conservative confidence region for
the joint inference on βˆ = (b1, . . . , bp). Thus, we only need
to replace the multiplier tτ,1−α/2 by tτ,1−α/(2p) in Equation (1) to
achieve the required level of confidence. Notice that the volume
of the ellipsoid with Bonferroni’s adjustment is larger than the
ellipsoid representation with the standard t-multiplier.
3. Clustering with uncertainty
Assume the set of n objects to be clustered is defined by vec-
tors of coefficients βˆi ∈ Rp, i = 1, . . . , n and the associated
covariance matrices Ψ̂i, i = 1, . . . , n. Here we assume the coef-
ficient estimates βˆ1, . . . , βˆn are independent such that βˆi ⊥ βˆ j ∀
i , j. These coefficients will be divided into k clusters, denoted
by C1, . . . ,Ck.
Incorporating the uncertainty associated with point estimates
in the clustering process is desired to mitigate the imprecision
and inconsistency in the conventional cluster assignments, as
illustrated in Figure 1. The proposed dissimilarity measure
utilises the ellipsoid representation of the joint confidence re-
gion for βˆi which provides more informative inference about
coefficients rather than the firm inference given by point esti-
mates. The ellipsoid dissimilarity measure assumes two objects
are similar to each other if there is an overlap between the cor-
responding joint confidence regions. The larger the overlap, the
higher the degree of similarity between those objects. In con-
trast, if the joint confidence regions are not overlapping, objects
are considered to be dissimilar and they are more likely to be
assigned to different clusters.
3.1. Overlap as a dissimilarity measure
For a given ellipsoid representations of uncertainties
E1, . . . ,En corresponding to the estimates βˆ1, . . . , βˆn, the dis-
similarity between each pair of coefficient estimates will be re-
lated to the volume of the overlap region of the correspond-
ing ellipsoids. The proposed ellipsoid based dissimilarity mea-
sure is defined based on ri, j, the ratio of the overlapping hyper-
volume, VEi∩E j , between each pair (Ei,E j),
ri, j ≡
VEi∩E j
VEi + VE j − VEi∩E j
, i , j, VEi ,VE j > 0. (3)
where 0 ≤ ri, j ≤ 1 and VEi ,VE j are the hyper-volumes of el-
lipsoids Ei and E j, respectively. Here, we define a set of vol-
umetric dissimilarity measures d1, d2, d3, d4 and d5, which sat-
isfy the property d(Ei,E j) = 0 ⇔ Ei = E j (i.e. ri, j = 1). The
proposed measures are symmetric, d(Ei,E j) = d(E j,Ei). In ad-
dition, some of these measures have shown in computational
studies that they satisfy the triangle inequality and therefore are
metric such as d1 and d3, whereas d2, d4 and d5 violate the trian-
gle inequality. Having the overlap volume ri, j on a ratio scale,
the analogous dissimilarity measure can be defined by,
d1(Ei,E j) = 1 − ri, j, i , j, (4)
where 0 ≤ d1(Ei,E j) ≤ 1. However for most simulated data
sets, ellipsoids representing data objects are mostly not identi-
cal, typically ri, j < 1. In such cases, the distribution of d1 will
be altered, and hence the clustering outcomes will be affected
because some clustering algorithms are sensitive to the distri-
butions of dissimilarity measures such as the k-means partition-
ing method. Here we define alternative ellipsoid dissimilarity
formulas, d2 and d3, which are analogous to d1. Those dissim-
ilarities alter the distribution of d1. The ellipsoid dissimilarity
measure d2 is better applied when max
1≤q,s≤n
(rq,s) << 1,
d2(Ei,E j) = max
1≤q,s≤n
(rq,s) − ri, j, i , j and q , s, (5)
and,
d3(Ei,E j) =
√
1 − ri, j, i , j. (6)
We note that some source of skewness might occur and af-
fects the distribution of d1, d2 and d3. This severe skewness may
4be as a consequence of a high proportion of small overlapping
ratios, therefore other transformations are required. Alternative
formulas are introduced in Equations (7) and (8) which adjust
the dissimilarity distribution, where ε is a very small quantity;
relative machine precision is added to avoid taking log of zero
or division by zero.
d4(Ei,E j) = −log(ri j + ε), ε > 0. (7)
d5(Ei,E j) = 1(ri, j + ε) − 1, ε > 0. (8)
It is these new dissimilarity measures that are the subject of
this paper, and they have shown superior performance through
extensive simulations as presented in the next section. How-
ever, the proposed dissimilarity measures involve heavy Monte
Carlo computations to obtain the overlapping hyper-volume
[13], as we note there is no closed form solution to compute the
exact hyper-volumes of intersections of ellipsoids. In order to
reduce the Monte Carlo computation, a form of rejection sam-
pling is used to generate samples from the uniform distribution
of the bounded hyper-rectangle over the overlapping region.
3.2. Cluster performance assessment
An intuitive approach to assess clustering performance is by
comparing the true cluster labels with the predicted cluster as-
signments. In fact, this is only possible in those special cases,
such as simulation studies, where this true cluster label is avail-
able. However, in real data applications when cluster labels
are unknown, the evaluation of clustering performance becomes
difficult and other assessment criteria are required, such as the
Silhouette width [14] and the Dunn index [5].
The performance of the proposed dissimilarity measure in
this context is assessed by the Jaccard indexJ , 0 ≤ J ≤ 1 [16],
which measures the degree of similarity between a true cluster
C and the predicted clusterC′. A high value of the Jaccard index
is an indication of high rate of correct cluster assignments. The
Jaccard index is defined as,
J(C,C′) = n11
n11 + n01 + n10
, (9)
here, n11 is the number of pairs that are in the same cluster in C
and C′. n10 is the number of pairs that are in the same cluster in
C and in different clusters in C′, and n01 is the number of pairs
that are in different cluster in C and in the same cluster in C′.
4. Simulation
The performance of the proposed ellipsoid based dissimi-
larity measure was tested on two simulation studies. In the
first simulation, we cluster model coefficients βˆi, i = 1, . . . , n,
that are generated from Gaussian distributions. In this study,
for the purpose of demonstration we present results of cluster-
ing coefficients generated from bivariate Gaussian distributions.
The second simulation study involves generation of actual data
points of time series data. The time series data were simulated
using vector autoregression models (VAR) [15]. Then, model
coefficients of the simulated data were estimated by VAR(1)
models and clustered using the ellipsoid dissimilarity mea-
sure. Results are presented from constructing clusters on two-
dimensioned VAR coefficients (b1, b3) and four-dimensioned
VAR coefficients βˆ = (b1, b2, b3, b4).
The performance of clustering with uncertainty using our
new ellipsoid dissimilarity measure was compared against con-
ventional clustering using the Euclidean distance defined as,
dE(βˆi, βˆ j) = ‖βˆi − βˆ j‖2, i , j, (10)
and we also compare the proposed dissimilarity measure
against the Mahalanobis distance measure defined as,
dM(βˆi, βˆ j) =
√
(βˆi − βˆ j)T (Ψˆi + Ψˆ j)−1(βˆi − βˆ j), i , j. (11)
The Mahalanobis distance dM(βˆi, βˆ j) also incorporates the
uncertainty in the computation of dissimilarity such that higher
weight is imposed on objects having distributions with different
orientations, as mentioned earlier in the introduction.
Clusters are identified using the well-known k-medoid par-
titioning cluster algorithm ([4], [7]). The algorithm starts by
initalising the centre of each cluster randomly. Then, objects
are assigned to the nearest centroid. The clustering algorithm
alternates over the two steps until an objective function is opti-
mised. The centre of cluster in k-medoid is represented by one
object which is the medoid of cluster Eµ however the centre of
ellipsoid representations is implicitly defined in the clustering
algorithm. The objective function for partitioning clustering us-
ing the proposed measure is the minimisation of the sum of the
mean ellipsoid dissimilarities within clusters as defined below,
minC1,...,Ck
k∑
l=1
nl∑
i, j=1
d(Ei,E j)
nl
, i, j ∈ Cl. (12)
Throughout the simulation studies the number of clusters k
is assumed to be known and fixed to k = 3. The proposed ap-
proach was tested on multiple cluster structures at various confi-
dence levels (1−α) and also was applied to the k-means cluster
algorithm [4](see supplementary material). The outcomes of
the simulation studies are presented based on an average over
100 samples randomly drawn in each experiment.
4.1. Gaussian Simulation
In this simulation, we assume model coefficients are esti-
mated by maximum likelihood, therefore the corresponding co-
variance of the estimated coefficients is inverse Wishart dis-
tributed with a predefined scale matrix Σ and m degree of free-
dom,
Ψ ∼ IW(m,Σ).
Three different samples S 1, S 2 and S 3 are generated from
bivariate Gaussian distributions as follows; S 1 ∼ N(µ1,Ψi),
S 2 ∼ N(µ2,Ψi) and S 3 ∼ N(µ3,Ψi), where µ j ∈ R2 for
j = 1, 2, 3. The associated uncertainty for each object is defined
by the covariance matrix Ψi, such that Ψ1, . . . ,Ψn are mutually
independent. This simulation is repeated 100 times and results
are presented from their average.
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Fig. 3. The effect of confidence level on the proportion of NO overlap between ellipsoids in Gaussian simulation. The mean is computed from 100 samples.
On the y-axes, ’Prop NO overlap’ means the proportion of pairs of objects with NO overlap between ellipsoids, and ’Ratio of prop of NO overlap’ means
the ratio of proportion of NO overlap within clusters to the proportion of NO overlap between clusters.
We provide interpretations of the behaviour of the proposed
dissimilarity measures. Figure 3 demonstrates the effect of con-
fidence levels (1−α) on the overlapping ratio ri, j within clusters
and between clusters. From this figure the homogeneity of clus-
ters is measured by the proportion of overlapping f confidence
ellipses within clusters to the overlapping between clusters. An
optimal level of homogeneity is obtained when overlapped ar-
eas of confidence regions are maximised within clusters and
minimised between clusters. Typically, we expect the propor-
tion of no overlapping between confidence ellipses decreases
with an increase of confidence level. Notice that a very small
confidence level, (1 − α)→ 0, might result in zero overlapping
between objects within clusters, i.e. ri, j → 0. Consequently, the
ellipse dissimilarity fails to recover the true cluster structures.
At the other extreme, the ellipse dissimilarity measure fails with
very large confidence levels, since confidence ellipses overlap
with each others. An example of homogeneous clusters in the
Gaussian simulation is presented in the last plot of Figure 3,
where a significant decrease in the ratio of zero-overlap propor-
tion within clusters to zero-overlap proportion between clusters
is clearly apparent.
The performance of the ellipsoid dissimilarity was evaluated
for various sample sizes in each simulation, n = 30, 60, 150
and 300 and reported in Table 1. These results demonstrate
the superiority of the ellipsoid dissimilarity measures over the
competing measures. In particular, the ellipsoid dissimilarity
d4 performs the best in most simulations. It seems though there
is no significant difference in the cluster performance between
sample sizes and therefore we will present results using n = 30
in the remainder of this paper.
Figure 4 presents the clustering performance of the ellip-
soid dissimilarity measures and the conventional measures for
n = 30 and α ∈ [0.01, 1 × 10−15]. In k-medoid clustering, the
ellipse based dissimilarity measures d1, d2, d3, d4 and d5 out-
perform Euclidean distance and the Mahalanobis distance over
the entire range of α. We note the sharp drop in the clustering
performance of the proposed measure as (1 − α)% → 100%,
Table 1. Mean of the Jaccard index using k-medoid clustering in Gaussian
simulation for different sample sizes n, where number of objects are equal
in each cluster Ci, i = 1, 2, 3.
n = 30 n = 60 n = 150 n = 300
α 0.01 1 ×
10−15
0.01 1 ×
10−15
0.01 1 ×
10−15
0.01 1 ×
10−15
d1 0.8863 0.8798 0.9035 0.9191 0.8940 0.9185 0.9116 0.9333
d2 0.8863 0.8798 0.9035 0.9191 0.8940 0.9185 0.9116 0.9333
d3 0.8877 0.8789 0.9019 0.9162 0.8927 0.9176 0.9127 0.9334
d4 0.8864 0.8894 0.9089 0.9223 0.9005 0.9055 0.9076 0.9155
d5 0.8608 0.8314 0.8286 0.8098 0.7402 0.7616 0.6494 0.8648
dE 0.7908 0.7908 0.7796 0.7796 0.7603 0.7603 0.7996 0.7996
dM 0.8369 0.8369 0.8070 0.8070 0.7275 0.7275 0.7516 0.7516
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Fig. 4. Mean of Jaccard index over 100 iterations for ellipse based dissim-
ilarity measures and conventional distance measures using k-medoid clus-
tering algorithm.
6when ellipsoid dissimilarities compute the overlap between the
contours of object densities.
4.2. Time series simulation
This simulation includes generation of 30 bivariate regularly-
spaced time series of varying integer length T ∈ (24, 36) from
three different vector autoregression processes (VAR) that de-
fine three clusters Ci for i = 1, 2, 3, each having a coefficient
vector βi = (b1, b2, b3, b4). The initial values of VAR coeffi-
cients for each cluster Ci are randomly chosen such that they
satisfy the unit root assumption for stationary time series [15].
The simulated data are then fitted to a vector autoregression
model of order 1 defined by,(
y1,t
y2,t
)
=
(
b1 b2
b3 b4
) (
y1,t−1
y2,t−1
)
+
(
1,t
2,t
)
,
where (y1,t, y2,t)T is a vector of bivariate time series values
at time t, and (1,t, 2,t)T is a vector of white noise process with
mean µ and covariance matrix Σ . The corresponding vector of
coefficients β = (b1, b2, b3, b4) are estimated by maximum like-
lihood [10], and the associated uncertainties with the coefficient
estimates are defined by a 4 × 4 covariance matrix Ψ.
Each time series object is represented by the joint confidence
region of VAR coefficient estimates E(βˆ,Ψ). Recall, the ellip-
soid dissimilarity measure considers the Benferonni adjustment
to preserve the desired confidence level of at least (1 − α) for
simultaneous inference about β.
First, we report the performance of the proposed dissimilar-
ity measure in clustering the coefficient estimates (b1, b3). With
respect to the effect of the ratio of zero-overlapping on the clus-
tering performance, we demonstrate the relationship in Figure
5. As expected, the clustering performance of the ellipsoid mea-
sures d1, d2, d3, d4 and d5 gradually decreases with the increase
of the zero-overlapping ratio in k-medoid clustering. As can
be seen in Figure 6, the mean of the Jaccard index for ellip-
soid dissimilarity measures over 100 different samples using
k-medoid clustering is significantly higher than clustering us-
ing Euclidean and Mahalanobis distances. Since Euclidean and
Mahalanobis distances are independent of α, the mean values
of those measures over the range of α are plotted in Figure 6.
We also consider how the new measure behaves for higher
dimensional problems. To explore this, we performed some ex-
periments on four-dimensional VAR coefficient estimates βˆ =
(b1, b2, b3, b4). The results of these experiments show that once
again ellipsoid dissimilarity measures obtain good clustering
performance as displayed in Figure 7. The best performance is
clearly obtained with the very small values of α around 10−13.
This can be understood by the geometrical properties of data
distributions in high dimensional space as data objects become
sparse. In addition, the volumes of distributions decrease ex-
ponentially with the increase of dimensions [1]. The closest
competitor using k-medoid clustering is Mahalanobis distance
but the overall highest Jaccard index values are obtained by the
ellipsoid based dissimilarity measures d1, d2, d3 and d4. Over-
all, by comparing Jaccard index in k-medoid and k-means clus-
tering (see supplementary material), we can conclude that the
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Fig. 5. The effect of overlapping ratios on the clustering performance us-
ing k-medoid clustering method for time series data in VAR simulation.
Results are based on 100 iterations.
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Fig. 6. The performance of ellipsoid dissimilarity measures on two-
dimension: k-medoid cluster of 30 bivariate time series in VAR simulation,
each cluster includes 10 time series. Cluster results are presented based on
the mean of the Jaccard index from 100 iterations.
highest value of Jaccard index is obtained by the proposed el-
lipsoid dissimilarity measures.
In general, Euclidean and Mahalanobis distances compete
with the proposed ellipsoid dissimilarity measures when all
confidence regions in the sample Ei(βˆ,Ψi) for i = 1, . . . , n, are
spherical, in such cases the corresponding covariance matrices
Ψi = σ
2I are diagonal, where σ2 = σ12 = . . . = σp2.
5. Control chart benchmark dataset (CHART)
We test the performance of the proposed measures on the
CHART dataset that is available on the UCI website [9]. This
data has been frequently used in the time series clustering litera-
ture, as in [2, 17, 18, 19]. It consists of 600 time series examples
from 6 different classes. Each time series has 60 time points.
By fitting an autoregression model AR(2) to each univariate
time series, we obtain a vector of coefficients βˆ = (b0, b1, b2).
Table2 shows a comparison of the Jaccard index for cluster-
ing the AR coefficients using the ellipsoid dissimilarity mea-
sures and the conventional measures. From these results, it can
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Fig. 7. The performance of the ellipsoid dissimilarity measures on four-
dimension: k-medoid cluster of 30 bivariate time series in VAR simulation,
each cluster includes 10 time series. Cluster results are presented based on
the mean of the Jaccard index from 100 iterations.
be observed that the ellipsoid dissimilarity d5 in k-medoid and
d4 in k-means were able to identify the differences between the
6 classes better than the conventional measures. In addition,
this performance is better than the highest Jaccard index ob-
tained by the Support Vector Clustering (SVC) method in [2]
for the clustering of the 6 classes; J = 0.6250. It is worth men-
tioning that these time series are difficult to distinguish and an
optimum Jaccard value is hard to achieve.
Table 2. The Jaccard index for clustering the CHART dataset using the
ellipsoid dissimilarity measures with α = 0.007, Euclidean distance, Maha-
lanobis distance.
d1 d2 d3 d4 d5 dE dM
k-medoids 0.6231 0.6231 0.6231 0.6153 0.6431 0.5821 0.6266
k-means 0.5429 0.5369 0.5471 0.6868 0.6819 0.5687 0.6410
6. Summary
In summary, we have shown that not including error infor-
mation in the clustering process may result in unreliable and
inconsistent cluster assignments. To overcome this problem,
we proposed a new measure for defining dissimilarities be-
tween data points which incorporates error information asso-
ciated with data objects. It is defined based on the geometrical
overlap between ellipsoid confidence regions. The novelty of
the proposed measure is that it only considers part of the data
distributions determined by confidence levels. We evaluated the
performance of the proposed dissimilarity measures which have
shown significant improvements in clustering accuracy over the
conventional Euclidean and Mahalonobis distance measures.
One weakness of the ellipsoid dissimilarity is that it fails to
uncover the true clusters when there is a high degree of overlap
between confidence regions for the entire data, so that the over-
lapping between clusters are greater than the overlapping within
clusters. In such circumstances, the ellipsoid measure performs
badly but it never perform much worse than Euclidean or Ma-
halanobis distances. We have shown that the ellipsoid measure
tends to have good performance for many values of α, so unless
optimality is an issue, we can make a recommendation for a de-
fault. Another weakness of the new measure is the heavy com-
putations using Monte Carlo estimates for the overlapping re-
gions which might be inaccurate unless additional Monte Carlo
replicates are performed.
Finally, we suggest that the proposed dissimilarity measure
can be applied directly to real data points when error informa-
tion is available. Further work aims to develop the ellipsoid
dissimilarity measure to cluster data or parameters with uncer-
tainty when dimensions of data distributions are varied, such as
clustering VAR(1) and VAR(2) coefficients together.
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