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Abstract
In this paper, we investigate the convergence order in probability of a novel ergodic numerical
scheme for damped stochastic nonlinear Schro¨dinger equation with an additive noise. Theoreti-
cal analysis shows that our scheme is of order one in probability under appropriate assumptions
for the initial value and noise. Meanwhile, we show that our scheme possesses the unique
ergodicity and preserves the discrete conformal multi-symplectic conservation law. Numerical
experiments are given to show the longtime behavior of the discrete charge and the time average
of the numerical solution, and to test the convergence order, which verify our theoretical results.
AMS subject classification: 37M25, 60H35, 65C30, 65P10.
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1 Introduction
We consider the following weakly damped stochastic nonlinear Schro¨dinger (NLS) equation with
an additive noise (see also [5, 8])
dψ − i(∆ψ + iαψ + λ|ψ|2ψ)dt = QdW, t ≥ 0, x ∈ [0, 1] ⊂ R,
ψ(t, 0) = ψ(t, 1) = 0,
ψ(0, x) = ψ0(x)
(1.1)
with a complex-valued Wiener process W defined on a filtered probability space (Ω,F , {Ft}t≥0,P),
a linear positive operator Q on L2 := L2(0, 1) and λ = ±1. α > 0 is the absorption coefficient,
 ≥ 0 describes the size of the noise. In addition, Q is assumed to commute with ∆ and satisfies
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Qek =
√
ηkek, which {ek}k≥1 is an eigenbasis of ∆ with Dirichlet boundary condition in L20 :=
L20(0, 1). Throughout the paper, the subscript 0 represents the homogenous boundary condition.
Some additional assumptions on Q will be given bellow. The Karhunen–Loe`ve expansion yields
QW (t, x) =
∞∑
k=0
√
ηkek(x)βk(t), t ≥ 0, x ∈ [0, 1],
where βk = β
1
k + iβ
2
k with β
1
k and β
2
k being its real and imaginary parts, respectively. In addition,
we assume that {βik}k≥1,i=1,2 is a family of R-valued independent identified Brownian motions.
As is well known, for the deterministic cubic NLS equation, the charge of the solution is a
constant, i.e., ‖ψ(t)‖L2 = ‖ψ0‖L2 . However, for (1.1) with a damped term and an additive noise in
addition, the charge is no longer preserved and satisfies (see Proposition 2.1 in Section 2)
E‖ψ(t)‖2L2 = e−2αtE‖ψ0‖2L2 +
2η
α
(1− e−2αt), (1.2)
where η :=
∑∞
k=1 ηk <∞. From this equation, it can be seen that the damped term is necessary to
ensure the uniform boundedness of the solution in stochastic case, which also ensures the existence
of invariant measures. Indeed, if α = 0 and  6= 0, the L2 norm grows linearly in time. Moreover,
if there exists a unique invariant measure µ which satisfies
lim
T→∞
1
T
∫ T
0
Ef(ψ(s))ds =
∫
H10
fdµ, ∀ f ∈ Cb(H10 ) (1.3)
with H10 := H
1
0 (0, 1), we say that the random process ψ(t) is uniquely ergodic [8]. The interested
readers are referred to [6, 8] and references therein for the study of ergodicity with respect to the
exact solution of stochastic PDEs. We also refer to [1,13,15,16] for the study of ergodicity as well
as approximate error with respect to numerical solutions of stochastic ODEs and to [2–4] for those
of parabolic stochastic PDEs. For damped stochastic NLS equation (1.1), the authors in [8] prove
both the existence and the uniqueness of the invariant measure, and [5] presents an ergodic fully
discrete scheme which is of order 2 in space for λ = 0 or ±1 and order 12 in time for λ = 0 or −1
in the weak sense.
The main goal of this work is to construct a fully discrete scheme of (1.1) which could inherit
both the unique ergodicity and some other internal properties of the original equation, e.g., confor-
mal multi-symplectic property (see [14] for a detailed description in deterministic case), and to give
the optimal convergence order of the proposed scheme in probability. To this end, we first apply
the central finite difference scheme to (1.1) in spatial direction to get a semi-discretized equation,
whose solution is shown to be symplectic and uniformly bounded. Then, a splitting technique is
used to discretize the semi-discretized equation and obtain an explicit fully discrete scheme. We
show that the proposed scheme possesses a conformal multi-symplectic conservation law with its
solution uniformly bounded. Thanks to the non-degeneracy of the additive noise, the numerical so-
lution is also shown to be irreducible and strong Feller, which yields the uniqueness of the invariant
measure. Due to the fact that the nonlinear term of (1.1) is not global Lipschitz, it is particularly
challenging and difficulty to analyze the convergence order of the proposed scheme. Motivated
by [7, 12], we construct a truncated equation with a global Lipschitz nonlinear term such that the
proposed scheme applied to the truncated equation shows order one in mean-square sense under
appropriate hypothesis on initial value and noise. We then construct a submartingale based on
2
which we finally derive convergence order one in probability for the original equation in temporal
direction. To the best of our knowledge, there has been no work in the literature which constructs
schemes with both ergodicity and conformal multi-symplecticity to (1.1).
The rest of the paper is organized as follows. We show the conformal multi-symplecticity and
the charge evolution for (1.1) in section 2. In section 3, we construct a fully discrete scheme, which
could inherit both the ergodicity and the conformal multi-symplecitcity of the original system. In
section 4, we introduce a truncated equation, based on which we derive convergence order one in
probability for the proposed scheme. Numerical experiments are carried out in section 5 to verify
our theoretical results.
2 Damped stochastic NLS equation
This section is devoted to investigate the internal properties of (1.1). We define the space-time
white noise χ˙ = dWdt , set ψ = p + iq, χ˙ = χ˙1 + iχ˙2 with p, q, χ˙1 =
dW1
dt and χ˙2 =
dW2
dt being
real-valued functions, and rewrite (1.1) as pt + qxx + αp+ λ(p
2 + q2)q = Qχ˙1,
−qt + pxx − αq + λ(p2 + q2)p = −Qχ˙2.
(2.1)
Denoting v = px, w = qx, z = (p, q, v, w)
T , above equations can be transformed into a compact
form
Mdtz +K∂xzdt = −αMzdt+∇S0(z)dt+∇S1(z) ◦ dW1 +∇S2(z) ◦ dW2, (2.2)
where
M =

0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 , K =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

and
S0(z) = −λ
4
(p2 + q2)2 − 1
2
(v2 + w2), S1(z) = Qq, S2(z) = −Qp.
In the sequel, we use the notations L2 := L2(0, 1), Hp := Hp(0, 1) and denote the domain of
operators ∆
p
2 with Dirichlet boundary condition by
H˙p := D(∆
p
2 ) =
{
u ∈ L20
∣∣∣∣‖u‖H˙p := ‖∆ p2u‖L2 = ∞∑
k=1
(kpi)p|(u, ek)|2 ≤ ∞
}
, p ≥ 1
with (u, v) :=
∫ 1
0 u(x)v(x)dx for all u, v ∈ L2 and ek(x) =
√
2 sin(kpix). Furthermore, we denote
the set of Hilbert-Schimdt operators from L2 to H˙p by Lp2 with norm
‖Q‖Lp2 :=
∞∑
k=1
‖Qek‖2H˙p , p ≥ 1.
Without pointing out, the equations below hold in the sense P-a.s. We now prove that (1.1)
possesses the stochastic conformal multi-symplectic structure, whose definition is also given in the
following theorem.
3
Theorem 2.1. Eq. (1.1) is a stochastic conformal multi-symplectic Hamiltionian system, and
preserves the stochastic conformal multi-symplectic conservation law
dtω(t, x) + ∂xκ(t, x)dt = −αω(t, x)dt,
which means ∫ x1
x0
ω(t1, x)dx−
∫ x1
x0
ω(t0, x)dx+
∫ t1
t0
κ(t, x1)dt−
∫ t1
t0
κ(t, x0)dt
= −
∫ x1
x0
∫ t1
t0
αω(t, x)dtdx,
(2.3)
where ω = 12dz ∧Mdz and κ = 12dz ∧Kdz are two differential 2-forms associated with two skew-
symmetric matrices M and K.
Proof. To simplify the proof, we denote (z1, z2, z3, z4) := (p, q, v, w) = z
T and (zl)
x
t := zl(t, x) for
l = 1, 2, 3, 4. Noticing that ω = dz2 ∧ dz1 and κ = dz1 ∧ dz3 + dz2 ∧ dz4, thus we have∫ x1
x0
ω(t1, x)dx−
∫ x1
x0
ω(t0, x)dx
=
∫ x1
x0
[
d(z2)
x
t1 ∧ d(z1)xt1 − d(z2)xt0 ∧ d(z1)xt0
]
dx
=
∫ x1
x0
[(
4∑
l=1
∂(z2)
x
t1
∂(zl)
x0
t0
d(zl)
x0
t0
)
∧
(
4∑
i=1
∂(z1)
x
t1
∂(zi)
x0
t0
d(zi)
x0
t0
)
−
(
4∑
l=1
∂(z2)
x
t0
∂(zl)
x0
t0
d(zl)
x0
t0
)
∧
(
4∑
i=1
∂(z1)
x
t0
∂(zi)
x0
t0
d(zi)
x0
t0
)]
dx
=
4∑
l=1
4∑
i=1
[∫ x1
x0
(
∂(z2)
x
t1
∂(zl)
x0
t0
∂(z1)
x
t1
∂(zi)
x0
t0
− ∂(z2)
x
t0
∂(zl)
x0
t0
∂(z1)
x
t0
∂(zi)
x0
t0
)
dx
]
d(zl)
x0
t0
∧ d(zi)x0t0
= :
4∑
l=1
4∑
i=1
Hl,i(t1, x1)d(zl)x0t0 ∧ d(zi)x0t0 ,
(2.4)
where Hl,i(t1, x1) =
∫ x1
x0
(
∂(z2)xt1
∂(zl)
x0
t0
∂(z1)xt1
∂(zi)
x0
t0
− ∂(z2)
x
t0
∂(zl)
x0
t0
∂(z1)xt0
∂(zi)
x0
t0
)
dx. Similarly, we obtain
∫ t1
t0
κ(t, x1)dt−
∫ t1
t0
κ(t, x0)dt
=
4∑
l=1
4∑
i=1
[∫ t1
t0
(
− ∂(z1)
x1
t
∂(zi)
x0
t0
∂(z3)
x1
t
∂(zl)
x0
t0
+
∂(z1)
x0
t
∂(zi)
x0
t0
∂(z3)
x0
t
∂(zl)
x0
t0
− ∂(z2)
x1
t
∂(zl)
x0
t0
∂(z4)
x1
t
∂(zi)
x0
t0
+
∂(z2)
x0
t
∂(zl)
x0
t0
∂(z4)
x0
t
∂(zi)
x0
t0
)
dt
]
d(zl)
x0
t0
∧ d(zi)x0t0
= :
4∑
l=1
4∑
i=1
Ml,i(t1, x1)d(zl)x0t0 ∧ d(zi)x0t0
(2.5)
4
and ∫ x1
x0
∫ t1
t0
αω(t, x)dtdx =2α
4∑
l=1
4∑
i=1
[∫ x1
x0
∫ t1
t0
(
∂(z2)
x
t
∂(zl)
x0
t0
∂(z1)
x
t
∂(zi)
x0
t0
)
dtdx
]
d(zl)
x0
t0
∧ d(zi)x0t0
= : 2α
4∑
l=1
4∑
i=1
Nl,i(t1, x1)d(zl)x0t0 ∧ d(zi)x0t0 . (2.6)
Adding (2.4), (2.5) and (2.6) together, we can find out that equation (2.3) holds if
Hl,i(t1, x1) +Ml,i(t1, x1) + 2αNl,i(t1, x1) = 0 (2.7)
for any l, i = 1, 2, 3, 4, t1 ∈ R+ and x1 ∈ R. In fact, rewritting (2.1) as
dtz1 =− ∂x(z4)dt− αz1dt+ ∂S0(z)
∂z2
dt+ QdW1,
dtz2 =∂x(z3)dt− αz2dt− ∂S0(z)
∂z1
dt+ QdW2
and taking partial derivatives with respect to (zi)
x0
t0
and (zl)
x0
t0
respectively, we have
dt
∂(z1)
x
t
∂(zi)
x0
t0
=− ∂
∂x
∂(z4)
x
t
∂(zi)
x0
t0
dt− α ∂(z1)
x
t
∂(zi)
x0
t0
dt+
4∑
l=1
∂S1(z)
∂(z2)xt ∂(zl)
x
t
∂(zl)
x
t
∂(zi)
x0
t0
dt,
dt
∂(z2)
x
t
∂(zl)
x0
t0
=
∂
∂x
∂(z3)
x
t
∂(zl)
x0
t0
dt− α ∂(z2)
x
t
∂(zl)
x0
t0
dt−
4∑
i=1
∂S1(z)
∂(z1)xt ∂(zi)
x
t
∂(zi)
x
t
∂(zl)
x0
t0
dt.
Furthermore,
dt1Hl,i(t1, x1) =
∫ x1
x0
∂(z1)
x
t1
∂(zi)
x0
t0
dt1
(
∂(z2)
x
t1
∂(zl)
x0
t0
)
+
∂(z2)
x
t1
∂(zl)
x0
t0
dt1
(
∂(z1)
x
t1
∂(zi)
x0
t0
)
dx
=
∫ x1
x0
∂(z1)
x
t1
∂(zi)
x0
t0
(
∂
∂x
∂(z3)
x
t1
∂(zl)
x0
t0
− α∂(z2)
x
t1
∂(zl)
x0
t0
)
dt1dx
−
∫ x1
x0
∂(z2)
x
t1
∂(zl)
x0
t0
(
∂
∂x
∂(z4)
x
t1
∂(zi)
x0
t0
+ α
∂(z1)
x
t1
∂(zi)
x0
t0
)
dt1dx
=
∂(z1)
x1
t1
∂(zi)
x0
t0
∂(z3)
x1
t1
∂(zl)
x0
t0
− ∂(z1)
x0
t1
∂(zi)
x0
t0
∂(z3)
x0
t1
∂(zl)
x0
t0
− ∂(z2)
x1
t1
∂(zl)
x0
t0
∂(z4)
x1
t1
∂(zi)
x0
t0
+
∂(z2)
x0
t1
∂(zl)
x0
t0
∂(z4)
x0
t1
∂(zi)
x0
t0
− 2α
∫ x1
x0
∂(z1)
x
t1
∂(zi)
x0
t0
∂(z2)
x
t1
∂(zl)
x0
t0
dxdt1
=− dt1Ml,i(t1, x1)− 2αdt1Nl,i(t1, x1),
which together with the fact that Hl,i(t0, x1) +Ml,i(t0, x1) + 2αNl,i(t0, x1) = 0 yields (2.7). We
hence complete the proof.
Next, we show that the charge of the solution ψ(t), although it is not conserved anymore,
satisfies an exponential type evolution law.
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Proposition 2.1. Assume that E‖ψ0‖2L2 <∞, then the solution of (1.1) is uniformly bounded with
E‖ψ(t)‖2L2 = e−2αtE‖ψ0‖2L2 +
2η
α
(1− e−2αt). (2.8)
Proof. The Itoˆ’s formula applied to ‖ψ(t)‖L2 yields
d‖ψ(t)‖2L2 = −2α‖ψ(t)‖2L2dt+ 2<
[∫ 1
0
ψQdxdW
]
+ 22ηdt,
where <[·] denotes the real part of a complex value. Taking expectation on both sides of above
equation and solving the ordinary differential equation, we derive
E‖ψ(t)‖2L2 =e−2αt
(∫ t
0
22ηe2αsds+ E‖ψ0‖2L2
)
= e−2αtE‖ψ0‖2L2 +
2η
α
(1− e−2αt).
This concludes the proof.
We hence get the conclusion that, the damped stochastic NLS equation (1.1) possesses the
stochastic conformal multi-symplectic conservation law (2.3) with its solution being uniformly
bounded (2.8), as well as the unique ergodicity [8]. A natural question is how to construct nu-
merical schemes which could inherit the properties of (1.1) as many as possible, such as, stochastic
conformal multi-symplectic conservation law, uniform boundedness of the solution and the unique
ergodicity.
3 Ergodic fully discrete scheme
We now focus on the construction of schemes which could inherit the stochastic conformal multi-
symplecticity and the unique ergodicity.
3.1 Spatial semi-discretization
We apply central finite difference scheme to (1.1) and obtain
dψj − i
(
ψj+1 − 2ψj + ψj−1
h2
+ iαψj + λ|ψj |2ψj
)
dt = 
P∑
k=1
√
ηkek(xj)dβk(t),
ψ0(t) = ψJ+1(t) = 0,
ψj(0) = ψ0(xj),
(3.1)
where h is the uniform spatial step and ψj := ψj(t) is an approximation of ψ(xj , t) with xj = jh,
j = 1, 2, · · · , J and (J+1)h = 1. With notations Ψ = (ψ1, · · · , ψJ)T ∈ CJ , β = (β1, · · · , βP )T ∈ CP ,
F (Ψ) = diag{|ψ1|2, · · · , |ψJ |2}, Λ = diag{√η1, · · · ,√ηP },
A =

−2 1
1 −2 1
. . .
. . .
. . .
1 −2
 and σ =
 e1(x1) · · · eP (x1)... ...
e1(xJ) · · · eP (xJ)
 ,
6
we rewrite (3.1) into a finite dimensional stochastic differential equation dΨ− i
(
1
h2
AΨ + iαΨ + λF (Ψ)Ψ
)
dt = σΛdβ,
Ψ(0) = (ψ0(x1), · · · , ψ0(xJ))T .
(3.2)
In the sequel, we denote the 2-norm for vectors or matrices by ‖ · ‖, i.e., ‖v‖ =
(∑J
j=1 |vj |2
)1/2
for a vector v = (v1, · · · , vJ)T ∈ CJ and ‖A‖=‘the square root of the maximum eigenvalues of
ATA’ for a matrix A. The solution of (3.2) is uniformly bounded, which is stated in the following
proposition.
Proposition 3.1. Assume that E‖ψ0‖2L2 < ∞, then the solution Ψ of (3.2) is uniformly bounded
with
hE‖Ψ(t)‖2 ≤ e−2αthE‖Ψ(0)‖2 + 2
2η(P )
α
(1− e−2αt), (3.3)
where η(P ) :=
∑P
k=1 ηk.
Proof. Similar to the proof of Proposition 2.1, we apply Itoˆ’s formula to ‖Ψ(t)‖2 and obtain
d‖Ψ(t)‖2 = 2<[ΨTdΨ] + (σΛdβ)T (σΛdβ)
= −2α‖Ψ(t)‖2dt+ 2<[ΨT σΛdβ]
+ 2
J∑
j=1
( P∑
k=1
√
ηkek(xj)dβk
)T ( P∑
k=1
√
ηkek(xj)dβk
) .
(3.4)
Taking expectation on both sides of above equation leads to
dE‖Ψ(t)‖2 =− 2αE‖Ψ(t)‖2dt+ 22
J∑
j=1
P∑
k=1
ηke
2
k(xj)dt.
Thus, multiplying above equation by he2αt and taking integral from 0 to t leads to∫ t
0
he2αtdE‖Ψ(t)‖2 +
∫ t
0
2αhe2αtE‖Ψ(t)‖2dt = 22h
J∑
j=1
P∑
k=1
ηke
2
k(xj)
∫ t
0
e2αtdt.
Based on the fact that
∑J
j=1 e
2
k(xj) ≤ 2J ≤ 2h−1, we have
e2αthE‖Ψ(t)‖2 − hE‖Ψ(0)‖2 =
2h
α
(e2αt − 1)
J∑
j=1
P∑
k=1
ηke
2
k(xj)
≤2
2η(P )
α
(e2αt − 1)
(3.5)
which completes the proof.
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In addition, noticing that for h = 1/J and xj = jh, j = 1, · · · , J ,
E‖ψ0‖2L2 =E
J∑
j=1
∫ xj
xj−1
|ψ0(x)|2dx
= E
J∑
j=1
|ψ0(xj)|2h+O(h) = hE‖Ψ(0)‖2 +O(h),
we get the uniform boundedness under the assumption E‖ψ0‖2L2 <∞.
Remark 1. Scheme (3.1) is equivalent to the symplectic Euler scheme applied to (2.2), i.e.,
pj+1 − pj = hvj+1,
qj+1 − qj = hwj+1,
vj+1 − vj = h(qj)t + αhqj − h((pj)2 + (qj)2)pj − 
P∑
k=1
√
ηkek(xj)
dβ2k(t)
dt
,
wj+1 − wj = −h(pj)t − αhpj − h((pj)2 + (qj)2)qj + 
P∑
k=1
√
ηkek(xj)
dβ1k(t)
dt
.
3.2 Full discretization
To construct a fully discrete scheme, which could inherit the properties of (1.1), we are motivated
by splitting techniques. We drop the linear terms and stochastic term for the moment and consider
the following equation
dΨ(t)− iλF (Ψ(t))Ψ(t)dt = 0 (3.6)
first. Multiplying F (Ψ(t)) to both sides of (3.6) and taking the imaginary part, we obtain ‖Ψ(t)‖2 =
‖Ψ(0)‖2, which implies that F (Ψ(t)) = F (Ψ(0)). Thus, (3.6) is shown to possess a unique solution
Ψ(t) = eiλF (Ψ(0))tΨ(0).
For linear equation
dΨ(t)− i
(
1
h2
AΨ(t) + iαΨ(t)
)
dt = σΛdβ,
a modified mid-point scheme is applied to obtain its full discretization. Now we can define the
following splitting schemes initialized with Ψ0 = Ψ(0),
Ψn+1 = e−
1
2
ατ Ψ˜n + i
τ
h2
A
Ψn+1 + e−
1
2
ατ Ψ˜n
2
− 1
2
ατ
Ψn+1 + e−
1
2
ατ Ψ˜n
2
+ σΛδn+1β, (3.7)
Ψ˜n = eiλF (Ψ
n)τΨn, (3.8)
where Ψn = (ψn1 , · · · , ψnJ )T ∈ CJ , τ denotes the uniform time step, δn+1β = β(tn+1) − β(tn) and
tn = nτ , n ∈ N. Noticing that schemes (3.7)–(3.8) can be rewritten as
Ψn+1 − ef(Ψn)Ψn =i τ
2h2
A
(
Ψn+1 + ef(Ψ
n)Ψn
)
− 1
4
ατ
(
Ψn+1 + ef(Ψ
n)Ψn
)
+ σΛδn+1β,
(3.9)
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which can also be expressed in the following explicit form
Ψn+1 =
(
I − iτ
2h2
A+
1
4
ατI
)−1(
I +
iτ
2h2
A− 1
4
ατI
)
ef(Ψ
n)Ψn
+
(
I − iτ
2h2
A+
1
4
ατI
)−1
σΛδn+1β
(3.10)
with I denoting the identity matrix and f(Ψn) =
(−12αI + iλF (Ψn)) τ . Thus, there uniquely exists
a family of {Ftn}n≥1 adapted solutions {Ψn}n≥1 of (3.9) for sufficiently small τ .
As for the proposed splitting schemes, (3.8) coincides with the exact solution of the Hamiltonian
system dΨ(t) − iλF (Ψ(t))Ψ(t)dt = 0. It then suffices to show that (3.7) possesses the conformal
multi-symplectic conservation law, which is stated in the following theorem.
Theorem 3.1. Scheme (3.7) possesses the discrete conformal multi-symplectic conservation law
e−ατ
dzn+1j ∧Mdzn+1j − dznj ∧Mdznj
τ
+
dz
n+ 1
2
j ∧ (K1dz
n+ 1
2
j+1 −K2dz
n+ 1
2
j−1 )
h
=− 1
2
αdz
n+ 1
2
j ∧Mdz
n+ 1
2
j
with znj = (p
n
j , q
n
j , v
n
j , w
n
j )
T , z
n+ 1
2
j =
1
2(z
n+1
j + e
− 1
2
ατznj ),
K1 =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
 , K2 =

0 0 0 0
0 0 0 0
−1 0 0 0
0 −1 0 0

and K1 +K2 = K.
Proof. We denote Ψ˜n by Ψn for convenience in this proof, and we have
Ψn+1 = e−
1
2
ατΨn + i
τ
h2
A
Ψn+1 + e−
1
2
ατΨn
2
− 1
2
ατ
Ψn+1 + e−
1
2
ατΨn
2
+ σΛδn+1β
with Ψn = (ψn1 , · · · , ψnJ )T ∈ CJ . Denote ψnj := pnj + iqnj with its real part pnj and imaginary part qnj ,
δn+1β = δn+1β
1 + iδn+1β
2, vnj+1 := (p
n
j+1 − pnj )h−1 and wnj+1 := (qnj+1 − qnj )h−1. Noticing that the
j-th component of h−2AΨn can be expressed as h−1(vnj+1 − vnj ) + ih−1(wnj+1 −wnj ), we decompose
(3.7) with its real and imaginary parts respectively and derive
pn+1j − e−
1
2
ατpnj
τ
+
wn+1j+1 − wn+1j
2h
+ e−
1
2
ατ
wnj+1 − wnj
2h
=− 1
4
α(pn+1j + e
− 1
2
ατpnj ) + σΛδn+1β
1,
qn+1j − e−
1
2
ατqnj
τ
−v
n+1
j+1 − vn+1j
2h
− e− 12ατ v
n
j+1 − vnj
2h
=− 1
4
α(qn+1j + e
− 1
2
ατqnj ) + σΛδn+1β
2.
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Combining formulae vnj+1 = (p
n
j+1 − pnj )h−1, wnj+1 = (qnj+1 − qnj )h−1 with above equations, we get
M
zn+1j − e−
1
2
ατznj
τ
+K1
z
n+ 1
2
j+1 − z
n+ 1
2
j
h
+K2
z
n+ 1
2
j − z
n+ 1
2
j−1
h
= −1
2
αMz
n+ 1
2
j + ξ
n+ 1
2
j ,
where ξ
n+ 1
2
j := (−σΛδn+1β2, σΛδn+1β1,−v
n+ 1
2
j ,−w
n+ 1
2
j )
T . Taking differential in phase space on
both sides of above equation, and performing wedge product with dz
n+ 1
2
j respectively, we show the
discrete conformal multi-symplectic conservation law based on the symmetry of matrix −K1 +K2
and the fact dz
n+ 1
2
j ∧ (−K1 +K2)dz
n+ 1
2
j = 0, dz
n+ 1
2
j ∧ dξ
n+ 1
2
j = 0.
Remark 2. It is also feasible to show that schemes (3.7)–(3.8) are conformal symplectic in temporal
direction, which together with Remark 1, yields the conformal multi-symplecticity of the fully discrete
scheme (3.9).
Proposition 3.2. Assume that E‖ψ0‖2L2 < ∞, Q ∈ HS(L2, H˙2) and P ≤ C∗(J + 1) for some
constant C∗ ≥ 1, then the solution {Ψn}n≥1 of (3.9) is uniformly bounded, i.e.,
hE‖Ψn‖2 ≤ e−αtnhE‖Ψ0‖2 + C (3.11)
with tn = nτ and constant C depending on α, ,Q and C∗.
Proof. We multiply
(
Ψn+1 + ef(Ψn)Ψn
)T
to (3.9), take the real part and expectation, and obtain
E‖Ψn+1‖2 − e−ατE‖Ψn‖2
=− 1
4
ατE‖Ψn+1 + ef(Ψn)Ψn‖2 + E
[
<
[(
Ψn+1 − ef(Ψn)Ψn)T σΛ∆n+1β]]
=− 1
4
ατE‖Ψn+1 + ef(Ψn)Ψn‖2 + E
[
<
[(
− i τ
2h2
A
(
Ψn+1 + ef(Ψn)Ψn
)
− 1
4
ατ
(
Ψn+1 + ef(Ψn)Ψn
)
+ σΛ∆n+1β
)T
σΛ∆n+1β
]]
≤− 1
4
ατE‖Ψn+1 + ef(Ψn)Ψn‖2 + 1
8
ατE‖Ψn+1 + ef(Ψn)Ψn‖2
+ CτE‖h−2AσΛ∆n+1β‖2 + 1
8
ατE‖Ψn+1 + ef(Ψn)Ψn‖2
+ CτE‖σΛ∆n+1β‖2 + E‖σΛ∆n+1β‖2.
(3.12)
For the smooth functions ek(x), we have∣∣∣∣∆ek(xj)− ek(xj+1)− 2ek(xj) + ek(xj−1)h2
∣∣∣∣ ≤ Ck4h2 ≤ Ck2, k ≥ 1
based on the fact kh ≤ P (J + 1)−1 ≤ C∗. Thus,
E‖h−2AσΛ∆n+1β‖2 = 2
J∑
j=1
E
∣∣∣∣∣
P∑
k=1
√
ηk
ek(xj+1)− 2ek(xj) + ek(xj−1)
h2
∆n+1βk
∣∣∣∣∣
2
≤ 22
J∑
j=1
P∑
k=1
ηk
(|∆ek(xj)|+ Ck2)2 τ ≤ CJτ P∑
k=1
k4ηk ≤ Ch−1τ.
(3.13)
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In the last step, we have used the fact
P∑
k=1
k4ηk ≤ C‖Q‖L22 ≤ C. Similarly,
E‖σΛ∆n+1β‖2 = 2
J∑
j=1
E
∣∣∣∣∣
P∑
k=1
√
ηkek(xj)∆n+1βk
∣∣∣∣∣
2
≤ CJητ ≤ Ch−1τ. (3.14)
Substituting (3.13) and (3.14) into (3.12) and multiplying the result by h, we get
hE‖Ψn+1‖2 ≤ e−ατhE‖Ψn‖2 + Cτ ≤ e−αtn+1hE‖Ψ0‖2 + Cτ 1− e
−αtn
1− e−ατ ,
which, together with the fact 1−e
−αtn
1−e−ατ ≤ 11−(1−ατ) = 1ατ , completes the proof.
Theorem 3.2. Under the assumptions in Proposition 3.2 and ηk > 0 for k = 1, · · · , P . The
solution {Ψn}n≥1 of (3.9) is uniquely ergodic with a unique invariant measure, denoted by µτh,
satisfying
lim
N→∞
1
N
N−1∑
n=0
Ef(Ψn) =
∫
CJ
fdµτh, ∀ f ∈ Cb(CJ). (3.15)
Proof. To show the existence of the invariant measures, we’ll use a useful tool called Lyapunov
function. For any fixed h > 0, we choose V (·) := h‖ · ‖2 as the Lyapunov function, which satisfies
that the level sets Kc := {u ∈ CJ : V (u) ≤ c} are compact for any c > 0 and E[V (Ψn)] ≤ V (Ψ0)+C
for any n ∈ N. Thus, the Markov chain {Ψn}n∈N possesses an invariant measure (see Proposition
7.10 in [6]).
Now we show that {Ψn}n∈N is irreducible and strong Feller (also known as the minorization
condition in Assumption 2.1 of [13]), which yields the uniqueness of the invariant measure. In fact,
for any u, v ∈ CJ , we can derive from (3.9) that δ1β can be chosen as
σΛδ1β = v − ef(u)u− i τ
2h2
A
(
v + ef(u)u
)
+
1
4
ατ
(
v + ef(u)u
)
such that Ψ0 = u,Ψ1 = v, where we have used the fact that σ is full rank and Λ is invertible.
Thus, we can conclude based on the homogenous property of the Markov chain {Ψn}n∈N that the
transition kernel Pn(u,A) := P(Ψn ∈ A|Ψ0 = u) > 0, which implies the irreducibility of the chain.
On the other hand, as δ1β has C
∞ density, it follows from (3.10) that Ψ1 also has C∞ density for
any deterministic initial value Ψ0 = Ψ(0). Then explicit construction shows that {Ψn}n∈N possesses
a family of C∞ density and is strong Feller.
The theorems above are evidently consistent with the continuous results (1.2), (2.3) and (2.8),
respectively. The next result concerns the error estimation of the proposed scheme, where the
truncation technique will be used to deal with the non-global Lipschitz nonlinearity.
4 Convergence order in probability
In this section, we focus on the approximate error for the proposed scheme in temporal direction.
As the nonlinear term is not global Lipschitz, we consider the following truncated function first
dΨR − i
(
1
h2
AΨR + iαΨR + λFR(ΨR)ΨR
)
dt = σΛdβ, (4.1)
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with ΨR := ΨR(t) = (ψR,1(t), · · · , ψR,J(t))T and initial value ΨR(0) = Ψ(0). Here FR(v) =
θ
(‖v‖
R
)
F (v) for any vector v ∈ CJ and a cut-off function θ ∈ C∞(R) satisfying θ(x) = 1 for
x ∈ [0, 1] and θ(x) = 0 for x ≥ 2 (see also [7, 12]). In addition, we have
‖FR(ΨR)‖ = θ
(‖ΨR‖
R
)
max
1≤j≤J
|ψR,j |2 ≤ θ
(‖ΨR‖
R
)
‖ΨR‖2 ≤ 4R2.
As a result, the nonlinear term FR(ΨR)ΨR is global Lipschitz with respect to the norm ‖ · ‖. The
proposed scheme (3.10) applied to the truncated equation (4.1) yields the following scheme
Ψn+1R =
(
I − iτ
2h2
A+
1
4
ατI
)−1(
I +
iτ
2h2
A− 1
4
ατI
)
efR(Ψ
n
R)ΨnR
+
(
I − iτ
2h2
A+
1
4
ατI
)−1
σΛ∆n+1β,
(4.2)
where fR(Ψ
n
R) =
(−12αI + iλFR(ΨnR)) τ and ΨnR = (ψnR,1, · · · , ψnR,J)T .
Theorem 4.1. Consider Eq. (4.1) and the scheme (4.2). Assume that E‖ψ0‖2L2 < ∞, Q ∈
HS(L2, H˙2), α ≥ 12 and τ = O(h4). For T = Nτ , there exists a constant CR which depends on
α, ,R,Q, ψ0 and is independent of T and N such that
hE‖ΨR(T )−ΨNR ‖2 ≤ CRτ2.
Proof. Denote semigroup operator S(t) := eBt which is generated by the linear operator B :=
i 1
h2
A− α2 I, then the mild solution of (3.2) is
ΨR(tn+1) =S(τ)Ψ(tn) +
∫ tn+1
tn
S(tn+1 − s)iλFR(ΨR(s))ΨR(s)ds
−
∫ tn+1
tn
S(tn+1 − s)α
2
ΨR(s)ds+
∫ tn+1
tn
S(tn+1 − s)σΛdβ(s).
(4.3)
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Subtracting (4.2) from (4.3), we obtain
ΨR(tn+1)−Ψn+1R
=S(τ)ΨR(tn)−
(
I − 1
2
Bτ
)−1(
I +
1
2
Bτ
)
efR(Ψ
n
R)ΨnR
+
∫ tn+1
tn
S(tn+1 − s)iλFR(ΨR(s))ΨR(s)ds−
∫ tn+1
tn
S(tn+1 − s)α
2
ΨR(s)ds
+
∫ tn+1
tn
(
S(tn+1 − s)−
(
I − 1
2
Bτ
)−1)
σΛdβ(s)
=S(τ) (ΨR(tn)−ΨnR) +
[
S(τ)−
(
I − 1
2
Bτ
)−1(
I +
1
2
Bτ
)]
ΨnR
+
(
I − 1
2
Bτ
)−1(
I +
1
2
Bτ
)(
ΨnR − efR(Ψ
n
R)ΨnR
)
+
∫ tn+1
tn
S(tn+1 − s)iλFR(ΨR(s))ΨR(s)ds−
∫ tn+1
tn
S(tn+1 − s)1
2
αΨR(s)ds
+
∫ tn+1
tn
(
S(tn+1 − s)−
(
I − 1
2
Bτ
)−1)
σΛdβ(s)
= : I + II + III + IV + V + V I.
To show the strong convergence order of (4.2), we give the estimates of above terms, respectively.
For terms I and II, we have
E‖I‖2 = E
∥∥∥e(i 1h2A−α2 I)τ (ΨR(tn)−ΨnR)∥∥∥2 = e−ατE‖ΨR(tn)−ΨnR‖2 (4.4)
and
E‖II‖2 ≤ CE‖(Bτ)3ΨnR‖2 ≤ Cτ6‖B3‖2E‖ΨnR‖2
≤ Ch−13τ6‖A‖6 ≤ Ch−13τ6
(4.5)
based on
∣∣ex − (1− x2 )−1(1 + x2 )∣∣ = O(x3) as x→ 0 and Proposition 3.2. In the last step of (4.5),
we also used the fact that ‖A‖ is uniformly bounded for any dimension J , whose proof is not
difficult and is given in the Appendix for readers’ convenience. For term V I, Taylor expansion
yields that
E‖V I‖2 ≤ 2E
∥∥∥∥∫ tn+1
tn
(S(tn+1 − s)− S(τ)) σΛdβ(s)
∥∥∥∥2
+ 2E
∥∥∥∥∥
(
S(τ)−
(
I − 1
2
Bτ
)−1)
σΛ∆n+1β
∥∥∥∥∥
2
≤ Cτ2E‖BσΛ∆n+1β‖2 ≤ Ch−1τ3.
(4.6)
It then remains to estimate terms III, IV and V . We can obtain the following equation in the
same way as that of (3.12)
‖Ψn+1R ‖2 − e−ατ‖ΨnR‖2 ≤ Cτ‖h−2AσΛ∆n+1β‖2 + C‖σΛ∆n+1β‖2.
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Multiplying above equation by ‖Ψn+1R ‖2, we get
‖Ψn+1R ‖4 +
(‖Ψn+1R ‖2 − e−ατ‖ΨnR‖2)2 − e−2ατ‖ΨnR‖4
≤Cτ (‖Ψn+1R ‖2 − e−ατ‖ΨnR‖2) ‖h−2AσΛ∆n+1β‖2 + Cτe−ατ‖ΨnR‖2‖h−2AσΛ∆n+1β‖2
+ C
(‖Ψn+1R ‖2 − e−ατ‖ΨnR‖2) ‖σΛ∆n+1β‖2 + Ce−ατ‖ΨnR‖2‖σΛ∆n+1β‖2
≤ (‖Ψn+1R ‖2 − e−ατ‖ΨnR‖2)2 + τe−2ατ‖ΨnR‖4 + Cτ‖h−2AσΛ∆n+1β‖4 + Cτ ‖σΛ∆n+1β‖4.
Based on (3.13) and (3.14), we take expectation of above equation and derive
E‖Ψn+1R ‖4 ≤ (1 + τ)e−2ατE‖ΨnR‖4 + Ch−2τ
≤ (1 + τ)n+1e−2ατ(n+1)E‖Ψ0R‖4 + Ch−2 ≤ Ch−2
for α ≥ 12 , where in the last step we have used the fact that E‖Ψ0R‖4 ≤ (E‖Ψ0R‖2)2 ≤ Ch−2 and
(1 + τ)e−2ατ < 1 for α ≥ 12 . Similarly, we derive E‖ΨnR‖8 ≤ Ch−4, which implies that
E‖FR(ΨnR)‖4 = E
 J∑
j=1
∣∣ψnR,j∣∣4
2 ≤ E‖ΨnR‖8 ≤ Ch−4, ∀ n ∈ N.
Thus, by Taylor expansion, we have
III + IV + V =
(
I − 1
2
Bτ
)−1(
I +
1
2
Bτ
)(
− fR(ΨnR) +O(f(ΨnR)2)
)
ΨnR
+
∫ tn+1
tn
S(tn+1 − s)iλFR(ΨR(s))ΨR(s)ds−
∫ tn+1
tn
S(tn+1 − s)1
2
αΨR(s)ds
=iλ
∫ tn+1
tn
[
S(tn+1 − s)FR(ΨR(s))ΨR(s)−
(
I − 1
2
Bτ
)−1(
I +
1
2
Bτ
)
FR(Ψ
n
R)Ψ
n
R
]
ds
− 1
2
α
∫ tn+1
tn
[
S(tn+1 − s)ΨR(s)−
(
I − 1
2
Bτ
)−1(
I +
1
2
Bτ
)
ΨnR
]
ds
+
(
I − 1
2
Bτ
)−1(
I +
1
2
Bτ
)
O(fR(Ψ
n
R)
2)ΨnR
:= ˜III + ˜IV + V˜ .
(4.7)
Now we estimate above terms respectively. For ˜III, we have
˜III =iλ
∫ tn+1
tn
[
S(tn+1 − s)−
(
I − 1
2
Bτ
)−1(
I +
1
2
Bτ
)]
FR(Ψ
n
R)Ψ
n
Rds
+ iλ
∫ tn+1
tn
S(tn+1 − s)
[
FR(ΨR(s))FR(ΨR(s))− FR(ΨnR)ΨnR
]
ds
=: ˜III1 + ˜III2,
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which satisfies
E‖ ˜III1‖2 ≤τ
∫ tn+1
tn
E
∥∥∥∥∥
[
S(tn+1 − s)−
(
I − 1
2
Bτ
)−1(
I +
1
2
Bτ
)]
FR(Ψ
n
R)Ψ
n
R
∥∥∥∥∥
2
ds
≤Ch−12τ8E‖FR(ΨnR)ΨnR‖2 ≤ Ch−12τ8E
 J∑
j=1
∣∣ψnR,j∣∣6
 ≤ Ch−15τ8
and
E‖ ˜III2‖2 ≤τ
∫ tn+1
tn
E
∥∥∥S(tn+1 − s)[FR(ΨR(s))FR(ΨR(s))− FR(ΨnR)ΨnR]∥∥∥2ds
≤Cτ
∫ tn+1
tn
E‖ΨR(s)−ΨR(tn)‖2ds+ Cτ2e−ατE‖ΨR(tn)−ΨnR‖2.
Noticing that
E‖ΨR(s)−ΨR(tn)‖2 =E
∥∥∥∥∫ s
tn
S(s− r)iλFR(ΨR(r))ΨR(r)dr −
∫ s
tn
S(s− r)α
2
ΨR(r)dr
+
∫ s
tn
S(s− r)σΛdβ(r)
∥∥∥∥2 ≤ h−3τ2,
thus
E‖ ˜III‖2 ≤ Ch−15τ8 + Ch−3τ4 + Cτ2e−ατE‖ΨR(tn)−ΨnR‖2. (4.8)
Term ˜IV can be estimated in the same way as the estimation of ˜III. Term V˜ turns to be
E‖V˜ ‖2 ≤CE∥∥fR(ΨnR)2ΨnR∥∥2 ≤ Cτ4E
[
sup
1≤j≤J
∣∣∣∣−12α+ iλ|ψnR,j |2
∣∣∣∣4 ‖ΨnR‖2
]
≤Cτ4
E
 J∑
j=1
∣∣ψnR,j∣∣2
8
1
2 (
E‖ΨnR‖4
) 1
2 ≤ Ch−5τ4.
(4.9)
From (4.4)–(4.9), we conclude
hE‖ΨR(tn+1)−Ψn+1R ‖2
≤h(1 + Cτ2)e−ατE‖ΨR(tn)−ΨnR‖2 + Cτ3 + Ch−4τ4 + Ch−12τ6 + Ch−14τ8
≤Cτ2 + Ch−4τ3 + Ch−12τ5 + Ch−14τ7 ≤ Cτ2,
where in the last two steps we have used the fact that (1 +Cτ2)e−ατ < 1 for τ is sufficiently small
and τ = O(h4).
Based on the estimates on truncated equation and its numerical scheme, we are now in the
position to give the approximate error between Ψ(t) and Ψn. The proof of following theorem is
motivated by [7, 12] and holds for any fixed T > 0 without other restrictions.
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Theorem 4.2. Consider Eq. (3.2) and scheme (3.10). Assume that E‖ψ0‖2L2 <∞, Q ∈ HS(L2, H˙2),
α ≥ 12 and τ = O(h4). For any T > 0, we derive convergence order one in probability, i.e.,
lim
K→∞
P
(
sup
1≤n≤[T/τ ]
√
h‖Ψ(tn)−Ψn‖ ≥ Kτ
)
= 0. (4.10)
Proof. For any γ ∈ (0, 1), we define nγ := inf{1 ≤ n ≤ [T/τ ] : ‖Ψ(tn)−Ψn‖ ≥ γ} and then deduce
that {
sup
1≤n≤[T/τ ]
‖Ψ(tn)−Ψn‖ ≥ γ
}
⊂
[({
sup
0≤n≤nγ
‖Ψ(tn)‖ ≥ R− 1
}
∩
{
sup
1≤n≤[T/τ ]
‖Ψ(tn)−Ψn‖ ≥ γ
})
∪
({
sup
0≤n≤nγ
‖Ψ(tn)‖ < R− 1
}
∩
{
sup
1≤n≤[T/τ ]
‖Ψ(tn)−Ψn‖ ≥ γ
})]
⊂
[{
sup
0≤n≤nγ
‖Ψ(tn)‖ ≥ R− 1
}
∪
({
sup
0≤n≤nγ
‖Ψ(tn)‖ < R− 1
}
∩
{
sup
1≤n≤[T/τ ]
‖Ψ(tn)−Ψn‖ ≥ γ
})]
.
If
{
sup0≤n≤nγ ‖Ψ(tn)‖ < R− 1
}
happens, it is easy to show that ‖Ψk‖ ≤ ‖Ψ(tk)−Ψk‖+‖Ψ(tk)‖ <
R − 1 + γ < R, FR(ΨkR) = F (ΨkR), ΨkR = Ψk for k = 0, 1, · · · , nγ − 1 and ΨR(tn) = Ψ(tn) for
0 ≤ n ≤ nγ . Furthermore, comparing scheme (4.2) with (3.10) and noticing that
fR(Ψ
nγ−1
R ) =
(
−1
2
αI + iλFR(Ψ
nγ−1
R )
)
τ
=
(
−1
2
αI + iλF (Ψnγ−1)
)
τ = f(Ψnγ−1),
(4.11)
we have Ψ
nγ
R = Ψ
nγ , which implies
‖ΨR(tnγ )−ΨnγR ‖ = ‖Ψ(tnγ )−Ψnγ‖ ≥ γ.
We conclude that for any γ ∈ (0, 1), there exists nγ ∈ N such that{
sup
0≤n≤nγ
‖Ψ(tn)‖ < R− 1
}
∩
{
sup
1≤n≤[T/τ ]
‖Ψ(tn)−Ψn‖ ≥ γ
}
⊂{‖ΨR(tnγ )−ΨnγR ‖ ≥ γ}.
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Thus, for some constants K,K1 > 0, choosing γ =
√
h−1Kτ and R =
√
h−1K1, we deduce
P
(
sup
1≤n≤[T/τ ]
√
h‖Ψ(tn)−Ψn‖ ≥ Kτ
)
≤P
(
sup
0≤n≤nγ
√
h‖Ψ(tn)‖ ≥ K1
)
+ P
(√
h‖ΨR(tnγ )−ΨnγR ‖ ≥ Kτ
)
≤
hE
[
sup
0≤n≤nγ
‖Ψ(tn)‖2
]
K21
+
hE‖ΨR(tnγ )−ΨnγR ‖2
K2τ2
.
(4.12)
We claim that e2αt‖Ψ(t)‖2 is a submartingale, which ensures that
hE
[
sup
0≤n≤nγ
‖Ψ(tn)‖2
]
≤ hE
[
sup
0≤n≤nγ
e2αtn‖Ψ(tn)‖2
]
≤ e2αThE [‖Ψ(tnγ )‖2] ≤ Ce2αT
based on a martingale inequality and Proposition 3.1. In fact, denoting CJ,P :=
∑J
j=1
∑P
k=1 ηke
2
k(xj)
and applying Itoˆ’s formula to e2αt‖Ψ(t)‖2 similar to (3.4), we derive
e2αt‖Ψ(t)‖2 = ‖Ψ(0)‖2 + 2
∫ t
0
e2αs< [Ψ(s)σΛdβ(s)]+ CJ,P
α
(
e2αt − 1)
with 2
∫ t
0 e
2αs< [Ψ(s)σΛdβ(s)] a martingale. Apparently, we have
E
[
e2αt‖Ψ(t)‖2|Fr
]
= ‖Ψ(0)‖2 + 2
∫ r
0
e2αs< [Ψ(s)σΛdβ(s)]+ CJ,P
α
(
e2αt − 1)
≥ ‖Ψ(0)‖2 + 2
∫ r
0
e2αs< [Ψ(s)σΛdβ(s)]+ CJ,P
α
(
e2αr − 1)
= e2αr‖Ψ(r)‖2
for r ≤ t, which completes the claim. Hence, based on above claim and Theorem 4.1, inequality
(4.12) turns to be
P
(
sup
1≤n≤[T/τ ]
√
h‖Ψ(tn)−Ψn‖ ≥ Kτ
)
≤ Ce
2αT
K21
+
CR
K2
,
which approaches to 0 as K1,K → +∞ properly for any T > 0.
5 Numerical experiments
In this section, we provide several numerical experiments to illustrate the accuracy and capability
of the fully discrete scheme (3.9), which can be calculated explicitly. We investigate the good
performance in longtime simulation of the proposed scheme and check the temporal accuracy by
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fixing the space step. In the sequel, we take λ = 1, α = 0.5, truncate the infinite series of Wiener
process till P = 100 and choose 500 realizations to approximate the expectation.
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Figure 1: Evolution of the discrete charge hE‖Ψn‖2 with t = nτ for (a)  = 0 and (b)  = 1
(h = 0.1, τ = 2−6, T = 35).
Charge evolution. For the semidiscretization, the charge of the solution satisfies the evolution
formula (3.5). To investigate the recurrence relation for the discrete charge of the fully discrete
scheme, Fig. 1 plots the discrete charge for different values of  with initial value ψ0(x) = sin(pix),
ηk = k
−6, h = 1/J = 0.1, τ = 2−5 and T = 35. We can observe that the discrete charge inherits
the charge dissipation law without the noise term, i.e.,  = 0, and preserves the charge dissipation
law approximately with a limit 
2h
α
∑J
j=1
∑P
k=1 ηke
2
k(xj) calculated through (3.5) for  = 1.
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(a) f = exp(−‖Ψ‖2)
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(b) f = sin(‖Ψ‖2)
Figure 2: The temporal averages 1N
∑N−1
n=1 E[f(Ψn)] started from different initial values for bounded
functions (a) f = exp(−‖Ψ‖2) and (b) f = sin(‖Ψ‖2) (h = 0.1,  = 1, τ = 2−6, T = 350).
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Ergodicity. Based on the definition of ergodicity, if numerical solution Ψn is ergodic, its tem-
poral averages 1N
∑N−1
n=1 E[f(Ψn)] started from different initial values will converge to the spatial
average
∫
CJ fdµ
τ
h. To verify this property, Fig. 2 shows the temporal averages of the fully dis-
crete scheme started from five different initial values initial(1) = (1, 0, · · · , 0)T , initial(2) =
(0.0003i, 0, · · · , 0)T , initial(3) = (sin
(
1
101pi
)
, sin
(
2
101pi
)
, · · · , sin
(
100
101pi
)
)T , initial(4) =
2+i
20 (1, 2, · · · , 100)T and initial(5) = (exp(− i50), exp(− 2i50), · · · , exp(−100i50 ))T . From Fig. 2,
it can be seen that the time averages of (3.9) started from different initial values converge to the
same value for two continuous and bounded functions f , when time T = 250 is sufficiently large.
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Figure 3: The mean-square convergence error
(
hE‖Ψ(T )−ΨN‖2
) 1
2
for step sizes (a) τ = 2−8 and
(b) τ = 2−10 (h = 0.25,  = 1, T = 103).
Time-independent error. As stated in Theorem 4.1 and 4.2, the mean-square convergence error(
hE‖ΨR(T )−ΨNR ‖2
) 1
2 with respect to the truncated equation (4.1) is independent of time T , and
convergence in probability sense with respect to the original equation is also independent of time
T . To clarify this property, by defining the mean-square convergence error as
Eh,τ :=
(
hE‖Ψ(T )−ΨN‖2
) 1
2
, T = Nτ,
Fig. 3 displays the error Eh,τ over long time T = 103 for different time step sizes: (a) τ = 2−8 and
(b) τ = 2−10 with h = 0.25, and shows that the mean-square convergence error is independent of
time interval, which coincides with our theoretical results.
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Figure 4: Rates of convergence of (3.9) for (a)  = 0 and (b)  = 1, respectivly (h = 0.1, T = 1, τ =
2−l, 11 ≤ l ≤ 14).
Convergence order. We investigate the mean-square convergence order in temporal direction of
the proposed method (3.9) in this experiment. Let h = 0.1, T = 1 and initial value ψ0(x) = sin(pix).
We plot Eh,τ against τ on a log-log scale with various combinations of (α, ) and take the method
(3.9) with small time stepsize τ = 2−16 as the reference solution. We then compare it to the method
(3.9) evaluated with time steps (22τ, 23τ, 24τ, 25τ) in order to show the rate of convergence. Fig. 4
presents the mean-square convergence order for the error Eh,τ with various sizes of . Fig. 4 shows
that the proposed scheme (3.9) is of order 2 for the deterministic case, i.e.,  = 0, and of order 1
for the stochastic case with  = 1, which coincides with the theoretical analysis.
6 Appendix
Proof of uniform boundedness of ‖A‖. Based on the definition of ‖A‖, we only need to show that
the maximum eigenvalue λ∗ := max{λ : det(λI − Aˆ) = 0} of positive definite matrix Aˆ := −A ∈
RJ×J is uniformly bounded with respect to dimension J . Let x := λ− 2 > −2. Then λI − Aˆ turns
to be 
x 1
1 x 1
. . .
. . .
. . .
1 x
 ∼=

x 1
x− 1x 1
x− 1
x− 1
x
. . .
 =: X.
We define a1(x) := x, an+1(x) := x− 1an(x) and Xn(x) =
∏n
i=1 ai(x) for n ≥ 1, and deduce that
Xn+2(x) = xXn+1(x)−Xn(x). (6.1)
Noticing that X2(x) = x
2 − 1 > 0 and X2(x)−X1(x) = x2 − x− 1 > 0 for any x ≥ 2. We assume
that Xj+1(x) > 0 and Xj+1(x)−Xj(x) > 0 for any x ≥ 2 and 1 ≤ j ≤ n, which contributes to
Xn+2(x)−Xn+1(x) = (x− 2)Xn+1(x) + (Xn+1(x)−Xn(x)) > 0
20
and Xn+2(x) > Xn+1(x) > 0 based on (6.1). Then the induction yields that Xn(x) > 0 for any
x ≥ 2 and n ∈ N, which implies that λ∗ = max{x : XJ(x) = 0}+ 2 ≤ 4.
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