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Summary. 
The thesis presents some approximate solutions for steady-
state rectilinear flow at high Hartmann number M of a viscous, 
electrically conducting fluid in a rectangular channel of infinite 
length under the influence of a uniform imposed transverse magnetic 
field applied parallel to one pair of sides of the duct. The fluid 
is driven down the duct by means,  of an imposed, uniform pressure 
gradient. 	For simplicity, any two opposite walls of the duct are 
taken as having the same uniform conductivity and thickness. If 
there is no net axial flow of current the induced magnetic field is in 
the axial direction. Coupled, linear partial differential equations 
govern the relationship between the fluid velocity and the induced 
magnetic field; other field variables may be obtained, if desired, 
from the solutions of these equations. 
At high values of M, the flow pattern comprises a 
central core of fluid moving at a uniform velocity plus boundary 
layers on all four walls of the duct. The magnitudes of the velocity 
and induced magnetic fields depend on, among other factors, the con- 
ductivities and thicknesses of the duct walls. Adopting the approximate 
boundary condition on the magnetic field at any interface between the 
fluid and a thin conducting wall derived by Shercliff, the field 
components in the various regions of flow may be expanded as power series 
_i 
in ascending powers of M 2, the coefficients in these series being 
functions of length coordinates typical of such regions and of para-
meters dependent on the product of the conductivity and thickness of 
each conducting wall. 
The/ 
The first chapter introduces the key physical and 
mathematical aspects of the flow problem, reviews existing published 
work on both exact and approximate solutions to the problem and 
summarises the subject matter of the following chapters. 
In the second chapter an expansion scheme based on singular 
perturbation analysis is devised that will yield approximate solutions, 
valid for large values of M, in all configurations (i.e. for all 
possible combinations of values of wall conductivities and thicknesses) 
in which each conducting wall is sufficiently thin to permit application 
of Shercliffts condition. 
The third chapter deals with the application of the expans-
ion scheme to the flow problem in a duct having conducting walls 
perpendicular to the imposed field and insulated walls parallel to 
the field. The velocity profile parallel to the conducting walls 
assumes a highly unusual form if the walls are highly conducting, the 
velocity becoming negative for sufficiently high values of M. 
Previously published exact and quasi-exact solutions to this problem 
for arbitrary M are expanded asymptotically when M>>l , a check 
thus being provided on the results obtained by perturbation analysis. 
Attempts by the authors of the aforementioned publications to perform 
such expansions are shown to have yielded incorrect approximate 
solutions. 
In the fourth chapter the expansion scheme is applied to 
a duct all of whose walls are conducting, the results being checked 
with known approximate solutions in a duct whose walls are all 
perfectly conducting and by asymptotic expansion for M>>l of a 
known quasi-exact solution in a duct having perfectly conducting 
walls perpendicular to, and walls of arbitrary conductivity parallel 
to, the imposed field. 
Chapter! 
Chapter five deals with flow in a duct having insulated 
walls perpendicular to and conducting walls parallel to the imposed 
field; the approximate solution is compared with a known one for flow 
in the special case where the latter walls are perfectly conducting. 
Brief comments are given on flow in a duct all of whose walls are 
insulated. 
In chapter six a critical discussion of the limitations in 
the use of Shercliff's 'thin-wall' boundary condition is given. 
Replacing the condition by exact conditions on the magnetic field at 
each interface, flow in the duct of chapter three is reconsidered, the 
walls perpendicular to the imposed field now being of arbitrary thickness. 
The exact solution for arbitrary M is expanded asymptotically for 
M>>l and the effect on the leading terms in the expansions of allow-
ing for non-negligible wall-thickness investigated. The expansion 
scheme of chapter two is revised to allow for the additional factor of 
wall-thickness and series expansions for the velocity and induced magnetic 
fields in the fluid and the induced magnetic field in the walls obtained 
by perturbation analysis as a check on the results derived from the exact 
solution. The above procedures are carried out both when the wall-
thickness is small compared with the dimensions of any boundary-layer 
region and when it is extremely large in comparison; the corresponding 
results in the two cases are compared and contrasted. 
Chapter seven consists of (i) a discussion of deficiencies 
in the classical flow model presented in chapter one, and (ii) some 
suggestions as to lines along which future research investigations may 
profitably be directed. 
List of Contents 
Page: 
Preface 	 (i) 
List of Diagrams and Graphs 	 (ii) 
Chapter 1. 	INTRODUCTION TO THE FLOW PROBLEM, REVIEW OF 
EXISTING LITERATURE AND SUMMARY OF INVESTIGATION 
UNDERTAKEN IN FOLLOWING CHAPTERS. 
5(1.1) 	Introduction 	 i 
5(1.2) The mathematical problem 	 '4 
5(1.3) 	Review of existing literature 	 9 
5(1.4) Summary of investigation undertaken in 
following chapters 	 23 
Some miscellaneous points 	 27 
Chapter 2. FORMULATION OF A GENERAL EXPANSION SCHEME. 
5(2.1) Sub-division of the fluid into distinct regions 
when 	M>>l 29 
5(2.2) The mathematical problem in the five regions 31 
5(2.3) A general expansion scheme 36 
Chapter 3. THE HUNT-TYPE DUCT. 
5(3.1) Introduction 40 
5(3.2) The approximate solution for 	M>>l 	and 
arbitrary 	
D 	by singular perturbation analysis 42 
5(3.3) Reversed flow 67 
5(3.4) The series expansion of the flow-rate 73 
5(3.5) The approximation, when 	DA 	to Hunt's , 
'exact' solution for flow in a duct with 
D 	
= 0, 	DA arbitrary 77 
5(3.6) The asymptotic expansion when 	D 	= 0, M>>l 
of Sloan and Smith's exact solution for a 
Hunt-type duct 82 
Chapter 4. THE DUCT WITH ALL WALLS CONDUCTING. 
	
5(4.1) 	Introduction 	 91 
5(4.2) The approximate solVtion for M>>l and 
arbitrary DA <<M, DB<<M by singular 
perturbation analysis 	 92 
5(4.3) 	Reversed flow 	 105 
5(4.4) The series expansion of the flow-rate 	 107 
5(4.5) 	An alternative derivation, by asymptotic 
expansion of Hunt's 'exact' solution, of 
the approximate solution to the special 
case where DA is arbitrary and D  =0 	 110 
Chapter! 
Page: 
Chapter 5. 	THE HUNT/STEWARTSON DUCT. 
§(5.1) 	Introduction 	 115 
§(5.2) The approximate solution for M>>l and 
arbitrary D 
A 
 <<M2 by singular 
perturbation analysis 	 116 
5(5.3) 	Reversed flow 	 127 
§(54) The volumetric flow-rate 	 128 
§(5.5) 	Some final comments on the results gained by 
using the classical theory 	 129 
Chapter 6. 	WALL-THICKNESS EFFECTS. 
§(6.1) Introduction 131 
§(6.2) The asymptotic expansion when 	M>>l, hB<<l 
and 	D5 <<M 	of Sloan and Smith's exact 
solution for flow in a Hunt-type duct 135 
§(6.3) The approximate solution to the flow problem in a 
Hunt-type duct for wall-thicknesses 	h  	
of 
various orders of magnitude by singular 
perturbation analysis, 	DB<<M 150 
§(6.4) Summary of conclusions 169 
Chapter 7. SOME DEFICIENCIES IN THE CLASSICAL MODEL AND 
POSSIBLE LINES OF FUTURE RESEARCH. 172 
Appendices. 
Al. 	The Integrals I and 12 of §(3.2). 	 178 
The Solution of the 0cM 2 ) Problem for Vic  and 
in a Duct with D <<M2 and D <<M . 	 183 
"The Effects of Wall Conductivity in Magnetohydrodynamic 
Duct Flow at High Hartmann Numbers", by D.J. Temperley 
and L. Todd, published in the Proceedings of the 
Cambridge Philosophical Society (1971), volume 69, 
pp. 337-351. 
References. 	 187 
Acknowledgements. 	 189 
A List of Symbols used in the text may be found in the pocket 
attached to the inside back cover. 
Preface 
The research described in this thesis was begun 
under the supervision of Dr. L. Todd, Department of Mathematics, 
University of Strathclyde and Mr. A. Nisbet, Department of 
Mathematical Physics, University of Edinburgh. 	After the former 
left for Canada his place was taken by Professor P.H. Roberts, 
School of Mathematics, University of Newcastle upon Tyne. 
The research problem itself was originally suggested 
by Dr. Todd, 
(i) 
(5-i) 
List of Diagrams and Graphs 
Each diagram/set of graphs appears on the page 
following that on which it is first referred to. 
Following page: 
Fig. 1 Cross-section of a rectangular duct with 3 
applied magnetic field in 	y-direction. 	The 
walls 	AA 	lie at 	x 	± b' 	and 	BB 	lie at 
y 	± a 1 . 
Fig. 	2 Cross-section of the duct showing the 29 
distinct regions which appear for 	M>>l 
(not to scale). 
Fig. 3 The Hunt-type quarter-duct 	O 	9, LtO 
0 4 n < 1 ; 	shading indicates boundary- 
layers on the walls (not to scale). 
Fig. 	L The Hunt-type duct: 	graph of 	v/v 1 	against 72 
r 	at 	n = 0 	in the side layer on +9. 
for various values of 	D  	
and M = 190 
Fig. 	5 The Hunt-type duct: 	graph of 	F 	against 	M 76 
for various values of 	D  	
in a square 
channel. 
Fig. 6 Graph of 	v/v 	against 	r 	at 	r 0 	in 106 
the boundary layer on = 9. 	for various 
values of 	DA 	with 	M 	1600, D B 	
1 
Fig.7(a) Flow rate in a square channel with highly 
conducting walls plotted against 	M 	for 
various values of 	DA  with  D 	
=0 
Fig.7(b) Flow rate against 	M 	for various values of 109 
D 	
with DA = 1 
Fig. 	8 Sub-divisions of fluid and top wall in the 151 
Hunt-type quarter-duct 	0 < C < (9.+h A ) 
l(l-t-h.) 	for values of 
hB<<M 1 	(nor to scale). 
Fig.9(a) Relevant sub-divisions of fluid and top wall 
for 	
h 	= 0(t4 1 ) 	. 
Fig.9(b) Relevant sub-divisions for 	M 
Fig. 10 Sub-divisions of Vluid and top wall for 159 
values of 	h 
B 
 >>M 
Fig. 11 Relevant sub-divisions for 	
h 	= 0CM 	). 166 
Fig. 	12 Different corner-wall regions for the same 173 
flow: 	in case (b) current streamlines must 





Fig. 13 Bi-polar coordinates in the complex 	-plane, 
with the conventions 
< (x 1< 37 /2 1 -/2 < 
Fig. 14 	Contour integration for I, with Iy(0)O; 
dotted lines indicate branch cuts. Large 
circle is 101 = R • small one is IOlci<<l 
(not to scale). 
Fig. 15 Contour integration for 1 25  with ly 0 
dotted lines indicate branch cuts. 	Large 
circle is 	0 = R, small semi-circle round 
origin is 0 = E: and small circle round 
o = i is 	0-il 	C 2 (not to scale). 
Fig. 16 Tr-polar coordinates in the complex 0-plane, 
with the conventions 
< a 1 < 37/2 	-3 7T/2 < a2 < IF/2 




INTRODUCTION TO THE FLOW PROBLEM, REVIEW OF EXISTING 
LITERATURE AND SUMMARY OF INVESTIGATION UNDERTAKEN IN FOLLOWING 
CHAPTERS. 
5(1.1) Introduction. 
Magnetohydrodynamics (hereafter abbreviated to MHD) is 
the science or study of the motion of electrically conducting 
fluids in magnetic fields. 	The electric currents induced in 
such a fluid interact with the magnetic field, producing mechanical 
forces which modify the fluid motion. The latter in its turn 
modifies the magnetic field. The interaction of the velocity and 
magnetic fields involves both hydrodynamic and electromagnetic 
phenomena, making most MHD problems both theoretically and 
practically difficult to study. 
During the last two decades this subject has attracted 
much attention from both theoreticians and experimentalists, due 
largely to its important practical applications in such fields as 
astrophysics, geophysics, space propulsion and electrical power 
generation. 	In the latter field, the design of MHD generators, 
pumps, brakes and accelerators requires an understanding of the 
flow of a conducting fluid down a duct having finitely conducting 
walls; the situation may be approximated to by the flow down a 
rectangular duct" under an applied transverse magnetic field imposed 
parallel to one pair of sides of the duct. This thesis is devoted 
to the study of a problem of the latter type, in particular to 
t he/ 
a straight duct of rectangular cross-section 
1. 
the extent to which the magnitude and structure of the velocity 
and magnetic fields in the fluid are dependent on the conductivities 
and thicknesses of the duct walls. 
The physical picture: 
The duct is taken as having constant external and internal 
cross-sectional areas and, for convenience, we assume that any 
pair of opposite walls have the same thickness and the same uniform 
electrical conductivity. 	In the initial analysis (up to and 
including chapter 5) all conducting walls are assumed sufficiently 
thin compared with the internal cross-section dimensions to allow 
us to apply the well-known tthi n_wa flT boundary condition on 
magnetic field at a fluid-wall interface derived by Shercliff (1956, 
pp. 617/8); the limitations of this boundary condition and the 
effect of wall-thickness on the flow pattern are examined in 
chapter 6. 
The fluid is taken as viscous, incompressible and having 
uniform electrical conductivity. 	It is driven down the duct by 
means of a constant applied pressure gradient and, throughout its 
passage is subjected to a constant and uniform imposed magnetic field 
which is applied perpendicular to the direction of flow and parallel 
to one pair of opposite sides of the duct. We further assume that 
the fluid motion is fully developed (i.e. the duct is assumed of 
infinite length or end-effects are neglected), steady and laminar. 
The region exterior to the duct is assumed to be 
insulated. 
In the absence of any imposed magnetic field the problem 
reduces to a standard one in fluid dynamics; for a solution see, 
for! 
for example, Dryden, Murnaghan and Bateman (1956, p.197). 	When 
the magnetic field is applied, Hartmann (1937) and Shercliff (1953), 
together with later researchers, noted that if the liquid is highly 
conducting and the field is sufficiently strong then the velocity 
profile may be appreciably distorted by electromagnetic forces. 
An analysis of the perturbations of the velocity and magnetic 
fields forms the core of this thesis. 
Several papers have already been published on this class 
of problem and reference will be made to them at appropriate points 
in the text. 
The typical cross-section: 
Figure 1 shows a typical cross-section taken through the 
duct. The internal dimensions are 2a' and 2b', the wall-thicknesses 
are WA  and WB  and the externally applied magnetic field has flux 
vector B 0 = ( 0 5 B0 , 0), parallel to the walls AA of the duct. 
The (z) axis of the duct is perpendicular to the cross-section and 
passes through 0, the latter's centre. 
We will refer to the walls x ±b as the "side" walls of the duct 
and to the walls y = ± a as the "top" and "bottom" walls 
respectively. 	Discussion of the situation at the corners where 
the walls 'overlap' is omitted in the initial analysis. 
Fig. 1. 	Cross-section of a rectangular duct with applied magnetic field 
in y-direction. 	The walls AA lie at x = ± b' and BB lie at y = ± a1. 
4. 
§(1.2) 	The mathematical problem. 
All physical quantities in our problem, except pressure, 
are independent of z, the velocity vector has only a z-component, 
V, and the magnetic flux vector takes the form B = (0,B 0 ,B(x,y) ); 
see Shercliff (1953) for a detailed explanation. 
Working in rationalised M.K.S. units, the flow is governed 




+ B 	 =- 	0 	 (1.2.1) 
and 
B B 
p v V2V + 	= -P . 	 (1.2.2) z p ay 
The notation is standard: -P 	is the constant az 
applied pressure gradient down the duct and the symbols 
P2 p, Gf5 p, 11 denote pressure, permeability, conductivity, 
density and viscosity measured in the 
fluid: 
 while A = (pa f ) ' 
and v = Tip 	are the magnetic and shear diffusivities respectively. 
Introducing dimensionless variables 
I 
X 	 y' 	 _b1 - 'a ' 	1 _ - ' a , 
, 
 
V = pvVIPa2 , b = ( pv ) 2 B 
/Pa  2P(of)2 and M = B0a(af)2/(pv)2, 	(1.2.3) 
and substituting in equations (1.2.1) and (1.2.2), we obtain the 
following equations for v(,) and b(,) 
+ 	+ M 	0 	 (1.2.4) 
and 
	ab ,2V 	2 V 
-I- 	 - —I- M 1 	 (1.2.5), 
2r) 
two coupled, second-order linear equations. 
This! 
This is one of the very few MHD problems in which the 
governing equations are linear. 
The characteristic parameter M, which was first used 
by Hartmann (1937) when dealing with flow between parallel non-
conducting planes, is known as the HARTMANN NUMBER. 
9. is generally referred to as the ASPECT RATIO. 
The boundary conditions for equations (1.2. 14/5) are 
v = 0 at any fluid-wall interface, 
	
i.e. v(9,) = 0 = v(-9.,) = v(,l) = v(,-l) , 	 (1.2.6) 
(the 'no-slip' boundary condition on velocity) 
and 
b = 0 at any interface between the fluid and a non-conducting 
wall. 	If the wall is conducting, however, we will use the 'thin- 
wall' boundary condition derived by Shercliff (1956, p.648); if all 
walls are conducting, this gives 
ab 	
D 	on 	± 9. ; 	j: DBb on 	± 1 , 	 (1.2.7) 
the dimensionless WALL-PARAMETERS DA and  D   being defined by 
af 	 cY f 
D 	and Dg=  A hcYA 	ha 
where aA,GB are the respective conductivities of walls AA and 
BB and h  = WA/a' , h  = wB/a' are their dimensionless thicknesses. 
(DA and D  are the reciprocals of the WALL-CONDUCTANCES d  and  dB 
used as parameters by Hunt (1965) and other authors.) 
Unless the walls are extremely thin, the conductivity in 
the regions where the walls 'overlap' (i.e. 	 1IJl+h) 
ought also to be specified; this point will be dealt with in 
chapters 6 and 7. With very thin walls, however, one can ignore such 
a! 
a consideration and also the question of the magnetic fields in 
the walls, because the solution to the flow problem in the fluid 
is independent of these factors to a first approximation. 
Some key points: 
At this stage there are certain key points that require 
emphasising. 	Firstly, Shercliff's condition is an approximate 
not an exact boundary condition and should only be used if the wall-
thickness is negligible compared with any length-scale measured 
along the wall; Shercliff was, of course, perfectly aware of the 
approximate nature of the condition, though he did not pursue its 
limitations. 	If an exact solution to the flow problem is desired 
one must replace the condition with exact boundary conditions on b 
at the interface; detailed reference to this point is made in 
chapter 6. 	Note, however, that the Shercliff condition is exact if 
the wall is perfectly conducting. 
Secondly, Shercliff was not dealing with sharp corners 
when deriving his condition and so one might anticipate difficulties 
to arise on applying the condition near such a corner; in particular, 
at the corners of the fluid cross-section in figure 1 problems may 
occur. Thus the solutions obtained for v,b and their various 
partial derivatives by solving equations (1.2.4/5) with boundary 
conditions (1.2,6/7) may not be continuous at the corners of the duct. 
This matter will he discussed in chapters 3, 4 and 6. 
Thirdly, it is as well at this early stage of the discussion 
to draw attention to a recent, important paPer by Hunt (1969). 	Prior 
to its publication, in analyses of this type of flow along arbitrarily 
shaped ducts of constant cross-section, it was usually assumed that no 
secondary flow can exist (i.e. the velocity vector has no component 
perpendicular to the duct axis) and hence that the resulting 
uni-/ 
I. 
uni-directional flow is unique. Hunt proved rigourously that this is 
indeed the case, provided certain conditions are fulfilled, details of 
which are given in his paper; those conditions are met in the problem 
being considered in this thesis. 
Fourthly.s't example of how greatly the velocity and 
magnetic fields in the fluid may vary with the conductivities of the 
duct walls, compare the exact solutions of Shercliff (1953) for a duct 
with all walls insulating, Chang and Lundgren (1961) for all walls 
perfectly conducting and Hunt (1965) for Valls with different conductivities. 
(In the latter paper, the Shercliff condition was used and thus the 
solutions are not strictly exact, even if the duct walls are very thin; 
we will refer to such solutions as 'exact'.) 
M >> 1 
Although the flow problems for some configurations, 
i.e. combinations of possible DA  and D  , can be solved exactly for 
arbitrary values of M, others have not (as yet) been so solved but can 
be solved approximately when the Hartmann number M is >>l . If an 
exact solution is available for a particular configuration, asymptotic 
expansion of it will yield an approximate solution for values of M>>l; 
however, it may be more profitable to seek the approximate solution 
cib jnitio rather than via the exact solution. 
Given the above facts, attention will from here onwards 
be concentrated on the situation when M>>1 . 	There are three basic 
reasons for this specialisation, namely: 
a) because the basic physics of the flow is then most clearly revealed 
(see Shercliff (1962a, p.513) ). Away from the walls of the duct there 
is a central core of fluid moving with a uniform velocity while boundary 
layers occur on all four walls. The layers on the side walls AA have 
-1 thickness O(M
_2 2)  while those on the walls BB have thickness O(M ) 
This! 
This latter point was discussed by Shercliff (1953, 
pp.140/1) in connection with a duct all of whose walls are 
insulated while Eckhaus and de Jager (1966)applies to the more 
general situation with walls of arbitrary conductivity. 	The 
problem under discussion being a linear one it is a straightforward 
matter, using an order of magnitude argument, to estimate boundary-
layer thicknesses in terms of 
because (as will be shown in later chapters) approximate 
solutions to our flow problem can be obtained for all con-
figurations when M>>1 
because the M>>l condition is normally satisfied experimentally 
- for example, in liquid metal flow-meters (see Shercliff (1962b)). 
In chapter 2 we will investigate the question of solving 
equations (1.2.4/5) with boundary conditions (1.2.6/7) approximately 
for M>>l and an expansion procedure, valid for all possible com-
binations of values of DA  and  D   , will be derived. 	Due to the 
difference between use of the exact b = 0 condition at a fluid-
insulated wall interface and the approximate Shercliff condition at 
any other interface, :it follows that there are four basic con-
figurations requiring separate treatment, namely 
all walls non-conducting, i.e. DA = oo, D  
walls AA conducting, walls BB non-conducting, i.e. 
IDA finite, D  
walls AA non-conducting, walls BB conducting, i.e. 
IDA = m , D 	finite; 
all walls conducting, i.e. DA ,  D  both finite. 
Let us now review the existing published work on our 
flow problem, listing entries under the headings (i) to (iv) 
above. 
§(1.3) 	Review of existing literature. 
We will summarise and discuss the main publications 
directly concerned with our flow problem, drawing attention to 
certain limitations and errors contained in them. Before so 
doing, we note that if the aspect ratio Z--° our problem reverts 
to that of flow between parallel conducting planes BB, a situation 
investigated by Hartmann (1937) for a B = 0 and by Chang and 
Lundgren (1961) for 
0B> 
 0 • 	In what follows, entries are listed 
(wherever practical) in chronological order of publication. 
Case (1) 	 D B 
Shercliff (1953) obtained the first exact eigenfunction expansion 
solution for arbitrary M, by separating variables. The solutions 
for v and b took the form of Fourier cosine series in E with 
coefficients which were functions of ri . 	By integrating the 
solution for v over the duct cross-section, the mean velocity v 0 
was obtained. 	For M>>l, he approximated to his exact solution, 
showing that it takes on a boundary-layer character as in the simple 
Hartmann case, Hartmann's solution being valid except near the walls 
AA where boundary-layers occur. That is, the velocity profile 
degenerates into a core of uniform flow surrounded by boundary-layers 
on each wall, through which layers the velocity falls rapidly to zero. 
It was shown that the boundary-layer thickness on the walls AA is 
O(M), in contrast to that on the walls BB which is 0(W' ) 
(see Hartmann (1937) ). 	Those regions near the corners of the fluid 
cross-section where the boundary-layers on AA and BB overlap were 
described as "obscure" and their existence virtually ignored on the 
basis that their contribution to the flow-rate was very minor. 
The/ 
The first three terms in an asymptotic expansion for 
v0 for M>>l were obtained, by integrating the Hartmann solution 
for v over the channel cross-section and then compensating for the 
defect due to the layers on AA from the boundary-layer solution. 
The approximate and exact expressions for v 0 showed remarkably 
close agreement for values of M>18, a rudimentary criterion for 
validity of the boundary-layer solution being M>18Z 2 
Williams (1963) expanded Shercliff's exact solution for 
v0 asymptotically for values of M>>l, neglecting exponentially 
damped terms, and obtained an expression in closed form in terms of 
tabulated functions. 	The first three terms of this series expansion 
(in ascending powers of M 2 ) showed excellent agreement with those 
obtained by Shercliff by his boundary-layer method, as did those 
obtained by Tani (1962) using a variational method. 
Roberts (1967) discussed in depth the exact solution to 
Hartmann flow between parallel insulated planes at n ± 1 and 
examined the asymptotic form of the solution for large M • 	Several 
graphs of velocity profiles and flow rate were produced for general 
values of M. 	For the rectangular duct, in which 9. = 0(1) unless 
otherwise stated, he obtained approximate solutions of equations 
(1.2. 14/5) for M>>l by using singular perturbation analysis and 
evaluated the velocity deficit due to the boundary-layers. 
Case Ci) has been more than adequately documented by the 
above and other authors" for both general values of M and for M>>l 
and we will only occasionally refer to it in later chapters. 
Case (ii) DA  finite, D  
= 0 : Grinberg (1961,1962) looked at the flow problem when DB = 
and DA 0 (perfectly conducting side-walls). After pointing out 
that/ 
*see Chang and Lundgren's (1959) exact solution, for example 
that (to his knowledge) no exact solution existed, he formulated the 
problem for arbitrary M, showing that it reduced when M>>l to one of 
solving an integral equation of the first kind whose kernel was the 
Green's function for the problem and involved a double infinite series 
of Bessel functions. 	For small and moderate values of M this 
integral equation can be solved; when M>>l only the leading terms 
of the double infinite series need be retained and the resultant 
simpler equation can then be solved. 	However, as pointed out by Hunt 
and Stewartson (1965), the Grinberg solution was incomplete and further 
numerical work was needed. 
In their paper, Hunt and Stewartson (1965) also considered 
this special case and solved the flow problem approximately for M>>l 
using a boundary-layer technique, giving details of the physical 
properties of the flow that are then most clearly revealed. The 
expressions derived for the velocity and magnetic fields in the duct 
and the flux of fluid through it took the form of power series in 
ascending powers of M 1 and M_ 2 respectively; only the leading, 
0(M 1 ), terms in the former were obtained. A full solution of the 
flow problem in regions distant 0(M 1 ) from the corners of the duct 
was not attempted. 
Diagrams and graphs were displayed showing representative 
velocity and magnetic fields in the neighbourhood of the walls AA 
contrasts being drawn between these and the corresponding fields 
when 0A = 0, o 	
and when all walls are perfectly conducting; 
the difference in the orders of magnitude of the flux deficits in 
terms of M 2 in the two cases °A = co = °B and °A = 	0B 0 
was explained by a physical argument. Many important practical 
implications were discussed, including the effect of an external 
electrical circuit on the flow pattern. 
_L_ . 
Hunt! 
Hunt and Stewartson's boundary-layer solution near E = 9. 
involved a function ((2.37) on p.570) which, they suggested, could 
be expressed in terms of a Gauss hypergeometric function, their 
analysis of it being confined to the limiting cases -*O,ri -'-1 and 
(9.-)M 2 >>l . Fahidy(1970) generalised their approach to allow 
estimation of v and b everywhere within the boundary-layer on 	2. 
(excluding those regions distant 0(M ' ) from n = ± 1); his results 
agreed with those of Hunt and Stewartson in the limiting cases 
*0 and +l 
Working concurrently with but independently of Hunt and 
Stewartson, Chiang and Lundgren (1967) looked at precisely the same 
problem for M>>l, also using a boundary-layer technique. 	The 	two 
papers showed marked similarities but there were essential differences 
because Chiang and Lundgren gave a variety of numerical results, 
obtained Grinberg's integral equation by an alternative treatment and 
formulated the problem for arbitrary DA>O (see later). 
The above authors have adequately documented the situation 
when M>>l . An exact solution for arbitrary M has only recently 
become feasible as a result of an investigation by Wenger (1970), 
discussion of which follows later. 
parbitrary : 	Chiang and Lundgren considered the question of 
obtaining an approximate solution for M>>l with DA arbitrary. 
They began by using exact boundary conditions on b at the interfaces 
/ 
± 2. rather than the Shercliff thin-wall condition; this involved 
discussion of the value of b in the side walls as well as the 
situation in the fluid. Having posed the problem, they then took 
, derived Shercliff's condition anew and obtained an integral 
equation for the value of b at the wall 	-2. . Although 
they! 
they could not solve this equation, they noted that the crucial 
parameter 2DA/(/M) involved in it could be made vanishingly small 
if M was sufficiently large, for any given a  (even if 
and that if this parameter could be neglected the problem reduced 
to that (already documented) for DA = 0. If, on the other hand, it 
was small but not negligible, the solution could be expanded as a 
power series in this parameter; this they did not do but, using the 
procedure to be outlined in chapter 2, we will perform such an ex-
pansion in chapter 5. 	Having shown how large applied magnetic fields 
aid the infinite wall-conductivity approximation, the authors stressed 
that with thin walls (hA<<l) it may be very difficult to obtain low 
values of D A M 2 without having impractically large values of a •-
12 afm 
But if, on the other hand, hA<l then all we require is that 
A 
should be small, e.g. if M = 100 and GA\'' 5OcYf(copper/mercury), 
eM 2 
then -- ' 0.002, which in many circumstances is sufficiently 
small to justify the approximation. The inherent danger here, of 
course, is one of taking h  so large as to invalidate the Shercliff 
condition. 	We will return to this question of the practicality of 
the'infinite wall-conductivity' approximation in §(4 • 5) • 
Wenger (1970), using exact boundary conditions on b at 
each interface, presented a variational formulation that gave exact 
solutions for the velocity profile and electric potential distribution 
in a duct of arbitrary cross-section, including the potential dis-
tribution in the walls; the duct walls were a combination of 
insulators and conductors. 	The analysis was of a very complicated 
nature, as might be expected when no approximations are involved. 
An explicit solution for the rectangular duct was not derived but 
should be obtainable from the results of Wenger's analysis. 	This 
paper represents a substantial breakthrough in the field of exact 
solutions to our flow problem. 
Case! 
jq • 
Case (iii) DA = 00 , D 	finite 
This problem was solved 'exactly' for arbitrary M by Hunt (1965). 
The boundary conditions on the non-conducting walls AA were 
satisfied by expressing v and b as Fourier series in C with 
coefficients which were functions of ri • 	On letting DB* 	in 
Hunt's results, one obtains 	 exact solution for flow ir 
a duct of type (i). 
For finite D   and M>>l his solution is difficult to 
expand near the side walls because the higher harmonics )play an 
important part in those regions distant 0(M 2 ) from 	± 9. 
However, earlier in the same paper Hunt had solved 'exactly' for 
arbitrary M the problem with DA  arbitrary and D  =0 (the 
boundary conditions on the top and bottom walls BB had been 
satisfied by expressing v and b as Fourier series in r with the 
coefficients functions of ) and he argued that on letting IDA 
in the latter solution one should obtain the exact solution to the 
flow problem for DA 	, D  = 0 (a special case of (iii) ). 	This 
latter solution is easy to examine near C = ± 2. because the lower 
harmonics predominate. Accordingly he performed, for M>>l, an 
asymptotic expansion of his 'exact' solution for arbitrary IDA,  valid 
near E = -2.; explicit approximate solutions were given only for the 
two cases D 	co and DA = 0 . 	Hunt stressed that it was the 
boundary layers on the walls ± 9. that were really interesting, 
those on r = ± 1 having already been investigated by other authors 
(see Hartmann (1937) and Chang and Lundgren(1961) ). 
After obtaining the series expansions for v, b and $ 
(the dimensionless electric potential) when D 	0, D  =0 , Hunt noted 
that/ 
1.-). 
that the fluid velocity v was a constant, v 1 = 0(M 2 ), outside of 
the boundary-layers on the walls. As will be seen in chapters 3 and 4, 
this feature is common to all ducts having conducting walls BB (pro- 
vided DB>l);  in contrast, if BB are non-conducting then v 1= 0(M 1 ) - 
see Hunt and Stewartson (1965, pp.567/8). 	The higher terms in the 
asymptotic expansions for v, b and decrease exponentially as one 
moves out from the side walls and the boundary-layer profiles take the 
(approximate) form of exponentially damped sine waves, in clear contrast 
to the situation in case M. 
Hunt also showed that, for sufficiently high values of M, 
the maximum fluid velocity (which occurs in the boundary-layers on the 
side walls) is 0(Mv1 ) and the absolute minimum velocity (also occurring 
in these 'side-layers') may become negative. 	He described this 
phenomenon as "reverse flow" and quoted a value of M nv 89 as being 
sufficient to first cause it on the r = 0 axis 	when D  = 0 
Although Hunt did not mention it explicitly, his expansions 
are only valid at distances >>M- 
1 
 from the walls BB; we will refer 
to this matter later in §(3.5) where it will be shown that an error 
arose in Hunt's asymptotic analysis, thus producing incorrect expansions 
for v and b and hence generating an error in the estimated value of 
M sufficient to first cause reverse flow. 
Hunt had obtained 'exact' solutions in the two cases 
(I) DA arbitrary, D B 	
0 and (II) DA 	, D  arbitrary, but, 
declining to examine the higher harmonics in the solution to (II) near 
± 9.. , was unable to check that the two solutions were equivalent 
when DA - in (I) and DB9  0 in (II). 	Butler (1969) succeeded in so 
doing, after greatly improving on Hunt's analysis by obtaining 
a! 
a genuinely exact solution to (I), valid for all M, °f'°A and h  
In an earlier publication, Roberts,Gibson and Rimmerhad taken Hunt's 
exact expression for the volumetric flow-rate (result (28) on p.587) 
when D  = 0 in (II) and expanded it as a power series in M 2 for 
M>>l ; the leading, O(M 3"2 ), term matched that obtained by Hunt 
when DA - 	in M. 
No attempt was made by Hunt to expand the solution to (II) 
for values of M>>l • As Williams (1963) had pointed out, in some 
cases exact solutions are not particularly suitable for the purpose of 
obtaining information about the flow pattern when M>>l (they some-
times take the form of infinite series whose rate of convergence 
decreases as M- 	) and it may prove simpler to use approximate 
methods rather than to attempt to expand an exact solution asymptotically. 
Following Hunt's success in solving the flow problem for 
(II) 'exactly' for arbitrary M, Sloan and Smith (1966)  looked at the 
problem in greater depth, taking the walls BB as having arbitrary 
thickness h   and usingexact boundary conditions on b. They 
thus obtained an expression for b in the walls BB in addition to 
the exact solution for v and b in the fluid. Certain limiting 
forms of the solution were then examined, e.g. by letting the aspect 
ratio 9 - 	they obtained the exact solution of Chang and Lundgren 
(1961) for flow between parallel conducting planes at n = ± 1 and 
by letting 	0 they obtained Shercliff's exact solution for flow 
in a duct with all walls non-conducting (as had Hunt). 	On letting 
-)-W they obtained an exact solution for the case D A 
= w' D  =0 
which checked with that obtained by Hunt (recall that the Shercliff 
condition is exact when a = 	, hence the matching results). 
To draw a further comparison with Hunt's findings they then expanded 
their/ 
t see Rimmer (1967, p. 33 ) 
J-t. 
their solution to the latter problem for hB<<l  and M>>l in a 
square channel. Although they claimed to have confirmed Hunt's 
results, in fact this was not the case; as will be shown in §(3.6), 
their approximate solution for v differed both from Hunt's and from 
the correct form (see §(3.2) ) due to a conceptual error in the 
asymptotic expansion. 
Butler (1969) extended the results of the Sloan/Smith 
analysis in two respects, giving the exact solution for b in the 
walls BB explicitly and claiming that variation of the con- 
ductivity of the wall-overlap regions 	jI ( +hA) , lIrlJ(l 1-hB ) 
does not affect the exact solution in the fluid. ± 
To summarise, an exact solution to this problem exists 
for arbitrary M, GB  and  h   but when M>>1 an approximate solution 
is available only in the special case D  = 0 and both published 
versions contain errors. 
Case (iv) : DA finite,  D   finite 
No exact solution has yet been obtained to this problem for arbitrary 
values of M, DA  and  DB. 	In Hunt's paper (1965), referred to during 
the discussion of case (iii), 'exact' eigenfunction expansions for 
v, b and whose rate of convergence increases with M were obtained 
for D 	0 5, DA 
 arbitrary 1 using Shercliff's condition. 	For M>>l an 
asymptotic solution was derived for the case DA = 0 = D 	in 5(4.5) 
this asymptotic expansion will be generalised to include all finite DA. 
results can be compared with those in an earlier 
paper by Chang & Lundgren (1961) in which they solved exactly for 
the case DA = 0 = D  ; Hunt pointed out that letting DA 0 in 
his 'exact' solution for DA  finite, D  = 0 yields the Chang/Lundgren 
results. As the latter authors did not give any asymptotic expansions 
the/ 
t a false claim, to be refuted in §(3.6) 
.J_ I 
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the comparison must end there. 	However, Williams (1963) had derived 
the first five terms in the series expansion for the volumetric flow 
rate at high M from the Chang/Lundgren exact result, and the leading 
terms in the corresponding expansion obtained by Hunt matched those 
of Williams. The alleged discrepancy in the coefficient of the 
third term in the series (see Hunt (1965, p.586) ) seems entirely 
* 
due to a numerical error on Hunt's part; using (3.4.15) it is clear 
that the expansions match. Computations performed by Chang and 
Lundgren showed that, for a given mass flow, a much larger pressure 
gradient is required to maintain flow through a perfectly conducting 
channel than through a non-conducting channel. 
In the same year as the Chang/Lundgren paper appeared, 
Uflyand (1961) published a parallel paper in which he too solved 
exactly for the case DA = 0 = D . 	Whereas Chang and Lundgren 
expressed v and h as Fourier series in n with the coefficients 
functions of , Uflyand had Fourier series in C with the coefficients 
functions of r. However the basic results are comparable. 
In the Chang/Lundgren paper referred to above, the flow 
problem in a duct of arbitrary cross-section bounded by a single wall 
of uniform thickness and conductivity was investigated and is of 
interest in the current discussion, especially the section dealing with 
flow in a duct symmetric about the x-axis for large M. 	In recent 
years the rectangular duct having walls of arbitrary, uniform thick-
ness and conductivity (i.e. DA = D B ) has attracted increasing 
attention on practical grounds; many of the early investigations 
involved simplifying assumptions such as requiring the duct walls to 
be either perfect conductors or perfect insulators and these greatly 
limit the usefulness of the results, since in experimental situations 
such! 
* on p.75 of this thesis 
such extreme conductivity values do not occur. Three papers on 
the DA = D  configuration which are of especial interest are 
reviewed below. 
Gold (1967), working with arbitrary M and 4) = ( DA )' , 
used Shercliff's condition for 'thin' walls and, taking 4) or 
as a small parameber when 4)<<1 or 4)>>1 respectively, used 
perturbational analysis to obtain approximate solutions to the flow 
problem in these two cases. 	(In an earlier paper by Gold (1962), 
series expansions were given in terms of a parameter dependent on the 
product of a  =°B and M.) 	These results were combined with 
existing exact and approximate calculations in a semi-graphical 
procedure to obtain the ratio of mean velocity to pressure gradient 
as a function of arbitrary values of M and 4), specific consideration 
being given to the effect of 4) on this ratio. 	Substantial differ- 
ences were found between the results for 0 < 4)1<l and the corresponding 
exact calculations for 4) = 0; the ratio is extremely sensitive to 
even very small non-zero values of 4), and the magnitude of this 
effect is not reflected by the Hartmann flow solution when M>>l 
This sensitivity factor could be of considerable practical interest 
in the field of electrical power generation. 
Chu (1969) also worked with arbitrary M and 4) 
and used the 'thin wall' approximation; he pointed out that Gold's 
perturbation solutions may not converge with sufficient rapidity for 
Gold 	 Gold 
intermediate values of Ma 	 in (1962) and 4) in (1967), and set 
out to solve the problem by a modified Fourier method instead. 
The results obtained using a computational technique showed good 




In Wenger's paper (1970), referred to during discussion 
of case (ii), the walls could be a mixture of insulators and 
conductors or all of one type. As an example of the efficacy of 
the method, a square channel with DA = D  was considered, the walls 
being taken as 'thin' to yield results directly comparable with 
previously published values; the values of M and DA  were arbitrary. 
Using a computer, values of the mean velocity as a function of M 
were obtained for various values of 4) = (DA). 	For M = 0 there 
was excellent agreement with the exact value (which can be computed 
using Fourier expansion techniques), and in the special case 4) = 0 
the variational solution showed similar close agreement with that 
obtained by Williams in asymptotic form, for values of M 10. 
The variational solution for 4) = 10' was always slightly less than 
WIlliams' asymptotic form for 4) 	, though the difference decreased 
to less than 0.1% at M = 1000. Wenger also compared his solution 
for the mean velocity with that obtained by Chu for values of 
4) 	0.1, 10, and 10, plotting v against M for 0 < M < 10 ; 
the agreement was again quite good, with the variational solution 
always slightly less than the series solution value. 
The above papers on the DA = D  configuration all 
involve a great deal of computing to yield explicit solutions. As 
regards the analytic content, it is the paper by Wenger that is the 
most important, giving as it does the exact solution to the problem 
for arbitrary DA  and M, albeit in a somewhat involved form. An 
exact solution for arbitrary DA ,  D  and M is not yet available 
however, nor is an approximate solution for M>>l • The question 
of obtaining the latter will be considered in chapter 4. 
There are many other publications wholly or partly 
devoted to studying facets of the flow problem in one or more of 
the/ 
PAl? 
the duct types (1) to (iv); however, those discussed above 
provide a more than adequate background to the current investigation. 
For a critical review of many of the key results published before 
1968 see Rinimer (1967) 
Summary of results 
Prior to the publication of Wenger's paper, exact solutions 
for arbitrary M and walls of arbitrary thickness were available only 
for the following configurations:- 




 arbitrary, by Sloan and Smith (1966) ; 
°A 
 arbitrary, 
 °B 	, by Butler (1969) ; 
•A 
= 00 = a B , by Cha.ng and Lundgren (1961) and Uflyand (1961). 
Even Wenger's paper will not yield the solution in a duct 
with arbitrary °A' hA, 0B and hB,  and there still remains, of course, 
the task of extracting explicit solutions for the cases 
5. 	arbitrary, a  = 0 and 6. 	 arbitrary 
from Wenger's results. 
For 'thin'-walled ducts, quasi-exact solutions were obtained by Hunt 
(1965) for ducts of types 2. and 3. and by Gold (1967) and Chu (1969) 
for a duct of type 6. with h  = hB< .cl 
For values of M>>1 , approximate solutions were derived 
from the exact ones for configurations 1., 14.and 6. (with h  = hB<<l) 
above, and for the special case of 2,/3.with a A 
	
0 3, a B = -(two 
versions, both incorrect, one from the quasi-exact form); approximate 
solutions for a A ° °B 0 were obtained ab initio by Hunt and 
Stewartson (1965) and Chiang and Lundgren (1967) 
Excluding the Wenger result, the aforementioned approximate 
solutions deal with flow in ducts one (or both) of whose pair of walls 
are! 
are either non-conducting or perfectly conducting. Taking 
wall = 0 or 
co is a very useful and attractive mathematical 
device, but is not realistic from a practical standpoint; the 
lack of a solution for flow in a duct with arbitrary aAand °B 
constitutes a serious gap in the literature. 
A further criticism that can be levelled at the available 
approximate solutions is the consistent use in deriving them of 
Sherciiff's 'thin-wall' boundary condition at every fluid-conducting 
wall interface; no attempt has been made to estimate the effect of 
wall-thickness on the flow pattern by using exact boundary conditions. 
What is really required is a single method or procedure 
which will yield approximate solutions in any and every configuration 
and hence enable us to fill in the gaps in the existing pattern of 
22. 
j(l.L) Summary of investigation undertaken in following chapters. 
Our aims in this thesis are those of 
correlating and extending the theoretical examinations of the 
flow problem outlined in §(l.l), (1.2) and 
presenting a critical discussion of the deficiencies in the 
classical model. 
We seek to establish the extent to which the approximate solution 
for M>>3, is dependent on the value(s) of the wall-parameter(s) 
in cases where the dimensionless thickness of each wall having 
finite, non-zero conductivity is sufficiently small to allow 
application of Shercliff's condition. With walls of arbitrary 
thickness, we will endeavour to incorporate the additional factor of 
wafl -thickness (es) into the approximate solution. 
In chapters 2-6 our investigation will take the following form:- 
Chapter 2_: We discuss the basic physics that is revealed so clearly 
when M>>l, involving the division of a typical fluid cross-section 
into distinct regions of flow including various classes of boundary-  
layers. 	It is shown that the governing equations (1.2.4/5) with 
boundary conditions (1.2.6/7) can be solved approximately when 
M>>l by singular perturbation analysis and that there are only four 
basic configurations, or combinations of values of DA  and  D  
requiring separate investigation. 	A single expansion scheme, valid 
for all these cases, is devised. 
Chapter 3: 
The expansion scheme is applied when M>>1 and DB<<M  in case (iii) of 
§(1,2). 	Power series expansions for v, b and F (the dimensionless 
volumetric flow-rate) are derived, in ascending powers of M_ 1 (for 
23. 
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v and b) and M 2 (for F). 	The phenomenon of reverse flow first 
discussed by Hunt is investigated and an expression obtained giving, 
as a function of D   and r, the value of M sufficient to first 
cause it. 
As a partial check on our results, Hunt's exact solution 
to the case DA 	, D B 
= 0 is expanded asymptotically for M>>1 
and the error in his own approximate solution traced. 
Finally we turn to Sloan and Smith's treatment (1966) 
of the same problem and show that they too obtained an incorrect 
approximate solution for M>>1, though their (conceptual) error 
differed from that of Hunt. We analyse where the error arose and 
compare and contrast their approach to 
Chapter 4_: 
Our expansion scheme is now used to obtain v, b and F as power 
series in ascending powers of M 2 when M>>1, DA<<M2 and  DB<<M 
in case (iv) of 9(1.2). 	As far as is known, this is the first 
approximate solution yet obtained to cases where both DA  and  D  
are arbitrary, finite parameters. Reverse flow is again possible 
(provided DA ~ 0) and the critical value of M sufficient to first 
cause it is obtained as a function of DA ,  D  and r. 
The results are checked in the special case D  =0 
by taking Hunt's 'exact' solution to this problem and expanding 
it asymptotically for arbitrary DA . Finally, the practical 
aspect of the 'infinite wall-conductivity' limit is considered. 
Chapter 5 : 
Applying our expansion scheme to case (ii) of §(1.2) when M>>1 
24. 
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and DA<<M2, we note that the core velocity (that outside of the 
boundary-layers on the walls) is 0(M 1 ), in contrast to the 
situation in chapters 3 and 4, and find that the leading terms in 
the boundary-layer solution are independent of DA, thus confirming 
the result of Chiang and Lundgren (1967). The boundary-layer 
solution near 	± £. involves power series in ascending powers of 
DAM2, as suggested by the latter authors. 	For completeness s:ke, 
the 0(M ' ) terms in the solution to case (1) are written in an 
analogous form to those for (ii). Brief comments on the questions 
of reverse flow and the volumetric flow-rate are given and some of 
the chief results from chapters 3-5 are discussed. 
Chapter 6: 
The Shercliff boundary condition is discussed in depth, especially 
the drawbacks in its use in boundary-layer regions near the junction 
of two perpendicular walls, an alternative approach based on the use 
of exact boundary conditions being recommended. The main investigation 
centres on the effect of wall-thickness(es) on the flow pattern, 
efforts to estimate this being concentrated on case (iii) of 5(1.2), 
this being one of the few cases where an explicit exact solution is 
available for walls of arbitrary thickness (note that case (i) is a 
trivial problem in that the wall-thicknesses have no bearing whatever 
on the solution). 
The Sloan/Smith exact solution, valid for all 0f  o, 
and M is expanded asymptotically when hB<<l, M>>l and DB<<M 
for different orders of magnitude of h  in terms of M 2 . 	 ( The 
walls BB are assumed thin but not sufficiently so as to justify 
use of Shercliff's condition; the term 'finite' is applied 
to! 
Expressions for v,b and F obtained in these chapters are compared 
with the corresponding results of other authors, wherever such results 
exist, at appropriate places in the text. 
Z3. 
to describe the wall-thickness in this context.) 	It is found 
that the two limiting procedures, lim(M oo) and lim(cB cc;  hBGB+ a 
finite, constant limit) are not always freely interchangeable. The 
main features of the results are that 
provided hBDB<<M2 the leading, 0(M'), terms in the 
expansions for v and b obtained in chapter 3 are unaffected by 
wall-thickness, and 
If hB<<M2,  wall-thickness effects are 0(DBh2M) and are 
confined to regions distant 0(M) from the side walls AA , 
while if 1>>hB>>M2 the effects are 0(DBM2)  in regions distant 
_3/2 	 1 
0(h) from AA and O(DBhN 	) in regions distant 0(M 
2)  from them. 
If hB 0(M 2 ) they are 0(DBM2)  and confined to regions distant 
0(M 2 ) from the side walls. 
As a check on the results and to show that the expansion scheme of 
chapter 2 may be applied to ducts having walls of 'finite' thickness, 
solutions are obtained for v,b in the fluid and for b in the 
wall 1 	(l-thB) by means of singular perturbation analysis in 
the three cases hB<<M 2 , hB>>M2 and hB = 0(M), with 
as in chapter 3. 
We postulate that approximate solutions valid when M>>l 
for all arbitrary Gf, A' hA, aB and h   may be obtained using 
the scheme of chapter 2. 
In chapter 7, some of the deficiencies in the classical 
model outlined in 5(1.1), (1.2) are discussed and suggestions 
made as to the lines along which future research efforts may most 
profitable by directed. 
Much of the theory and many of the results obtained in 
chapters 2-7 are contained in a recent paper by Temperley and Todd 
(1971) - see Appendix A 3 
27. 
5(l.5) 	Some miscellaneous points. 
Before embarkiflg on our investigation we will list certain 
points which, if clarified now, may avoid possible confusion later. 
In any MHD problem, there are both physical and mathematical 
aspects to consider. This is, basically, a mathematical investigation 
and the physics of the problem is not much discussed; we will not, for 
example, look into the physical reason why the flow pattern is affect-
ed by certain variations in the magnitudes of the Hartmann number and 
wall-parameter(s). 	Nor will we discuss such practical aspects as 
the effect of an external electric circuit, or the whole que stion of 
the electric current and potential in the fluid and the difference 
between MHD pumps, flowmeters, generators and brakes. 	One has, after 
all, to draw the line somewhere in an investigation of this type and 
such matters as those above can always be taken up later; for some 
configurations a detailed discussion of key practical aspects is 
already available - see, for example, Hunt and Stewartson (1965, 
pp.572-581) and Chiang and Lundgren (1967). 
Comparing terms of like magnitudes is a key operation in 
perturbation analysis and conditionals such as "provided DA<<M2't 
or "with l>>hB = 0(M 2 )" will occur frequently in the coming 
chapters. 	The implication here is not that DA, hB, etc. are 
functions of M but that, taking the first example above, M>>l and 
DA (while itself possibly >>l) is very small compared with M 2 
It is common practice to vary the value of M, by altering the 
strength of the applied magnetic field, for instance, but DA  and  D  
are normally constant throughout an experiment; we are simply 
supposing that, with a fixed DA,  the magnitude of M has been 
increased to such a level that it greatly exceeds that of IDA2 
in' 
in the first example, or that, with a fixed hB<<l,  it has been 
raised to that of (hB)2  in the second. 
On many occasions, such operations as an interchange of 
integration and summation signs, partial differentiation under an 
integral sign or differentiation of an infinite series term-by-term 
will be performed without any explanation or proof being given as 
to their validity. 	This is largely for the sake of brevity; 
many detailed calculations mark our passage through the coming 
chapters as it is. 
Notation such as 	(k,y) to denote the value of 
{z(x,y)} measured when x = k is taken as standard. 
Very few references will be made to experimental work. Many 
of the results derived analytically in the reference works discussed 
in §(1.3) can be and have been verified experimentally by their 
authors and/or other researchers (see, for example, Glaberson, Donnelly 
and Roberts (1968) ). 	For recent reviews of experiments where 
comparison with theoretical results has been made in a variety of MHD 
problems, the reader is referred to Branover and Tsinober (1970) and 
Hunt and Shercliff (1971). 	Much of this work is not strictly 
relevant to the problem being considered here but provides useful 
background information. 
Chapter 2. 
FORMULATION OF A GENERAL EXPANSION SCHEME. 
§(2.1) 	Sub-division of the fluid into distinct regions when M>>l. 
Returning to equations (1.2. 14) and (1.2.5) with boundary 
conditions (1.2.6) and (1.2.7) (or the latter's appropriate 
revision if the walls AA and/or BB are non-conducting), the 
question arises: ' t ls there a single expansion procedure, applicable 
to all the cases (i) to (iv) of 	§ (1.2), which yields an 
approximate solution for v and b when M>>l ?" 
If M>'>l , we can apply singular perturbation analysis to 
the problem. 	Hunt and Stewartson (1965, p.567) pointed out that, 
for high Hartmann numbers, the typical fluid cross-section can be considered 
as sub-divided into the distinct regions illustrated in figure 2. 
(I) is the interior or core region, incorporating the majority of 
the fluid but excluding the boundary-layers on the walls of the duct. 
(H) denotes the primary or Hartmann layers, thickness O(M), on the 
walls q 	1 but excluding regions distant O(M) from the side 
walls 	± 9. . 	They are discussed fully in Hartmann (1937) and 
Shercliff (1953) for cy B = 0 and in Chang and Lundgren (1961)for arbitraxycYB. 
(s) denotes the secondary or side boundary-layers, thickness O(M 2) 
on the walls 	± 2. but excluding regions distant 0(M 1 ) from the 
walls 
(c) denotes the corner layers, those parts of the Hartmann layers at 
a distance 0(M 2 ) but >> M 	from the side walls 	± 9. 
(ic) denotes the inner-corner layers, those parts of the fluid within 
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Fig. 2. Cross-section of the duct showing the distinct regions 
which appear for M > 1 (not to scale). -o 
As was mentioned in 5(1.3), both Shercliff and Hunt! 
Stewartson commented on the difficulty of solving for v and b 
in the (Ic) regions and avoided any detailed discussion of them. 
The importance of these (ic) regions and their con-
tribution to the velocity and magnetic fields is, as will be seen 
in later chapters, far from being as minor as many authors have 
assumed. 
That the scalings in figure 2 are appropriate was pointed 
out by Eckhaus and de Jager (1966) who investigated some general 
asymptotic properties of the solutions of equations of the type 
obtained for v ± b by adding and subtracting equations (102.4/5). 
s)U. 
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(2. 2) 	The mathematical problem in the five regions. 
Due to the linearity of the problem, it is feasible to 
develop a single expansion scheme which will yield an approximate 
solution to our flow problem, valid for M>>1 and for every possible 
combination of values of the wall-parameters DA  and  D  
We will closely follow the notation of Hunt and Stewartson 
(1965) in what follows and the reader is referred to their paper 
for the background to certain aspects of the approach outlined below. 
By symmetry, we need only consider the quarter-duct 
o 	£, 0 	1, and we introduce appropriate boundary-layer 
coordinates 
r 	N2(-) , t 	M(1-0 and t' = M(-) 	 (2.2.1) 
v and b may be regarded as each being composed of five 
component parts, one from each of the regions of flow discussed in 
the previous section. 	Since, for example, the solutions for v and b 
in the (I) region do not satisfy the boundary conditions on TI z-i-1, 
necessary adjustments must be made in the form of boundary-layer 
contributions which 'match-up' with the core solution but are 
inactive at distances 	>>M 1 from nl 
Taking 
v = v 1(,) + vH(,t) + v(r,) + v(r,t) + v. ic (t',t) 
and 
b 	b1 (,ri) ~ bH(,t) + b(r,n) + b(r,t) + bic (t't) 
the assumption is that (vH,bH)  and all their partial 
derivatives are exponentially small in t outside their 




i.e. as we move away from the wall n = +1 by letting t - 	and 
keeping E fixed. 	Similar restrictions apply to (v,b5), (v,b) 
and (v 
i  ,b i ) c 	c 
Coordinates (2.2.1) require obvious modification in the 
other quarter-ducts, 
e.g. in - 2. < C <O, 0 < n < 1 , the appropriate boundary-layer 
coordinates are 
M2 (Z+), 	t 	M(l-n) and t' 
In chapters 3 and 5 it will be shown that the (I) region is 
one in which the pressure gradient is balanced by the Lorentz force 
so that v1 is constant and also that (v1 + VH, b 1 1- bH) are the 
solutions for Hartmann flow between parallel planes at n = ± 1, with 
the symmetry conditions that b = 0 = - 	at n = 0, i.e. (v11- vH,bI-I-bH) 
are independent of 	and the presence of the side walls AA has 
absolutely no effect on the (I) and (H) region solutions. 
Assuming the results in the previous paragraph we have, from 
boundary conditions (1.2.6) and (1.2.7), that the boundary conditions 
for the remaining regions are 
v(O,n) = - v1(2,) = constant , 	 (2.2.3) 
ab 
ar 
---(O,n) - Rb(O,n) = Rb 1 (i,), where R = DAM 2 ; 	 (2.2.4) 
v (r,0) 	-v (r,l) , 	 (2.2.5) 
c 	 s 
!(rO) - Qb(r,O) 	M_ 1 	(r,1) + Qb(r,l), where Q 	DM 	; 	(2.2.6) at 	 c 
v.  ic W 5
0)O  = 0 , 	 (2.2.7) 




50) = Qbic(t'O) 	 (2.2.9) 
and 
ab. 	 1 	 1ab 	 1 ic, 
at' iO,t)_RM 2b(01t)=-M 2 (O,t)+RM2(bH(95t)+b c
(O 't) ) . 	 (2.2.10) 
The/ 
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The assumption following lines (2.2.2) must also be borne in mind. 
If walls AA and/or walls BB are non-conducting, changes 
will be necessary in conditions (2.2.4) and (2.2.10) and/or (2.2.6) 
and (2.2.9), 
e.g. if cy A = 0, conditions (2.2.4), (2.2.10) are replaced by 
b(0,ri) 	- b1 (2,ri) and b.(0,t) = - b(,t) - b c(0 t ) 
The parameters involved in the above conditions are 
....l 	-1 9-2 N , R, Q and JM 2 • 	If conditions (2.2.7) to (2.2.10) could be 
ignored for the purpose of finding (v,b) and (Vcbc) then the only 
parameters would be R, Q and M_ 1 . 	In fact, this is precisely what 
happens, as will be seen when we deal with the various component 
parts of v and b 
Let us consider the (s) region near 	= 1- .Q . 	The 
governing equations for v and b s are obtained by 
substituting the forms (2.2.2) into equations (1.2.4) and 
(1.2.5), then 
noting that v 1 and b 1 satisfy the latter equations 
identically, and 
recalling that (vH,bH),  (v,b), 	icbic) and all their 
partial derivatives are exponentially small outside their respective 
regions of influence. 
Hence 




D2b 	3v 	32b 
s s -1 	s 0 . 
Similar procedures yield governing equations for 
(v 
C C 	 ic 





+M 	 0 	 (2.2.13) CC , 
2 b 	av 
____C C+M - 	 0 1 C 	 (2.2.14) _.. , 
and 
	
3 2 v. 	ab. 
1C + 
	





1C - 	 0 . 	 (2.2.16) 
The only parameter in these last six equations is 	, which 
appeared earlier in boundary conditions (2.2.4) and (2.2.6) in con-
junction with R and Q . 	For high values of M, we will expand out 
(v5 ,b5 ), (v,b) and (v.,b.) in terms of decreasing magnitude, 
substitute these expansions into the relevant equations above and then 
equate terms of similar magnitudes. 
Taking equations (2.2.11) to (2.2.16) in conjunction with boundary 
conditions (2.2.3) to (2.2.10) it is clear that, after solving in the (I) 
and (H) regions, the (s) and (c) regions can be solved to any order 
without reference to the (ic) region. 
Equations (2.2.15) and (2.2.16) are as complicated as the original 
governing equations (1.2.4) and (1.2.5). Indeed, if we had to solve them 
in order to find higher components in the (s) and (c) regions we would be 
stopped at an early stage of the expansions in the latter regions. The 
leading order terms in the expansions of v 1 ,b1 	for case (iii) of 
§(1.2) have been obtained in chapter 3 (see results (3.2.133),(3.2.134) ) 
but this is (so far as is known) the first explicit solution to an (Ic) 
region problem to date. When the mean velocity v or net flux F down 
the duct Is evaluated, this restricted knowledge of the (Ic) solution 
stops short the expansion at an early stage. 
To/ 
To summarise, the (I) and (H) regions can be solved in con-
junction without reference to the other regions, after which the (s) 
and (c) regions can then be solved in conjunction without reference 
to the (ic) region, and the only parameters entering the equations 
and boundary conditions for (v,b) and (v,b) are R, Q and 
The problem for the (Ic) regions can be posed after all other regions 
have been successfully investigated, but very little progress towards 
solving this class of problem has yet been made. 
35. 
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5(2.3) A general expansion scheme. 
Before proceeding to a detailed expansion scheme we must first 
specify the behaviour of R = D A M 2 and Q = DBM1 as M 	• There 
are a number of distinct cases, listed below together with the 
appropriate expansion procedures to be adopted. 
(a) R ~ 	, Q - 	 as M -* - ,  i.e. Df>M2, DB>>M 
This is, in effect, a perturbation about the solution for a 
duct with all walls non-conducting (see Shercliff ( 1953) and 
Roberts (1967) 	). We take 
v(r,n) 
(ik) 	




M , - 
b'' 	(r,1) . 	Q' M 	R_k, (2.32) io jo ko s 
with similar expressions for 	v(r,t), b(r,t), v 	( t v ,t )  ic
and 	b. 	(t',t), and 
LC 
(o,o,o). (o,o,o). b (0 , 0 ,0 	b(o,o, 0 b( 0 , 0 , 0 ) 
s c ic s 	 c Ic 	.(2.3.3) 
The technique here Is standard: taking small parameters Q 1 , R 1 and 
M 1 we expand (v5 ,b5 ), (v,b), (v1 ,b.) as power series in 
ascending powers of N 2 , the coefficients being functions of those 
coordinates appropriate to each region. 	Whether the wall parameters 
DA and/or D  occur In any given term depends on whether k and/or i 
are zero. 	In § (3.2) we will also expand (v1 ,b 1 ) and (vH,bH) 
in the forms (2.3.1), (2.3.2). 
R - 0, Q - 	 as M -* 	, i.e. DA<<M 2 , DB>> M 
This flow Is similar to that of Hunt and Stewartson (1965). 
The expansion procedure would be as in (a) except that R+k  would 
replace 
The case D 	is discussed in chapter 5. 
/ 
Note that, although they are not required in our scheme, logarithmic 
terms sometimes arise in the boundary-layer expansions (see Van Dyke 
(1964) ) 
R-*-  , Q - 0 as M -*- 	i.e. Df>M2 , 
This flow is similar to that investigated by Hunt (1965); the 
special case where DA 	is fully discussed in chapter 3. The 
expansion procedure would be as in (a) except that Q would replace Q 1 . 
R -- 0, Q -* 0 as M- 	, i.e. DA<<M, DB<<M 
This flow has not been properly examined in existing published 
work and forms one of the main features of this thesis (see chapter 4). 
The expansion procedure would be as in (a) except that Q+1R+k would 
-i 
replace Q R -k  
There are various 'borderline'cases, e.g. R tends to a finite, 
non-zero limit as M -'- w while Q - 	, but these are in no way 
remarkable and can easily be treated by using the procedures above. 
Configurations (i) to (iv) of §(1.2) may be regarded as special 
cases of (a) to (e) above, e.g. the duct of type (iii) comes into 
category (a) if DB>>M  or category (c) if DB<<M 
If one pair of sides of the duct is non-conducting then the expansions 
(2.3.1) and (2.3.2) can be modified to a simpler form, 
e.g. if a = 0, so that Q Co, we would let 
Co 	Co 
v(r,n) 	I I 	 M iR 	,etc., 	 (2.3.4) jo k=o s 
while if a =0 =B , we would take 
CO 
v5 (r,) = 	. 
(r,fl) M 	, etc. 	. 	 (2.3.5) 
For any of the above cases, the (s) region solution is obtained 
by substituting expansions of type (2.3.1) and (2.3.2) into equations 
(2.2.11) and (2.2.12), bringing the differential operators inside the 
triple summation and then equating coefficients of like powers to zero, 
e.g. the coefficient of Q 1 -4 2 M R in case (d) 
Al 
A similar procedure is carried out for (v,b) from equations (2.2.13) 
(2.2.1 1 1) and for (v.,b1 ) from equations (2.2.15) (2.2.16). The 




) and (v 
C C 
,b ) are inter-related due to the essential 
two-dimensionality of the equations for (v,b) as is discussed later. 
However, in all cases, they can be solved formally for each (i,j,k). 
The approach outlined above would be accepted as quite standard 
+i -j +k 
provided that no two of the Q M R 	are of the same order. 	It 
can be shown that if Q and R are powers of M and there exist two or 
more sets of (i,j,k) such that the corresponding Q-M-R factors are of the 
same order then the expansion procedure is still valid. 	That is, if we 
recognised this at the outset, the resulting solution is simply that 
obtained by adding the component terms in the elemental expansions (2.3.1) 
and (2.3.2). 	This is an important consequence of the linearity of the 
problem. 	Furthermore the elemental expansions are valid for Q (and R) 
any function(s) of M, provided only that we can state that Q (and R) 
becomes infinite, a finite constant or zero as M - 	. 	Another 
important feature is this: 
+1 
Let Q +1 A1f1(M) and R 	A2f2 (M) , reading +1 if 
Q(or R) 0 as M 	and -1 if Q-1 (orR 1 ) has this behaviour. 
After obtaining the elemental expansions, if we then set A 1 = 0 = A2 
±1 	±1 
the result is precisely that obtained by setting Q = 0 = R7 in the 
boundary conditions at the very outset. Essentially, this means that 
letting M -- 	after c- 0 produces the same result as letting 
a 
wall-* 
 0 after M - . 
Similarly, letting M 	after 0wall co 
produces the same 
result as letting a 
wall-+ 
	after M -- 
co
In! 
In the following two chapters we will adopt the methods 
of this section to solve approximately for N>>l the cases (iii) 
and (iv) of 5(1.2). 	In addition to solving for v and b we will 
investigate the phenomenon of negative velocity or 'reverse flow' 
(see Hunt (1965, p.582) ) and evaluate the first few terms in 
the expansion of the flow-rate F down the duct. 
In chapter 5, a brief discussion on the duct type (ii) of 
5(1.2) is given and the leading order problem is compared with 
that of Hunt and Stewartson (1965). 
Chapter 3. 
THE HUNT-TYPE DUCT. 
§(3.1) Introduction. 
The duct of type (iii) in § (1.2), having non-conducting 
walls AA and conducting walls BB, was first investigated by 
Hunt (1965) and we will use the term 'Hunt-type' to denote such 
a duct. In a later paper Sloan and Smith (1966) also examined 
this configuration, though their approach differed somewhat from 
that of Hunt; Butler (1969) added further comments on the situation. 
Hunt obtained 	elgen-function expansions for v and b 
for arbitrary N, the walls BB of the duct being assumed sufficient-
ly thin to justify application of the Shercliff boundary condition 
(see p.587 of his paper). 	Unfortunately one cannot readily approxim- 
ate to this exact solution when M>>l because the higher harmonics 
in the eigen-function expansions have to be considered. 	This was 
the type of difficulty discussed by Williams (1963) - see earlier 
comments in § (1.3). 
We will solve the flow problem in a Hunt-type duct approximately 
for M>>l using singular perturbation analysis. 	The actual expansion 
scheme was discussed in § (2.3). Later the approximate solutions of 
Hunt and Sloan/Smith for the special case D  = 0 will be compared 
and contrasted with our own. 
By symmetry, we need only consider the quarter-duct 
0 	k, 0 q < 1, illustrated in figure 3. 	The boundary con- 




	 wall B 
	 a- >0 
wall A 
GA 0 
v0, 	-  Db 
DO 
	 x, 	 b = 0 
Fig. 3 	The Hunt-type quarter-duct 0 	£, 0 < n < 1 ; 
shading indicates boundary—layers on the walls (not to scale). 
in r (see Hunt's exact solution or by arguing from the governing 
equations and boundary conditions); those on C = 0 follow from 
both v and b being even in 
41. 
§(3.2) The ausroximate solution for M>>l arid arbitrary D by 
singular perturbation analysis. 
42. 
As was noted in §(2.3), when DA 	the R terms in the 
elemental expansions of the type (2.3.1) are not present and so 
half-powers of 	do not occur explicitly (though they may occur 
implicitly if D   =0(M 12 ) y an odd integer). Initially we will 
suppose that Q = DBM'<<l (for simplicity, the case D  = 0(1) may 
best be considered) and later we will add a comment on the situation 
when Q<J<l 
We first examine 
The core and Hartmann regions: 
In the core or (I) region, v 	v1(,), b 	b1(,), 	and 
following the scheme of 	(2.3) we take 
CO 	Co CO 	CO 
Z E b = E 
I 	io jo 
with v1 _ 0 
Co 	 CO 
v 	N, b 	E b 	 say, 	 (3.2.1) i.e. v1 	
jl 
where the coefficients 	 are functions of 	and DB. 
Substituting expansions (3.2.1) into the governing equations 
(1.2.4) and (1.2.5) and comparing terms of like order in M_ 	have 
(1) 
= 0 	and 	 -1 31 (3.2.2) 
while for all y 2, 
2b ( Y 1) 	a2b (y-i) 	 b1 ' 	a 2 v (1) 	a2v (11) 
+ 	 + 0 and 	 1- 	 + EMOM 
(3.2.3) 
Since/ 
i.e. walls BB are highly conducting 
43. 
Since 	b1 	is odd in 	ri 	, from (3.2.2) 
1) 	A( l ) () 	bU= -n . , (3.2.4) 
Setting 	y = 2 	in equations (3.2.3) and then using (3.2.4) gives 
A 2 () 	b 2 = -n 	
d2A(1) 	
• , (3.2.5) 
I 	 I 	
d2 
Expressions for 	v 	h 	when 	y 	3 	can be obtained from 
equations (3.2.3) and the existing results (3.2.4), (3.2.5) 	. At 
each stage an extra function of the type 	() 	 will be introduced 
on integration of 	av1 /an 
Boundary conditions on 	v1 , b 1 	are required if we are to 
evaluate the unknown functions 	A '' () 	and these are obtained by 
moving into the Hartmann layer. 
In the (H) region, 	v 	v1(,n) + vH(,t), b -. b 1(,) + 
+ b(t) 	, and we expand 	vH, h 	in the forms 
VH = 	 M 	bH 	 . (3.2.6) jl 	 i 
where 	VH 	 are functions of 	g,t 	and 	D  
Since 	v1 ,b 1 	satisfy equations 	(1.2.4) and (1.2.5) identically, so do 
v 	and ID 	. Comparing terms of like order in 
(1) (1) 	 3 2b a 2  vH H av 
(1)ab - H H = 0 	and 	 - ______ 	= 	0 , (3.2.7) 
at 2 	at 	 at2 	at 
	
a 	aVH 
2 	(2) 	b (2) 	 2b 	(2) 	(2) D a H 
= 0 	and 	 = 	0 , (3.2.8) 
at2 	at 	 at2 	at 
while for 	y >1 3 
a2v(1) 	abH' 
	32v (y-2) 	a2b(1) 	(i) 
Oand 	 - -1- 	 =0. 
at 2 	at 	a 2 	 at 	at a 2 
(3.2.9) 
To satisfy boundary conditions (1.2.6) and (1.2.7), we need 
V/ 
Lf4 • 
vH(,o) 	- v1 (,l) 	for all y 	l , (3.2.10) 
(1) 
at 
while for 	y2 , 
(i) 	 (Y-1) 
(,0) 	- 	DBbH (1_1) (,0) 	 (,l) 	+ DBb'(,1). (3.2.12) 
Finally, as was discussed in 	§(2.2), 	VH 5 b 	and all their 
partial derivatives tend to zero as 	t- ° 	for all 	yl . (3.2.13) 
Solving equations (3.2.7) with boundary conditions (3.2.13), 
VH 	 () e- t 
	= 	_bH (1 (3.2.14) 
and from condition (3.2.11) it follows that 	B(1)() 	0 . 	Hence 
(1) v 	= 0 = b 	. (3.2.15) 
From (3.2.4), 	(3.2.10) 	and (3.2.15), 	A(1)() 5 	0 , 
i.e. 	v1 	5 0 	, (3.2.16) 
and from (3.2.5) 
0 	. (3.2.17) 
Solving equations (3.2.8) with conditions (3.2.13), 
v 	B 2 () e- t = - bH (2) 	, (3.2.18) 
and from condition (3.2.12) with 	y = 2 	plus results (3.2.4) and 
(3.2.15) 5 	B 2 () 	= - 	(1 	D B ) 
.. 	VH = - (1 + DB )e_ t = - bH (2) (3.2.19) 
From condition (3.2.10) and results (3.2.5), (3.2.19), 
 1 	(1 	DB) 	. (3.2.20) 
Values of 	b I 1 ,VH 1 , b 	
for 	3 	can now be 
obtained by solving equations (3.2.9) for the appropriate value of y 	, 
using conditions (3.2.13), (3.2.12) and (3.2.10) plus the solutions 
- T 
of the 	0(M 	)problems, l -ry-1 . 	From conditions (3.2.12), the 
problems for both 	(v1 ,b 1 ) and (vH,bH)  must be solved 
before the 	0/ 
45. 
(M 1 ) 	problem for(vH,bH) can be treated, following which the 
corresponding problem for (v1 ,b 1 ) may be solved using condition 
(3.2.10) 
To avoid undue repetition of calculations similar to those 
above, we will simply quote the results: 
- 
vI(-l)DB2(lfDB ' b 	 - 	e - -b I - 	 H 	
(3.2.21) 
valid for all y2 
We note that vH(,t) + bH(,t) 	0 . 	 ( 3.2.22) 
From results (3.2.4), (3.2.15), (3.2.16) and (3.2.21), 
b1 	_rIM,vI.E2 ( _ 1 ) J DB J2 .( 1 +DB ).M J 	vHe_ bHet . 	 ( 3.2.23) 
Since DB<<M,  we can re-write the results in the closed forms 
(l_e t)(l+D3 ) 




( l -1- DB ) e 
b 1 (,n) + bH ( ,t )  = M 	{ 	
+ (M+DB) 	
. 	 (3.2.25) 
Results (3.2.24) and (3.2.25) form the solution for Hartmann 
flow between parallel conducting planes n = ±1 with the symmetry 
condition that b = 0 on r = 0 , valid for arbitrary M and finite D  
(see Chang and Lundgren (1961, p.104) ). 	This lack of dependence on 
is very important and means that the remaining regions are passive with 
respect to the (I) and (H) regions. 	Note that v 1 is a constant and 
tends to zero as M -- 	for all D  
We next examine 
The side and corner layers: 
In the side or (s) layer, 1-n>>M 1 and 
v 4 v1 (E,n) + v5 (r,n) , 	b ". b 1(,n) + b 5 (r,n) 
We expand v, b5 in the forms  
/ sv 
(sCC) 0 	=(U)()' 	- 	(11'o) (Jq 
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As discussed in §(2.2), v 	 b5 ' 	and all their partial 
derivatives tend to zero as r - 	for all yl . 	 (3.2.36) 
In the leading, 0(M 1 ), problem the boundary conditions 
(3.2.32), (3.2.33) and (3.2.36) are not sufficient to solve equations 
(3.2.28) and (3.2.29) uniquely. 	There is, of course, the symmetry 
condition 
(Y) 
(r,0) = 0 = b(r,0) for all y 1, 	 (3.2.37) 
but this does not provide enough additional aid. We need inform-
ation about v5 and/or b 5 at some station(s) of n f 0 and to get 
it we must move into the (c) or corner region. 
In the corner layer, v 	v1(,n) + vH(,t) + v(r,n) + v(r,t), 




c , b (r,t) 	j 	
b 	, 	 (3.2.38) 
	
-1 -1 
(the preliminary expansions being similar to that preceding line 
(3.2.26) ) we have, on comparing terms of like order in M- 
1 
 in 
equations (2.2.13) and (2.2.14), 
(1) 	b  (1) 




C 	 0 , 	 (3.2.40) 
at2 at 
while for y2 , 
2 v 	b 	
(y-1) 
c C C 	
, 	 ( 3.2.41) 




c 	-c c 	. 	 (3.2.42) 
at2 at 	 r2 
From! 
LJ 
From conditions (2.2.5) and (2.2.6) , 
v(r,O) 	- v(r,i) for all yl 
(r,0) 	0 , 




c 	(r,0) - DBb(1U (r,0) = 	(r,l) + DBb ( r,l ) 
By the usual assumption, v c 	51 
b 	 and all their partial 
derivatives tend to zero as r and/or t 	for all yl 
Solving (3.2.39) and (3.2.40) with boundary condition 
(3.2.46) 
V 
(1) -  E()()et 	- b 
c 	 C 
From condition (3.2.44),E(O 	0 , 
(l)_ 	(1) 
i.e. v 	=0 - =b 
C C 
Thus, from (3.2.43) with y = 1 
(r,l) = 0 
an extra boundary condition for the 0(M 1 ) problem in (v,b). 
Points to note from conditions (3.2.43) and (3.2.45) are 
the 004 	) problem must be solved for both (v,b 5 ) and 
(v,b) before the 0(M) problem can be solved for ( v,b ) , 
and 
V ''(r,l) 	
(Y) cannot be found until v 	(r,0) is known, 
S 	 C 
i.e. the (v,b) problem to a given order must be solved before 
the corresponding (v5 ,b5 ) problem. 
The 0(M) problem for (v5,b): 








with boundary conditions (3.2.32), (3.2.33), (3.2.36), (3.2.37) and 
(3.2.49) 
Firstly! 
Firstly, we introduce the following useful result: 
If f = f(r,n) then, by integration by parts, 
f -. sin(kr)dr = k,f(0,rj) - k 2 I f sin(kr)dr, 
o 3r2 	 o 
provided that both f and 	tend to zero as r 	. 	 (3.2.50) Dr 
The importance to us of this result will be seen below. 
The functions v 0 and b(1) satisfy the conditions of 
validity of (3.2.50). 	Introducing Fourier transforms 




V1 (k,ri) 	I v sin(kr)dr, B 1 b 	'(k,n) 	I 	sin(kr)dr , 	(3.2.51) 
Os 0 
and using 
result (3.2.50) plus conditions (3.2.32) and (3.2.33), we have 
(1) 
k 2 V 	- I 	 . sin(kr)dr , 	 (3.2.52) 
1 0 3r 
and 
k2 B 	kn - f 	
S 	
• sin(kr)dr . 	 (3.2.53) 
1 0 r2 
Substitution from equations (3.2.28) and (3.2.29) gives 
	







-91 = k 	
. 	 (3.2.55)
dn 
Eliminating B 1 
d2 V 
1 - k4V 	= -k , 	 (3.2.56) 
dfl2 	1 
which, from conditions (3.2.37) and (3.2.49), solves to give 
V 	{l - cosh(k2ri) 	. 	 (3.2.57) 
k 3 	cosh(k 2 ) 
Thus, from (3.2.55), 
- r 	1 	sinh(k 2 n 
- 	
- 
) 	 (3.2.58) 
1 k  0 cosh(k 2 ) 





(1) 	2 	- ikr 	 - ikr v 	Iy—f V e 	dk — 1 rf V e 	dk 




(1 V1 cos(kr)dk 	0, f V1 sin(kr)dk 	2 1 V1 sin(kr)dk • ) _.  
- 	 0 
On applying Cauchy's residue theorem to a semi-circular 
contour centred at the origin, we have, in the limit as the radius 
of the semi-circle tends to infinity, 
	ikr 
v 	z{twice the sum of all the residues of V 
S 11 	
at its 
singularities in the upper-half of the complex k-plane) 
There is no singularity at k = 0; in fact V 1e' < '--O as k-0 
Singularities occur whenever cosh(k 2 ) 	0 , ie. k 2 (n+)iri, 
(3.2.59) 
(3.2.60) 
n any integer. 	Introducing 
a. = (j+)1r , j any integer 	0, 
the singularities in the upper half-plane are simple poles at 
k 	
+ k. 	and k 	k. , where 
3 3 
k. 	(1+i)/(), k. 	(-l+i)I(). 
We note that 
(k . + ) 2 = ía.= -(k.) 2 ; 	(k.) 	-a 2 = 
3 	3 	3 	3 3 	3 
If k k. is any pole (k. 	k. or k.) , the residue there is 
3 	 3 3 	3 
urn ((k-k 	
ikr.) V e 	} , 	which equals (using (3.2.57) and 
k-bk. 	j 1 
3 
L'Hopital's rule) 
ik - r -e j cos 
2k sinh 
J 
Thus, from (3.2.61) 
(k 2) 
1 








if k. = k. ; residue = 
J 	3 
and if k. = k.; residue = 
	
3 	3 










Substituting results (3.2.64) into (3.2.60), 
CO 
(_1)J  cos(a.n) 
v 	2 	 exp(-O.)sinO., where O 	r 	. 	(3.2.65) 
: S J zo 




2 E 	 exp(-O 
J 
.) cosO. . 	 (3.2.66) 
:i . Jo 
: 
The governing equations and boundary conditions are seen to be 
satisfied: in checking (3.2. 149) and (3.2.33), note that 
CO 2 
	
cos c. 	0 and 	E - 	/ sin(cL.fl) 
Thus v is 0(M) , in contrast to v 1 and v  , and is 
independent of D   to the leading order. t 
Graphs of 	 versus r take the form of exponentially 
damped sine waves, involving an infinite number of reversals of sign. 
We now turn to 
The 0(M 2 ) problem: 
From equations (3.2.30) and (3.2.31) with -y = 2, 
(2) 	b (2) 	a2v (1) 
S 	
+ 	
S 	= - 	S (3.2.67) 
and 
b 	v (2) 	(2) 	2b 
S 
+ 	= - 
	S 	
, 	 ( 3.2.68) 
r2 	an 	 an 2 
with boundary conditions (see (3.2.34),(3.2.35),(3.2.37) and (3.2.36) ) 
(2) v 
5 	(0,) = _(l-t-DB) , b 





0 = b 	(r,o) 
an s 
while v (2)  b 
 (2) 
S 	S 	
and all their partial derivatives tend to 
zero as r--° 
As/ 







As with the 0(4 ) problem, a further boundary condition 
	
at some station of n ~ 0 is required. 	Setting y = 2 in 
equations (3.2.41), (3.2.42) and condition (3.2.46), and recalling 
result (3.2.48) it follows that 
v (2) 	(2) 	e- t 	- 
b (2) 	 (3.2.72) 
c c 
So, from condition (3.2.43), 
v (2) (rl) 	-Ec 2 () 	 (3.2.73) 
S 
Putting y 	2 in condition (3.2.45) and using result (3.2.66), 
(2) 	3b (1) 
2  CO 
(r,0) 	--- 	 (r,1) + D b (1)(r,1 	DB 	—i exp(-O.)cosU. Bs 
jO 	 J 
(3.2.74) 




v 	D e E -- exp( - o.) cosO. 	
-b (2) 
, 	 (3.2.75) 
c J 	J C jo j 
(thus v,b 
c 
 are O(DB  N2)) 
and 
(2) 	 2 
v 	(r,1) 	_DB 	exp(-O S j 
.) Cos 0. 	. 	 (3.2.76) 
J 	J o j 
Introducing transforms 
V (k,n) 	f v 	sin(kr)dr , B 2 (k,n) 	I b(2)  sin(kr)dr , 	(3.2.77) 
and using (3.2.50), (3.2.69), (3.2.67), (3.2.68) and (3.2.51), 
we have 
k2V2 = _k(l+DB) 
+ d2V1 + 	
, 	 (3.2.78) 




. 	 (3.2.79) 
dn 2 	dii 





- k 4—V2 	k3(11DB) + 2k 3 	 (3.2.80) 
- cosh(k 2 ) 
dV 
Using condition (3.2.70), __.a = 0 when n 	0, while from 
dn 










72 (k,l) = I v(2)(r,l)  sin(kr)dr 	_DB B 1(k,1) 
D  k
- 3 	tanh(k) - k2 } , from (3.2.58) 
Solving equation (3.2.80) with the above boundary conditions 




{k2± (DB-k)tanh(k2)} 	 + k 	 . 	 (3.2.81) k  
k 3 cosh(k 2 ) 	cosh(k 2 ) 
Hence, from (3.2.79), 
B2 	(DB-k)tanh(k2)} sinh(k2n) + kri cos h(k
2 n ) 
. 	 (3.2.82) 
k 3 cosh(k 2 ) 	cosh(k 2 ) 
Rewriting (3.2.81) as 
k(1+DB)oSh kCoShBk)S1nh}C0shflkoshuh(k1 
0 cosh2(k2) 	 (3.2.83) 
we note that v2 is odd in k and tends to zero if k -'- 0 
Inverting the definition of v2 as we did with V1 in line 
(3.2.59), 
twice the sum of the residues of V2 eIk at its singularities 
in the upper half of the complex k-plane). 	 (3.2.84) 
These singularities a poles of order two at k = k.+ and 
k = k. . 	 The expression 	urn -- {(k-k.) 2 V 	1kr 	for the 
k-~k.  dk 	j 	
2 
J 
residue at k = k. is somewhat unwieldy to manipulate and we will 
use a Laurent expansion instead. 
If! 
- 
If k 	k. is any pole of V2 
ikr  
e 	(k.= k 
+ 
. or k. ) 
J 	 J 	J 	: 
if k = k. 
J 
+  C , with JcJ << Jk.I 	, then 
cosh(k 2 ) 	sinh(k. 2 )sinh(2ck.i- c 2 )(2ck.+c 2 )sinh(k. 2 ) + 0(c 3 ) 
J 	 J 	 J 	 J 





sinh(k2 ) 	sinh(k. 2 )cosh(2ck.+c 2 ) " sinh(k.2) + 0( 6 2 ) 
J 	3 	 3 
sinh(k 2 TI) 	sinh(k. 2 fl) + 26k . fl cosh(k. 2 fl) + 0(c 2 ) 
3 	3 	3 
+ 4Ek . + 0(62) and k -  31Xj  k. 3(1-3E:/k . + O(C2) ) 
3 	J 	 3 	3 
ikr ikr 




Substituting these approximations into the expression for 
- 
V2 e 
ikr  derived from line (3.2.83), the denominator contains only a 
term of 0(6 2 ) and so only terms of 0(6) are retained in the numerator. 
From the Laurent expansion, the residue at k = k. is found 
to be 








Taking k. = k. 3 and k. 	in turn, and using (3.2.61) and (3.2.62), 
3 	 3 
the residue at k k.+  is 
3 
j+1 	-r}cis(r). (-1) 	ex 
( 2 DBn sin(a.fl)+CDB (_f + ±L-)+2a j 
. 	
j 
_jro.k.+} cos (a Ti)) 
4a. 
2 c. 	j 	 j j 	3 3 
(3.2. 87) 
and the residue at k = k. 	is 
3 
~ F-4 1 	 __ (_1)J+1exp{_ 	cis(- 	2 (2D T) sin(a.fl)+{DB 	
j 	
j 	j j 
)+2 -ira k }cos(a.fl)) 
- 	 2 
3 
(3.2.88) 
where cis represents (cos + i sin) 
Simplifying! 
3D. 
Simplifying expressions (3.2.87), (3.2.88) further and 
substituting back into (3.2.84), 
CO 2 	
2.(-l)exp(-O.) r 	2D 
V 	
ID ' sin(ct.n)cosO.f(a.)COS(a.fl)c0sO.+ 
S j_o 	a 3 2 	
iB  
-. L D 
+(.-.+a)cos(a.fl)O..(cosO.+SiflO.) 	(3.2.89) 
and hence, from equation (3.2.67) plus result (3.2.65), 
2 	
2.(-i)exp(-O.) r 	2 DB 
b = - 	 1t n cos(a.n)sinE3.-(---- ia.)sin(a.n)sinO. -I- 
s j0 a.2 	




a.j 	j 	j 	j 	3 
Boundary conditions (3.2.69) can be checked by using the identities(Tikt) 
CO 2.(-l) 	cos(a-n) 	 00 2.(-1) sin(a.n) 	
2.(-l)  cos (a.fl) 
=1 	E— 	2 	 -n, E- 
a. 	 ' . 	 a. . 
3=0 	3 3=0 3 3=0 	3 
(3.2.91) 
The solutions are of a sinusoidal form, as were those for 
-1 
the 0(1 ) problem. 
We next examine 
The 0 M -3 
	roblem: 
From equations (3.2.30) and (3.2.31) with y 	3 , 
(2) 




5 	 S 	 S 	 (3.2.93) = - 	,  
r2 
with boundary conditions (see (3.2.34), (3.2.35), (3.2.37) and (3.2.36)) 
(0,n) = DB(l+DB), 	bs
(0,n) = 0 , 	 (3.2.94) 
Dv s (3) 
(r,o) = 0 = b(r,o) , 	 (3.2.95) 5 
while 	 and all their partial derivatives tend to 
zero as r -- 	. 	 (3.2.96) 
To/ 
'Jo. 
To complete the set of boundary conditions, we now seek the 
value of vs(r,l) 
Setting y 	3 in equations (3.2.41) and (3.2.42), we have 
a 2vDb 	 32v (2) 
C 	 C - 	C 	 (3.2.97) 
at 2 at 	 ar2 
and 	
(3) 	(3) 	 (2) 
a 2b 
c 	- 	C 	 - 	c 	
, 	 (3.2.98) 
at2 	at 
with boundary conditions (see (3.2.45), (3.2.46) with 'Y = 3 plus 
results (3.2.75), (3.2.90)) 
(2) 
(r,o) 	B b 
(2 )( ro ) ± -- 	(r,l) + DB b(2)(r,l)c 	 an 
exp(-O.) 	
D 	 D  CO D
B 	 {4(— 1-a.)sinO j - 2D cosO.+ (- ±a.)O.(sinO.-cosO.)}, . a2 	a. j 	 B 	j 	a. 	j j 	j 	j 
J 
and 	 (3.2.99) 
and all their partial derivatives tend to zero as 
r and/or t -- 	. 	 (3.2.100) 
Adding (3.2.97), (3.2.98) and solving the resultant equation 
using result (3.2.75) and condition (3.2.100), 
	
v 	(r,t) + b 	(r,t) H 0 . 	 (3.2.101) 
Replacing b 	 by -v 	 in equation (3.2.97) and using result 
(3.2.75), 
2 	 av (3) 	(3) 
C 	+ = 
- D et 	exp (-0.)sin6. . 	 (3.2.102) 
at2 at 	B 	.c. 	J 	J 
The solution of the latter equation with the boundary conditions 
given in lines (3.2.99) to (3.2.101) is 
57. 
Be{ 	
2 	 e(-O.) 
F(o .) -b 	D 	t 	- e(
- 
O.)sinO + 
c 	c a 
30 j 	 jo 	
a 
where 
2D8 	 D 
	
F(0)2(— + 3a )sinO - 2DBcosO +(- + a.)O.(sinO.-cosO ) 	 (3.2.103) a. j 	j 	j 	a. 	 j 	j 





v 	(r,1) DB E 	2'DBcosO -2(— + 3a.)sinO. + 
 
s B. a 	 j 	a. 	j 	j 3=0
D 	
(3.2.l0L) +(— + e.)O.(cosO.-sine 
a.
J 	
j 	j 	j 	j 
The calculations involved in solving equations (3.2.92), 
(3.2.93) with boundary conditions (3.2.94), (3.2.95), (3.2.96) and 
(3.2.104), using results (3.2.89) and (3.2.90), are extremely 
protracted, though the basic techniques utilised are the same as in 
the 0(M) and 0(M 2 ) problems. 	The solution only is given 
here, namely 
v 	= E(i) j 	j 2 3 	j 3jj 	j 
S 
+A4 .O. sine +A 0 2 cos0 } 
33 	j 	5j. 	5 





i-flsin(a ri){B cosO +B sine -i-B .OosO -sinS )} 
+ 2 cos(a.n).0 sine. 
3 	lj j 
(3.2.105) 
where 
2D D 2 D 	6D 	 7D 	
B 	9 B A 	(1- 2D) ,A2 =(D--6) ,A3 . 	~ -+- ~ - 
5 	2 	2 lj a. 	a 2 	a. a. 	 2a. 2 a. 3 a. 
2D 2 	 D 	D 2 __ 1 B B 




- A , A 
5j 2 
- +  
a. 2 2a. 
3 	J 




B , B 	- (3 + .-.--) , B 	(1 + 1 . 
	











= E (-l)exp(-0.). 
3=0 
	














1- cos(c.).f-B .cosO. 
j 
-t-B .sin0+ 
j 	 lj 	j 
• B 
3j j 
(cos0.+ sinO.) } 
j 	J 
+ n 2sin(an) C .cosO. 
3 	lj 	j 
The 0(W1 ) problems for y 4 can be solved by the methods 
used in the 1 y 3 cases. The calculations become progressively 
more involved as y increases and we will not investigate beyond the 
0(M 3 ) stage. 
We turn finally to 
The inner 	per layer_: 
In this region, v 'u v1 (,n) + vH(,t) 1- v5 (r,ri) 1- v(r,t)i-v.(t',t), 
with a similar form for b 
Expanding in the usual manner, we take 
v. ac (t' 9t) = 	v i. c 	' 	ic b. (t' 	 ic ,t) = 	
b 	 (3.2.107) 
j=1 	 j=l 
where v. (j),  b. 	are functions of t' ,t and D ic B 
Substituting expansions (3.2.107) into equations (2.2.15), 
(2.2.16) and comparing terms of like order in M- 1  we have, for 
all y 1 
2 	(1) 	a2 v. 	ab. 	
(3.2.108) 
Ic ic - 	ic 
= 
3t' 2 	at2 	at 
and! 
and 
a2b 	 3v. 
1C + 	ic 	- 	
Q , (3.2.109) 
at' 2 	at2 at 
with boundary conditions obtained from lines (2.2.7) to (2.2.10). 
The 	0(M 1 ) 	problem consists of solving equations (3.2.108), 
(3.2.109) with 	y 	1 	and boundary conditions 
3b. 	(1) 
v 	(ti 	0 	 (t',o) 	, 5 0) (3.2.110) ic at 
(1) 	-v . 	 (,t)-v (1) (0,t)=01 
ic H 	 c 
(1) 	 (1) 	(1) 
(3.2.111) 
b± 	(o,t) 	_bH (Z,t)_b 	(0,t)0, 
while 	v . (1) , b.(U 	and all their partial derivatives tend to zero 
as 	t' and/or 	t - 	. (3.2.112) 
There is a unique solution 
v. 	0 	b. 	
(1) (3.2.113) 
The 	0(M 2 ) 	problem consists of solving equations (3.2.108), 
(3.2.109) with 	y 2 	and boundary conditions 
v. (2) 
W,O) 	0 (3.2.114) 
(2) 
3b. 
(t' ,o) 	DB b(l) 




(O l t) 	- vH(2) (,t) 	- vc(2)(ot) 	
= 	e- t (3.2.116) 
(see results 	(3.2.23),(3.2.75) 	) 
(O l t) 	= - bH (2) (,t) 	- b2(,t) 	= -e- t 	, (3.2.117) 
	
(2) , b 	(2) . and all their partial derivatives tend to while 	v zero ic 	ic 
as 	t' 	and/or 	t -* 	. (3.2.118) 
Introducing transforms 
V. 	(t',e) 	f 	v. 	(2)sin(Ot)dt, 	(t',O) 	f 	b. 	(2)cos(8t)dt 	, (3.2.119) 
ic o ic ic 	 o 
59. 
we! 
we multiply the governing equations by sin(Ot),cos(Ot) respectively 
and integrate the resultant equations from t = 0 to t 	, using 
conditions (3.2.114), (3.2.115) and (3.2.118). 	This gives 
d2 V. 





ic 	028. - eV. 	= a . 	 ( 3.2.121) 
1C 	1C 
If we now define variables X(t' ,0), Y(t' ,0) by 
X = V. + i. 
1C 
, 	Y = V 1C  . - i7B 1C . 	, 	 ( 3.2.122) 
then, by addition and subtraction of (3.2.120) and i times (3.2.121), 
d2 X - - (02 + iO)X 	a , 	 ( 3.2.123) 
t2 
and 
d2 Y - - (02 - iO)Y 	0 . 	 (3.2.12't) 
From conditions (3.2.116),(3.2.117) 
V. (0,0) 	1 e_tsin(0t)dt 	
0 	, 	
. (0,0) 	-f etcos(Ot)dt 	
- 1 
ic 	 1+02 ic 	 0 	 1+02 
and hence 
x(0,0) 	, Y(010) 	. 	 (3.2.125) 
0+i  
From condition (3.2.118), X,Y and all their t'-derivatives tend to 
zero as t' - 	. 	 (3.2.126) 
Solving (3.2.123), (3.2.124) with boundary conditions (3.2.125) 
and (3.2.126), 
X = 	r exp_t 1 /02 +i0} , provided Ri /0 2 +10 > 0 , 	 (3.2.127) 
and 
Y 	exp{_t?/02_iO} , provided R9, /o2ie > C . 	 (3.2.128) 
By the theory of Riemann surfaces, the mappings w 41O each 
require/ 
u -i -. 
require two sheets in both the S and w-planes. 	Each of the 
restrictions in results (3.2.127) and (3.2.128) can be satisfied in 






 are now obtained by substituting results (3.2.127), 
(3.2.128) back into line (3.2.122). 
Inverting the transforms of line (3.2.119), 
(2) - 	2 	- 	iO -t 
v 	-Iy—f V. e 	dO 31 ic ir I  
1 - 	i0t 	 - 
	
I V. e 	dO , since V. 	is an odd function of 0 
- 
ni 	ic ic 
Hence 
(2) - 1 	1 
V. 	
- ----r 





b. (2) 	--r I 	exp{tt/02+iO} - 	ex t?/O 2 i0}) e 	dO . (3.2.130) ic 2,ri 
- 
(2) b  (2) 	-f 
i 	
-- (I ± 12) , where i.e. vc 
Ic 	2iri 	1 
p 
exp{i0t_tt/O 2 1i0}d0 	 {iet_t?/0 2 _iO}d0 





The evaluation of these integrals is described in the Appendix Al; 
the results are that 
- ut 








t - 2iet 	e 	sin It 1u2 + u du 
0 
Thus 
V. 	 e (2) 	-t 	
e 	1 t e -ut 	 -ut 
sin{t' ic 
0 u 	 Tr




—Ut 	 le_t1t (2) 	-t 1 -t e 	 ____ 
b 	-e + - e f sinfth/u21u}du - 	
1-i-u sin{t'/u2-l-u}du 
1C 	 It 
(3.2,134) 
The governing equations and boundary conditions are easily seen to be 
satisfied; in checking conditions (3.2.114),(3.2.115) we use the 
result 
fcO Sifl Z 
dz 
0 	Z 
So far as is known, this is the first explicit solution yet 
obtained for an inner-corner layer problem. 	Attempts to re-write 
the integrals in solutions (3.2.133),(3.2.13'#) in terms of known 
functions (using, for example, Gradshteyn and Ryzhik (1965) or 
tables of Laplace transforms) have not yet proved successful. 
The above techniques could be used to solve the 
y > 3, problems for (v.,b.), but this is not attempted here. 
We referred in §(2.1) to the important role played by the 
(v.,b.) contributions, 	This becomes clear when we compare boundary 
conditions (3.2.76) and (3.2.69). 	We note that, for all D  
	
urn vr,i) 	_DB 	--- 	-D 	lim 
(2) (O,) , 	 (3.2.135) 
S a.2 B S 
i.e. the function v(2) (r,) tends to different limiting values as 
we approach the corner r = 0, rj= 1 via the top and side walls 
respectively. 	However, from (3.2.69), (3.2.76), (3.2,114) and (3.2.116), 
li m { v (2) ( r, l) + vi(2)(t?,0)} _DB liv (2) (0,fl)+vi 2) (0,t)}. 	(3,2.136) 
r*o 	 fl+J 
t'o t--o 
i.e. the velocity contribution {v ( 2 ) + v.(2) 1 is continuous at the 
corner and vj2 	y be regarded as 'compensating' for the dis- 
continuity in v(2). 
In contrast, v (1)  is continuous everywhere and there is no 
compensating vi° needed (homogeneous, elliptic first-order problem). 
It' 
(2) 2), sec p.65/6 For alternative forms for v. 	and b ic ic 
63. 
It is further apparent (see conditions (3.2.94) and (3.2,104) ) 
that v (3) (r,n) is discontinuous at the corner, unless D  = 0 
S 	
(3) 	 -t 





) + v 	(t',)} 	B 	B 
D 2 -3D L 
as we approach the corner via either wall. 
Similar situations occur in any 0(M) problem, y 2 
The {v5 1- vic) velocity contribution is continuous everywhere in 
the duct, but the same cannot be said for v S 
 or v 
ic  
. in isolation. 
The boundary conditions on b for the full problem, namely 
b 0 on 	2, 	=_DBb on n 1, do_ not guarantee continuity_  
of b at the corner, though it clearly is so at the 0(M ) level. 
Summarising, in the (ic) region we have 
V 	vM+l+D )( 1_ e t) +v ( 2 ) +v (2) +v 2) }M 2+0(M 3 ), 	 (3.2.137) 
s 	 B 	 s 	c 	ic 
and 
b {_n+b (1) }M l+{(l+D ) e_t +b (2) b(2)+b2)}M2+0(M3) . 	 (3.2,138) 
S 	 B 	s 	c 	ic 
The special case D  = 0: 
Many of the terms in the field contributions derived in this 
section contain factors DB , DB2 , ... ; considerable simplification 
occurs in the special case where D  =0 
Firstly (see results (3.2.75) and (3.2.103) ), we note that 
	
( 	 (1 	 b 
V 0 	b / for y 	1,2,3. 	Also, . 	(r,l) = 0 for these 
c c a T1 
values of y 
Now, if v 	





that v ' (r,l) 	0 , from which one may argue that 	
abs 	(r,l)O, 
S 	 an 
and hence (see equations (3.2.41),(3.2,42) with boundary conditions 
(3.2.45) and (3,2,46) ) that 	0 
Further (see conditions (2.2.7) to (2,2.10) ), since 
t note that in any configuration, lim 
t- o 
- urn V ( Y ) (0' 	for all y 





0 	 for all y 3 , it follows that if 
0 	y 	3, then 	0 	. 	Thus, since 
0 b 	 when D = 0, so 	0 	 and 
c 	c B 	 ic 	ic 
0 	 . 	Continuing this process (increasing
ic 
y by one unit at a time), it follows that v 0 b and that 
b. 	contain only the 0(M 2 ) terms given in results (3.2.133) 
and (3.2.134). 




1 	-t 	(2) 	(2) 	
V 
v " - + - l-e + v + V. 	} + E - 	 (3.2.139) , 






b 	 + - { e+ b(2)+ b (2)





in this special case. 
Final comments 
Following the remarks made in §(2.3), we know that setting 
0 in the results of this current section must give the correct 
results for a Hunt-type duct with D  =0 . 	To confirm this, for the 
terms derived to date, we will (in §(3.5),(3.6) ) expand the exact 
eigen-function solutions of Hunt and Sloan/Smith for the case D B = 0 
Throughout the current section we have so far assumed that 
Q = DM <<1 ; for simplicity, the case D  = 0(1) may be taken as a 
model. 	If Q>>1 , one expands v 12-b 1 in the forms 
CO 	
00 000 
V(ik)(,fl).M_iQ<, b 1 	E E bJ,(,n).MJQk, 	( 3.2.141) 
jo kzo 	 jzo ko 
with similar expansions for the other field contributions, and then 
proceeds in precisely the same manner as we did when Q<<l 
If' 
If Q = 0(1), the sign attached to k in the Q terms in the 
elemental expansions is immaterial. 
The basic technique of comparing terms of like order in M 1 
is applicable regardless of the relative orders of magnitude of D  
and M. 	However, if D  = 0(M) p 	0, the task of collecting 
together all terms of a given absolute order in M (following sub-
stitution of the elemental expansions into the governing equations 
and boundary conditions) may become quite involved. 	For example, 
if D  = 0(M 1 ), the 0(M 5 ) term in v actually involves 
contributions from v (3) 51 	
(4) 	(5) v and v 	, because the expression 
for 	contains terms having factors DBT , 0 T i-i 
(this follows from the results for 	 (2) and v 	 plus 
condition (3.2.34) ) 
Results (3.2.133/4) may be expressed in a different form by 
means of the following technique: 
setting (u2+u) = S 2 , the integrands in the two integrals have 
singularities at s = ± 1 i ; on removing those portions of the 
vertical axis in the complex s-plane lying above and below s= ± i 
respectively as the branch cut, we integrate over a large upper semi-
circle, centred at the origin s = 0 and indented to avoid the upper 
branch cut and the origin (see figure 15,Appendix Al). 	There are no 
contributions from the small circle round s = i but they do arise 
from the small semi-circle round the origin. The revised forms for 
(2) 	(2) v i 
	
,
c b ic 	
are 
	
(2) 1 t/2 -t/2 	
e-try 
v 	—<e 	+e) sin{t/(y2 -)}dy- ic r 1 1 y 
cx,  
1 (e 
t/2  -e  -t/2) 	
e-t'y 
-- 2w 	 cos {ti/(y2 -)} dy 	 (3.2.142) 
and! 
Author's Note 
The lim 	' 	;roduced on p.  66 appears at first 
sight obviously to eLL zero; however, on integrating 
eu1 Z_tanh( z 2 
round the perimeter of a quarter-circle centred at the origin 
and letting the radius tend to infinity, it may be shown 
(using Cauchy's residue theorem) that 
-e• 
2e 	sine. 	 s in ± f Li tanh(U/r2) du 





-t'y (2) 	1 	t/2 -t/2 	e 	sintv'( 2_1)} dy - b 	—(e -e 	) yi; ic it 
y -t' 1 	t/2 	-t/2 / 
	




5) Although our expansion technique should continue to yield 
expressions for M 1 v' 	for integral yl which are continuous 
everywhere in the cross-section, the boundary conditions on b 
(a combination of an exact one at 	= 9, and an approximate one at 
ri = 1) will not necessarily determine a solution for M 1 b' 
which is continuous in the inner-corner region for all values of y 
Although the expansion has not been taken far enough to reveal this, 
we might expect that at some level our side-layer solution becomes 
singular at the corner of the duct;t however, we can spot this and 
then apply the principle of minimum singularity when matching-up 
in the inner-corner region. By the time 'bad corner behaviour' enters 
the Shercliff-type problem, wall-thickness effects may need to be includ-
ed to discuss the (Ic) region realistically from a physical standpoint. 
From the results obtained in this section we conclude that 
v and b are continuous at the 0(M 1 ) level everywhere In the 
cross-section, i.e. we have obtained a uniform first approximation in 
all regions. 
At the 0(M 2 ) level, all components of b are continuous near 
and at the corners provided only that /(a, \ 
(2) 	 -1 	r 	 /c. / L' urn b (r,l) 	lim 	2ct. e sinfrV J'2}  0. (3.2.144) 
ro 	 r+o jo 
(see result (3.2.90) ) 
At the 0(M 3 ) level, urn b(r,1) = -D 3 (3+L') , 	(3.2.145) 
Thus if 	0 there is discontinuity at the 0(M- 2) 
level, while if I 0 the discontinuity will arise at the 0(M 3 ) 
level unless 
urn b.(t',0) 	urn b.(0,t) + 3 D B 	4D B(1±). 	 (3.2.146)
t_*o IC 
t see Eckhaus and de Jager (1966) 
67. 
§ (33) Reversed flow. 
Hunt (1965) discussed the possibility of the fluid velocity 
becoming locally negative in the boundary—layers on the side walls for 
sufficiently large values of M, a phenomenon he described as 'reversed 
flow'. 	That such a situation can arise is seen from the results of the 
previous section.. 
If DB>>l,  then in the core and Hartmann layers the velocity is 
0(M 2 ), while if l<<DB<<M  it is 0(DBM2)  and still <<M a . 	In those 
boundary-layers distant 0(M 2 ) from the side walls the velocity is 0(M 1 ) 
for all DB<<M , the leading order contribution being entirely independent 
of D.  At distances >>M 1 from the top and bottom walls BB, 
vv1+v and the v 0 profile is that of an exponentially damped sine 
wave. 	Since the order of v exceeds that of v it follows that, when 
is sufficiently large in a negative sense, the net velocity may 
become locally negative.. 	This phenomenon is, of course, confined to 
the side layers, since in the core v is exponentially small in r. 	Even 
in the (c) or (ic) layers, where four or five of the velocity contributions 
play an active role, the net velocity could become negative if a large, 
negative v 5 	were to 'overpower' the lower order terms. 	However, the 
calculations involved in examining this latter case would be extremely 
complicated and we will confine our investigation to the (s) layer. 
We seek to establish a criterion for reversed flow in the form 
of a relationship between the value of M sufficient to first cause 
reversed flow at some fixed station of n and the value of the para-
meter DB. 	If r and D   
are regarded as fixed, the value of M can 
be raised by increasing the strength of the imposed magnetic field. 
For convenience we may suppose that D  = 0(1) in what follows. 
The criterion on the r = 0 axis: 
	
If l-fl >>M 	then, in the side layer on the wall 
(1) v 	(r, 
+ 	(l+D + v (2)} + 0(W 3 ) . 	 (3.3.1) 
M 
B 	s 
That is, from results (3.2.65) and (3.2.89), 
(1-iDB) 	2(-1)exp(-0.) 	 2DB 	 D 
C { MsinO -( 	Ia )cosO -(-----t.a )O.(cosO.+sinO.)}cos(cz.r v- 
jo 	a.2M2 	 J 
aj  j 	j 	a 	j j 	J 
J 
-3 -D0cosØ .orisln(a.n)J +0(M ), (3.3.2) 
where 	• 	r / J 	
J
/2 
Initially, for simplicity, we will examine the situation on the 
ii 	0 axis. 	From (3.3.2), 
(ltDB) 00 2(-l)e 	 2D 	 D 
v(,0)- 	 {MsinO.-( 	.)cosG._1(_ a  )O (cosO +sinO )} + a j j 2 . 	j 	j  M 2 	jo a. 2 M2 	 j 	 a j 
J 	
+0(W 3 ). (3.3.3) 
Due to the oscillatory behaviour of the above expression, there 
will be an infinite number of local maxima and minima, their magnitudes 
becoming progressively smaller as 	r increases. v(,0) has both an 
absolute maximum and an absolute minimum value in the side layer. To 
obtain a first approximation to both the latterTs position (in an r-sense) 
and magnitude, we take only the first harmonic in (3.3.3), corresponding 






(l+DB) 	4 	2M 	SD 	 4D 
- e 	{- sin0-(l+---)Cosa -0 (11 B)(CosO  +sin0 )}± 
M 2 	¶M2 
+ 0(W 3 ) • 	(3. 3.4) 
d 	____ Taking 	
dO2 	in (3.3.4), the absolute maximum and 
minimum values of v(,0) correspond to 	, —i- respectively (only 
.: 
terms/ 
terms of 0(M 1 ) being retained in the first derivative). 
Denoting by V mi 
 the absolute minimum value of v(,0), we have 
n. 
8D 	 4D%__________ 	 Sir 	B 
	
- (l+D) 	2/2e 5ir - 2M +(1) + 	(1± -) } 	 (3.3.5) mm 	 irM2 
Thus V. = O when 
man. 
2 	 8D 	2 	'-LD B 5rr B 
M '1' -472-e .(l+D ) + - (1+ -) + - (1-i- -) , 	 (3.3.6)  B 	2 	
Tr 2 	
8 2 11 
i.e. M ".' 96•3 + (92-3)D 
B5 
retaining 3 significant figures. 
.. Reversed flow occurs at r = 0 whenever 
N > N 
critical 	c 	 B 
M ". 963 + (923)D 	 (3.3.7) 
Mc is an increasing function of D  . 	The physical reason for 
this was given by Hunt (1965, p.588). 
Approximations and corrections: 
Two types of approximation were used during the calculation 
above, namely 
taking only the first harmonic in expression (3.3.3), 
and 
approximating to the position of the absolute minimum by retaining 
only 0(M) terms in 	(,0) 
To correct for (i), we now include the second harmonic in our 
analysis, corresponding to j 	 - i, 	= -
11 , 




ODB 	 '4D  - 0 0 2M 	
11- —)cos 0 0- Oo 	B)(0 +sine0)} -
1T 2 M2 	2 	
TF 
7fM 










Taking the absolute minimum at 0 	IL again, V . = 0 f 
	
o 14 	 mm 
5 IT 
/2 	5IT/3 ____ 	 IT 
2 5rr/ 4 	 8D 	
82 	
4DB
IT M( l+ -b- sin( 	)e }'' 	 e 	(l-t-DB)± -(l+ --)+ ---(l+ —) -i- 
if 2 
5ii 	 8D 	5ir/3 	157r2/3 	
4D 	 /3 •) 
/2 	7 ' -(l1------)cos( 	)1- 16 	(it 	
B)(cos( 	)i- smr, 	)3 	0 
9IT 
(303.9) 
By taking a range of values of D  we can show that the 
correction required to the estimated value of Mc  given in result 
(3.3.7) is well under 1% of that value, i.e. 0( 1/M) 
To correct the error caused by (ii), suppose we let the 





- f0 2() 
where 
8D 
f1 (0 )= 	e 0 sinO ,f (0 )= ---- e
0
- 0{(l+ —)cos0 + (1+ —)0 (cosO -1-sinO )}. 
7r2 	 0 2 o 	71 M2 	 ¶2 	
0 	 ¶2 0 	0 	0 
(3.3.10) 
The local minima correspond to f1 ' - f2 ' = 0, f1 " - f2 " > 0, 
and from Taylor series expansions of f1 1 ,f2 ' about the point e 51T 
in ascending powers of c , it follows that since 
f1I(5iT'4) 	0 the 
first approximation to e is 
f2 	= 	
7
4 	+ -- + DB 	+ 	 (3.3.11) 
ftt(!E) 	4M 	 11 	IT 
1 	4 
Taking N as the N of result (3.3,7), we have 
IT 4.93 + (2.81) DB 
} 	. 	 (3.3,12) 
96.3 + (92.3) DB 
If D  = 0 , for example, c nu 0-042. 
Taking a range of values 0 	10, we find that 
(a)! 
71. 
if 0 	D   <1 , c = 0(004) , and 
as D   increases above the value D  = 1, c steadily 
decreases, until c " 0025 when D 	10 
To estimate the effect of allowing for c in the calculation 
5n 	 57 
of M, we expand f 1 (— + c ), f 2 (—j- + c ) as Taylor series so that 
from (3.3.10), 
v . - (1+) 	f (.1L)_f (-)+ c {f 1 	+ 0(c) mm. 	 1 L 	2 	 	4 	2 4 
f1 (2) c2 f1 " ( f) . ( 3.3.13) 
(see(3.3.11) ) 
	
( 1±D B) 	5ir 
i.e. v. - 
. 	N2 




and by putting Vn 0 the required correction to N may be shown to 
be of the order of 0•l % 
If allowance is made for both (1) and (ii), and if higher 
harmonics than the second are taken in expression (3.3.3), the corrections 
to N are still not substantial, being less than 1% of the original 
estimate given in line (3.3.7) 
The criterion for r l 0: 
So far we have only considered the situation on the n = 0 axis. 
Using expression (3.3.2) instead of (3.3.3) to allow for n variation, the 
revised form of expression (3.3.4) is 
8D 	 4D (l+DB) 	4 e °0{sin0 	-(1+ 	)cos0 - ( l+ 	)0 (cosO +sinO )lcos()
Tin 




- 	e 0 cosO . sin(.! - ii) + 0(M) 	 (3.3,14) 
M2ur2 	
° 
Fixing n, taking the absolute minimum as corresponding to 
5ur 





5 1i/ 	 TI 	8D 	2 	4D B 
M 	
e 	
(l+D )sec(-)+ –(11- —)+ –a--(l-1-  —) ~ D r tan(- n). 	(3.3.15) 
c / 	 B 	2 	2 2 	8 2 	B 	2 4v2 IT TI 
For fixed DB, it follows from this last result that the minimum value 
of M occurs when n = 0, 
C 
i.e. as M increases, with D   held fixed, reverse flow first occurs at 
the station n = 0 
Result (3.3.15) reverts, of course, to result (3.3.7) when r = 0 
We stress again that the results of this section are only 
valid if D  << M ; a similar approach would yield results for D 	H. 
Velocity profiles: 
Some typical velocity profiles in the side layer in the section 
0 are illustrated in figure 4; these are based on result (3.3.4). 
Various values of D   were taken, H being fixed at the value M = 190 
(this value is just sufficient to cause reversed flow when D  
The profiles are very similar to those obtained by Hunt and Sloan/Smith 
- the dotted curve is, in fact, that obtained by Hunt for the case DB=  0. 
The absolute minima occur when r ' 445. 
Final comments: 
The physical reason for the large positive and negative 
velocities in the side layers cannot be explained simply. 	Hunt (1965, 
pp. 587/588) discusses this point and also (pp. 582/4) the similar 
phenomenon when DA = arbitrary, ]DB  =0. 
Finally we point out that, while reversed flow only occurs in 
the thin layers on the side walls with a rectangular duct, in certain 
geometries and applied magnetic fields it can occur in the major part 
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Fig. 14.. The Hunt-type duct: graph of v1v 1 against r at ?J = 0 
- in the side layer on r = -I- 1 for various values of Db  and 
31 = 190. 
§(3.4) The series expansion of the flow-rate. 
The dimensionless volumetric flow-rate 	F 	is defined by 
F 	= fl 	f v dC dn 
i 	-9 
j1 
 f 	v dE d 	, by symmetry . (3.4.1) 
Each of the five velocity components will contribute towards 	F and we 
will evaluate each of their contributions in turn. 
W From results (3.2.23), 	V1 	(l+D). 	(l) 	DB 	M 	, 
j=2 
and the resulting flow-rate contribution is 
CO 
F1 = 4 	(l-tDB) . E 	
(_1)J 	D3 2 	M . (3.4.2) 
j= 2 
 Also from results (3.2.23), 	vH 	-v1 
et, 	and since 
00 
fl 	et dn = M_ 1 f 	et dt 
from result (3.4.2) the resulting contribution to 	F 	is 
F 	




F1 + F  = 4L(l+DB).{M 
2 
 (l+DB) . 	(_1)DB3M} 	 (3.4.4) 
j=3 
The first contribution from v 
S 	 S 
comes from v 	, and from 
result (3.2.65) is 
	
j 	-2 	' — e F 	= 	E (-1) a. e 
J 	
sin 0. d . f ' cos(a.ri) dr1 . 	 ( 3.4.5) 
si M. =o j o o 
01iNow 	cos(a )d 	(-l) a 	and since 0 = r j 	 j j 	2 =1_ ( z—), so 
i CO 
f e 0 J sinO. d = (_)
2 
f 	e ° sinO. dO. 	(2a M)
2 
 
.. F si = 2 	M 3',2 	 . 	 (3.4.6) j 3=0 
From! 
From result (3.2.89), v (2) gives rise to a contribution 
-' 1 (-1) 	a. •f d f e 	Dii sin(a.ri)cos0. + (-+ a.os(cii )Cos 0 F2 	
M2 	
° 	j+l -2 	1 _e.{ 2 DB 
B 	j 	j 	a. 	j 3 	3 jo 3 
D 
+ 	+a.)0. cos(a.) 0 (coO.+ sinG.)! dii . 	(304.7) a.. 	j 	j  
1 	 • j 	-2 	—o Since 	f sin(a.ii)dii 	(-1) a. , f e 	cosO dO 
0 	 0 
00 






" M a '' , 	
B 
(3a. 	+ 7D a. 	) . 	 (3.4.8) j j 
From result (3.2.105) , v 	 gives rise to a contribution 
4 Co 	 9 	1 - 0. 
F 	= - (- l) f df e 	cos(ct.ri) [A .cos0.+A .sin0.-s-A .0.cosO. i- s3 M3 :j =o 	o 0 3 	13 	j 2j 	j 3j j 	j 
+ A .O.sin8.+A0 2 cosO. } 
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+ n2 cos(a.ri).0 . sine. 




ii 2cos(a.n)dn = (-i){a..-2a. 3 } and Jm02e°coso dO = - 2 
0 	 0 
Co 	 -3/2 
{(A .+A .+A .-A .)a 	+ 	
- 	-5/2 
(B 	-i-B 	B )a. 	-I- F 	2312M772 	1] 2j 	] 5] j ij 2j 3j j s3 i =0 
-3/2 	-7/2 
+C .(a. 	- 2a. 	)} 
1 	3 3 
Co 	
- 3/2 	5/2 	-7/2 	 7/2 	9/2 2N 7" 2 f - 7a . 	+2D (4a_ ) +D B2 	 11 6/'2 }, 
j B 	j 	j 	B j 	j 	j 
j =0 
on using (3.2.106), 	 (3.4.10) 
.../ 
ID. 
.. F __2'2 M312 	
-7/2 3/2 -5/2 	c*. 	+ 7D 	




2 M 	(3 
S 	 J j Bj Jo jo 
7/ 2 	3'2 	5"2 	7'2 	
-7/2 	9/2  -11/2 + 2 2 M { 7 	+2D (4a 	35a 	)+D 2 (8a  	+28c 	6 3a  )}i B B 	j   
(3.4.11) 
The first contribution from v comes from v (2) , and from 
C 	 C 
result (3.2.75) is 
8D 	-2 	 1 
- 	E a f e 	cos0 d.f et  dn 	2 5/2-7/2  DB 	• 	
-5/2 
M E a. 	• (3.4.12) 
c2 7 ._ 0 j o j 
It is not worth continuing beyond this stage as we can only go 
as far as the 0(M 7"2 ) term in F S 
The first contribution from v. , derived from v (2) , is 
.1C ic 
F 	- 	f I
1 
 v 	dn d 	If 	(2) 	' . ic2 0 0 I(2) c 
M 	
v 00 ic 
dt dt 	 (3.4.13) 
We have not as yet succeeded in evaluating this double integral; the 
difficulties involved are in the same categories as those discussed 
in §(3.2) after obtaining the solutions for vi(2)  and b 	 Thisic 
means that we cannot obtain the full 0(M 4 ) term in F . 





4( l+DB) - 23/2 ; 
(3j_ 512 + 7D a. 9"2 ) - 	(li-D) 2 
N 312 jo 	 M 2 	M5"2 • 	
j 	B 	 M3 
CO 
+ 1 	E {-7a 3 " 2+ 2D (8a.5"2_35a.7"2)+DB2( - 
	
+28a 	63a -1 
7/2 	9/2 	1/2 . . 





+ 0(M 4 ) . 
	 (3.4.14) 
The sums of series of the form E a j , q > 1 , can be 
j::o 
found from tables of the Riemann-Zeta function, 	t(q), because 
CO 	 q 
E a.()q (1_2q)  r(q) . 	 (3.4.15) 
(see Whittaker and Watson (1946, p.T/l) ) 
When/ 
When D  = 0, result (3.4.14) reduces to that obtained by 
Hunt (1965, p.586) from his exact eigen-function expansion. This is 
to be expected in view of the remarks made near the end of §(2.3). 
The major contribution to F comes from the side boundary-
layers (provided M2>>DB)  and is independent of DBo 
In figure 5, F is plotted against M in a square channel 
(9. = 1) for various values of DB, using result (3.414) and 
identity (3.4.15) in conjunction with Jahnke and Emde (1943, p.273). 
Mean velocity: 
The mean velocity, V = F149. , is a function of £,DB  and M 
and in particular is a decreasing function of M; this is because as M 
increases so does the tension in the lines of force and this results in a 
greater resistance of the latter to being stretched. 
From result (3.4.14) we note that, if 9. = 0(1) and the walls 
BB are very highly conducting (so that DB<<1),  most of the flow is in the 
two peaks near the side walls, because V>>V. 	If the aspect ratio 9. 
increases, these peaks have a diminishing effect on the mean velocity 
and the value of the latter decreases. 	This is in contrast to the effect 
of increasing 9. when all walls are non-conducting; here v falls 
steadily from its core value to zero on AA and as 9. increases the 
effect of the lower velocity near AA diminishes and V increases. 
When 9. = 0(M 2 ), V = 0(V1 ) and if 1<<M2 <<9. most of the flow 
will be in the core rather than in the side layers. 
I- 
"-'U 	 'wu 	500 	600 
PA 
ii 
5 rjij H1u1ttvjI)e 
duct: graph of F against J for various 
values of D 13 iii a sqiiar channel. 
77. 
§ (3.5) 	The approximation, when DA o, to Hunt's ' exact ' solution 
for flow in a duct with DB_0, ID arbitrary. 
/  
An exact solution to the problem under consideration in this 
chapter (IDA = co D  finite and arbitrary), valid for all values of M, 
was obtained by Hunt (1965, p.587). 	In this solution the higher harmonics 
predominate and asymptotic expansion is not a straightforward matter. 




 arbitrary, and expand it asymptotically when 	M>>l 	and 
DA = co 	, The results should agree with those obtained by setting 
D 	= 0 	in the results of 	§(3.2) 	- see Butler (1969). 
The 'exact' solution: 
Hunt 's 'exact ' solution for arbitrary IDA>O, D  = 0 was: 
C.()-. 1D.() 
__________________ 	___________________ 	 :i {l - 
 
	




2.(-1)sin(a.) 	Ma . 1C ( C )+D 	1.E.() ~ .F.() _______ -M j j 	 ________ __________ 3 + JJ 	33 b 	E 	 { - + 	K. ID K 	 ., (3.5.2) 
-o a(cz 2 .j- N2 ) 	 j 	 A j 
33 
where.,y. 	(a.) {±a . +(a . 2 + 2)} 
2 
3 	
2-1 	 (3.5.3) K. cosh 2I3.2 -cos2y.2+DA .s (inh 2.9-y.sin 2y.2.) 
and 
cosy.(9-)cosh B.(2+) + cos-y.(2,-i-)cosh 	.(Z-) 
siny.(.-)sinh .(Z+) + siny.(i+)sinh 6 .(2.-E) 
cosy.(i - )sinh a .(i- ) i- cosy.(+)sinh •(-) 
, 
J 3 J J J 
siny.(9.-)cosh .(2+) + siny.(2. -f)cosh  
For M>>1, Hunt expanded this 'exact' solution asymptotically in 
the side layer on the wall 	-2. for the two cases D  = 0 and 
D  
We / 
We will show that his expansion for the latter case is incorrect, and 
equate the corrected result with that obtained in §(3.2). 
We will expand in the boundary layer on the wall 	= 
instead of in that on the wall C = -i , thus facilitating comparison 
with results from the earlier sections of this chapter. Also, although 
we are currently only interested in the situation when DA =>, we will 
initially expand in Hunt's'exact'solution with arbitrary DA;  the results 
obtained will prove useful in chapter 4. 
The asymptotic expansion when M>>l 
Hunt expanded in results (3.5.1), (3.5.2) by taking M>>a., 
but made no explicit mention of the fact that his approach is only valid 
for values of (1-)>>M 1 ; the higher harmonics (corresponding to values of 
j such that a. = 0(M 5) 	are a major factor in the solution when 
(1-fl) = 0(M 1 ). In what follows we will suppose that (1 -n)>>M 




j ,Y j 	A.(l±a./2M + cz2/8M2 	/16 
M3 + 0(a.M) ) 
3. 




Let 	' 	rM 2• 	Since 	= 0(4 2)  in the side layer 
on the wall 	=k, and since A. 	0(12 ) for a.= 0(1), so 
0. = 0(1). 	Also,( +)(2 - 	') 0(1). 
From (3.5.5), 	. and y. are 0(M) and so 
cosh a .(i-i-E) " 	exp {.(22-')} '> sinh 	.(2-t-) 
Thus the functions (3.5.4) reduce to 
C' 
C M 21 cos(y.') exp {.(2i- 1 )} 	E.() 
and 	 (3.5.6) 
sin(y.') exp 	 "-i 
(cosh.(9..-0} 	cosh.' 	0(1) << cosh{.(2.+)} 
with a similar result for sinh3.(2.-)} • ) 
3 
Similarly, from (3.5.3) 
K. ' 	(lt-DA 1 i) exp(2.) . 	 (3507) 
From (3.5.5) it follows that 
-)cos(),..)+ 
a 	a. 
jj(l 	_ i))sin 	.')-F0(M ), (3.5.8) 
8M2 M 
a 2 	2,2 
sin(y.') 	(1- 	 )sin( A. t )- 
a. 	a. 









J 	X'(A'-1) 	+ 0(M)} . (3.5.10) 
j 	 j 81123 	3 
The results to date are valid for all 	DA>O we now 
consider the special case 	DA 















e 0 {cos0.+-(sin0 -cosO 
a.20. 
)- 	 (sin0.+cos0.)- 
a 2 0 2 
sinO 
j 
j 	211 	j 
8M2 4112 
 





D. 	-. 	a.0. 	 a. 20. 	 a. 20. 2 
e {sine.- 	4s1n0.+cosO.)+ 	3 (cos0.-sinO.)-s- 	cos0.+0(M 3 )}' 
K. 	 j 211 8112 	 4112 	j 
 
1 	 (305.14) 
where 0. = x.' = r/ (9/2) 
In' 
In result (3.5.1) the leading term is 
00 2.(-1)cos(a.ii) 
S(n) = E 	 (3.5.15) 
jo a(a 2 -i-M2 ) 
which is independent of 	and may be equated with VI , the core 
velocity, when M>>1 
When 	, D  = 0, result (3.2.23) reduces to v1 ".' M 2 







S( )- - - E ___________________ - - E 	 (3 5 16) 
- jzo 	M2 (M2+ a2) 	-TrM2 jo (2j+1) 2+ 	 /Tr  
If ii 	0, we have (see Knopp (1956, p.17 14) ) 
S() - M2 	
_-2 
 sech M. 	 (3.5.17) 
which is exponentially small for M>>1 and represents the correction 
required to the approximate form for v 1 (E,O) obtained by singular 
perturbation analysis. 
For M>>1,(l-n>>M1, the remaining terms in result (3.5.1) represent 
v(r,n) and, from expansions (3.505), (3.5.13) and (3.5.14), we have 





0 {Msin0.-a.cosO.-a.0.(sin0.+cos0.)± 	(cos0.-sin0.)+ s. 	 j j 	j 	jj 	j 	j 	8M  
F0 M2a.2 	 2 2 I a 
+4M 	
cosO.+ 0(M 2 ) } . 	 (3,5.18) 
This is precisely the form for v obtained by setting D  =0 
in results (3.2.65), (3.2.89) and (3.2.105) - the two expressions for 
v 	M 	match when DA 	, D  = 0 • 	The results for S 




Errors in Hunt's results: 
Let us consider the nature and source of the error in Hunt's 
asymptotic expansion. Comparing result (16) on p.582 of his paper with 
-2 
result (3.5.18) above, the error is in his 0(M ) term, which is in- 
complete. 	Due presumably to his including only the 0(1) terms from 
expansions (3.5.8) to (3.5.10) when substituting into expressions (3.5.11)! 
(3.5.12) to expand result (3.5.1), the second terms in { 	} in 
expansions (3.5.13)1(3.5.1 14) were omitted, with the obvious effect on 
result (3.5.18). 
Thus the critical value of M obtained by Hunt, sufficient to 
first cause reverse flow on the n = 0 axis, 	M " 89, differs con- 
siderably from the correct value, M 
c 
 11, 963 (see result (3.3.7) ) 
Omission of the third term in f 	} in result (3.5.18) leads to an 
incorrect form of result (3.3.6) in which only the leading term is present. 
The resultant error in F is O(MJ/2)  and is not therefore 
apparent from the expression given above result (214) in Hunt's paper. 
When expanding result (3.5.1), one must retain terms of O(M) 
in D. J () when retaining those of O(M




and F. , due 
to the presence of the extra factor M in the coefficient of D. 
AIPA 
§(3.6) 	The asymptotic expansion when D= 0, M>l of Sloan and 
Smith's exact solution for a Hunt-type duct. 
Sloan and Smith (1966) solved the Hunt problem exactly for all 
values of M and DB,  but their approach was more rigourous than Hunt's in 
that, instead of using the Shercliff thin-wall boundary condition at 
ii = ±1 , they considered arbitrary wall-thickness h   and used exact 
boundary conditions on b at the interfaces (see boundary conditions 
(ii),(iii),(iv) on p . Ll.LtO of their paper). 	As a result, an expression for 
b in the walls BB was obtained in addition to the solutions for v,b 
in the fluid (see Butler (1969, p.657) for the explicit result). 
If the walls BB are now assumed 'thin' and we take 
tanh (a (q-l)} = tanh(a h ) " a h in the expressions for D ,E 	on 
n 	 n 	n 	 nn 
p.441 of the Sloan/Smith paper, it is a straightforward matter to show that 
the resultant approximations to their results (5) match with results (26), 
(27) on p.587 of Hunt's paper. Hunt commented that the higher harmonics 
have to be carefully considered in these latter results and took matters no 
further. Admittedly, his results are not easily expanded for large M 
with arbitrary dB = (DB)1, but if D  = 0 (ciB = co) the process is not 
unduly involved and Sloan and Smith performed such an expansion on the 
0 axis in a duct with thin walls BB (see their result (8) on p.442). 
However, Hunt's point about the higher harmonics needing careful handling 
seems not to have been taken by Sloan and Smith; they made an error in 
dealing with these harmonics which resulted in a solution for v(E,O) 
differing both from Hunt's and the correct form obtained in §(3.2). 
Oddly enough, Sloan and Smith claimed to have confirmed Hunt's findings 
and seemed not to realise that the results differed. 	Let us consider the 
asymptotic expansion of their exact solution when M>>l. 
The source of Sloan and Smith's error: 
After solving the Hunt problem exactly for arbitrary values 
of 9.13DB,hB and M, Sloan and Smith considered some special cases, the 
major examination being of the one where 9. = 1, D B = 0, hB<<l  and M>>l 
Their results are correct up to and including that nine lines down on 
p.443, namely 
n 
(-1) 	cos(j rr)2 	CO 
v(,O) 	i_ 2 ) -  
no j-a )cosha n n n 	n 
where 
a 	- '{-M±(M2 + 4a 2)2) 
nfl 	 n 
and 
an = (n + 	jir 
(Their a 	is., of course, our a 	of §(3.2) ). - 	n - 	 - 	n 
They then approximated to cosh a , writing 
(3.6.1) 
cosh a "' 1 + j 
n 4
7r/2M2 • 	 (3.6.2) 
n  
While it is certainly the case that 
a 	a 	6 
ct{_Mi(M2+4an2)2} 	_IL - + 0(a /M5) , for all a<<M, 
M3 
the series for cosh a can only be truncated after a few leading terms if 
a<(l, i.e. a 2 <<M ; if a 2 = 0(M), expansion (3.6.2) is totally 
invalid. Sloan and Smith took expansion (3.6.2) as valid for all a<<M 
and missed the point about the vital harmonics corresponding to 
a n = 0(M2 ) ; this error was the cause of the incorrect solution (9) for 
v(,0) 
The corrected expansion_: 
Result (3.6.1) is best expanded by initially refraining from any 
attempt at approximating to cosh a, instead proceeding as follows. 
Since! 
t When (l-)>M 1,  there are important harmonics corresponding to 
a = 0(M) and the series expansion for a is invalid in such regions 
unless (Z-0>>M 
No 
Since a,I 	(-M ±(M2~ 4a 2)} , 	 so 
fl 
a 	 a 2 
a 	-a 2  and hence
- 	 ' n  
n 
n n 	a 2-a 	a 21-a 2 n nn 	n n 
i.e. 	 (i + 	
+
) 	 for M>>l . 	 (3.6.3) 
n n 
Thus, from result (3.6.1), when M>>1 
	
2 	co 
v(,O) 	(l_ 2 ) - 	
(_l)n cost(n+)) 	
. 	 (3.6.4) 
no 
(n-i-) 3 . {1 ~(n+) 2 Tr 2/M2}cosha n 




, 	 (3.6.5) 
( 01-)3 . { l+ (0 + )2 ir 2 /M2} cosh an ' 
(where 'cosh a 	indicates that (0i-) replaces (n+2 ) in the 
expressions for a and a 
) 
and integrate the function iT cosec(ir0).f(0,) 
round the circle I°l = v-- 	in the complex 0-plane, v 	being a large 
positive integer. 
On the circle, cosec(70) is bounded and 0f(0,E) tends 
uniformly to zero as 101 tends to infinity, so the integral round the 
circle will be zero in the limit as v tends to infinity. By Cauchy's 
Residue Theorem, it follows that the sum of all residues of the integrand 
at its singularities in the 0-plane will be zero. 
cosec(rr0) has simple poles at 0 = n, n any integer, and the 




f(n:) , 	 (3.6.6) 
which is double the sum of the series in result (3.6.4). 
At! 
At the zeros of {l+( 0 +) 21T 2 /M2 ) , the residues are 
exponentially small in M(2-) and hence negligible to the order at 
which we will be working. At 0 = -, there is a pole of order three; 
the residue there, obtained by use of a Laurent expansion, is 
	
- 3 (]_2) } • 	 (3.67) 
m2 	2
The remaining singularities are simple poles, occurring 
whenever 1 cosh a
- n 
I = 0 . 	Taking a 	a 2 /M , these correspond to 
= •(1+2p) , p any integer. 	Proceeding on the basis of 
this estimate yields Hunt's (incorrect) solution to the problem; this 
becomes apparent from the workings of the following paragraphs. 
The crucial point to realise here is that in order to obtain 
solutions for v and b to some desired degree of accuracy in M', one 
must take a suitable number of terms from the expansion of a in determin-
ing the values of 0 corresponding to the zeros of 'cosh a' (the latter 
correspond to a = j(l+2p) and for a given value of p the corresponding 
values of 0 are determined by the stage at which one truncates the ex- 
pansion of a 	in terms of a = (0+)7) 
n n 
If a<<M, then a 
n 
= a 2/M - a/M3-I- O(a 6 / 	 the 
leading terms being 0(1), 0(M 1 ), 0(M 2 ), .. respectively when a 
 n 
2= 0(M); 
taking only the leading two terms in the expansion and putting a 
the zeros of 'coshcz n ' correspond to 
(O -t- )2ir2/ 
- (0+)1r'/M3 	1 ~ 7 TM
2
11+0(M1)} 	i!L(l2p) . 	 (3.6.8) 
Setting (0-t-) 2 Tr 2 /M 	-(li-2p).(l+6) , where 6 	O(M 1 ) , it follows that 
(1+2p) (1+6) } = 
and hence 
6 	2 -(l+2p).{ M-iTr(l+2p)} -1 + 0(M 2 ) 
Thus these are simple poles whenever 
0/ 
171 
inevitably, since a<<M throughout the expansion on n = 0 
i Tr 
(0 + 	±(l+i)/-(l+2p) (1+ 	1+2p) + 0(M 2 ) } . 	 (3.6.10)2 	 Tr 	 4M 
At 0 	0 	- 	 - (1+i)/(l~2p) {i-i- 	-(1+2p) + 0(M 2 )} , the residue 
(0-0)rrf(0 ,F) 
is urn 	 , which is evaluated using L'Hopital's Rule. sin(ir0) 
p 
The result, written in a form accurate enough to give the two leading 
terms in the expansion of v(,0), is that the residue equals 
2i(-1).{l- 	 )} 	
(3.6.11) 
	
2 	 4M 
M(1+2p) 2 .{1 t 	(1+2p) 2 } . 	 cos( (1+i)I1+2p)(l+l+2p) )} 
4 M2  
The residue at 0 =0+ - 	 1 	1 - - 	 + (1+i). 	1+2p) . {i+ 	1+2p) + 0(M 2 )} 
equals that at 0 =0 
p 
We must inàlude all inte gral values of p and note that if 
p 	-(j+l), where j0 , then (1+i) / 1+2p = (-l+i)/1+2j . 	 Introducing 
Hunt's notation, 
1 	 1 	 11 
cz. 	(j+)i,X.Mc.) 2 and 	.,y.(a.)2.{±a.+(a.2+M2)2}2 	A'2M), 
J 	J 	 3 	:i : 	 j 
the sum of the residues at all the zeros of tcosh c' simplifies to the 
form 
3 j+l 	 . 
J) 	J 





(1 ' - (1+ 	 +0(M 
j=o 	 - N cos(Y + i) 	 cos(i j _i)j 
(3.6.12) 
The expression in { 	 } in this latter result may be 
expanded as 
2iiny.sinh.cosy. cosh. -cosy.cosh.siny. sinh. ) - 
cos2y. 3 cosh2B. 	
J 





cos 2y. cosh 2 . + siny. sinh 2 . 
3 	3 	3 	J 
Now! 
87. 
Now, if M>>1, 
2. 
sinh. " cosh. " e J,(cos2y.cosh2.+sin2y.sinh2.)\. e 	, 	(3.6.14) 
and since 	' 	(l-) is 0(M 2 ) in the side layer, so 
siny.sinh.  cosy .E cosh8J -cosy .cosh.siny.F sinh.'e 	s1n(y 	) 
and 	 (3.6.15) 
cosy.cosh.cosy. cosh. +sin'y.sinh.siny. sinhJ"e 	cos(yJ') 
Thus, from (3.6.12) to (3.6.15).the sum of the residues at 
the zeros of 'cosh a ' is 
7r 3 	2(1)J exp(-') 	 a. - {sin(y
j






From lines (3.5.8) to (3.5.10) we recall that 
exp(-') 	exp {-X. '(l+ a/)} 	exp(-').(1 - 	+ 0(N 2 ) ) 
sjn(y.') 	sin(AV) - 	
2M 	cos(A.') + 0(M 2 ) , 	 (3.6.17) j 	 j 
and 
______ 	
-2 cos(y.') " cos(A.) + 
	
sin(A.') -t- 0(M ) ; 
henet expression (3.6.16) may be rewritten as 
3 	2(_l)J exp(_A.t) 	 a. E I 
M .2 	
{sinX.' - 	- cos?.'- 	(sinX. 	+cosA.')+ 
-2 
+ 0(M )} . 	 (3.6.18) 
From the Residue Theorem plus results (3.6.6),(3.6.7) and 
(3.6.18), 
OD 	n 	it 3 
2 E (-1) f(n,)+ - - 
no 	 M2 	
2 
3. 2(-l)jexp(-X 
cosA ' - 	 . I. 
fsinXJ' - M 	
j 
3 
N 	 a.2 	 (sinA 	±cosA t ))± 2M  
+ 0(M 3 ). 	0 	 (3.6.19) 
Combining! 
Combining (3.6.4), (3.6.5) and (3.6.19) 
	
1 	1 	(_1)3 	 M . 	 1 	1- + -T - -exp(-e.){— s ine. -cose. - e.(s1no.cose.)} ~ 
H 	M jo 	j 	J 	 J j 
+ 0(M 3 ) , 	 (3.6.20) 
where 0 - 
This matches with the solution obtained by setting DB 
in the results of §(3.2) and with Hunt's(corrected) solution. 
Note that 
(1) if we were to take the zeros of 'cosh c' as corresponding to 
(0-t-)2rr2/M 	1L(1+2p) in line (3.6.8) and then proceed on this basis, we 
would obtain a revised form of result (3.6.20) lacking the term 
-0.(sinO.-t-cos6.) in 	} , i.e. Hunt's incorrect solution, 
J 	J 	J 
and 
(ii) to obtain the 0(M 3 ) term in v(,0), a further improvement in 
the estimate of the values of 8 corresponding to the roots of 'cosh c'0 
would be required. 
The discrepancy between the Sloan/Smith and Hunt estimates of M  
On the final page of their paper, Sloan and Smith claimed to 
have confirmed Hunt's 
In fact this does not 
In result 
sinhQ " coshQ " le Q 2 	11 
(incorrect) result that 
follow from their result 





L if M>>l, 
and 
D  = 0 , fl = 0 
cosh2Q cos 2Q +sinh2Q sin 2Q '' 2e 2 
Thus, in the side layer, 
v(,O) '' 
1 - + e-"' ( 1 - sinQ' - 	cosQ') + O(N 3 ) . 
H2 	M/2 	 M2 
Neglecting! 
* 2 	 1 ) mt's error was 0(M); Sloan and Smith's is 0(M 
(3.6. 21) 
Neglecting the 0(M 3 ) terms, it follows that the 
absolute minimum value corresponds to Q''-. 	, and that 
{v(,0)} 	 + e 	 _1 
	1 
MIN. 	
M2 	 M2V' 2 - 
	 (3.6.22) 
Hence M " 2e51t + / 2 103 , a result differing substantially 
C 
from both Hunt's estimate M '89 and the correct value M C 
 "96'3 
C  
The Butler p ap er.  
We referred in §(1.3) to a claim by Butler (1969) that the 
exact solution to the flow problem in the interior of a Hunt-type duct 
was the same when the wall-junctions ikj( 2.+hA ) , 1Inl(l1-hB) had 
conductivity °B as when they were non-conducting, i.e. that problem (a) 
of Butler (1969, p.656) had the same solution outside of the wall-junction 
regions as had that of Sloan and Smith (1966). 	Is this really the case? 
In Butler's case (a), the boundary conditions on 
2 H2 
< r < (11hB) are that H21  - and 	
are continuous on 
crossing that line. 	However, taking H 2 = 0 in 9. 4 	(2.+h), 
1 	(11-hB) and the Sloan/Smith expression for H 2 in 0 ç E < 9. 
1 	(1+hB) does not satisfy these conditions because the first 
- derivative of the Sloan/Smith H 2 is non-zero at E = 1., 1<n<( 1+hB ) . 
For finite CB) the wall-junction conductivity affects the boundary con-
ditions on the top wall and hence does affect the fluid flow.t We will 
refer to this matter again in chapter 7. 
In the limit aB-'-  (all else fixed), this interplay effect 
vanishes and the flow inside the duct is sheltered from the walls, 
i.e. Butler case (a) is not the same as the Sloan/Smith problem for 
finite CB  but 
1 irn/ 
t Thanks are due to Professor Todd (private communication) for first bringing 
the error in Butler's claim to our attention. 
urn Butler, case (a)) E urn{Sloan/Smith) 
all else fixed 	 all else fixed 
We should also note that on p.658, line 7 of Butler's 
paper he sets tanh {ct.1 (l-q)} 	a(l-q) for 'small enough (l-q)', 
whatever the value of a . 	However, as was noted earlier in this 
section, this may only be done where the harmonics of interest are 
generated by ctk  such that la(i.-q)J<<l. and not for 'higher' 
harmonics corresponding to 	
-1 
= O( (q-1) 	) = O(hB ) when 
hB<<l, for example. 	A similar point arises on p.659 , on the 
sixth line from the bottom. 
Finally, we note that 
urn {Butler, case (b)} 	the Hunt (1965,p.580) problem. 
all else fixed 
go 
Chapter 4. 
THE DUCT WITH ALL WALLS CONDUCTING. 
5(4.1) Introduction. 
No exact solution exists to the flow problem in such a 
duct (having arbitrary, finite wall-parameters DA and D B  ) though 
Hunt (1965) obtained an 'exact' solution for the special case where 
D  = 0 and Cha.ng/Lundgren (1961) and Uflyand (1961) obtained 
(genuinely) exact solutions for DA = 0 = D  . 	The more general 
solution of Wenger (1970) is valid only when GA =a and attention-
was concentrated on the 'exact' solution for h  = hB<<l in a square 
channel. 
In 5(1.3) we reviewed several papers which gave 
approximate solutions for M>>1 in cases where DA = D  or 
DA > O , D  = 0 ; in this chapter we will seek an approximate solution 
for arbitrary 
D A' D  using the methods of 5(3.2). 	The investigation 
will be largely restricted to case (d) of 5(2.3), in which DA<<M2 
and DB<<M , thus facilitating comparison with the work of other 
authors. 	As in chapter 3, reverse flow will be considered. 
Hunt's 'exact' solution for the case DA  arbitrary, 
D  = 0 will be expanded asymptotically for M>>l and for values 
of DA<<M the expansion will be shown to match with the correspond-
ing approximate solution obtained by perturbation analysis. 
91. 
92. 
§(4.2) 	The approximate solution for M>>l and arbitrary 
.P.A<<M ,  DD<<M by singular perturbation analysis. 
Let us suppose that M>>l, DA<<M2 and DB<<M . 	From §(3.2) 
we recall that if M>>l and the field contributions are expanded 
following the scheme of §(2.3) then (v1+ v  b1 + b H  ) are independent 
of 	, the presence (and conductivity) of the side walls AA having no 
effect on the flow in regions distant >>M 	from them. 	Thus the solutions 
in the (I) and (I-I) regions for the current problem are as summarised in 
results (3.223) for the Hunt-type duct with 
Let us examine the situation in 
The side and corner 1yi's: 
Following the scheme of 5(23), we expand v 
S 	S 
and b as 
v5(r,n) = 
	
	E 	E v''<(r,n) Q1M_JR)(, with v ° ' ° ' ° 	o , 
io jo ko 
= M 2 Dv (0,0,1)+  M 1  {v (o,1,b)+ D V (1,o,o)+ D 2V(o,o,2)}+ 
As 	 s 	 Bs 	 A s 
CO 	=v (j/2) M'





b(r,ri) 	E b  




 being functions of r,ri,DA and  D  
Substituting expansions (4.2.1) into equations (2.2.11), (2.212) 
1 
and comparing terms of like order in M 2 , we have:- 
3 2V (1/2) 	b (1/2) 
for y = 1,2 	
S 	+ ___ 	- 0 , 	 (4.22) 
ar2 an 
2b (1/2) 
S 	 S 




(1/2) 	3b (1/2) 32 V (1/2-1) 
for 	y > 3 ; 
S S 	
-I- 	-  
S 
(4.2.4) 
3r2 3 ri 
2b (1/2) (1/2) 32b (y/2-1) 
and S 	+ 	S - S (4.2.5) 
ar2 an an 2 
From boundary conditions (2.2.3), (2.2.4) plus results (3.2.23), 

















(0,n) = 0 	 (4.2.9) 
Db (1) 
S 	(0 
51 	 D b 	(0,) , 	 (4.2.10) A s 
(3/2) 
ab 
S 	(0,) = DA I b(0,) - n } , 	 ( 4.2.11) 
ar 





D b s 2 (0 1 ) . 	 ( 4.2.12) 




b (1/2)  and all their partial 
derivatives tend to zero as r -* 	for all ' i. 	 (4.2.13) 
Finally, there is the symmetry condition that 
(Y/2)
S (r,0) 	0 = b (1/2)(r,0)  for all y1 . 	 (4.2.14) 
S 
Boundary conditions (4.2.6) to (4.2.14) are not in themselves 
sufficient for solving equations (4.2.2) to (4.2.5) uniquely; as in §(3.2), 
we now move into the (c) region in order to derive the values of 
v ( u/ 2) ( r, 1) . 
The/ 
as 
The expansions for 	v(r,t), b(r,t) 	are similar to those 
for 	v,b 	in lines (4.2.1); 	on substituting the expansions 
into equations 
s 
(2.2.13 5 (2.2.14) and comparing terms of like order we have:- 
2v (y/2) 	(y/2) 
for 	y 	1,2 	; 





and 	—p- 	- 	-s 	= 	0 : (4.2.16) 
at2 at 
(y/2) (y/2) 	 (1/2-1 ) 
for 	> 3 ; 	
C 	- 	C 	 - 	c 	, (4.2,17) 
at2 
at 2 
2 b (1 / 2) 3V (1 / 2) 	a2b  (1/2_1) 
C c and 	C 	- -- . (4.2.18) 
3t2 at 
	 Br2 
From boundary conditions (2.2.5) and (2.2.6) , 
v / 2 r, O 	_v5(h/2)(r,l) 	for all 	1 , (4.2.19) 
(1/2) 
c (r,0) 	0 	 (r,0) 	, (4.2.20) 
at 	 at 
and for all 	'r3, 
(y/2) 	 (1/2-1 ) 
C 	(r50) - DBbC(1/2 1)(r,O) 	 (r,i)+DBbs(h/2_1)(r,l).(4.2.2l) 
at 
Finally, 	 b(1/2) and all their partial derivatives tend to zero 
as 	r and/or 	t for all y>, 1 . (4.2.22) 
The O(M 2 ) . 	and 	O(M)problems: 
From equations (4.2,15),(4.2.16) with boundary conditions (4.2.22), 
(4.2,20) 
(1/2) 	 (1/2) 
E 	0 	Eb V 	 , (4.2.23) 
C C 
and hence, solving equations (4.2.2),(4.2.3) with boundary conditions 
(4.2.6), 	(4.2.9), 	(4.2.13), 	(4.2.14) and 	(4.2.19) 
( 1 ' 2) 	 (h/' 2 ) 0 	E b v 	 • (4.2.24) 
Repeating/ 
95. 
Repeating the above procedures and using result 
4.2.24), it follows that 
E 0 E bE v 1 Eb 	 (4.2.25) 
_h e 0(M 3 u/'2 ) problem: 
From equations (4.2.15),(4.2.16) with conditions (4.2.22), 
(4.2.21) plus results (4.2.23), (4.2.24) 
(4.2.26) 
and hence, from condition (4.2.19), 
vs (3/2) (r,l) = 0 . 	 (4.2.27) 
The solution of equations (4.2.4),(4.2.5) with y = 3 and 
onditions (4.2.24), (4.2.6),(4.2.11),(4.2.13),(4.2.14) and (4.2.27) may 
be expressed in the form of Fourier series in r whose coefficients are 
functions of r. Having regard to the forms taken by field contributions 
in §(3.2), we let 
( 3 / 2 ) 	 I / \ 00 
v 	 V.cos(cx.), b 





where c. = (j+)1T and V.,B. are functions of r arid D . 
j 	 jj 	 A 
Substituting expansions (4.2.28) into the governing equations 
gives 
d2 V. 	 d2B. 
- 	 + B. = 0 	and 	 a. V. 	0, 	 (4.2.29) 
dr2 3 3 	 dr2 
and hence, on eliminating B. 
d4V. 
3 + a. 2 V. = 0 • 	 (4.2.30) 
dr4 
From conditions (4.2.6) and (4.2.13) with y = 3, we conclude that 
/a~j 
V.(r) = A. exp { -r} sin {r} 	, 	 (4.2.31) 
and hence, from (4.2.29), that 
B! 
.11 
(4.2.32) B.(r) = A. e 	{-r) cos {r} 
3 




and, since f l sin(a.n) sin (a 	= 26jk 	so 
3/2 1 	1 	 312 
	












v (3/2)= 2 
D 
3 / 2 
( - 1)1 cos(cx.) e(-O) 	sinO 	n 
J
. 















As in the Hunt-type duct with DB<<M, v S 
 is independent of 
D  to the leading order. v 
S 	 5 
(3/2)b (3/2) are continuous everywhere. 
Setting y = 4 in equations (4,2.17),( 14.2.18) and using 
boundary conditions (4.2.22),(4.2,21) plus results (4.2.25), it 
follows that 
(2) E 	E b (2) 
c 	 c 










3b s (2) (3/2) 	 _________ 
A sin(a.) . 	(4.2,40) -- 	(O,ri) 	D b 	(O,) 	D 	 5/2 
j0 	cx. 
The/ 
The techniques used in solving the 0(M 312 ) problem may 
be applied to solving equations (4.2.4) and (4.2.5) with y = 4 and 
boundary conditions (4.2.39), (4.2.40), (4.2.38), (4.2.13) and (4.2.14) 
plus result (4.2.25). 	We find that 
(2) 	00 ______ 	 2DA2 _ 





 b (2)_ 	
2 (_1 )J 	 2DA 2 
exp(-&. 	
B 
).{(l+D )(sinQ.+cosO.)- 	cosO 
j j 	a2 	
.}sin(a.n). (4.2.42) 
:3 
s 	. a. 
=0 	:3 
:3 
(3/2) -3/2 	(2) -2 	 1 Note that v, 	. N 	
S 
>>v 	N if and only if DAM2>>(11-DB) 
On setting DA = 0 	D  	
in results (3.2.23),(4.2.35), 
(42.35), (4.2.41) and (4.2.42), we obtain, for (l-)>>M 1 , expressions 
















I 	 S 	• 	 5 
that match with those obtained by Hunt - see results (19),(20) on p.582 
of his paper, which are valid provided (1-n)>>M 1 ; the 0(M 312 ) terms 
are, of course, identically zero when DA = 
The 0(M 
-5/2 
 ) problem: 
Setting y = 5 in equations (4.2.17), (4.2.18) and using 
condition (4.2.22), it follows that 
v (5/2) = 
	r) et = -b (5/2) 	 (4.2.43) c 	 c 




_ 23'2 (3I2) r,1)+D b 	(r,1)DADB 	5/ 
____ e 	cosO. . 	(4.2.44) 
Bs j jo a.5 2  
3 
The product factor D 
A D B 
 is an interesting feature. 
This! 
From condition (4.2.19), 
(5/2) 





This is the leading non-zero component of v(r,1) and it is clear that 
expansions of the form adopted in line (4.2.28) are no longer appropriate. 
Since v is even and b is odd in n , we expand the O(M 512 ) field 
contributions 5n the forms 
( 5 /2) 	° 




b 5 " 2 = E 	B 1 .(r) sin(a.TI) + B 2j (r)TI cos(a.)} 	. 	 (4.2.47) 
From (4.2.44), (4.2.45) and ('1.2.146) , 
3/2 	•+l 	_5,2 	Oj 
V2 .(r) 	2 	DADB(_l) 	a. e cosO. 
• 	 0.2.48) 
On substituting expansions (4.2.46), (4.2. 117) into the 
governing equations (4.2.4), (14.2.5) with y 	5 and using results 
(4.2.35) and (14.2.36), it follows that 
_i a2 	3/2 	 +l 	-/2 	O 
B (r) 	a. 	- V 2 ' D D (-l) 	a. e 
- sinO. , 	('4.249) 
2j 	 r2 2j 
	AB 	 j 	 j 
and further that 
d2V. 
cx B 	~ B 	
3/2 	
cx 	e 	sinO 	 (4.2.50) + 
j lj 2j 
2 DA(_l) 
and 
d B . 2 	 3
Oj 
-cx V 	 = 	2 DA(l) a. 
	e 	cosO. . 	 (4.2.51) 
+ 	2 / 
iii 2j J 
J 
Eliminating B 1 from the latter equations and using 
results (14.2.48), (4.2.49) 
dV. 32 	 - 0. 
+ a. 2V . 	 -2 5"2D (-l) a. / CD +a 2 ) e 	cosO. . 	(4.2.52) 
dr4 	
A 	j 	Bj 	 j 
Solving this equation, using boundary condition ( 14.2.13), we have 
Vlj(r)eJNjsin0j+PjcosOj_22DA(_1)Jcxj7t2(DB+aj2)0j(Sifl0j+cOS0j)) . (14.2.53) 
Hence! 
Hence, from (42.50) and (4.2.49), 
1 7/2 
B 
1j 	 j 





.±2 2 DA  (-l). 	3 (DB+cx.2)O  3  .(sinO  3  .cos8 J .)} 
. (42.54) 
j
From conditions (4.26) and (4.2.12) plus results (4.2.42), 
(4.248) and (4.2.49) 
CO 	 3/2 _5/2 
	
P cos(a.n) 	2 	DADB E (—l)cx 	r sin (a cr) , 	 (4.2.55) 
and 
1 	 1
ct 	 (4D 2 _D 	cx 2-3cx j 2 )sin(a j ) - A (N +P.)cL. 2sin( r))z 22 D 	E 	 -2D B Bj 
jo 	 jo j 
- 
2DBa.ri cos(cx.ri)} 	(42.56) 
Multiplying (4.2.55) by cos(cxkfl) and integrating from 
= 0 to in 	1 , we have 
5/2 	
00
j _5/2 	1 
2 	D 
 A D B 	




f 	sin(akn)  Cos(  ckn ) dn =(4ak ) 	I sin(a. 	k n)cos(a.)dn 	
k 
o o 	J cx 2-a 2 	
for j ft , 
k 	j 
(4.2.58) 
it follows that 
1 00 	 1 
2 DB(_l)a. 	: (4.2.59) P j 	
2 2 D D (-l)cx. 7 ' + 2
2 	5 / DA 
	
k 
5/2 	2 AB -o cx 	(a -cx 
k ~ j 	
k i 
Similarly, multiplying (4.2.56) by sin(akri) and integrating 
from n = 0 to n = 1 gives 
5/2 	_1 j -2 




• f n COS(  cx.n)sin(cckn)dn]}, 
0 
and from (4.2.58) it follows that 
CO 




k ~ j 	i k 
Hence! 	
(4,2,60) 
Hence, from (4.2.59) 	 3/2 3/2 
 OL 1 	j -7/2  
N.= 2 2  D (-1) a. 	((4DA 2 _3DB )_(3+2DB )a j 2 }_2 5/2 D D (-1)a. 	i 




Substituting results (4.2.59),(4.2 0 61) back into lines 
(4.2,53),(4.2 0 54) and recalling (4.2.48), (4249) it follows from 










L J  
4D 2 
_4a2R.)cosO.+{ A -3+D (4a . '2 R. - 
J 	J 	a 	
B 	j 	j 
:i 
- La.S._ 
j 	a 2) J 	J c0 °s 
3
—--2))sin8.-(l+ -- 
a 3 	3 I   
	
_DADB .: 
	5 2 	exp(@.)cosO.. 	sin(ct.fl) 




(5/2) 	1 	- '4D 2 
b 	 2( A 	




- 4.S.- -2)osO . - (i~ —)8.(cos8 _sinO.)].sin(a.fl) 




_DADB E 	5/2 	





1 	 Co 1 
R. = , 	 S. = 	
2 	
. 	 (4,2,64) 
j 	 aS/2 	2 - 	 2 k-
- 
 o 	(a - 	 J 2 a. ) k-o a (c a. ) 
k~ j 
k 	k 
k ~ j 
k 
Outside of the (ic) region, all O(M3/'2)  and O(N_51'2)  field contributions 
vanish if D = 0; v (1/2)E 0 E 
c 	s 
b (y/2)  v A 	c 	 s 	
all odd integers y 
- 
because half-powers of M _ 1  only occur in the relevant elemental expansions 
if the parameter R = D H 2 is non-zero. 
The calculations for 	" 2) ,  b5'/2) become progressively 
more involved as y increases and we will not investigate beyond the 
- 5/2 
O(M 	) stage. 
Let us now consider 
Zhe 
h inner-corner re gion: 
Here, all five components of each field play an active role. 
'rom boundary conditions (2.2.3) to (2.2.10), the appropriate expansions 
)r v ic , b ic . take the forms 
Co
00 	Go 
i. (t',t) = 	 v 	''(t',t) . Q' M' 	k R , with v 	 0, 
i j 	 ic ic o o ko 
(0 1 0) 	(0 0 1) ) _l { 
	
(0 1 2,0) 	v




' .. B ic 
(j/2) -j/2 
v. 	11 	, say 
j=0 
md 	 (4.2.65) 




We note that although v5,b 
5 C 	 c 
,v and b contain only integral powers of 
-1 
when DA  = 0, this may not be the case with v. and b. . ) 
Substituting the above expansions into equations (2.2.15) and 
:2.2.16) we have, for all y 	1 
32v.'2) 	32v (y/2) 	(y/2) 
c 	 Ic 	i c + - 	 0 , 	 (4.2.66) 
	






ic 	- 	Ic 	= 0 . 	 (4.2.67) 
at' 2 a -t 2 at 
'rom boundary conditions (2.2.7) to (2.2.10) 
• ic ('r/2) (t',o) = 0 , 	 (4o2e68) 
• ic (y/2) (0,t) 	- VH 	
(,t) - v(u/2)(0,t) , 	 (4.2.69) 
Db (y/2) 	
(y/2 - 1) ic 	(t',o) = D B b ic (t',o) 	, (4.2.70) at 
ai 
.LU.L. 
(y/2) 	 (Y.1) 
ic 	
(O l t) 	- 	
c 	
(o,t)+DA {bH /2_ (,t)+ b 
C 
	
at , 	 ar 
+ b.(h/21)(0,t)} ,(4.2.71) 
ic 
and v1 "2 5 b±'2 and all their partial derivatives tend to 
zero as t' and/or t + 	. 	 (4.2.72) 
The above conditions are valid for all y 1 
It is a straightforward matter to show that the leading 
contributions which are not identically zero are 0(112). 	From con- 
ditions (42.68) to (4.2.71) plus results (3.2,23),(4.2.25),(4.2.26) and 
(q.2.37), 
b. (2) 
V. (2)(tt,o) = 0 	 (t',O) 	, (4.2.73) 
v ic (2) (Olt) 	
B 




(0,t) 	0 . 	 (4.2.75) 
The 0(M 2 ) problem is obtained by setting y = 4 in lines 
(4.2.66),(4.2.67) and (4.2.72) with further conditions ( 14.2.73)to (4.2.75). 
The method of solution is that used to solve the 0(W 2) problem for v., 
b. in §(3.2) ; the solution, derived in Appendix A2, is 
V. (2) (l+D).e_t 
- 	
f(l+u).( 
- 	1 	)etsinth/(u2+u)} du - 
B 	 71 	0 	U /(u2-1-2u) 
- 	u( 	






(2)  (1D ).(_e_t+ 	 1 - 	1 	e tsin {t'/(u 2+u)} du - 
ic 	B 	 11 	0 	u /(u2-t-2u) 
- 	u(_1 
	- _!)e t sin t' I(u 2 -t-u)} du) . 	 (4.2.77) 
Tr 1 	/(u2-l) 	
UI- 
No substantial simplification of these results seems possible; 
the integrals involved are clearly Laplace transforms (or can be converted 
to such) but are not listed in the standard books of tables. 
The / 
The 0(M 512 ) problem is very similar to that solved above. 
From conditions (4.2.68) to (4.2.71) plus results (4.2.43/44),(4.2.37), 
(4.2.26) and (3.2.23), it follows that the boundary conditions for 
b5"2 	differ from those for 
v. ( 2 ) ,  b.(2) only in that 








D D E a v (0, A B 	
• e 	. 	 (4.2.78) 
c  
j =o 
Thus, to obtain v 
ic 	 ic 
(5/2) and b (5/2) we simply replace 
the factor (l+DB)  in results (4.2.76), (4.2.77) by _23"2DADB.  Z c 512 
The 0(M2)problems  for y 6 are of a more 
complicated nature and we will not investigate further. 
Final comments: 
It is clear from our results to date, taken in conjunction 
with the governing equations and boundary conditions, that v(3/2)M3/2 
is the dominant velocity contribution provided M>>DAM2>>(1+DB) 
The full velocity and magnetic fields take the forms 
v 	v 
S 	
M_ (3/2) 3/2 +[ 	 +v 
S 	 1C 	
}M ) 
(2) (2) -2 . + 
-i4v 
(5/2) 
 +v (5/2)  +v. 512 }M 512 + 0(M 3 ) (4.2.79) s 	c 	ic 
and 
-1 






 M 2 + 
s 	ic 
i-{b (5/2) i- b (5/2) + b. "2 }M 5 ''2 + 0(M 3 ).(.2.80) 
S 	 c 	ic 
We claim that our solution gives a much more realistic picture 
of flow in this type of duct than does the result of Chang and Lundgren (1961), 
whatever the non-zero values of DA  and D  . The term which the latter 
authors neglect on p.113, v(3/2)M3/2,  is dominant for all 
and can only be neglected when D A <<M 2 . 	Thus, though their solution 
may in some cases apply. .at 'moderate' Hartmann numbers, e.g. DA2>>M>>l 




Behaviour of bat the - corner - of the duct: 
It is clear from result (4. 2.36) that b,like v, is uniformly 
continuous at the 0(M_
3/2
) level at the corner C = 2, r 
At the 0(M 2 ) level, however, we have from result (4.2.42) 
(2) 	 2 (_1 )J 	2DA2 b 	(0,) 	. 	1-i-D3 - 	2 	sin(ct.rl) , 	 (4.2.81) 
° j j 
and hence 
14* rn b 2 (0,r]) = 2(1-i-D) 	E a' 4A 	 . 	 (4.2.82) :j 
The series co  ct.' being divergent it follows that, 
J-o 
for all DB,  b' / has a singularity at the corner of the duct. 
Close inspection of result (4.2.77), on the other hand, shows that 
b1(2) tends to a value _(li-DB)  at the corner along the path of 
approach followed above. Where discontinuities occur in the 
boundary conditions at a 'sharp' corner, the solution to a partial 
differential equation" is often most unusual and singularities can 
certainly arise at such corners - see Eckhaus and de Jager (1966) 
and Cook, Ludford and Walker (1971). 	Our boundary conditions 
on b, involving the normal derivatives at the interface(s), imply 
neither continuity nor discontinuity so the situation is far from 
clear-cut. A discussion on the situation near the corners will 
follow in §(6.4). 
5(14,3) 	Reversed flow. 
By a parallel argument to that used in 5(3.3) it follows 
that, since v is of a higher order of magnitude than the other velocity 
contributions (provided DAM 2>> (l+DB) ), reverse flow is possible in a 
duct with all walls conducting. The discussion that follows is somewhat 
briefer than that of §(3.3), only the major results being derived. 
The criterion for reversed flow: 
If (l-)>>M', then 
v 	v +v = M 3/2v (3/2)(rfl) 	(l+D + v(2)(r,fl)} + 0(W 512 ) 1 s 	s: 	 B 	s 
i.e. using results (4.2.35), (4.2.41) 
(i+DB )  
{/(2Ma 
j  
.)D sinO +(l+D )CI. 2 (sinO.-cos0.) - 3 	 A 	j 	B  N2 	jo N2 a. 
J 
- 2DA2 sinO.} cos(cz.fl) + O(W 5"2 ) . 	(4.3.1) 
Taking only the first harmonic, corresponding to j = 0 
a 
 0 	
/2 , 0 	r /Tt , we have 
(l+DB) 	4e0 
4DA /Mw sinG +(1+D )Tr2 (sinO -cosO )-8D 2 sinO } 
0 	B 	0 	o 	A 	
cos(-fl). 
142 M it 
(4. 3.2) 
If DAM2>>(l+DB), the absolute maximum and minimum values of v 
-3/2Tr correspond to 0 '' 	, - 
5 	
respectively (only O ( DAM 	) terms being 
retained in the first derivative). 	Thus 
(1-t-D) 	8 /2 D 
Vm_ 	
A e
5Tt14 (2DA - 	cos(- n) , 	 ( 4.303) in. 
N2  
and 
v. 	= O when 
min. 
rr3(1+D8) 	5rr/4 -1 
it 	2DA + 	e sec( - , )} 2 
8 /2 DA 
(4.3.1i) 














This is only a first approximation to the value of M 
sufficient to cause reversed flow at a given station of n ; corrections 
of the type discussed in §(3.3) would be required if we desired M to 
within some prescribed degree of accuracy. 
From result (4.3.5) it is apparent that: 
Ci) 	as M increases, reversed flow first occurs at the station n = 0; 
on setting n = 0 and treating M as a function of DA  and  DB, 
there is an overall minimum value of N "-i 354 corresponding to the values 
DA ' 8•34, D  =0 • 	Thus a necessary condition for reversed flow is 
N>354; 
if the walls of the duct are all very highly conducting, so that 
and DB<<l , then 
5 5r/2 




On n = 0, for example, reversed flow would only occur if M>M ' 6160 DA2 
for all r and DB ,N ± 	as IDA - 0 
Ve locity profiles: 
Some typical velocity profiles in the side layer at the 
station ri = 0 are illustrated in figure 6; these were plotted using 
result (43.2). 	Various values of DA  were taken, N and D   being fixed 
at the arbitrary values M = 1600, D   =1. 	When DA = 5, for example, 
reversed flow occurs - see result (4.3.5), which gives Mc  1370 when 
0, 
'A 	













1 	2 	3 	4 	5 	6 	7 
r 
Fig. G. Graph of v/v 1 against r at i = 0 in the boundary layer on = 1 
for various values of DA with M = 1600, DB = 1. 
.j_'J 
§(4.4) 	The series expansion of the flow-rate. 
The flow-rate, F, is defined (see line (3.4.1) ) by 
F = 4f'f vddri 
and the various velocity components contribute towards it as follows: 
Since the situation in the (I) and (H) regions is exactly the 
same as for the duct of (3.2), the contribution to F from 
(v1 1- v) is as given in result (3.4.4), namely 
CO 
F1+ F 	4l+DB).M2+(1+DB). E (_1)J DB3 M} 	 (4.4.1) 
j=3 
The first contribution from v is due to v (3/'2),  and from 
result (4.2.35) is 
- 0 . F 	= 8/2 D 	{( 1 ) 	
-5/2 J a 	
e 	sinO. dC. f cos(a.)d S3/2 	
3/2 A o 	
0 } 
	
j .  
-2 
o° 
= 8 DAM 	E a 	 (4.4.2) 
j=o 
(see derivation of expression (3.4.6) from (3.4.5) ) 
00 2(_1)3 sin(a.n) 
Since 	 , it follows that 
jo 	a . 
3 4 
-4 
= l/ and hence 
j=o 
F 
S 	 - DAM2 . 
	 (4.4.3) 
Next, v 	 gives rise to a contribution which, from 
result (4.2.41), is 
8 	 -1 	 ..2 	 1 
- E{(-1) 3 ct. , fe J{(11-DB)(sin0_cosO)_2D a. sin0.)d.fcos(a.n)dri} 
5/2 	_9i2 
A 
-8 /2 D 2 m- ' a. 	. 	 (4.4.4) 
. 3=0 
The absence of D   from the two leading terms in F 3 is an interesting 
feature. 
The / 
The contribution due to v 	 is obtained from (4.262) 
and, using the results 
	
1 	 _j 	1 	 -2 J cos(a.ri)dn 	(_1)3 a. , f r sin(ct.rj)d 	(-1) a. 
0 	 0
00 
f e 0cose de =f e 0 sinO dO 	f Oe 0sinOdO and 0 	 0 	 0 
f. Oe 0 cosO dO 	0 
simplifies to 
-3 	2 	-5 	 -3 	-2 
F 	I DAM - 5DB)cz 	-2(2~D )a 	4DS.a j } j B j B j  S5/2 
Thus 
F 	
LtD 	8/2 DA2 	-9/2 LtD 
____ 
Aco 
a 	1- - E (LtD 2 _5j )a 5 -2(2-I-D )a 	4D s 	2 
3M2 	M5'2 jo M 3 3=0 	
A 	B j 	B j B j j 
- 7/2 
+0(M 	). 
(iii) The leading contribution from v 
c 




result ( 11 0 2.43)/(4.244), is 
8/2DADB 	 -5/2 	- o- 	 1 -t 
F 	 {a. 	.fe 	coso.d.fe 	d} 
c5/2 	M5"2 	jo 	 0 0 
(Lt.'4.5) 
(Lt 0 Lt.6) 
(4.4. 7) 
( 4. 4. .8) 8DDM 	E a. 
AB 
. 	 j Jo 
(iv) The leading contribution from v is due to v. (2)  and is
ic 
0(M 4). Since F5 has only been e xpanded up to 0(W 3 ) we will 
not attempt to derive F. 2 from result (4.2.76). 
Summarising, we have 
L1L(1fD) 	4D8/2 D A 2 	-9/2 	42 (l+DB) 2 
Frt, 	 1--- 	.E a. 	- 	 + 
N2 	3M2 	M52 	jO 	 N 3 
4D 
A  00 
+ 	E (( LtDA 5DB )a5_ 	
-3 	-2 	-7/2 
2(2~DB)a 	LtD S.a. } +0(11 	) j Bjj M3 jo 
(14,14 • 9) 
I f/ 
If DA = 0(1+D B)the flow-rate in the side-layers is of the 
;ame order of magnitude as that in the (much larger) central part of 
:he duct, while if DA<<(l+DB)  it is of a lower order of magnitude. 
his situation contrasts with that in a Hunt-type duct where most of 
:he flow is in the side-layers, provided M2>>DB 
In figures 7(a), 7(b) F is plotted against M in a 
;quare channel (9.. = 1) ; in 7(a), D D = 0 and various values are 
L) 
issigred to 	while in 7(b), DA = 1 and various values are 
ssigned to D  
) 	0 
It would be instructive to check result (4.4.9) when DAODB 
ith that obtained by Williams (1963,p.268) and Hunt (1965, p.585), but our 
xpansion for arbitrary DA  and  D   falls short of the interesting 0(M 7"2 ) 
:erm. 	To rectify this omission, we extended the analysis of §(4.2) in the 
special case D A = 0 	D  , finding that 
-8. 
00 , 	 2(-l) j+1 e 	sinO .(1-i-8.) cos(a.) 	± 	 (4.4.10) 
S 	.  
	
Jo 	 J 
\ 	 CO 	
-e 
md b 	E 2(-l) 	e 	cosO.(l-t-O.) sin(a.) , 	 (4.4.11) 
S j::o 
md hence that the contribution to F from v 	 in this special case is 
-7/2 £0 	 _3/2 
-8/2 M 	 .. 	. 
s3 	 . 	J Jo 
(4.4.12) 
00 
Since, from (3.4.15), 	a."2 w_3/2(23/2_1) ?(}), expression (4.4.12) 
natches the corresponding term obtained by Williams and Hunt. 
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Fig. 7(). Flow rate in a square channel with highly conducting walls plotted 
against .ill for various values of D4 with D = 0. 
1-1-u. 
5(4.5) 	An alternative derivation, by asymptotic expansion of Hunt's 
'exact 'solution, of the approximate solution to the special 
case where IDA  is arbitrary and - 
In §(3.5), we took Hunt's \ exact solution to the case DA 
arbitrary, D  = 0 and approximated to certain terms in that solution 
when M>>l - see expressions (3.5.6) to (3.5.10). 	Beyond that stage 




From expressions (3.5.6) to (3.5.10) we have 
e 0. 
	 ct.0. 
.{cos0. -i 3 (sinO.-cosO.)- 	-3-(cos0.+sinO.) - 
K. 	
(1+D 
_1) 	j 	2M 	j 	3 8M2 
A 	3 a . 2 8. 2 	 E. 




a.0. 	 c. 2 0. 
I 	e 	.{sine - 




	 j ) 	 -i 8M2 
A j a. 2 0. 2 	 F. 




If DA<<M2,  i.e. D A 	
j >>1 , a combination of expansion 
(3.5.5) and the Binomial Theorem yields 
A 	j 	A 	jA 	A 	- 	jA 	A 
- 	
2 a D D a j 	
ct 2 3 D 2 ID ' 
{l  
j 	 2MA2MX. 
----.---+---- 
	
8M2 	MA.2 	Aj' 
j 	 3 	 3 
(It. 5.3) 
As we noted in §(3.5), the leading term in Hunt's exact solution (13) 
represents v1 '' M 2 , and if (1-)>>M 1 then v lu v1 + v with 
111. 
	
Co 2(-i) 3  COS( a.n) flia. ' n. - C. + D 	(Y F. - A  
S 	jo a.(a.2+M2) 	L K. 
Thus, from expansions (3.5.5),(4.51),(45.2) and (4.5.3), 
Co 	
____ 	 2 2(-1)cos(cz.rI)exD(-O.) 	
2D2 
 
j 	 j / 2M 	 _____ 
2 
D 	(-3-)sinO.i-(1- 	2)sin 0 .-coso.+ 
jo 	a.M 3 
3 
D 	 DAG. 
~ 	A (4D 2-3a.2)sinO. 
- 	 (sinG .±cosO.)+ 
A 	j 	j 	 j 
3 	 J 
D 2 
+ 
A (sinO.-t-cosO )+ 	(LD 2cL 	 j
2 -'4D '4-a'4 - 






14 0.)sin8. + O(M 	" ) 	, 	 (4 • 5 • 14) 
3 	3 
with 8. 
j 	 2 
On setting D  = 0 in the expressions for 
v(312),v(2) and 
(5I'2) obtained by singular perturbation analysis when DA<< M2, DB<<M , 
namely (4.2.35),(4.2.41) and (4.2.62), the resultant expression for 
v 	2)M_j/'2 matches with result (4.5.4). 	It is further clear that 
on setting DA = 0 in result (4,5.4) there is agreement with Hunt's(195) 
approximate solution (19) for a duct with all walls perfectly conducting. 
Hunt's exactsolution for b, given in result (1 14) of his paper, 
may also be expanded for M>>l, (l-rn)>>M ' , and the resultant expression 
shown to match with results from 	(4.2). 
Suppose, on the other hand, that 
In the above expansion of Hunt's ' exact ' solution (13) for v 
when M>>1, we took DA<<M2  in order to obtain a comparison with (and 
hence a check on) the results of §(14.2) when (l-)>>M ' . Let us now 
consider the form taken by the expansion when D A<zM2 
Expansions / 
Expansions (45.1) and (4.5.2) are still valid but a revised 
form of expansion (4.53) is needed when DA'.>l , leading to the 
following final expression, 
CO 2(-l)cos(cz.)exp(-O.) r M 
v' L sine j cosO j -e j (sin 1cosO )+f 1 x (sine -cose  )- S 	 A jo 	aM(l±DA )   j 	j 	j 	j 
D 1 A.  sine . 	Sa.O. 	 a8 2 A 	 + ' -( cosO -sine )t- 	—cosO - 
A 	j 
- 2(1+D ' A ) 	
8M 	j 	j 4M 	j 
D 'A .a. 












+ DA Aj 	
(2e sino+2e cosO ±'IcosO .-sine ) + 
8M(l-i-D A A 
j ) 
	i 	i 	j 	 j 	j 
DA _IX . 2 . 	 D2 2 
	
ne 
+ (COSO -sine )i 
A A..s1 
2M (1+DA ' A. ) 	 4M(1+DA1A J .)2 
(4.5.5) 
This result is valid for all DA>O ; if DA<<M2  it can easily be 
	
converted to the form (.5.4). 	The order of magnitude of DAM2  must 
be specified before any detailed analysis of expression (4.5.5) is 
undertaken. 
Taking only the first harmonic in (4.5.5), corresponding to 
j0, we have, for DA<M2  and (1-)>>M 1 , 
v' v + v 
I 	S 
00 
1 	4cos(-) e 	2M 	 -1 - 
— + 7rN (1+D A- 
	
{—sinO -cosO -e (sine -t-cosO )i-O(D M 2 )+O(M 	.(4. 5.6) 
M2 	2 	
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A ) o 
For any fixed value of r , the absolute minimum value of v 
corresponds to O 
0 u 












2M 	5ir A 	0 	
0(M1)) 	, 	( 4 o 5 d7) - - 
N2 7t/2(1+DAA o )M 2 	 2(1I-DA - o) 
where A 
0 
It follows that M satisfies 
C 
2 5ir/4. 	1 1 	
3/2 
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If DA>>l and n are fixed, expression (4.5.6) may be 
used to compute V11 for a range of values of 00 	r/ir for 
various values of M until a value of M(M 
C ) 
is found just 
sufficient to cause reversed flow. 
When DA 	, expression (4.5.8) reverts to 
2 5 /4 	 2 ire 	 IT 	
1- 11 
	57r N 	 sec() - + - , 	 (4.5.9) 
4/2 	
-fl 
which checks with the result obtained by setting D  = 0 in result 
(3.3.15) for a Hunt-type duct. 
The corresponding result to (4.5.5) for b is 
Co 2(-l)sin(a. TI) exp(-0.) 	
M 	 _1 b ' 	 .{—cos0.+sin0.+0.(sjnO.-cos8.)+O(D M 2 )+ S . 
M2 (1D 	A) 	a. 	J 	j 	A 
+ O(M1)} . 	 (4.5.10) 
Discussion has been restricted to regions distant >>M- 1 
from the top wall but a more detailed expansion could, if desired, be 
obtained to include contributions from the boundary-layers on that wall. 
Finite conductivity effects 
It is common practice in investigations of this nature to talk of 
letting DA and/or D   tend to zero or infinity. On pp.580-2, Hunt began by 
taking D  = 0, obtained an 'exact' solution to the flow problem for arbitrary 
M and DA (with hA<<l)  and then approximated to his solution when M>>1, 
concentrating! 
I 1f 
concentrating on the two special cases 	and 	0 	The 
latter case corresponds, of course, to high Hartmann number flow in a 
duct all of whose walls are taken as perfectly conducting. 	Let us 
consider just how practical it is to talk of such a limiting situation. 
Suppose the duct walls are made of copper and that the 
conducting liquid chosen is mercury, so that of/ GA 	 0'01785 
and that 	fh, hB} 	, say, i.e. 0•1785 	{DA' 	
< 1 
In such a situation result (14.3.6) applies; thus a necessary condition 
-1 
for reverse flow at distances >>M 	from r = ± 1 would be 
M > 1.93 x 105 
c 
(14, 5.11) 
Consider, on the other hand, Hunt's approximate solution (1965) 
for flow in a duct with all walls perfectly conducting (results (19) 
and (20) on p.582); it follows from our results (14.2.35/6). (14.2. 141/2) 
and (14.2,62/3) that Hunt's solution gives a good approximation to the 
situation considered in §(4.2) if and only if DAM2<<1 and DB<<  1 
Thus, if { DA ,  DB} = 0(0-2) , Hunt's limit DA -'- 0 does not apply 
unless 
M << 25 
	
(14 .5.12) 
(When Hunt talks of H - co , DA -'- 0 he means that 
_1 
DA<<M 2<<1 .) 
From (4.5.11) and (4.5.12) it follows that with 
copper-mercury we are unlikely to enter a flow-reversal regime 
(unless the walls are so thin that DA>>l)  but are likely to have 
(experimentally) 	
25 < H < 1•93 x 105 , 	 (14.5.13) 
i.e. some finite conductivity effects will occur. 
Chapter 5. 
THE 1IUNT/STEWARTSI)IT DUCT. 
§(5.1) 	Introduction, 
No exact solution exists to the flow problem in a duct 
having walls AA of arbitrary conductivity and non-conducting walls 
BB (the duct-type (ii) of 5(l.2) ) 	In the special case where the 
side walls are perfectly conducting approximate solutions, valid for 
M>>l, were obtained by Hunt and Stewartson (1965) and Chiang and 
Lundgren (1967). 	The latter authors also commented on the problem 
for arbitrary DA,  showing that it closely approximates to that for 
the perfectly conducting case if DA<<M2. 	We will use the term 
'Hunt/Stewartson duct' to denote a configuration in which DA<<M2 and 
D 	
. 	(The term 'Chiang/Lundgren duct' could, of course, equally 
well be used, but the Hunt/Stewartson paper was the earlier publication.) 
Using the techniques of chapters 3 and 4, it will be shown that 
the leading, 0(M 1 ), problem for v and b with arbitrary DA<<M2  is 
precisely that solved by Hunt and Stewartson for the special case DAO. 
That is, v and b are independent of DA  to the boding order. 	It 
will further be shown that the 0(M 1) contributions are dominant when 
DA<<M2, thus confirming the findings of Chiang and Lundgren. 
Brief comments on the question of reversed flow and the 
series expansion of the volumetric flow-rate conclude the chapter proper; 
these are followed by a short discussion of the results gained by using 
the classical theory in chapters 3-5. 
115. 
Though one could be obtained from Wenger's result (1970). 
LiO. 
§(5.2) 	The approximate solution for M>>l and 
arbitrary DA<<M2 by singular perturbation analysis. 
	
The methods of 	(3.2) may again be adopted. 	In the (I) 
and (H) regions the field contributions are all 0(M 1 ), in contrast 
to the situation when the walls BB are conducting, and take the well-
known forms (see, for example, Shercliff (1953)*) 
V1 	 et 	bH 
 et 
, b1 
- 'M 	 (5.2.1) 
the governing equations and boundary conditions 
{v1 + VH) = 0 = [b + bH} on 	ri = 1 , 	 (5.2.2) 
are clearly satisfied. 
The field contributions (5.2.1) are not infinite series; 
each comprises only a single term. 	Such a situation also arises when the 
walls BB are perfectly conducting (see results (3.2.23) with D  =0). 
From (5.2.1), if 0 	<<(-M 2 ) and 0 	1 	then 
+ VH 	
l-e 	




this is the approximate form taken by Hartmann's exact solution for 
flow between parallel non-conducting planes at r = ± 1 when M>>l 
(see Hartmann (1937) or set 0 = 0 in Chang and Lundgren (1961p.104), 
taking M>>l and neglecting terms that are exponentially small in M). 
We next consider 
The(s).,(c) and (Ic) regions: 
Following expansion (2.3.4), we take 
v(r,i) 	 n Z v (i 	( r, ) . M J k R 	 V , with 	 - =0, 
S S jo ko 
M2.DA 	




 M' 2 , say, 	 (5.2,L) 
S 3= 0 
with/ 
s or let 	in (3.2.24/5) 
with similar expansions for b(r,ri), v(r,t) and b(r,t). 
Substituting the relevant expansions into equations 
(2.2.11) to (2.2.14) yields equations (4.2.2) to (4.2.5) and (4.2.15) 
to (4.2.18). 	From boundary conditions (2.2.3) to (2.2.6) plus results 
(5.2.1) 
5 ( 
1  ) (0,n) = -1 , 	 (5.2.5) 
v 
S 
(Y/2) (0,q) = 	0 	for all integral y X 2 , 	 (5.2.6) 
conditions (4.2.9) to (4.2.14),(4.2.19) and (4.2.22) are relevant, 
and finally 
b5(1/2)(r,1) = -b(u12)(r,0) for all y 	1 . 	 (5.2.7) 
Th 2 Lprob1em: 
Setting y = 1 in equations (4.2,15),(4.2.16) and conditions 
(4.2.22), (4.2.19),(5.2.7) it follows that 
-b 	= b G) 	-t 51 V 






,l) + B 	(r,1) 	0 
It may further be shown that 
v(r,-1) - b5 (r,-1) 	0 
see Hunt and Stewartson (1965,pp. 571/2) for an explanation. 
The 0(M 2 ) problem in the (s) region is that of solving 
(5.2.8) 
(5.2.9) 
(5 • 2 • 10) 
equations (4.2.2) and (4.2.3) with boundary conditions (5,2.6),(4.2.13) 
and (4.2.14) - setting y = 1 throughout - plus (4.2.9),(5.2.9) and 
(5.2.10). 	Note that the problem may be compared with that po5ed and solved 
by Hunt and Stewartson (1965, lines (2.25) to (2.39) ); using the methods 
adopted by the latter authors, it may be shown that there is a unique 









o E b (2) 
(5.2.8) 
1 





It follows that v ic 2 ) b. 
( 21) 
are also identically zero. 
The O(M 1 ) )pobiem: 
Setting y = 2 in equations (4.2,15),(4.2.16) and 
conditions (4.2.22),(4.2.19),(5.2.7) it follows that 
(1) 	(1) 	-t 	(1) 	(1) 	-+ v 	-v 	(r l)e - -b 	b 	(r,1)e 
C s ' c s 
i.e. v5 
(1)  (r51) + b(1)(r,l) E 0 
Similarly (see Hunt and Stewa.rtson) 
- b(1)(r,_1) 	0 
Setting y = 2 in equations (4.2.2),(4.2.3) and 
conditions (4.2.13),(4.2.14) and adding in the boundary conditions 
(5.2.5),(4.2.10),(5.2.14) and (5.215), the full problem for 
(1) 	(1) 
v 	,b 	is: 
S S 
2 (1) 	
a2b (1) 	av (1)3b s 
S 	
+ 0 	 + 	S 51 
ar2 	 ar2 
with 




+ b 	(r,l) = O = v 
S 
(1)(rl) - b 
S 
( l ) ( r 1) 
av (1) 
s  
- (r,0) 	0 	b (1) (r,0) , an 
and v 
S 
(1), b5(1) and all their partial derivatives tend to zero as 
r -'- 00 
Introducing/ 
(5.2.13) 
(5 • 2 • 14) 
(5.2.15) 
(5.2.16) 
Introducing r = M 2 (c-) into Hunt and Stewartson' S 
equations (2,25),(2.31) and conditions (2.26a),(2.28) and (2.32), it 
becomes apparent that problem (5.2.16) above is basically identical to 
that solved by the former authors. 
(It should be noted that Hunt and Stewartson were only 
interested in obtaining the leading, 0(M 1 ), field contributions. 
In the first two lines of p.568 it is said that "terms of order M_ 2 
have been neglected", though at that stage, when only the (I) and (H) 
regions are under discu•'s on, there are no O(M 2 ) terms to be 
neglected - see results (5.2.1). 	In their section 2.3, however, they 





in equations (2.25) - and their v and h are, in fact, 
an2(1) 	
S 	 S 
our v 	N and b 	N . The full v and b expansions for 
DA Os also contain 
S
non-zero terms of order M 2 , W, etc. ,as will 
become apparent shortly.) 
We conclude that the leading order terms in v ,b for 
arbitrary DA<<M2  are independent of DA  and are given in the Hunt! 









MX(r,) = - erfc 	
r 	







c*(n 1 ) 	b 	(o,n 1 ) 	i- f 1 	 (5.2.19) 
i 
N.B. The denominator of the final term in Hunt and 
Stewartson's equation (2.34) should read (1i-ri)2 not, as it was 
misprinted, (1_) 
Introducing/ 
t see also Eckhaus and de Jager (1966, p.58) 
V . 




A(n+r2/42)e 	d , 	 (5.2.20) 
VTr 	r/2(1) 2 
where 	r/2( 	
) /2( n I
- 
From lines (5.2,13),(5.2.17) we have 
- 	
- et. MX(r,-1) , since X(r,l) 	0 , 
-t 	 2 	 2 
- a- j A(-l~ r e 	d 	, 	 (5.2.21) 
/TT 	r/2/2 
where, from (5.2.19), 
2) 	r2(/2)3/2(l_r2/82) f 	s2ds 	1 	(52.22) Tr 	 1 {r2(s-1)+82}.(s-1) 
Since X(_1,r 2/ 2 )>0 for all 	> r12/2 > 0 , it follows 
(see expression (5 Q 2.21) ) that v>0 for all r > 0 
In the (Ic) region, the governing equations and boundary 
conditions are obtained by setting y = 2 in lines (4.2.66) to (4.2.69), 
(4.2.71) and (4.272) and noting that b.(t',0) 	0 • 	The boundary 
conditions are 
(1) 




H 	 c 
(1),t)_V 	(o,t) = er-v (1)(O,t)e_t{1+lim v (l)(rl)} 
c 	 s 
r o 
(1) and v ic (1) . 	, b. 
	
and all their partial derivatives tend to zero as 




(5 .2.24) X(-l+ r212) 	(1 - 	 1 
r2/80(u+l) iT 	8 2 	0 (u' -t- 	14 2) 
(introduce u4  = r2 (s-1)/8 2 into the integral of line (5.2.22) 
) 








(or note that Urn A(-l+r 2/2) 	A( -l) = 1-a(-l) = 1+a(1) = 2.) 
r+o 
and so, from (5.2.21), 
-t 
m v ' 1 (r,t) 	+ 
,.. 
e 	
j e 	d13 	e' . 	 (5.2.25) 
Q 	
C 	 /71 	o 
Thus v 
S 
(1) and b 
S 
(1) are continuous at the point 
r = 0, ri 	1 and, from (5.2.23), we conclude that 
0 	b(l) . 	 (5.2.26) 
In neither the Hunt/Stewartson nor Chiang/Lundgren papers 
was the (Ic) region investigated in depth. 	The former authors noted 
that v 	could have only an 0(W 3 ) effect on the flux; as we haveic 
seen above, the effect is actually of an even lower order of magnitude. 
The ()(j1 3 " 2 ) prob l em : 
If DA = 0 then so is R = DAM2 and elemental expansions 
of the form (5.2.4) contain only integral powers of N 1 , i.e. all 
field contributions of 0(W' 2 ), y any odd integer, are identically 
zero in the (s) and (c) regions. 	The situation may be different in the 
(ic) region, however, since 
CO 	CO 
v 	= v 	 Rk , with (o,o) _ v. 	= 0 
j ic Ic ic o ko 
(see conditions (2.2.7) to (2.2.10) ) 
	
(1 0) 	 ( 0 1) M- 2  {v. 	' + D V 	1)  }+ M- I 	
(2 0) 
+ D v 
( 1
11 1 ) +D 2 v (0 1 2) )~ 






(with a similar expansion for b. ) 
'C 
(5.2.27) 
and, from condition ( 14.2.71) 
b (y/2) 	 (1) 
b 2 
(0,t) 
- 	 c 
- - ---- 	 (0,t) when DA 	0 , 	 (5.2.28) at,
So! 
122. 
so that, if 'r is odd, v. (Y/2)  and  b.(2)  are 
. 
b (Y-i) 
identically zero if and only if 	 (O,t) E 0 , which may not 
ar 
always be the case. 
If IDA>  0 , the problem for v 
(3u/2), b 3 "2 is similar 
to (5.2.16), the only basic difference being that the first line of 
boundary conditions now takes the form 
b (3/2) 
v 	"2 (o,) 	0 , 	 ( 0,n) = DA{ -n-i-c(n)) 	. ( 5.2.29) 
Rather than become too tied up in a problem involving integral 
equations, we will not attempt a solution. 
In the (ic) region, 
V. (3 / 2) (t,0) = 0 = b. (3'2)(tt,O) , v. 
(3/2) 






(0,t) . 	 (5.2.30)  - 
Thus v 
ic 	 Ic 
(3/2) and b (3/2) contain terms proportional to 
DA (unless V ( 3 / 2 )(0 , t) 	_e_ t. urn v(3h'2)(r,l) 	0 , which may 
be the case; one cannot say without solving fully the problem for 
2b (1) 
v (3/2) and b (3/2) ) and terms independent of ID , unless 	(O,t)E0. 
S 	 s 	 A 
From (5.2.21)1(5.2.24), since A(l) = 0 , 
-t 	 2 
- s- j )(-l+r 2 1 2)) . e 	d , where 
v'i 











- 	r() 	 (5.2,31) - . 	2) • 0 
1 
(irry2 	 r() 
(see! 
(see last result on p.292 of Gradshteyn and Ryzhik (1965) 
Introducing 	z 	= 82/r2_1 , 	it follows that 
c2 	r() 	-t 	00 	r2 
- e . f exp {- 	 - (l+z 4 )} dz ar IT r() 
(5.2.32) 
0 
OD - 	 as 	r-o 	with 	t 	fixed. 
(3/2) 	 (3/2) 
Hence 	v. 	and b 	are not identically zero when 	DA =0 , 
J_c ic 
containing as they do terms which are independent of 	DA 
The 	0(M 2) 
	problem 
Setting 	y 4 	in equations (4.2.17),(4.2.18) and adding 
them, it follows from result (5.2.13) and condition (4.2.22) that 
(2)  
V 	+ 
b (2) , (5.2.33) 
C c 
and hence that 
(2) 	(2) 	2v (1 ) V 	 V 
C + 	 - 	
- 	c 	- et 	F1 11(r), (5.2.34) 
at2 	
at 
where 	F1 (r) 	-MX(r,-1), 	as defined in line (5.2.24), is independent 
of 	DA 
r2 z4 
Setting 	W 	 in result (5.2.32), 8 
av Ci) 	3b 	(1) 	— i c 2 	(43 	-t 	- 	-r2 /8 	00-w 	-" -- - 	
- 	IT 	•r G )e 0 ar 	Dr
.r e 	fe w 
1 
2- 	
e 2 -- 	)e .r
t r( 	 . (5.2.35) 
IT 
(U  
• 	c 	- 	
2 9/4
_t 	(r2+2) 	-r2/8 r() e e . (5.2.36) - 
U 	 3/2 r 
Referring back to the solution (3.2.103) of equation 
(3,2.102), we conclude (using condition (4.2.22) ) that the solution 
of equation (5.2.34) is 
(2) 	(2) 	-t v 	 e 	. 	{tF1 "(r) + F2  (r)}, (5.2.37) C C 
F! 
F2 (r) being an (as yet) unknown function of r. 
	
Since v5(2) (r,1) + v (2) r,OEOEbs (2) r,1 1 	 (r,O) , 
it follows from result (5.237) that v(2)(r,l) = -F(r) and 
V (2)(rl) i-  b (2)(rl) 	0 
S 	 S 	 (5.238) 
Similarly, v 
S 
(2) (r,- - l) - - b (2)(r,_1 
	0 
The problem for v5(2), b 5 2 	is obtained by setting y = 4 in 
equations (4.2 0 4),(4.205) and conditions (5.26),(4.2.12),(14.2.13) 
and (4.2.1 14), finally adding in condition (5.238) 
3b (2) 
From condition (14,2.12) , 	s  (O,) is proportional to DA  and it 
h (2) 
s 	 A is clear that v s (2) , 
contain both terms independent of D and 
terms proportional to D A 2 but (see expansion (5.2.4) ) not terms 
proportional to DA1 • 	A similar remark applies to 	(2) and b 2 
but v. (2) and b. ic (2) also contain terms proportional to D A , unless 
(3/2) 
(O,t) = 0 (see condition (14.2.71) with .. 	4). 
ar 
Higher order problems 
For all y 5 , it can be seen from the governing equations 
and boundary conditions plus the results above that v 1 2 ) , b 12) , 
vc'2 and b (hh'2) 
 may contain terms proportional to 
... 
D, where p = 1 if y is odd and 11 = 0 if 
(y/2) 	(y/2) 
 ic is even. 	
v. 	and b. 	may include terms proportional to 
...DA' and terms independent of DA • 	Since  
it follows that any 0(M_')'2) field contribution is dominant over the 
corresponding O(MT/2) contributions, t > y 	2 ; in particular, 
the 0(M 1 ) contributions are the dominant terms in both the velocity 
and magnetic field expansions. 	This confirms the Chiang/Lundgren result. 
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DI 
Results (5.2.1) are, of course, valid for all DA . 	If 
DA =O(M), expansions of the forms (5.2.4) and (5.2.27) are still 
valid but the full or 'net' O(M' 2 ) field contributions will differ 
from those obtained when D << M 2 . 
A 
If DA >> 112, expansions of the forms 






v ic (t',t) 	 v ic  
. (j,k) 11-j/2 Rk, 	V 
ic 
with 	(0,0) . 	 E 0 , 	(5.2.40) 
jo ko 
will lead to a solution of the flow problem. 
A duct with all walls non-conducting: 
In 6(1.3 ), we excluded such a duct from our terms of 
reference, due to the fact that several authors have already (more than 
adequately) covered this special case. However, using the methods of 
Hunt and Stewartson, we have obtained the solution to the leading order 
problem in the following form, included purely for the sake of completeness: 




{X(r,n) + X(r,-n 	(1))} , b 	- N 
S 
where 
MX(r,ri) 	- 2 
- f 	, ( l-r/4 2 -ri)e_ 2d 
/iT r/2(1-) 2 







(1) 	(1) •-t 	




and 	(1) 	0 	b1(1) . 	 (5.2.41) 
1C 	 1C 
The above solution may be seen to satisfy the appropriate 
governing! 
governing equations and boundary conditions. t 
Final comments: 
Although the methods of chapters 3 and 4 can be applied 
perfectly well to a duct having non-conducting walls BB, each stage 
in the analysis presents problems of a more complicated nature than 
those encountered in 55(3.2),( 14.2) - for example, solving the 
Hunt/Stewartson equation (2.36) - and this has precluded a solution 
as detailed as those given in earlier chapters; the results of 
Hunt/Stewartson and Chiang/Lundgren have been checked however. 	Certain 
of our results could doubtless be compared with those of Fahidy (1970), 
by means of suitable changes in coordinates, but this is not attempted 
here. 
t Note that MX(r,ri) may also be written in the form 
MX(r) 	-(l-) erfc{ 	






AT 	 2 	2(1-)2 
(see Gradshteyn and Ryzhik (1965, p.337) ). 
.L.O. 
§(5.3) Reversed flow. 
Hunt and Stewartson (1965, PP. 570) showed that if 
DA = 0 then V increases monotonically from a value (-1) to 
zero as r increases from zero to infinity along the n = 0 axis. 
It is clear from their analysis, revised to take account of 
non-zero DA<<M2 , that reversed flow cannot occur in any 
Hunt/Stewartson duct, due to the dominance of the 0(M ' ) terms. 
This is also true of a duct all of whose walls are non-conducting 
(see any of the published papers referred to in §(1.3 ) ) 
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§(5,4) 	The volumetric flow-rate. 
-1 Since all velocity contributions are 0(M ) or smaller, 
the bulk of the flow will occur in the core region, in contrast to 
the situation in a Hunt-type duct with DB<<M . 	The leading 
terms in F for the special case DA = 0 are given in result 
(2 q 50) of the Hunt/Stewartson paper; the leading correction 
term that must be added to their result when 0 < DA<< M 2 arises 
from v 
s 	 A 
(3/2) and is 0(D M 2 ) 
In a duct with all walls insulated, the leading order terms 
in F may be derived from results (5.2.41). 	The calculations 
involve nothing more complicated than changing the order of integration 
in a double integral and only the result will be given here, namely, 
F 4' 	- 	128 	- 	+ 0(M_5'2) 	 (5.4.1) 
15 M3/2 M2 
This checks with the corresponding expression obtained by 
Williams (1963, p.265). 	The 0(M 512 ) term consists of a 
contribution 	32 	 from v 	plus a contribution from 
3 	 c 
(which, from Williams' result, equals that from v(U ) 
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§(5o5) 	Some final comments on the results gained by using the 
classical theory. 
Using the classical theory for MHD flow in rectangular 
ducts which have one pair of sides AA aligned with the uniform 
applied magnetic field,the main revelation has been that when 
M>>l the boundary layers on AA are in some cases highly 'unusual' 
Mathematically this comes about because the magnitude and structure 
of the non-dimensionalised induced field, b 1 , just outside the 
side layers is independent of the nature of any of the walls. 
Alternatively, one could say that the amount of current entering 
the side layers is independent of the walls. The corresponding 
non-dimensional velocity, v 1 , is constant and has a magnitude 
dependent only on the wall-parameter DB. 	Where b 1>>v1 , we can 
get results (see §(3.2) ) where v 5(and b) " b 1>>v1 . 	When 
all walls are perfectly conducting, on the other hand, b 1>>v 1 and 
v
s 	I v ; this is because the vital factor is the normal derivative 
of b1 at the side walls, and the latter being zero means that 
actually stimulates the side layer. 	A lengthy physical discussion 
of this case was given by Hunt and Stewartson (1965). 	The physical 
explanation of the unusual side layers is not simple, since one must 
take into account every component of the full problem when dis-
cussing them. 
2) The predicted singularities in the side-layer solutions actually 
arose at the 0(112)  level in the 'all-walls conducting' duct of §(.2). 
Two observations that may be made in connection with this discovery are: 
(1) using Shercliff's approximate condition is bound to cause trouble 
at some stage in the expansion procedure once we move into the (ic) 
regions, valid though the approximate solutions may be outside of such 
regions/ 
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regions when the walls are 'thin'; it would be far more satisfactory 
to use exact boundary conditions - see the following chapter - and to 
bring the factor of wall-thickness(es) into the discussion. 	The 
only (relatively) easy cases are those where the walls are a combination 
of insulators or perfect conductors; then Shercliff's condition is 
exact and wall-thickness is immaterial. 
(ii) life becomes extremely difficult once one ventures into the (ic) 
regions. Most authors understandably avoid discussion of the situation 
near the corners, but Cook, Ludford and Walker (1971) have shown that 
in the asymptotic solution of the equation 
an 
	0, 
under the boundary conditions 
(,O) = 1 , 	(,l) 	-1 	for 0 < E < 2. 
0 	for O<r<l 
on the rectangle 0 < E < 2. , 0 < n < 1 
the bottom corners are not passive, but in fact generate the parabolic 
side-layers at E = 0,2, ; the top corners, though passive, lead to 
unusual quarter-plane problems. 
This is, of course, a somewhat different problem to 
our own, but there are obvious implications to the latter that ought 
to be taken up in future research investigations. 
Fuller discussion of the results obtained in 
§(3.2),(4.2) will follow in §(6.4) 
3) We can claim to have unified the theory of flow at large M in 
a duct having thin walls, obtaining not only all the results of the 
authors listed in 5(1.3) but a wide range of 	additional results 





Throughout the preceding chapters we have made frequent use 
of Shercliff's boundary condition on the dimensionless magnetic 
field b at an interface between the fluid and a thin conducting 
wall. 	As was stressed in §(1.2), this condition is not exact and 
should not be used in the derivation of the exact solution to a flow 
problem if this can be avoided. Even if only an approximate solution 
is sought, valid for M>>l, Shercliff's condition may only be used 
if the wall-thickness is extremely small compared with any tangential 
length-scale measured along the wall. 	We will describe a wall, or 
section of wall, as having 'finite' thickness if it is not sufficiently 
thin to justify use of Shercliff's condition; in this context, 'finite' 
simply denotes the opposite concept to the 'thin' of §(1.2) 
During the analyses of the last three chapters, we have been 
letting M - 	while keeping af , oA,GB,hA and1- fixed. 	Once M 
becomes so large that hA4M' and hB<M 2 then Shercliff's 
condition may no longer be applied along those interfaces bordering 
the (c) and (ic) regions. 	Along such boundaries, exact boundary 
conditions on b must be used; these are that both b and 
are continuous on crossing an interface. The latter condition 
signifies continuity of the electric field, 	/n denoting the 
normal derivative. 	Application of these two exact (instead of 
one approximate) conditions on b at an interface enables one to 
solve for b inside the wall as well as for v and b in the fluid. 
Taking the region exterior to the duct as insulated, b = 0 
on 	= ±(.Q+hA) and on n = ±(lshB). 	In the special case where the 
walls/ 
walls of the duct are all non-conducting (case Ci) of §(1.2)), b = 0 
evexywhc;re inside the walls and the wall-thicknesses have no bearing what-
ever on the exact solution to the flow problem in such a duct, i.e. the 
results of Shercliff (1953), Williams (1963) and Roberts (1967) are 
valid for all h   
and  h  . 	This is also true if oA = 0 or 	and aB 
In cases of ducts having at least one pair of opposite walls 
conducting, exact solutions are available for only a minority of con-
figurations;t often one has to settle for an approximate solution, valid 
when M'>l • 	The expansion procedure of §(2.3) yields an approximate 
solution for any configuration, but the larger M becomes the less 
justified one is in using Shercliff's condition at interfaces bordering 
the (c) and (ic) regions and hence certain of our solutions in these 
and the (s) regions become progressively more suspect. 
A further difficulty arises due to the 'sharp' corners at 
±, r = ± 1 • 	As many authors have noted, these produce complications 
in the flow problem that are mercifully absent from the problem for a 
circular duct. 	Shercliff was not really interested in the situation in 
the neighbourhood oJ a 'sharp' corner when he derived his boundary 
condition 00 L and one must expect such corners to produce'limiting' 
features of their own 	During the investigations of §§(3.2),(4.2) and 
(5.2) we applied the Shercliff condition at every interface where Owall  0, 
but, even if hA<<M
-1 	 _1 
<<1 and hB<<M <<1 , 'sharp' corner effects will 
occur. 
We will une the term 'wall-thickness effects' to describe the 
combined effects of allowing for 'finite' wall-thickness and 'sharp' corners. 
The crucial question to answer is this: 
'If, for values of M>>l, we obtain series expansions for v and b, either 
by perforrring an asymptotic expansion of an exact solution (where such a 
solution exists) or directly, by singular perturbation analysis, to what 




of chapter 4, for example, are of little value if the leading order 
terms in the field solutions are distorted by wall-thickness effects. 
In 5(4.2) we expanded v and b for 
o f 	1 	
a 
D 	<<M 2 and 	D = 
AcJAhA B 	GBhB 
OfM 2 	 a 
i.e. hA >> - and 	hB >> 
' under certain circumstances this may amount to having hA<M 
and/or hBZ<M2 , hence invalidating Shercliff's condition along 
certain sections of interface. 	The larger the value(s) of 
h  and/or h  , the smaller the range of values of M for which 
Shercliff's condition may be applied along all sections of inter-
face and, even for values of M inside that range, there will be 
'sharp'corner effects to take into account. 
To obtain a truly accurate measure of wall-thickness effects 
it is essential (if possible) to work from an exact solution to the 
flow problem. 	Hunt's solutions (1965, pp.581,587) for the two 
configurations (i) DA arbitrary, D  = 0 and (ii) DA 
D  arbitrary are not exact, since Shercliff's condition was used in 
deriving them (though letting d 	in his results (13) to (15) 
for case Ci) does yield the exact solution for flow in a duct 
with all walls perfectly conducting (see Chang and Lundgren (1961) ) 
and letting d 8- O,co respectively in results (26),(27) for case (ii) 
yields the exact solutions in a duct with all walls non-conducting 
(see Shercliff (1953) ) and a duct with DA 	, D  = 0 (see 
Sloan and Smith (1966) ) respectively). 
Out! 
Out of all the cases of ducts having at least one pair 
of opposite walls of finite, non-zero conductivity, there are only two 
where an exact solution is available for all values of M,cy 
w  and for 
walls of arbitrary thickness, namely Sloan and Smith (1966) for DAo 
D  arbitrary and Butler (1969) for DAarbitrary, D  =0 . 	Let us con- 
sider the Hunt-type duct of Sloan and Smith, in which the thickness of the 
non-conducting walls AA is immaterial; the wall-junctions 
£ 	(+h), 1 4 Inj 4 (l-i-h) are also non-conducting. 
In order to obtain the approximate solution of 5(3.2) 
for 'thin' walls BB and M>>l, one may expand the Sloan/Smith exact 
solution asymptotically, taking DB<<M and 
This (first) approximation to tahn(ahB) is only valid if aflhB<<l 
i.e. hB<M2 for the important harmonics corresponding to a= O(M). 
For the important harmonics with an = 0(M), the approximation is only 
valid if hB<441 ; it may not be used for those corresponding to 
a 	0(hB') , see §(6.3). 
In the next section we will take the second approximation 
to 	nh(B), expanded as a Maclaurin series for small values of anhB 
and find to what order h  first enters the expansion of the exact 
solution explicitly (it enters implicitly as a factor of D 
B 
 ) when 
h 	41 in regions distant >>hB  from the corners of the duct. 	We 
then consider the situation when h>>M 2 , the expansion for tanh(ahB) 
now being valid only in the region (- )>>h B, (l-1)>>M 1 
The techniques of §(3.2), revised to allow for the extra 
factor of wall-thickness, are then applied to obtain approximate solutions 
ab initio in the two cases mentioned above and when h  =0(M) , 
comments also being made on the situations when h  = 0(M ) and 
Wall-thickness effects are found to depend on the order 
of magnitude of h  relative to N 2 , but provided hBDB<<M they are 
always <4M 1 , i.e. the leading, 0(M 1 ) , field terms obtained in 
§(3.2) are unaffected by wall-thickness effects. 
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5(6.2) 	The asymptotic expansion when M>>l, hB<<l and 
of Sloan and Smith's exact solution for flow in a 
Hunt-type duct. 
Sloan and Smith (1960) obtained the following exact solution 
for arbitrary N and h  
CO 	 3 	C cosh a ri -E cosh 	n V 	2(-1)'1a n {i - 	 n 	 }cos(a 
no 	 C costs - E cosh 	
' 	(6.2.1) 
n 	n 	n 	n 
00 	
n 	_ E sinh 	- C sinh a n -1 	 n B = E 2(-1) £ a n. , cos(a) , 	(6,2.2) f 
no 	 C cosha - E cosh 
	
n 	n 	n 	n 
where a 	(n-i- i ) - , (i.e. 2.a 	the a 	of chapter 3) n 
1 




n n 	f n 	 B n	nB 	n 
En 	f n 	n 	B n 
0 a sinh a + c a tarih(a n B 
	n 
h )cosh a . 	 (6.2.3) 
Note the following changes in notation: 
the symbols L,Cn,cJf,cYB,hB above replace the respective r,D,c 1 , 
02 and (q-1) of Sloan and Smith. 
An expression for b in the walls was also obtained. 
In the current section only result (6.2.1) will be examined 
in depth, but in 	§(6.3) the 	b-fields in the fluid and the wall 
1 (l+hB) are also studied in detail, 
From (6.2.3), 
C 	
n n n n 
cosh a -E cosh n 
	f n a a sinh( n n -a ))+aB  T(6 n 




n 	n cosha ri-E n cosh 	r 
n ro.. 
na (sinh an coshct n ri-sinha n  cosh n n) + 
+a 	
n B T(6 cosha n 	n n 	n 
cosha -a cosha cosh n n) , 	 (6.25) 




After simplifying the leading term in result (6.2.1) and 
substituting in (6.2.1) from (6.2.4),(6.2.5) we have 
(sinh13coshansinhacosh13i)+ 1 
I.cos(a ) 
+a 0 cosh13 coshct -a cosha cosh13 OTI B n 	n 	n n 	n 	n .i 
ta 	
n n n n 	n 	n 	n 
{a 
f n 
a 	sinh(13 -a )+aB  (13 -a )cosha cosh13 .T} 
(6.2.6) 
In order to find the approximate form taken by this latter 
result when M>>1 and hB<<l, it is necessary to first decide upon 
the relative orders of magnitude of h   and M 1 . 	There are two 
possible limiting procedures to adopt, either 
let M -- after letting hB± 0 13 D  fixed throughout, 
or 
let hB*  0 after letting M - 	, D  again fixed throughout. 
These correspond to taking the high Hartmann number limit in a 
thin-walled duct or the thin-wall limit in high Hartmann number flow 
respectively. 
Before applying the two respective procedures to the exact solution 
(6.2.6), we note that there is one special case that can be easily dealt 
with. 	If we let 	, with h   and M held fixed, in the limit 
the solution no longer involves T. i.e. the exact solution, and 
hence any asymptotic expansion of it, is independent of h  . 	Since 
Shercliff's condition is exact in this special case, the results of 
chapter 3 are valid for all h   
when D  = 0 , a point noted in 9(6.1) 
In the expansions that follow we will initially suppose that 
(1- n)>>W 1 , so that v " v1+ v , and later comment on the situation 
when (1n)>M1 ; we will also suppose that h<<M 1 ('thin'walls). t 
Let! 
When h = 0(M ' ) or M'<<h<<M 2  the basic results obtained are 
similar but certain complications arise - see p.158. 
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Let us first consider procedure (a). 
urn { lim v(,n) } 
M+x 	hBO 
If M is finite and fixed and if h -O while D o 
B B f/hBoB 
remains finite and fixed (ie. we increese CTB as h  decreases), 
then setting h  h 
T = tanh(a h) 	a h - La 3 h3 + O(a 5h 5 ) . 	 (6.2.7) 
n n 	3n 	n 
The Maclaurin expansion is valid provided ah<<l, and for any 
fixed n this can be arranged by choosing a sufficiently small 
value of 1. 	(For large values of M the important harmonics 
in (6.2.6) correspond to a n = 0(M1 ), but by choosing h<< 2 	we 
will have ah<<l.) 
When h - 0 in result (6.2.6), the term in 	C 	} 
D (sinhf3 coshe -sinha coshI3 TO + 
LBcOScoan_aSSn(1_ 	a 2 h2+0(a 4h4 ) n 	n 	n n 	n 	n 	) 
• (6.2.8) 
DBsinh(fl_afl)+(Bfl_afl)coshctflcosh3fl.(l_ -- a 2 h2+0(a'h4 )) 
If we now take M>>l, then from (6.2.3) 
ta 2 	a 4 2a 6 	 a 2 	a 4 	2a 6 




M 	M3 M 5 J 1.. 	M 	M3 	M 5 	j 
for all a<<M, and the important harmonics correspond to 
a n = 0(M 1 ), a 	0(1) , ft = 0(M). 	Thus, in (6.2.8), 
2a 2 2a 4 
(a -,y4M 
+ 	- 	
1- 0(a 6 M 5 )J  n 	
M 	M3 	 flafl 	l+a 2 
' IN2 





cosh6" e 	-sinh6 , sinh(a -6 ) " e n n 51 	 (6.2.10) 
and! 
115b . 
and, with (1-n)>>M 1 , so that exp(13 fl  (1-n)} <<1 
sinh8 	
n n n cosha rlI>>Isinha n coshf3 r 
	
n 	n 	n 	n 	n 	n 
and 13  cosh13 cosha flI>>a cosha cosh13 n. 
Thus, with a fixed DB  throughout 
urn {lim v(,r)} 	 - 	 .F(n,h,DB).cosh(afl)cos(a) 




0 -a )(l- 	2h2+0(a h))cosha 	 ean  
	
n n 	3n 	fl 	 n B  
(6.2.11) 
Taking DB<<M  in the latter result, the factor F(n,h,DB) 
an 
fl - 	
D e 	+ 	
h2_O(ah))} 
(13 -a ) cosha 	 (j3 -a )cosha n n 	n n n 	n 
1 	F" D (13 sinha +a cosha ) 	D B 2e (13 sinha +acosha 
(13 	
) n 	n n 	n n 	n n 	n 
-a )cosha 	n+ B (13 -a ) cosha 










 sinha +a cosha ) 
n 	n n 	n 
-1- 
(13 -a )3  cosh3a n n 	n 
D 
B 
 a 2 h2 (13 sinha +a coshct ) 
+ 	
n 	n 	n n 	n 
3(13 -a ) cosha 
n n 	n 
D a h(13 sinha +acosha ) 
- Bn 	n 	n n 	n 
450 -a )cosh a 
n n 	n  
+ O(DBM 3
) + 
I- O(DB2a 2h2?4 1
) - 
+ O(DB 2ahM 1 )J 
(6.2,12) 
The inclusion of the above terms requires comment. 
Since ah<<1 and D8M 1 <<1 , one may take au = O(M), 
DBM1 0(), where p,q>O , and then expand the factor F(n,h,DB) 
in, 
in result (6.211), arranging the terms in decreasing orders of 
magnitude. The leading term in brackets in expression (6.2.12) 
is 0(M), the next one is O(M 1 ) and then follow those of 
etc. Every term beyond those 
included, e.g. that of 0(DBa6h6),  is of a lower order of magnitude 
than the nine explicitly mentioned. 
If only the leading order correction term involving h is 
required, it is sufficient to truncate the Maclaurin series (6.2.7) 
after the first two terms (truncation after one term yields the 
solution of §(3.2) ) and, substituting (6.2.12) back into (6.2.11) 
we have 
lim{lim 	 - 
M - h -)o 
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3i(13 -a )cosha 1._. 
D 
B 
 0 sinha +a cosha ) n 	n n 	n 




 sinhct + a coshct ) B 	n 	n 	n 	n 
+ 
(13 -a ) 3 cosh 3a 
	
n n 	n 
D 
B 
 a 2h2 (13 sinha +a cosha ) n 	n 	n n 	n 
+ 
3(13 -a )2  cosh2a n n 	n 
where 5 'n + n " 
The leading terms, 
2 	(-1) 
fl 13 cosh(an 
_ 
) 	5 IT 
- 	 v (  2' 	
, 	 3 3 5 	 cos t  Tr no 5 
	
(13n 
	)cosha n n n 	
91 
form the approximate solution for v(g,TI) v1 (,TI) + v(r,n) in 
a duct with perfectly conducting wails BB - see result (6) on p.441 
of Sloan/Smith, modified for (1- n)>>M 1 
The next contribution cons from the term 
_2i:DB  CO (1)n (13 sinha -t- a cosha )cosh( a r) 	j n 	n 	n 	n 	n n 
cos( 	) , 	 (6.2.14) 
no j 	( 13 -a ) 2  cosh 2an n 	n 
f. . S 
5  Tr 
~ ...]cosh (an)cos( n 
(6.2.13) 
and! 
and by contour integration, using the contour described in §(3.6), 
it can be shown that this contribution equals 
OD 
DBM 2+ DBM2 E (l) 1 a. 3 e(-O.).{(4 cosO .+O .(cosO .+sinO.))cos(a.n)+ 
j=o J J 	J 	J 	J 
+2a.cosO..nsin(a.)) + O(DBM3), (6.2.15) 
where 'a.' is the a. of chapter 3 and 0.= r 
Comparing expression (6.2.15) with results (3.2.23),(3.2.89) 
we note that the O(DBM2) terms in result (6.2.13) for 
+ v(r,)} match with those obtained by singular 
perturbation analysis. 
The various terms in (6.2.13) may be grouped into three 
sets, namely 
the solution for perfectly conducting walls BB , 
additional terms due to 'thin' walls of finite 
conductivity, wall-thickness effects neglected and 
terms due to wall-thickness effects. 





n 2 (-1) a n 
	




 )cosh(ct n) 	j n ir 
E 	 . 	 . cos( 	) 
3.3 	n=o j 3 ( 	)2 cosh2ct n 	 n n 	n 
where a = j Tr/2 (6.2016) 
n 	n 
The highest order contribution comes from the part 
2D h 2 	(1) fl 	sinha . cosh(cz fl)cos(n-t-) !! 
+ 	E 
{l+32(n+)2/2M2}cosh2a 	
0 	 (6.2017)31 	no 
n 
(see line (3.6.3) for simplification of a 
n n- /( 	
a n )2) 
Introducing 
'sinha ''cosh(cx 	) 1 .cos(0-t-)/9. 
n 	n / 
, 	 6.2l8 
(0+){li-3Tr 2 (0+) 2/ 2 M2 )'cosh2a' 
we now integrate 7cosec(ii0).f(0,) round the contour of §(3..6). 
There/ 
t such as those in (6.2.15). 
140. 
1 141. 
There is no singularity at 0 - (this is a zero of 
order two for 'sinh a '). 	 At the poles of cosec(nO) , 
the residues total 
00 
2 E  
At the zeros of {l + 3(0-t-) 2 7r2 /Z 2 M2 } the residues are 
exponentially small in both 	(1-0 and -U--E) and hence 
/3 	 2 
negligible; they are 'red herrings', since we assumed a<< H in (6.2.9). 
ilff The remaining singularities are double poles at 'a' 
p any integer. 
Taking a " a 2 /M in (6.2.9), these poles correspond to 
(0 + )' ± P..(1+i) / 	41+2p)} 
(N.B. As was stressed in 5(3.6), the above first approximation 
to a does not give a very satisfactory estimate for the positions 
of the poles. 	However, it is adequate for finding the leading 
order term in v1 + v) due to wall-thicknass effects.) 
Comparing expressions (6.2.16) and (6.2.114), the terms 
following the respective summation signs differ only by a factor 
a 2 	j 2 r2 R 2 and, by a calculation similar to that which 
yielded result (6.2.15), expression (6.2.17) reduces to 
Dh 2  
3M -
B 	(U e 	.(2sin0.+9.(sin0.-cos0.))cos(a.0+ 
jo a. 2 
+2cc.sin0..sin(cz.)} +O(D h2M2). 	(6.2.19) 
j 	j 	 j 	 B 
Thus, when (l-n)>>M 1 the leading contribution to 
v(,n) due to wall-thickness effects is O(DBh 2M) and 
influences v but not v • 
I 	 B 
Since h<<M 2 and D <<N 31s  
this contribution is <<H 
-1
and the leading term in v, the 
v'W ' of 5(3.2), is unaffected. 	Furthermore, expression 
(6.2.19)/ 
(6.2.19) is of a lower order of magnitude than the v (2)M_2  of 
§(3.2), because the former is 	 while the latter is 0(W 2 ) 
for DB>l  and  O(DBW2) for l<<DB<<M 
Asymptotic expansion of result (62.2) would lead to similar 
conclusions regarding the effect of wall-thickness on the b-field 
in the fluid. 
In the above analysis using procedure (a), note that one 
could let M 	and h 0 simultaneously, provided that one kept 
hM2<<1 throughout, i.e. h = O(M), p>• 	Expansion (6.2.7) 
and all subsequent conclusions would still be valid. 
Since h<<M 1 throughout the derivation of result (6.2.13), 
contributions such as (6.2.19), which are additional to the v(r,ri) 
of §(3.2), are due entirely to 'sharp' corner effects. 	On the 
face of it, we were perfectly justified in §(3.2) in using 
Shercliff's condition at the interface between the (c) and (Ic) 
regions and the 'thin' wall ri = 1 , but it. is now abundantly clear 
that the situation near a 'sharp' corner cannot properly be approach-
ed in this way; exact boundary conditions on b are an essential 
pre-requisite for a satisfactory approximate solution. 
Consider, for example, the situation when D  = 1 and 
h = 0(M 1 ), i.e. we start with h<<1 and fixed, then increase M 
until it is 0(h- ). 	The correction term (6.2.19) is 004) and 
must be added to the v obtained in 5(3.2). To what level 
(in terms of M ' ) one can rely on the results of the latter section 




Consider now the alternative limiting procedure (b). 
	
urn [urn 	v(F,) ) 
ho 	M-o 
Expansion (6.2.7) is relevant only to regions where the 
important harmonics are such that IahI<<l ; thñs it is appropriate 
when discussing the side layer as long as hM 2 <<l . 	When hM 2>>l, 
we first take the side layer expansion with h arbitrary and fixed 
and M tending to infinity; then we let h-*0 	There are two 
important groups of harmonics to consider, 
-1 Ci) those for which a n 
	0(h ), a = 0(h-2 M
-. 
1 ) n 
and 
(ii) higher harmonics corresponding to a n = 0(42), a = 0(1) and 
T r, (1-i-exponentially small terms). 
Expansions (6.2.9) and (6.2.10) are valid for all the important 
harmonics and so, from (6.2.6) and (6.2.10), 
rD a h-6 T 	
1cosh(a)cos(a), urn v(In) " 	2, 2_ 2 )_ 	?(')1 B n 
no 	La 	 -a )Tcosha 1D a he 	( I n - n n 	nJ 
(6. 2.20) 
The term in f } may be expanded as 
(6T-Dah) 	Dahe an 
	-i 
n Bn Bn 	 = 	1 
(6 	 n 
n -a fl  )Tcoshct 	(6 n -a n )Tcosha 	(6 -a )coshct n n n 	n 
+ 	 n B n 
D a h(6 sinha - 
 i-acoshcz) +0(DB2a n 2h 2M_ 1 )T , 	( 6.2.21) 
(6 -ct) T cosha 	
) n n 	n 
provided D B n 
	 n 
a hM 1 <<1 , i.e. a h = 0(M), DBM1 	0(N) 
with q>p0 
Thus, substituting (6.2.21) into (6.2.20), 
urn! 
14 14. 
( -l)r 	n urn {lim v())( 2 - 2 ) - --- E 	 + 
I ct n 
h~ o 14->— 	 71 3 	° 	(3 in 	-Ct )coshn  
D a h(F sinha +acoshct ) 
	
+ B n 	n 	n 	
+ O(DB2a 2h2M_2cosh(an)cos(j/) 
n ( - n  )T cosh2 a 	 (6.2.22) 
The leading terms, 
&____ 	
(_1)n t3 cosh(an).cos ( jn T O -  
3 it 	no 	 a cosa In n- n ) 
	h n 
represent v lu v1+ v5 in a duct with perfectly conducting walls BB, 





sinha +a cosha ) n 	n n 	n  - 	•cosh(ct )cos(j ir/ 0 ) • 	(6.2.23) 
no 	in 	) 2T cosh 2 a  n n 	 n 
By the usual contour integration method, it may be shown that 
the harmonics corresponding to a n 
= 0(h ' ) yield velocity contributions 
-2 	-3 	 1 i DB(M - M ), (the terms proportional to D 	n v1 ) 
and 
2DBM2 	exp(-nit 1 ) + 0 (DBi 3, DBh4M4) , 	 (6.2214) 
where 	h (R-) 
Thus when hM 2 >>l the boundary-layer thickness on the side-
walls AA is 0(h) (see also §(6.3) ) 
The leading term in (6.2.24) may, of course, be expressed as 
2D 
B M
_ 2 eit 
, 	 U. L.  
l-e1 
and this is the leading order velocity term due to wall-thickness 
effects in the region (-) = 0(h), (l-n)>>i ' 
The higher harmonics corresponding to a n 
= 0(112) yield 
velocity terms which may be written in several forms depending on one's 
choice of branch cut when integrating and on whether or not one performs 
further rearrangement after obtaining the original form. Two useful forms 
are! 
are 
-3/2 	(-l)e 	 _______ _______ _____ 	 2 __________ ru _________ - - j e 	
i- tanh(u2 ) 1 cosh(u2n) du} + DBhM 	{ G(O.,ri) 
:i 	 0 u 	cosh(u2 ) -° 2 	
5/2 2 
j 
+ O(DBhN 5'2 ) 31 
where 
G(O.,fl)((sinQ.-cosO.){2a 
3 	3 	3 
T1 sin(a J 





2 ) } cosh(u2fl)} du + O




(Note that (6.2.27) is obtained from (6.2.26) by integrating the 
function 	 . 	 2 	 2 
	
e lrz; fi - tarth(z cosh(z ri) 
Z2 	cosh(z2) 
over a large upper semi-circle, whose radius tends to infinity, 
in the complex s-plane. 	There is no need to indent round the 
origin since 	(z) does not have a singularity there.) 
As usual, 0 = r 
j 2 
Since, for a z 0(M 2 ), expansion (6.2.21) is only valid if 
hDB<<M2, so  DBM2<<DBh M 312 <<M 1 in result (6.2.27); thus wall-
thickness effects, whilst not distorting the v5(1)M1 of §(3.2), 
produce a leading order correction term (6.2.27) in the region (-) 
0(M2), (l-)>>M 
1 
 that is >> M 2 provided DB4<l 
One could let M - 	and h - 0 simultaneously, keeping 






1<<hM2<<DB 1, which is the case for all h,M such that 
h O(WP), 0 < 	< j, and 
The case h 0(M ) has not been explicitly investigated; 
it marks the boundary between the two limiting procedures (a) and (b). 
Result (6.2.20) is valid for all M>>l, as is expansion (6.2.21), 
(provided a n  h coth(aflh)<<DB'M) 
 and results (6.219),(6.2.24) and 
(6.2.26) all suggest that the leading velocity term displaying wall- 
thickness effects in the side-layer when h = 0(M) will be 0(DBM2). 
This is confirmed in §(6.3). 
(l-)>M 1 : 
The investigation into wall-thickness effects has so far 
been confined to regions distant >>M- 
1 
 from the top wall. 	Suppose 
now that MU-n) = t = 0(1); to avoid some extremely involved calculations 
in the former (ic) region, only the regions where (-)>>M ' will be 
considered. 
Adopting procedure (a), this time with 	(1-r) = 0(1), on 
substitution of (6.2.10) into (6.2.6) the term in { 	} in the latter 
now contains additional terms 
a cosha • T + DB n 
a h sinh a 
n 	n 	 n 	exp o 	 • 	( 6.2.28) 
(a n 	 B 
- ) T cosha + D a h e 
n 	n 	n 
Expansion (6.2.7) may only be utilised if the only important 
harmonics are those corresponding to a n = 0(M 2 ); if h<<M , this is 
indeed the case, but if M'<<h<<M2 there are additional important 
harmonics corresponding to an = 0(h 1 ) and (6.2.7) is invalid. 	In 
either event, the term in ( ) in expression (6.2.28) may be expanded 




B 	n 	 for 
(<1 
T cosh a 
n 
ah>l, and hence those velocity terms which were absent when 
are given by the expression 
1'47. 
CO 2( -l) 	
a n  
n= o 9.a 3  n n 
n  
D a h(i3 sinhct +acosha ) Bn n 	n n 	n 








 sinha -I-a 
n  cosha ) n 	n 	 n 
I- 
(13 -a )3 T 2 cosh2 a 
n n 	 n 
expU t/M) cos(a) 
	
(6.2.29) 
The leading term in the latter expression may be shown by 
contour integration to equal -M 2e 	the 0(DB° M 2 ) term in the VH 
of 5(3.2). 	The next terT11 yields the 0(DBM), y 2, terms in the 
(VH+ v} of 5(3.2) plus further terms 
2D h2et 	00 	o B 	
E a. - e J sino. + o(D h2M 2et) + 0(D het) 	(6.2.30) 3M j::o 	 j 	 B 	 B 
due to wall-thickness effects. 	Like v131 v  is clearly independent 
of h when h<<M 1 , terms (6.2.30) forming part of v . 	 (When 
h = 0(M) or M1<<h<<M2 a similar result holds, though we will not 
consider such cases at this time). 	Again we stress that 
during the current expansion for (1 -ri) = 0(M 1 ) ; expansion in the (ic) 
region presents formidable problems. It may be safely assumed, however, 
that the order of magnitude of the wall-thickness effects in that region 
cannot exceed those outside of it (see also 5(6.3) ). 
We conclude that for D<<M and h<<M 2 the velocity first 
displays wall-thickness effects at the 0(D Bh2 M 1 ) level, these effects 
being confined to regions distant 0(M 2) from the side wall. The 




If procedure (b) is adopted, the revised form of result 
(6.2.22) for (l-) = 0(M 1 ) contains the additional terms (6.2.29); 
the leading term displaying wall-thickness effects reduces to 
-t 	-t 	
CO De 2De B 	B 	 -nrr 	 - - Lt -t 
- 2 2 
•E e 	l+0(DBh M e )+ 
M 	M 	n 1 
00 	 CO 
+ M3/2 et 
	2:(0•0) 	- 5 e{l- tath(u2)}d } + 
+ 0(DBhM / e _t) 	 (6.2.31) 
(There are certain other ways of writing this result which we will 
meet in 	6.3). ) 
The leading term is the 0(DBM2)  term in VH  the next 
two arise from the region (-) 	 0(h), (1-n) = 0(M 1) and the final 
two arise from the (c) region. The second and fourth terms are the 
leading terms displaying wall-thickness effects in their respective 
regions that are not active when (1-)>>M. 
From results (6.2.25), (6.2.27) and (6.2.31) we conclude 
that for DB<<M  and 1>>h>>M 2 the velocity first displays wall-
thickness effects at the 0(DBhM3''2)  level in the regions where 
(-) = 0(M) and at the 0(DBM2)  level in the regions where 
= 0(h) . 	The effect on the velocity field will be further 
investigated in §(6.3) where the b-field is also examined for 
wall-thickness effects using the systematic, singular perturbation, 
approach adopted in §(3.2). 
A comparison of the results using the two limiting procedures: 
Interchanging the order of the two limiting process liin 
and urn effectively takes one from a regime in which 
1+0 	 -i 
h<<M<<1 to one where M 2 <<h<<l , or vice-versa. 	The results 
obtained/ 
149, 
obtained in the two cases differ dramatically; the leading field terms that 
display-wall-thickness effects are active in the regions where  
0(M) and are 0(DBh2M) when hM<<l and O(DBhW3"2) when 
hM 2 >>l . 	In the latter case there are also terms of O(DBM2) which 
are active at distances 0(h) from the side walls and have singularities 
-1 	 2. 
as 	h (i-c) -* 0 	When hM2 >>l , one cannot, of course, equate 
field terms outside of the (I) and (H) regions with those obtained in 
5(3.2), since Shercliff's condition is invalid for (2.-)f>h, i = 1 
The O(DBM2)  term in v 	has a singularity at C = 9.. but there is noss 
similar term in v to counterbalance it. Obviously our expansion 
procedure does not yield a satisfactory approximate solution in this 
case. 	As Eckhaus and de Jager (1966) noted, it is one thing to 
construct a formal expansion which has the appearance of an asymptotic 
series; it is another to obtain a genuine asymptotic expansion. 
What we can say is that if M>>l , DB<<M and hM<<l , 
our procedure yields a satisfactory approximate solution to the problem 
outside of the (ic) region. The situation in the latter region will 
be considered in a later research investigation. 
150. 
§(6.3) The approximate solution to the flow problem in a 
Hunt-type duct for wall-thicknesses hB  of various 
orders of magnitude by singular perturbabion analysis,_DB. 
The analysis of §(3.2), modified to take account of the 
extra factor of wall-thickness, will be applied to the two main 
cases (a) hB<<M2<<l, 	(b) M2<<hB<<l and to the borderline 
case (c) h  = 0(M). 	This will constitute a check on the 
results of the previous section and also provide a framework on 
which to build an analysis of flow in any duct with walls AA 
and/or BB of 'finite' thickness. 	The analysis will be abbreviat- 
ed in form since the basic techniques were discussed in detail in 
5(3.2),(4.2) and (5.2). 
By symmetry, we need only consider the quarter-duct section 
0 < E < (2.+hA), 0 < n < ( 1-i-hB), the magnitude of h  	being 
immaterial since a z o• 	As in 9(6.2), the wall 'overlap' region 
(+h), 1 	(l+hB) is assumed non-conducting, and exact 
boundary conditions will be used throughout. 
The governing equations and boundary conditions (see Sloan 
and Smith 	p. 1440) ) are 
2v in the fluid: - 1- - + M - 	-1 , 	 (6.3.1) 
2b 	2b 
	
- + - + M - 	0 ; 	 (6.3.2) 
n 2 




v(±2.,r1) = 0 = v(,±1) 
b(±9,,ri) 	0 	b(,±(1+hB) 
and (b) 	o (a 	ab,) on crossing q = ±1 	 (6.3.4) 
Consider first 
Case (a) : 	hKL! 	and Kp(1) 
	
We will initially, for convenience, take > 1 • 	Not only 
must the fluid cross-section be divided into several distinct 
regions (as in §(3.2) ) but so also must the wall B. 	The divided 
wall, illustrated in figure 8 , comprises 
the basic (w) or wall region, incorporating that major part 
_a 
of the wall distant >> M 2  from the side wall A, 
_i 	_1 
the (sw) or secondary-wall region, distant 0(M 2) but >> M 
from E = +2. , 
the (cw) or corner-wall region, distant 0(M ' ) but >>h from 
= +2. , 
and (iv) the (icw) or inner-corner-wall region, distant 0(h) 
from C = +2, 
In the fluid, apart from the (I),(H),(s) and (c) regions 
of 5(3.2) it may prove necessary to sub-divide the area of dimensions 
O(M 1 ) near the corner into the basic (ic) region plus an (iic) or interior-
inner-corner region, distant 0(h) from wall A and 0(h) or 0(M 1 ) 
from wall B (see the exact solution). 
The reasoning behind this method of sub-division is omitted 
here but the coming analysis shows clearly why it is appropriate. 
Introducing boundary-layer coordinates 
1 	 -1 
r 	M 2 (Z-), t 	M(l-), t' 	M(2.-), 1 	h (2.-c) and 	h ( -l) 
(6.3.5) 
we express v and b as follows: 
in/ 
Fig. 8. 	Sub-divisions of fluid and top wall in the Hnt-type quarter duct 
0 	(Z+hA) , 1 < n < ( 1+h B) 
 for values of hB<<M 	(not to scale). 
1. 
in the fluid: v " v 1 (,n) + vH(,t) + v(r,n) + v(r,t) -F 
+ v. (t , It) i- v.. 
iic ( 1  DTI 1 or t) 
(with a similar expansion for b) 
and 
in the wall: b " b(,n)-Fb (r,n )+b (t',n )-t-b 	(,n1 ). 	(6.3.6) 1 
Sw. 	1 	cw 	1 	icw 
We assume the usual exponential decay behaviour of certain 
field components as relevant coordinates tend to infinity. 
Taking firstly the (I),( -I) and (w) regions in conjunction, 
the relevant boundary conditions are 
v 1(,l) 1- v(,O) 	0 , b 1(,O) 	0 	(,O) 
b1(,l) + bH(,O) = b(,0) , b(,l) 	0
3b I 
and 	(,l) - M -- (,O) = DB j-.- (,0) . 	 (6.37) 
The solution to the governing equations (6.3.1) to (6.3.3) 




(1±DB) 	_v11et bHet ,bw (v1- M 1 )(l-n 1 ). 	(6.3.8) , 	
M(M+DB) 
i.e. wall-thickness effects (Jo not influence the solutions in the 
(I) and (H) regions, the result for {v 1-i- v H5 b1+ b H } above being 
the same as that obtained in §(3.2). 	Result (6.3.8) represents, of 
course, the solution for flow between infinite parallel planes at 
±1 (not as difficult to obtain as suggested by Chang and Lundgren (1959, 
p. 145) 
Taking now the (s),(c) and (sw) regions in conjunction, 





	SW 	0 ; 	 (6.3.9) 
n 1 2 
the boundary conditions are 
V/ 
153. 
v(O,n) 	-v1 , (), b(0,n) -b 1(,n) 	nM, b 5(r,0)0= 	(r,0),an 
V 
S 
 (r,l) = -v (r,0), -s- (r,0) = M 	—p- (r,l) - Q 	SW (r,0), 
n l 
where Q DM- 1 
 
 
b SW  (r,1) 	SW 0, b (r50) 	S 	 C 
b (r,1) + b (r,0) 
while v S  ,b S C C 
,v ,b 
, SW 
b and all their partial derivatives tend to zero 
as r - °, as do v,b, etc. as t -* 	 (6,3.10) 
The small parameters involved in the above equations and boundary 
conditions are M 1 , Q and Mh2 . 	Thus, adopting an expansion scheme 
based on that of 	(2.3), we take 
c 
(r,n) MQ (Mh2) 	with vE 0, v (r,) 	E 	E 	
v (i,j,k) 	1 j 	k , °'°'° 
S 	 5 io jo ko 
M'{v (1, o , o ) + D v (o 1 o)} +Mh2v (0,0,1) +M_ 2{ v ( 2 ,o,o ) + D v(1,1, o ) D 2v( O , s 	Bs 	 s 	 s 	Bs 	+BS 
i- 	
(1 0,1) 	(0 1 1) 	2 	(0 0 
h tv 	' -t-D v 	' ' i- }M h v 	' '2) s B s s (6.3.11) 
(with similar expansions for 
The terms in the latter expansion are riot necessarily listed 
in decreasing order of magnitude; this can only be done if some 
definite numerical value is assigned to 
-1 
The expansion involves not only integral powers of M 
and of h2 but also terms in Wh2X for integral A 1 and c 	A 
It is clear from boundary conditions (6.3.10) that, for 
each y 	1, the 0(M) problem in the (s) and (c) regions must be 
solved before the corresponding problem in the (sw) region can be 
investigated. 
The leading, 0(M), problem is extremely straightforward; 
the solution in the (s) and (c) regions is precisely that obtained in 
§(3.2) - see results (3,2.48), (3.2.65) and (3.2.66) - while in the 
(sw) region 
OD 	-e 
b (1) 	 E -L- 	e. . 	 ( 6.3.12) 
SW 	




The next non-trivial problem is 0(M 2 ); the solution in 
the (s) and (c) regions is as given in results (3.2.75), (3.289) 
and (3.2.90), while 
00 
-o 
b2=(l-1)E 2e{(2D2)  sine D 1(2) (sine 	 )) 
	
J 	 (6.3.13) 
From equation (6.3.9), there is an 0(h2 ) term in b sw  
satisfying 
2b (2) 	2b 
SW 	 SW 	
= - I<2 (1-ri ) 	 sin O. ; 	 (6.3.14) 
an 2 r2 	 1 j=o j 
1 
since there are no 0(h 2 ) terms in the (s) and (c) regions, 
(r,o) 	0, and hence the solution of (6.3.14) is sw 
b (2) = 'K2 	(1-a )(2- ) 	 e 	sin 0. . 	 (63.l5) sw 	3 1 1 	1 
If 1 < a < 23  this contribution lies between the 0(M 2 ) 
and 0(M 3 ) levels, being of the latter order if 
Taking 1 < a < , the next non-trivial problem beyond the 0(h 2 ) 
level is 0G 3 ); the solution n the (s) and (c) rcoions Je as 
given in results (3.2.103), (3.2.105) and (3.2.10), and hence 
b 	 ) E exp(-O.)(E  
j 









Bj B 	j 
J J 
E 	
- ' 5 + D - 7 D 	2DB2 - 9DB2 	
E 	E - 	
- 14 DB2 
3j a. 	2 a 3 	4a4 	4j 3j J CL J 2a. 
D 2 
and E= - ( + DB 
	B 
5 J 	 a •2 2a.4 	
(6.3.16) 




b (1+2I3) 	 ab 2 CO -1 
( 
-e. 
- r ° 
C 	 SW 	 - 2 K
2 D 	a 	e 	sinO. , 	 (6.3.17) , 	133 	 ' 	- 	 B 
 3 
and since v ,b contain no 0(h 2 ) terms it follows from 
C C 
equations (32.41/2) that 
(1+20 	 2 v 	 - b (l+2) 	- 	 K2DBet 	
•1 
E a. 	e 	sinO . 	 (6,3.18) 
 CO 




( l+2 ) (r1) equals (-1) times expression (6.3.17) and, on 
solving equations (3.2.30/1) with y = (1+2) and relevant boundary 
conditions, we have 
-8. 
(1+2) 1 (-1) e 
= 	2 DB 	 {2a sine sin(a )±2sinO +8 (sine -cosO ))cos(a n)} S 










 -2a cosO.cos(a.)+(2cosO.+O.(cos8.+sinO.))sin(a.)}. 
3 	3 	33 	3 	J 	3 jo 	a 2 
3 
(6.3.20) 
Results (6.3.18) and (6.3.19) confirm those obtained by 
asymptotic expansion of the Sloan/Smith exact solution (see (6.2.30) 
and (6.2.19) ) 
From (6.3.9), 
ab  (1+2) 	
32b (2) 
SW 	 = - K2 	SW 
hence, from result (6.3.13), conditions (6.3.10) and results (6.3.18), 
(6.3.20), it follows that 
-0. 





{2D (cos0.+a.sinO.)+(D +a. 2 )0.(cos0.+sinO.) 
2 B 	3 	j 	Bj  j=o a . 
3 
If/ 	 (6.3. 21) 
156. 
If 	3/2, terms (6.3.19) to (6.3.21) occur at or below 
the 	level rather than between the 0(M 3 ) and 0(M ' ) levels; 
however our results for the leading terms displaying wall-thinkness 
effects are valid for all 	> 1. 
Moving now into the (ic) and (cw) regions, the governing 
equations for Vic bic are given in lines (3.2.108/9) while 
2 b 
(Mh)2 	
CW + 	CW 	
0 ; 	 (6.3.22) 
at t 2 
the boundary conditions are 
(0,t) _VH(t)_Vc(0t) b. (0,t) -b H ( 9•t)_bc ( 0 t) v.(t',O) = 0, 
ic 	
-Q 3Ct?,0), b(t',l) = 0, b(t',O) 	b.(t',o) 
plus the usual exponential decay conditions. 	 (6.3.23) 
Using our earlier results it may be shown that all 0(M 1 ) 
contributions from the (ic) and (cw) regions are identically zero. 
The solution for v ic (2) and b 	 is as given in lines (3.2.133/4) 
while 
b (2)z(1_fl ) b 2 (t',0) 	(1-n1) 
{f  sinft 1/(u2+u)}du - 11 ; 
	(6.3.24) i cw 	1 	c ff 0 	u21-u 
using contour integration, this latter result may be re-written in 
the form 
b (2) - 	
(1- 1 ) 	-vi:' 




- - (1-n 1 ) as t' - 0 
(Unlike vi(2), 	 is continuous at t' = 0 = t). 
Although there are no 0(h 2 )terms in v. 
ic 
 and b. , it 
follows from (6.3.22) that there is such a term in b, 
satisfying/ 
t assuming the (iic) region extends only a distance 0(h) from r = 1 
see result (3.2.143) on p.66 
satisfying 
2b (2) 	2b (2) K22(l-ri )2. CW 	
-K 	 f sin{t'/(u2 +u)} du . 	(6.3.25) 
a 2 3v2 	it 	o 
Integrating, using (6.3.23), we have 
b (2) 	- K2 	 Co 1(11)(21) f sin {t'I(u2 +u)} du t 	(6.3.26) 
0 
At the 0(M 3 ) level, the problem for 	b 3) ,. 
is precisely that arising in 5(3.2). 	From equation (6.3.22) and 
conditions (6.3.23) we therefore conclude that 
b 
cw 	= (1-n 1 ) b. 	 . 	 (6.3.27) 
Thus wall-thickness effects in the (ic) region are 
0(DBh2 M ' ) . 	We will not take things any further, having obtained the 
main results desired; the situation in the (icw) and (iic) regions is 
clearly very complicated and may profitably be examined as a future 
research topic. 	At most, b. 	0(1 2 ) and v.., b.. 	0(DBh 2 M_
1 
 ) 
We have seen that wall-thickness effects occur only for 
and are 0(DBh2M) in the fluid, while for all D   wall-
thickness first appears explicitly in the expansion in the wall at the 
0(h2 ) level. 
-1 
Other possibilities for h<<M 2 are that h = 0(M 1 ) 
or M1<<h<<M2 . 	The appropriate sub-divisions of fluid and wall 
for these two cases are illustrated in figures 9(a) and 9(b). 	In 
the former case results (5.3.13) and (6.3.15) merge to give a single 
O(M 2) term in b 	as do (6.3.16) and (6.3.21) to give that ofsw 
0(W 3 ). 	In the (c) and (s) regions, terms (6.3.18) and (6.3.19/20) 
merge with the appropriate 0(W3 ) contributions obtained in 5(3.2). 
When/ 
t the integral may be shown to equal 
..L. .J I 	ci, 





K 	 - 
Fig. 9(a). 	Relevant sub-divisions of fluid and top 
wall for h  = O(M 1 ) 
I 	41 
O(NC) 
o(ftc') 	(H') 	(c) 	'(Sc) '( .Lc 
(s') 
1< 	ow 14) 
Fig. 9(b). 	Relevant sub-divisions for 
F' 
-'-'Jo. 
When M 1 <<hc<M 2 , the order of appearance of terms 
14 
(6.3.13) and (6.3.15) is reversed. 	If h = KM 4 , the O(Mh ) 
terms (not investigated when h<<M
-:1 
 ) merge with those of O(M
-2 
 ) 
the elemental expansions in the (s),(c) and (sw) regions containing 
-I 
only integral powers of M 2 	since (6.3.15) now represents an 
0(M 3"2 ) term, it follows from (6.3.9) that 
4 
	
Kri 	 00 - 
b 	{expression(6.3.13)}- 180 
	
e 3 cosO. 
3 	 (6.3.28) 
when h ± 0CM 4) 
_3 	_, 	 I 
(When M 4<<h<<M 2,  the 0(Mh') term in b 
SW 
takes precedence over expression (6.3.13); for all h satisfying 
1 <<h<<M 	, there are no 0(Mh 4 M 	 ) terms in the fluid itself). 
An extra term 
2 	 00 -0 . 
- 7560 	n i ( 1-ni)( 32 ± 32nr 24n i 2-24 n 1 3 + 18n i 14-3n i 5 ) . 	a. e 	sine. 
(6.3.29) 
must be added to result (6.3.21) when M'<<h<<M 2 
In the (cw) region, the leading term is 0(M 2 ) , with 
V2 bcw(2) = 0 	 (6.3.30) 
and 
0 = b2(,0), b (2)(0,r11) 	- (1--n 1 ) . 	 (6.3.31)cw 
The solution is 
2 	1 	
-nir 
b ' / 	- - e 
1 
cw it n 
sin(n 7tfl 	. 	 ( 6.3.32) 
n1 
The problem for b 2 	is similar, but with 
b(2 	
(O,1) 	
_b5,2 	(0, 1 ) 	(see result (6.3.15) ). 
The solution is 
_'v2r 	 flh1 
_____ 1 	 1 
b 	pi = 	
- e 	sln(nlrfl) , 	 (6.3.33) cw 11=1 n 3 1 
Then follows the 0(DBh2M1)  problem. 
The (Sc) and (oc) regions contribute nothing above the 0(D Bh 2 M 1 ) 
level. 
159. 
Case (b):h 	JM 	O < A 	and J 	0(1). 
The appropriate sub-divisions of fluid and wall in this 
case are illustrated in figure 1(); the (ss) or secondary-side 
and (IH) or inner-Hartmann layers are distant 0(h) from the side wall 
A while the (sw), (cw) and (icw) wall-regions have dimensions 
0(h), 0(M) and 0(M) respectively. 
Using boundary-layer coordinates (6.3.5) plus 
we expand v and b as follows 
in the fluid: v 






(with a similar expansion for b) 
and 
In the wall: b"b 
w (,n 1  )-i-b  Sw 
 (E 1  ,n1)i-b(r,r')+b.  lcw  (t',t) 
. 	 (6 • 3 • 3 4 ) 
The solution of the flow problem In the (I), (H) and (w) 
regions is, of course, the same as in case (a), Ic. (6.3.8), though 
these regions are slightly restricted in extent now compared with the 
situation in the latter case. 
Taking the (ss), (IH) and (sw) regions in conjunction, 
the governing equations are 
(Mh2 )' a2v 	 + M 1 2v 	+ b 	(Mh2) 12b +M - 1 ~ 2b + av ss ss ss 0, 	 ss 	ss 	ss = 0 
(6.3.35) 
(Mb )_2IH 	2v ill - bIH  = o, (Mh)_22bIH 
+  32b iH 




Fig. 10. 	Sub-divisions of fluid and top wall for values of h3>>M2 
and 
SW 	 SW 
+ 	= 0 ; 	 (6.3.37) 
a 2 
the boundary conditions are 
av 
	
= 0 = 	SS 	 v ss (& ,l) 	- v.H(1,0)an 
b. 	 ab ab iH 
M1 	
SS(1,1) - 0 
	
SW(1,Q), 
b ( 4) 	0 
I at 	1 an 1 	 sw 
b( 1 ,O)= b(1,l)+ b.H( l , O), b 5 (O , ni )=  -b(,n1)= -(v1-M)(1-n1) 
plus the usual exponential decay conditions. 	 (6.3.38) 
The above equations and conditions involve the small 
parameters M 1 , Q and (Mh2)' ; adopting the standard type 
of expansion scheme, we take 
CO 	03 	CO 
v ( ,i)= v 	''c 1 ,) M_ i Q  (Mht)k, with v 	 o 1 	 ss ss 
10 jo ko 
M_ h- 
2   v (o,o,1)+ M1{v  (1,0,0)+ D v 
(010)} 	
(6.3.39) ss 	 ss 	Bss 
with similar expansions for b , v i , biH, b 
ss 	H 	sw 
It is clear from the boundary conditions that, for each 
Y. the 0(M 1) problem in the (ss) and (ill) regions must be solved 
before the corresponding problem in the(sw) region is investigated. 
The leading non-trivial problem is 0(M 1 ) ; the o(W 1 ) 







— e 	sin(nTrfl 1 ) 	 (6.3.40) 
SW Tin 
(b 	is discontinuous at 	= 0 YJ 
SW 
The next non-trivial problem is 0(M -2)  ; from 
conditions (6.3.38) 
(1) Db (2) 	 ab 	 -nirF iii(, 0 ) = 	
S 	
(,0)= 2DB 	e 	
1, 	
(6.3.41) 
at 	 a 1 	 ni 
and/ 
and hence, from equations (63.36), 




V iH 	- - b 1 = -2D e E e 	 (6.3.42) 
n=1 
From equations (6.3.35), v (2) 	 and b (2)=  F 
ss 	2 
using conditions (6.3.38) and result (6.342) it follows that 
(2) 	CO -n1 and b (2) 




 is O(DBTi2)  while (see equations (6.3.35) ) 
b 
ss  is O(DBh2M3) , these field terms being due entirely to 
wall-thickness effects. 
In the wall, b 2 	satisfies equation (6.3.37), and 
sw 
1 b 	(0,T1  )= -(l±D ) 
(2) 	
,, 	(2) 	 (2) b 	
(
sw 	 (l,O)2DB E e 
	
sw1 	B 1
l) 0b sw 
1 
while b (2) 	0 if 	Co. 	 (63.44) 
SW 
Solving by means of the Fourier sine transform, we find that 
(2) 	 n 
	
_fl1{( 	
_DB l )sin n(lfll)+DB(l -fll)cos n(l-n 
SW 
1)} b 	2 	(-1) e 
n=1 -nhT1 
2 E. e(D8  - -2-)sin nlrfll±DB(1_r1l)cos n7rfl 1 } . 	 (6,3.45) 
n=1 1 	nir 
Taking the (s), (c) and (cw) regions in conjunction, 
the governing equations are (2.2.11) to (2.2.14) plus 
a 2 b cw 	cw + 	 0 , 	 (6.3.46) 
r2 	r' 2 
with bounçlary conditions 
b(r,0) = 0 	an s (r,O), v(O,) 	-v1 (,) - v(O,) 
b(O,) = - b 1 (,) - b 
SS 
(O,) , v(r,l) = - v(r,0) 
(r,0) 	M--(r,1) - D hN 	cw (r, 0) B 
b 
cw 	 S 	 C 	 CW 
(r,0) 	b (r,1) + b (r,C) , b (Or')= 0 




Suitable elemental expansions for v 
S$ 	C C 
, b , v ,b and 
b 	take the form 
cw 
-3/2 J Co 	Co 







-1 	(i,o) 	3/2 	(o,i) 	-2 (2,0) = M v + DhM 	v + M v 	1- ... ') (6.3.48) 
S 	 S 	 S 
etc. 
The leading problem is 0(W ' ) ; the solution in the (s) and 
(c) regions is precisely that obtained in §(3.2) and hence 
Co 	
2 b (1) 	 1 (r,0) 	b(r,l) 	- e 	cosO. . 	 (6.3.49) 
cw jo a2 J 
:i 
Defining - 	 Co 
b(k,r') 	
0 	CW 
b (1) sin(kr) dr, 
multiplying equation (6.3.46) by sin(kr) and integrating with 
respect to r from r = 0 to r Co and using the fact that 
b(1)(O,rt) = 0, it follows that 
k2 E 	0 	 (6.3.50) 
dr' 2 
Since b (1) -- 0 as r' -- Co and since, from (6.3.49), 
Cw 
CO CO 	2 	
—0 
b(k,0) f E e 	cosO sin(kO v'(--) )} /(--) dO. 
OjoCt 	
a 	a. j 	j 	J J 
Co 	
2 co 	
a. 	 a 	 a 
a / exp{-r/(--)}(sinr(ki-/(----))i-sin(k-/(---))) dr 0 
Co 
 1 	2 	2 	= 	k2tanh(k2)} , 	 (6.3.51) 
j=o k cx j  — a 2 k4 
(see Knopp (1956, p.156) ) 
the solution of equation (6.3.50) is 
tanh (k2 ) 
B 	Cl 
- 	k2 	
exp(-kr') , 	 (6.3.52) 





2 	2 -kr' ik)e Thus b (1) 	sin(kr) dk . 	 (6.353) cw 	it 
o 	k3 
Alternatively, our Dirichiet problem in the quarter- 
plane r' 0, r 0 may be compared with that solved by Mackie 
(1%S, p.125) and 
q foo 
CW 	
j 	cx J 2 0 o . 
boundary condition 
the solution is seen to be 
k e 	sin(kr) dk 
+ a. 2 
J 
(6.3.49) is satisfied - see Gradshteyn and 
(6.3.54) 
Ryzhik (1965) p. 409, formula 10. 
By performing contour integration of the function 
f(z) = z
3 exp {z(ir'-r)} 
1- a. 2 
J 
round the closed contour in the first quadrant bounded by the two 
coordinate axes and the circle Izi = R , and taking the limit as 
R -* °, result (6.3.54) may be re-written in the form 
, 
b 	--- exp-(0.+13.))cos(0.-13.) - 	
4 	k e k2 sin(kr')dk 
cw jo a. 2 	 jo ira. 2 k + cx 2 
j 
°° 2 	 ______ 
- exp{-(0.+B.))cos(0.-13.)- f ( k2 _tanhk2)e_kr s in(,)dk , 




where 3. = r' / (_i) • 	 (6.3.55) 
j 	 2 
Since M- 3/2 >> 	3/2>> M 2 , the next problem is 
0(hW3/2) . 	From conditions (6.3.147) and result (6.3.55), 
ab (3/2+A) 
b 





2 	 tanhk 2 ...) 
DBJ 	312e 	(cose.-sin0.)+-f (1 	)e 	dk} 
joa. 
and hence 
2A) 	t 	2 2 	 ________ 
c cosO.-sin0 	f'tanh(k2)-krdk)} v(3'2t.b(3hf 	D8Je E 	




.L J 1. 
There are various other ways of writing this result; 
using (6.3.53) instead of (6.3,55), for instance, yields 
V 2 1 	otanh(k2) 
sin(kr)dk} . 	(6.3.56a) V 
(3/2-I-X) -b (3/2+X)DJe 	• 
C 	 C 	
B 	
7r r 0 	k2 
-3/2 
The O(hM 	) problem in the (s) region consists of 
solving equations 
32 v (3/2i-A) 	b (3/2+A) 	 2b(3/2tA) av (3/2+A) 
5 	 S 	 S 	 S + - 0 and 	 + - 	0 , 	(6.3.57) 
	
r2 a TI - 	3r2 
with 
1 (3/2+A) 	( 3 /2+X) 	(3/2+)) 	 2 2  e V 	 _______ 




- 21(k2 -tanh k2) 	dk} 
IT 0 	k2 
plus the usual exponential decay condition. 	 (6.3.58) 
Using transform techniques, the solution to this 
problem may be obtained in the form 
-0. 
V(3/2D ( 	
(-l)e 	{(sine -cosO )(2a.sin(a.TI) +3_2 a . 2) co s(a . fl )) - 
a : 
s 	B jo22 5/2 i 	i 
J 
- 20.cos0.cos(a.)} 
3 	J 	J 
2 ° 
e
-ru { utanhu ) cosh(u2) du ) 





-D J( E 	1 5/2 {(sinO.+cos0 )(-2a.cos(a.n)+3-2a. 2)sin(a.n))+ 
J 	j 	3 	3 jo 22a. 	 3 	J 
+ 20.sin0.sin(a.n)} 
3 	3 	J
CO 2 	-ru  
1- 
- 3 e 	{ u
2-tanhu2 	sinh(u2rj) ) . 	 (6.3.60) 
71 0 cosh(u2 ) 
The/ 
.10 D. 
The expression for v 
S 
(3/2+A) (r,l) quoted in conditions 




(r,l) derived from result (6.3.56a) is used instead, 
we obtain alternative forms for (6.3.59/60) given by 
(3/2-i-A) 	2DBJ 
f sin(ru) u tanh u
2 } cosh(u2) du , 
	(6.3.62) V 
S 	 7T 	o 	 u2 	cosh (u 2 ) 
and 
b (3/2+x) 	2DBJ 
f sin(ru) 
f u 2 tanh U2 ) sinh(u2) du . 
	(6.3.63) 
S 	 IT 	
u2 	cosh (u2 ) 
In the wall, b 
cw (3/2+x) 
satisfies Laplacets equation 
with boundary conditions 
_ 2DBJ 
b (3/2+X)(r,O) 	 tanh(u2)} {l±tanh(u2 )} du f sin(ru) fl- ew 	 7T 
b (/2)(0,1)0, while b (3/21-A) ,etc. tend to zero as r 
CW 	 cw 
and/or r' -- 	 (6.3.614) 
The solution to this problem is 
b (3/21-A) 	2DBJ 	-r'u 	tanh(u2)} (1+tanh(u
2 )) sin(ru) du. (6.3.65) cw 	 -IT 	
e 	
u2 
In the (ic) and (ic) regions, the governing equations 
are (3.2.108/9) and V2b icw 0 , with boundary conditions 
v. 
ic  (0,t) 	vH(L , t)vi F ( 0 ,t)v( 0 ,t), bic (0 t) = 
b. 	 b. 
) 	
J_c icw 
(t' 0) V. (t',0 - 0, 	(t',o) 	hD at 
b 
i 






cw  and all their partial derivatives tend to zero 
as r' and/or r - 	. 	 (6.3.66) 
From our previous results, the leading problems in the 
(ic) and (icw) regions are 0( hDBM
-3/2
) ; we will not consider these 
here. 
We/ 
10 0 . 
We conclude that the effect of wal L-thickness on the 
velocity and magnetic fields in the fluid is 0(hDBM3"2) in 
regions distant 0(M) from the side walls and 0(DB(2) n 
regions distant 0(h) from such walls, with 1 >>h>> M 2 . 
Finally, we consider 
Case (c): hLM 	L = 0(]) .. 
The sub-divisions of fluid and iTall illustrated in 
figure 11 are appropriate to this case; in view of the notation 
adopted in cases (a) and (b), one might equally well label that 
part of the wall having dimensions 0(M) the (cw) region. 
In the fluid, 
v lu v1 (,fl) -I - v(,t) + v(r,) + v(r,t) + v.(t',t), 
with a similar expansion for b ; in the wall, 
b ".' b (,n ) + b (r,n ) + icw  (t',t) , 	 (6.3.67)sw 
where 	L 1 M(-l) 
The solution in the (I),(H) and (w) regions is given in 
(6.3.8); taking the (s), (c) and (sw) regions in conjunction, the 
governing equations are (2.211) to (2.2.14) plus 
sw 	-2 2b SW 
+ L 	 = 0 , 	 (6368) 
r2 
with boundary conditions 
b(r,0) 	0 	(r,0) 	 -v1(,) , b(0,) 
b  
v(r,l) + v(r,0) 	0 , at c (r,0) = - Q a 
TJ SW 
(r,0) + M 1 ----- (r,l) 
b(r,0) = b(r,l) + b(r,0), b5(r,l) = 0, b(0,) -(v 1-M 1 )(l-) 
plus the usual exponential decay conditions. 	 (6.3.69) 
The small parameters involved in the above equations and 
boundary conditions are M- 
1 
 and Q = DBM'; we therefore expand v 
in the form 





V 	. 	. 	v 	 M'Q , with v (0,0) 	0 , 





B v s 
0) 	(0111) }+M-2 s 
	Bs 
(2,0) 




{v +D 2v (052)} 
CO vs 	
B s 
, 	say, 	 (6.3.70) 1=1 
with similar expansions for b , v , b and b 
The leading problem is O(M) ; the solution in the 
(s) and (c) regions to this order is precisely that obtained in 
§(3.2), and hence b(1) satisfies equation (6.368) with boundary 
conditions 
bs 1) (r,0) 	. 	 c ' 	s 1) (r,l)O,bs 1) (0,n i )z(1_fl i ) 
=0 aj
and b ' 	0 as r 	 (6.3.71) 
The solution to this problem is obtained uzing the 
CO 




+{sinhp.(1-ri 1 )coshp . sinp .ri 1 -sinu. (1- 1 )cosp. sinhp.r 1 )sine.) 
2. 
a 2(sinh p. + sin2 
	
J 	 J 
2L 2 	i 
+ - E —tanh ( 	) sin(n7in 1 ) exp( -nTrr/L) , 	 (6.372) 2 
a 
where 0. 	r /(--), p. 	L 
The problem for v c (2) , b c (2) differs from that of §(3.2); 
instead of condition (3.2.74) we now have, from (6.3.69), 
Db (2) 	 (1) 
c sw ---- 	(r,0) 	- D8 	(r,0)  DTI 
lb 1. 
00 2 2 e 
3 	J 	3 	 :i :LD 	
3/2 





2L2D22 - 	B 	
E --tanh (fl 	) exp() . 	(6.3.73) 
Tr 2 nln 	L 
Thus the solution for v (2),  b  (2)  differs from (3.275) 
and the revised result for v(2)(r,1) equals minus expression 
(6.3.73) 	We will not calculate v (2 ) , b(2) and b 2 ; 
suffice to conclude that wall-thickness effects in the (s) and (c) 
-2 regions are O(D3M ) 
In the (ic) and (icw) regions, the governing equations 
are (3.2.108/9) plus V 2b. 	= 0 with boundary conditions (6.3.66). 
It is clear that vic , b 
ic  
. and b 
icw  
. 	are 0(M 2 ) ; 
the solutions for v. (2) b.  (2)  differ from those obtained in 
( 2 ) 9(3.2) due to the changed form of v, 
168. 
169. 
§(6.4) 	Summary of conclusions 
The type of result obtained in 	(6.2), giving different 
leading order correction terms due to wall-thickness effects for 
1 
varying magnitudes of hM 2 , may be common to all ducts having at 
least one pair of sides of finite, non-zero conductivity; it is 
difficult to verify this since exact eigenfimction expansions are 
not available for all such configurations. 
It may be possible, however, to expand out (using 
small parameters h  and/or h 
B  ) the solution in both fluid and 
walls in the way we treated the Hunt-type duct in 5(6.3). This 
is a matter for future work, but the fact that the interior and 
Hartmann layer solutions obtained in §(3.2) are valid for con-
ducting walls BB of any thickness is encouraging. 
To justify the use of Shercliff's condition in obtaining 
the solution up to and including terms of order f(M,DADB) requires 
that 
h, hB } << g (M,DA, D B  ) 
where g is a function related to f . 	For any real duct with 
given DA ,  D  and M , the expansion of the exact solution (if 
available) will proceed 
+ f2(h,h,M,D,D)g2 + 
where g 1 , g2 , ... are functions of the space variables and are 0(1) 
What we would like to show in all cases, and did show for the Hunt-type 
duct, is that at least a uniform first approximation is obtained in all 
regions and that this does not involve h   and/or h11 explicitly. 
Then we obtain the term (and place) where h  and/or  h   enter 
explicitly! 
explicitly due to Shercliff's boundary condition being inadequate. 
Having said this, we cannot be too happy with the 
technique adopted in §(6.3) of comparing h  (and/or h B 
 ) to powers 
of M , unavoidable though this may be when an exact solution is not 
available. 	A substantial number of sub-divisions of fluid and wall 
may be needed in a case such as we examined in 5(4.2) for 'thin' 
walls, and the complications involved may be enormous if an 
exact solution were available one could estimate from it the dimensions 
of each non-trivial boundary-layer region, but such a solution is not 
(explicitly) available for the ducts of chapters 4 and 5. 
The (Ic) regions present special difficulties regard-
less of whether one uses approximate or exact conditions on b at 
an interface. 	In (3.2) the possibilities of discontinuity and 
singularity at the corners were mentioned and the latter problem 
arose at the 0(M 2 ) level in §(4.2). 	The most comprehensive (and, 
indeed, only major) paper dealing with 'sharp' corner problems is 
that by Eckhaus and de Jager (1966); a sequel was promised, in 
which the investigation would be taken further. We have not been 
able to trace such a publication but are informed that W. Eckhaus 
has submitted a paper to the SIAM Review containing the promised 
extension to the 1966 discussion. 	His own early and more recent 
results and others obtained by French and Dutch researchers on the 
'Eckhaus and de Jager' problem (i.e. the elliptic linear second-
order problem for a function 4(x,y), the value of 4 being 
prescribed everywhere on the boundary of the region under consideration) 
are coordinated. Until we have obtained this paper and others quoted 
therein we are unable to say whether useful applications to our own 





The problems of chapters 3 and 4 involve governing 
equations (1.2.4/5) which, after introducing 
X = v+b, Y = v - b 
de-couple to give 
eV2 X -t- ax  = - e 	 (6.4.1) an 
and cV2 Y - 	-e , 	 (6.4.2) 
where Q& = M 	 ; the second of these is of the type considered 
by {Eckhaus and de Jager) / {Cook, Ludford and Walker} . 	Our 
boundary conditions do not similarly decouple, however. One way 
round this would be to use the Hunt/Stewartson approach of §(5.2), 
introducing an(initially) unknown function 4(e) = b(E,1) into 
the analysis when a A = 0, aB>O  and 4(c) plus ij(r) 
when cJA>O , GB>O . 	We could then follow Eckhaus et al in an 
alternative treatment of the 'thin-wall' duct. 	However, the 
analogy cannot be applied when wall-thickness effects are included 
and exact boundary conditions imposed; the analysis of §(6.3) 
seems more likely to yield a satisfactory approximate solution 
for the ducts of chapters 4 and 5 with wall-thickness taken into 
account. 
Chapter 7. 
SOME DEFICIENCIES IN THE CLASSICAL MODEL AND POSSIBLE 
LINES OF FUTURE RESEARCH. 
In the introductory chapter we discussed the classical 
model for laminar, unidirectional flow of conducting fluid along a 
rectangular duct and believe that results obtained in this thesis 
will shed useful light on such flows and also contribute to the 
development of perturbation techniques for these and similar 
problems. 	However, let us now consider some deficiencies in the 
classical model and suggest some posible lines along which future 
research efforts may profitably be directed; no attempt will be 
made to list items in any assumed order of importance. 
Curvature of the field lines. 
We have assumed throughout that the applied magnetic 
field lines are straight, being parallel to the walls AA of the 
duct; in practice they are curved and, from the work of Todd (1968), 
it is to be expected that as the field strength is increased this 
'non-alignment' effect eventually becomes appreciable. 
The 'thin-wall' apnroximation. 
The deficiencies of Shercliff's condition were discussed 
in detail in chapter 6, where it was found that terms due to 'finite' 
wall-thickness effects first occur at an early stage in the expansions 
in the boundary-layers on the side-walls. 	Related to this topic is 
the following one. 
(iii)! 
172. 
(iii)Wall-junctions and their conductivities. 
If the Shercliff boundary condition is applied at each 
fluid-conducting wall interface, discussion of the value of b in 
such a wall is neatly avoided and the conductivities of the 'wall-
junctions' (i.e. those regions where the walls overlap, with 
Rk( 2 +hA ), lInI(lIhB ), ) is not a live issue. 	However, if 
wall-thickness effects are taken into account, by using exact 
boundary conditions on b at each interface, then the conductivities 
of the wall-junctions becomes a matter of some importance. 
For the Hunt-type duct of chapter 6, we noted on p.  89 
that the value of 
"AB' 
 the conductivity of the overlap region 
(QihA) , 1En(l 1-hB ) , 	does affect 	the velocity and magnetic 
fields in the fluid. 	Consider, further, the two situations 
illustrated in figure 12; in digii:n (b), the- cunrcrit siream-lines 
leave the wall B, enter the fluid and then go into the side wall A. 
An 0(M 1 ) velocity would usually be associated with such a current 
but (see §(4.2) ) theory gives an 0(M 2 ) velocity everywhere, 
except possibly in the (ic) region. 
A crucial question now arises 	"Is the 'disruption' 
caused by varying the value of GAB  restricted to a small region 
near the corner or does, for example, the real flow in (b) differ 
greatly from that in (a) ?" We contend that, using the methods of 
§(6.3), the factor of wall-junction conductivity can be incorporated 
into our analysis, although in many cases the situation will in-
evitably become some.that complicated if 
°AB 
 equals neither GA  or 
B • There is ample scope for further investigation into wall-
thickness effects, e.g. by expanding the exact solution of Butler 
(1969, p. 659) or using the techniques of §(6.3) in a duct with 
arbitrary GA GB and °AB 
(iv)! 
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Fig. 12. 	Different corner-wall regions for the same flow: in case (b) current 
streamlines must cross from wail B to wall A entirely via the fluid. 
(iv) Contact resistance. 
This reduces the current flow between the fluid and the 
walls, often to a very appreciable extent, e.g. if the fluid is non-
wetting; tit is thus analogous to a reduction in wall conductivity. 
The concept of infinite contact resistance is the insulating layer', 
a device popular with electrical engineers. 
In practice, contact resistance varies considerably with 
both position and time and may cause major upsets in the classical 
model, e.g. by invalidating the Shercliff 'thin-wall' condition, but 
by assuming it to be uniform over an interface we may incorporate its 
effect into the boundary conditions without undue difficulty. 	Con- 
sider, for example, a Hunt-type duct having walls BB of uniform 
contact resistance -r per unit area: the (corrected) Shercliff 
condition on the wall ii 	+ 1 is (see Shercliff (1965, p.137) ) 
ab 	-Db+1 a 	
a2b, 
	 (7.1) 
an B 	a 	f 
where TOf/a  is the CONTACT RESISTANCE NUMBER, 
Replacing the last term in (7.1) by normal derivatives from 
equation (1.2.4), we have 
2 
- D b - -f 
( ab 
 + M --) . 	 (7.2) allB	a 
The analysis of §(3.2) could now be repeated using this 
condition, some order of magnitude being assigned to the contact 
resistance number in terms of M. 
The effect could also be absorbed into exact boundary 
conditions on b at an interface and scope certainly exists for 
investigations in which contact resistance is taken into account. 
(v)pdry additional factors, 
1114.. 
t see Claberson, Donnelly and Roberts (1968, p.2198). 
In addition to those mentioned above, such factors as 
the entry length problem and the neglect of displacement currents 
in comparison with conduction currents ought not to be forgotten. 
These factors and the many assumptions made in formulating the flow 
problem and deriving the governing equations (1.2.4/5) are discussed 
in Shercliff (1962b, 1965). 
Suggr. Lons for future research 
Many variations on the model introduced in (l.1) 
are, of course, possible, e.g. taking a non-symmetric cross-section 
or imposing an oblique transverse magnetic field (see Sloan (1967) ); 
great interest has recently been revived in the flow problem in a 
duct with one pair of walls insulated and the others perfectly con-
ducting, subject to such a field, by Alty and Shercliff - see Alty 
(1971). 	At general orientations analysis suggests, and experiments 
confirm, the existence of regions of stationary fluid in the corners 
of the duct, together with viscous shear layers parallel to the impos-
ed field. The experimental results agree closely with the analysis 
by Hunt (1965, case II, p. 586) though there is some divergence 
from Hunt and Stewartson's (1965) results. 
Within the bounds of our original flow problem outlined 
in §(1.1), (1.2), however, much remains to be done. 	The effects 
of wall-thickness (including wall-junction effects) and contact 
resistance have already been suggested as possible topics for future 
research. 	In addition, there is the question of the stability of 
the laminar flow, which occurs in practice only over a certain range 
of values of the Reynolds number. 	This is an important issue, 




but we refer the reader to Lock (1955) and Hunt (1965). 	For a 
Hunt-type duct, Sloan (1965) suggested that it was unlikely that the 
flow would be stable for values of M which were theoretically 
capable of producing reverse flow. 
The single major topic of interest is, of course, the 
situation near the corners of a rectangular duct. We discussed 
in §(6.4) the results obtained in this thesis using the expansion 
scheme of §(2.3), pointing out weaknesses in them, and it is 
clear that a great deal of work must be done towards illuminating the 
role, structure and magnitude of the various field contributions 
near the corners of each of the configurations listed in 5(l.2). 
Appendix Al. 
177. 
THE INTEGRALS I AND 12 OF §(3.2). 
Appendix Al 
For a Hunt-type duct with DB<<M , we found (see result 
(3.2.131) ) that the leading, 0(W 2 ), field terms arising from the 
(Ic) region were given by 
(2), b i 
	2 
(2) 	
_±_ (I ± 1
c rri 	i 	2) 





x and y coordinates of 
over the entire real a: 
exp(iOt-t' 102+io) dO . 
	 (A1.1) 
0+1 
x+iy (these are not to be confused with the 
(1.1),(1.2)),so that I involves integration 
, is. 	For contour integration Riemann surfaces 
are required, with two sheets in the complex 0-plane, each having 
branch points at 0 = 0,-i 
Introducing bi-polar coordinates (r1 'C' i ) and (r2 ,a 2 ), 
referred to the branch points as illustrated in figure 13, with the 
conventions 
Tr 	 3ir 	 37r and 	2 a2 . 2 , 	 (Al.2) 
it follows that 




 exp i(cz1+ "2 
and 
those parts of the imaginary axis on which y 0 or y < -1 
constitute the branch cuts. 	 (A103) 
Consider the contour illustrated in figure 14 ; we take 
y > 0 because of condition (3.2.118). 	ED, AF are arcs of the 
circle 161 = R>>l and CIJB is the circle 101 = €<<l 
Defining the function 	(o) by 
exp(i0t-t' /21} , 






Fig.. 13. 	Bi-polar coordinates in the complex 0-plane, with 
the conventions -ir/ < a < 37/2 
43 
0-plane 
Fig. l. 	Contour integration for I , with Iy(0) 	0 
dotted lines indicate branch cut. 	Large circle is tel = R, 
small one is Jot = c<< 1 (not to scale). 
this function has no singularities inside the closed contour IEDCI 
and hence, by Cauchy's residue theorem, 
dO = 0 
IEDCI 
R 
•• 	f 4 dO = f 41(x)dx 	- f t j dO - f 4 j dO - f q dO . 	(Al.5) 
IE 	 C1 	 ED 	DC 	CI 
Applying a similar argument to 	 dO 
JBAFJ 
	
f $i dO = f '()d 	- f 	dO - f 	dO - f i dO 	 (A1.6) 
FJ 	-R 	 JB BA AF 
(Adding in the integral round the semi-circle IJ twice, in 
opposite senses, one could form a contour A consisting of 
IEDCI + IJ + JBAFJ 1- dl , such that 	dO 	0 • ) 
A 
Returning to results (Al.5),(A1.6) we note that 
On DC : 	o 	liT ye /2 	,/ 2±jO) i/(y 2 +y) (see conventions (Al.2) ) 
and dO = idy 
:. 	j 1 do = f 	 /Y+Y) y 	- J 
exp-yt-it' 1y2+y} dy. (Al.7) 
DC 	R 
i(yi-l) 
On BA 	0 = ye- 3iiT/2, 02+1O)= -i Vty 2+y) and dO = idy 
f 	dO 	j e 




Combining (Al.7) and (A1.8) 
R eTtsintT V2+y} 
dy . 	 (Al.9) f 41do + f 1 dO 	2i j 
DC 	BA 	 C 1 
On CI 	0 = c e 	and dO 	iC 1 e 	dci 9 













which tends to zero as c 	0 . 	 (Al.lO) 
Similarly! 
LSU. 
Similarly 	f >i dO -*0 as e )- 0 
JB 
On ED: 0 	R and d0iRed13. 
	
f 	d6• 	
- 7T/2 exp(iRte' 13 - t /Re+ iRe 's ) iRe 	d13 
+1 	-  
ED o 	 Re 113 +1 
With R>l , 	f 4 j dOj < I 	Jd0 45 f 	exp(-Rt sinl3-Rt'cos0d13 , 
ED 	ED 0 
and thus, as R-'° , f +1d0 -* 0 . 	 (Al.n) 
ED 
Similarly 	f dO -'- 0 as R -~ 
AF 
Adding (Al.5),(A1.6) and taking limits as c 1--O and R-°° , we have, from 
(A1.1),(Al.4) and (Al.9) to (Al.11), 
M -Ut 
= -21 f 	e 	sin t' /u
2 +} du (Al.12) 
0 
u+1 
u having replaced y as the variable of integration in (A1.9). 
Integral 12: 
00 exp {iOt - t i 	105 dO 
. 	 (Al.13) 1 2 	 0-i 
The bi-polar coordinates (r1,ct1), (r2,ci2) must now be defined 
with reference to branch points at 0 = 0,1 respectively,with corresponding 
changes in the branch cuts. 
Consider figure 15 ; HG is the circle 10-il = 6 2  <<1 and JKI is 
the semi-circle 101 	c, yO 	Branch cuts are indicated. 
Defining the function +2(0) by 
(0) 	
exp{iot- ti 	 , 	 (Al.14) 2 
it follows from Cauchy's residue theorem that 0 +2 dO round the 
contour AFJKIEDHGA is zero. 
It can easily be shown that the integrals along ED and AF 





Fig. 15. 	Contour integration for 12 , with ly 0 ; 
dotted lines indicate branch cuts. 	Large circle is 161 z 
small semi-circle round origin is 101 = e 1 and small circle 





dO 	2 (x)dx + R 
	
2(x)dx 	 (A1 0 16) 
On FIG: 0 = i + c2 e 	and dO = 1c 2 e 	dct 2 
7 2ict 2 	Ia 
•' 	f 2 dO 	f exp (-t+itc 2 e 	-t' I 2 2 e 	-s-ie 2 e 2 ).ida 2 , 
110 	 r/2 
which tends to _2Tiet  as C2) 0 . 	 (A1017) 
On DH: 0 = i(li-Y) = i+Y '2 , and dO = idY . (Y = y-1) 
C2 	 - •' 	f 2 dO 	f exp (-t-tY-it' /Y-T;—
Y- dY
-y - 
DH 	 R-1 
R-1 
-t 	 ____ dY 
-e I exp{-tY-it' [Y 2+} y • 	 (Al.18) 
C 2 
R-1 	 ____ dY 
Similarly, 	f 2 dO = et f exp {-tYi-it' /Y
2i} v 	 (Al.19) 
GA 	 6 2 
R-1  
2 dO + I 2 dO 	2iet f 	et' sin{t' ,/y2+y} 
dY 	
(Al.20) 
DH 	 GA 	 C 2 
From lines (A1.13) to (A1.17) plus (A1..20) we have, in the limit as 
C 1 , e-O and R - 
12 =2iet (71 - f et sin {t' Ju2iu} 	, 	 (A1021) 
the variable of integration in expression (A1.20) having been 
changed from Y to u 
181. 
Appendix A2. 
THE SOLUTION OF THE 0(M 2 ) PROBLEM FOR v. AND b. 




The only difference between the 0(M 2 ) problems for 
v, b. 	in §(3.2) and (4.2) was that the bounda 
3b (2) 	
ry conditions 
2 (0,t) 	(1+D )e , 	, 
t 
ic (0,t) 	0 , 	 (A21) V. 
ic 
in the latter case replaced conditions 
	
(2) 	 -t 	(2) 	 -t 	 (A2.2) v. 	(0,t) = e $1 b 	(0,t) 	-e , ic 
in the former. 




_ 3-C - 282 	3-C  ____ 	 + 02(1+02)—V . 	0 , 	 (A2.3) 
dt' dt'2 	
3-c 
with B. 3-c 
 expressed explicitly in terms of V 
3_
. c in (3.2.120) 





. ( 0,8) 	= 	 , (0,0) 	= 0 , 	 (A2.4) 
1+0 2 	dt' 
and, on solving equations (A2.3) and (3.2.120) with boundary conditions 
(3.2.118) and (A2.4), we have 
V. 	





= (1±D)0 .{/(0+i)-  T. 	2(1+02) 
(A2.6) 
provided R2. i/(0 2i-iO) > 0 and Ri /(0 2-iO) > 0 
Inverting the latter results yields expressions very 
similar to (3.2.129) and (3.2.130). 	The corresponding result to (3.2.131) 
is 	
V 
(2) b i (2) = 
(1+D B 	





13 	r T 	{i 





I l 	f { 	- i}.exp {jet - t' /(0 2 iO)} dO 
1(0 2 +1) 
Inle 
Suppose 0 = x+iy, as in Appendix Al. 	For contour 
integration Riemann surfaces are required, with two sheets in the 
complex 0-plane, each having branch points at 0 = - i 3 O,+i 
Introducing tn-polar coordinates (r 1 ,a 1 ),(r2 ,(t 2 ) and 
(r 3 ,a 3 ), referred to the branch points as illustrated in figure 16 , 
with the conventions 
IT 	 3ff 	 31T 	 it 	
It 	 37T
---<a < and 	<a < -• 
2 1 	2 ' 2 2 	
..- - - 3 	
, 	 (A2.9) 
—-< a < 
it follows that 
0 2+iO = r 1 r2exp i(a1+a) , 0 2_j0 = r2 r 3exp i(a 2+a 3 ) 
and 0 2+1 = r 1 r 3 exp i(a 1 -1a 3 ) 
and 
those parts of the imaginary axis on which yl or -1yO 
constitute the branch cuts. 	
(A2.10)  
Consider the contour of figure is , the lower branch cut 
being now imagined to terminate at 0 = -i 
Defining the function 4) 3 (0) by 
4)3(0) 
	0+i 	.exp riOt — t' /(02+iO)} , 	 (A2,11) 
0+i 	/(02+1 
this function has no singularities inside the closed contour and 





0 - plane 
-1 
Fig. 16. 	Tr-polar coordinates in the complex 0-plane, 
with the conventions -/2 < 	3ir/2 , -3ir/2 < a2 	7/2 
and -ii/2 < c 3 < 3ii/2 
It may readily be shown that the integrals of 	over 
the arcs ED,-AF tend to zero as R- 	as do those over the semi- 
circle JKI as 	0 and the circle HG as 	0 . 	 (A2,12) 
On DH : 	Oz i(li-Y) = i-i-Ye 
iii/2 and dO = idY . (Y = y-l) 
 1 
••• 	dO = 
 f ' 2  Y-t-1 	Y+2
DH 	 R-1 	




R-1 Y+l.(l_(4.)}expf_t(l+Y) ~ith1(Y 2 +3Y+2)} idY . 	 (A2.14) 
Y+2 
GA 	 C2 
-t 
R-1  Y+l l_()}e_tYsinth/(Y2 ~ 3Y+2)}dY. :. 	f 43d0+  J t) 3 d0 	-2e 	f -• Y-i-2 
DH 	GA 	 £2 
(A2.l5) 
Finally, 
f 	dO + 5 3 0 = f- 6 1 0 3  (x) d 
+ R 
3 (x) dx . 	 (A2.16) 
FJ IE 	-R 	 Cl 
Hence, in the limit as R- 
, Cl 0 and £2 	0 , we 
have, from definitions (A2.8),(A2.11) and lines (A2.12),(A2.15) and 
(A2.16) 
I = 2 fu( - J- -- 




where u = Y-i-1 = y 
Integral I 
Figure 15 may again be used in its revised form, the 
lower branch cut terminating at 0 = -i. 




-.--- { 	- 1) . exp 1i0t-t' /e2 -iO)} , 	 (A2.18) 
0-i 1(0 2+1) 
the integral of 	round the closed contour is zero by Cauchy's 
residue theorem. 	The integrals over the arcs ED,AF tend to zero 
as R- 	and that over the semi-circle JKI tends to zero as c- 0 0 (A2.19) 
iCt3 
On HG: 0i+ce 	and dOice 	dct 
2 icZ3 2 1 3 
- 3ir/2 	icz 	r'C2e 	2 la 3 
.. Jdo=f 	i(ii- E 2 e 3 3 - l}.exp{-t-t-itc 2 e 	- 
HG 	/2 	 c2e 	+2i 	 2 i 	ic 
- t'/(c 2 e 	3-s-ic e 3 ) } dct 2 2 	3 
-+1 
.LtSt). 
-* - 27ret as £2 	0 
	
(A2.20) 
On DH: 	Oi(l+Y)i+Ye 
i7r/2
and 
f $ de 	









dO+ f 	-t 
f R_1() 
 - - .e 	.sinCt'/(Y 2 +Y)}dY . (A2.23) i} dO 	-2e Y 




f 4 4  dO + f 400 = f 	p(x)dx + f c(x)dx . 	 (A2.24) 
FJ 	IE 	 -R 
In the limit as R 	, c - 0 and c 2 -'- 0 , we have, from definitions 
(A28),(A2.18) and lines (A2.19),(A2.20),(A2.23) and (A2.24) , 
Co 
I = 2e+ 2etf(1+u)(/( 1 
	- 1) eUtsjfl(t?/(u2+u)} du , 	(A2.25) 
0 	u21-2u) 	
U 
u having replaced Y as the variable of integration in (A2.23). 
Substituting results (A2.17) and (A2.25) back into 
expression (A2.7), we obtain results (4.2 0 76) and (4.2.77) 
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The effects of wall conductivity in magnetohydrodynamic 
duct flow at high Hartmann numbers 
By D. J. TEMPERLEY AND L. TODD 
The University, Edinburgh; Laurentian University, Sudbury, Ontario 
(Received 11 June 1970) 
Abstract. Laminar motion of a conducting fluid in a rectangular duct is discussed. 
The applied magnetic field is uniform and parallel to one pair of sides of the duct. 
Classical theory is used and it is shown that the two successive limiting processes, 
lim (o -- cc; hOwaii - a finite, constant limit) and lim (M --> cc) are not always freely 
interchangeable; 111 being the Hartmann number, 0wa11  the electrical conductivity of 
the duct wall and h the typical ratio of (wall thickness/duet width). A general expansion 
procedure for M > 1, valid for all types of wall conductivities, is devised. A critical 
discussion of the deficiencies in the classical model is given. 
Introduction. The fully developed, laminar, unidirectional flow of uniformly 
conducting, incompressible fluid through rectangular ducts has attracted much 
attention from theoreticians and experimentalists over the past two decades. Hunt 
and Stewartson (6) give an account of much of this work. The present paper is concerned 
with correlating and extending the theoretical examinations of flows across uniform 
applied fields and in rectangular ducts. Earlier, related papers are connected to the 
present work at appropriate places in the text. For simplicity, we assume a symmetric, 
thin-walled channel (see Fig. 1) and we shall apply, without comment until a later 
stage, the well-known 'thin-wall boundary condition' introduced by Shercliff((lo), 
p. 648). Furthermore, we shall examine the flow in the high Hartmann number limit 
since the basic physics is then most clearly revealed. Finally, we should point out that 
Hunt (5) has shown the uniqueness of the solution to our flow model and also that no 
secondary flows can exist. 
The general problem. The governing equations (see Shereliff ((9), p. 138)) are 
AV 2B,+B,LV. 	 (1) 
Oy 
and 	 pvV2+fz=_P. 	 (2) 
The notation is standard; B = (0, B0 , B2 ) where B0 is the constant applied magnetic 
field, - P = op/az = constant, and A and v are the magnetic and shear diffusivities 
respectively. B2 , the induced magnetic field, is the stream function for current. There is 
no variation in any of these quantities along the axis of the duct (z-direction). 
22-2 
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The variables are non-dimensionalized as follows: 
= x/a, ii = yfa, I = b/a; 
v = pvJ/Pa2, b = B(pv)41Pa2u(a.j), M = B0 a(cr1)l1(pv)1: 





I 	 I 
I-. - - - —2b— 
 
Fig. 1. Cross-section of a rectangular duct with applied magnetic field in y-direction. 
The walls AA lie at x - ±b and BB lie at y= ±a. 
The no-slip boundary condition (v = 0) is required at every fluid-wall interface, 
and we also apply the 'thin-wall' boundary condition on b due to Sherclifflo). 
The problem reduces to 
2b a2b 	0V 
a,711 2 (3) 
a2v b 2v 	ab 
and 	 —+---+M—=-1, 	 (4) V6
2 3j2 
with 	 v(,1) =O=v(,-1)=v(l,) =v(—1,); 	 (5) 
	
TD A b on 	=±l; — =Db on ?1=± 1 . 	 (6) 
27 
(At a non-conducting wall the Shercliff condition must be replaced by b = 0.) Here 
DA = 	and DB = 
ad hA 	 BhB 
7A and 0B  being the respective uniform conductivities of the walls AA and BB and 
hA , hB  their respective dimensionless thicknesses. 
Shercliff(9) obtained the first asymptotic solution for the case where all walls are 
insulators, i.e. DA = = DB . Roberts (8) also examined this ease in the high M limit, 
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using singular perturbation techniques. Chang and Lundgren(1) and Ufiyand(13) 
obtained the eigenfunction expansions for v and b in the perfectly conducting case, 
i.e. D4 = DR = 0. Hunt (4) did the same for the two cases (i) D = 0, 0, and 
(ii) DA = cc, DB finite. Sloan and Smith (11) also examined case (ii) in the high if limit. 
The latter two papers considered the behaviour of the eigenfunction expansions for 
the case DA  = cc, DR  = 0. Hunt and Stewartson (6) used singular perturbation analysis 
to examine the case DA  = 0, D =cc, in the high M limit. Chiang and Lundgren (2) 
did the same for DB = cc, DA unspecified; their result reduces to that of Stewart.son 
Primary or Hartmann 
boundary layer 
O(M) 




Fig. 2. Cross-section of the duet showing the distinct regions 
which appear for M > 1 (not to scale). 
and Hunt in the limit. D4 -* 0. There are many other papers on these problems but 
those mentioned above provide sufficient background to the present paper. In all cases, 
the high Ji limit produces the distinct regions shown in Fig. 2. 
(I) is the interior or core region, incorporating the majority of the fluid but exclud-
ing the boundary layers on the walls of the duct. 
(H) denotes the primary or Hartmann layers, thickness O(M -1 ), near the walls 
71 = ± I but excluding regions distant 0(114) from the side-walls 6 = ± 1. 
(s) denotes the secondary boundary layers, thickness 0(i1), near the walls = ± 1. 
(c) denotes the corner regions, i.e. those parts of the Hartmann layers at a distance 
O(M) but > M-' from the side-walls 6 = ± 1. 
(ic) denotes the inner corner regions, i.e. those parts of the interior of the duct 
within a distance O(M) of the four corners. 
That these scalings are appropriate was pointed out by Eckhaus and de Jager (3) 
who considered some general asymptotic properties of the solutions of our type of 
equations. In all eases, the flow in the regions away from the side layers was found to be 
that for flow between parallel planes i = ± 1, i.e. there is no 6-dependence in the (I) 
and (H) regions. In the next section we shall develop an expansion scheme for Ill > 1 
which is valid for all types of wall conductivities. 
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3. The general expansion scheme. The development of a single scheme to cover all 
cases is feasible due to the linearity of the problem. In the usual way, we separate v 
and b into five components, one from each of the regions in Fig. 2, and introduce the 
boundary layer coordinates 
	
r = M(l-), t = M(l-,) and t' = M(l-), 	 (7) 
writing 	 v = v1(1 ) + vH(, t) + v8(r, ) + v(r, t) + v(t', t), 
b = b1(, ) + bH(, t) + b8(r, ) + b(r,i) + b(t',t). 	 ( 
We assume that (VH, b) and all their partial derivatives are transcendentally small 
outside their region of influence, i.e. as I - 	 , fixed. Similar statements hold for 
(v3 , b8), (va, b) and 	b1). 
Previous experience leads us to suggest that at high Hartmann numbers the interior 
region (I) is one in which the pressure gradient is balanced against the Lorentz force 
and that (v1 , b1 ) are independent of g . It can then easily be deduced that (v 1  + v1, 1  
b1 + b11 ) are the solutions for flow between parallel planes at 21 = ± 1, with the sym-
metry condition that b = 0 at V = 0. Thus 




M(M+DB) 	 I (9) 
and 	 b1 (. ) + b11 (, I) = M-' 	+ 
(1+ DB) e_tl I 
(M+D)j) 
As noted by Hunt and Stewartson (6), this lack of dependence on 6 is very important 
and means that the remaining regions are passive with respect to the interior and 
primary Hartmann layers, i.e. they do not in any way influence them. Note that v1 
is a constant and tends to zero as M --> oo , whatever the value of DB . 
The boundary conditions for the three remaining components are 
v8(0,) = —V 1 (constant.). 
( - 
Rb8) 	= - RM'r,i, where B = DA M -4. 	 (10) 
(0,) 





+M_18\ at 	C/(r,0) 	 ij(r,I)' 	
(11) 
where 	 Q = D M'. 	/ 
v(t ' , 0) = 0, 
v(0, t) = vi e_t_v c(0,t), 
( b\ 
Qb(t' 0) , 
at U110) 
(~b-k - M4 Rb 1 ") 	= RM - (bH(l, I) + b(0, I)) - M-k (-a;:-)  / (0,1) 
(12) 
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The quantities involved in the boundary conditions are A11, M-1 , Q, Rand ILW4. 
However, if (12) can be ignored for the purpose of finding (v8 , b 3) and (va, be ), then we 
would have only Q, R and M' to deal with. This in fact is what happens as 
we shall see when we deal with the governing equations for the component parts of 
v and b. 
The governing equations for v8 and b3 are obtained by (i) substituting equations (8) 
into (3) and (4), (ii) noting that (v 1 , b 1 ) satisfy the linear equations (3) and (4) identically 
and (iii) recalling that (v 11 , bH), (v a , b e), (vk, b) and their derivatives are trans-
cendentally small outside their respective regions of influence. We then deduce that 
02v3  ab8 ?f-1 = 
 
E 2b3 0v8 
and 	
I 
Similarly 	 _at2 
c 2b C 
at2 
- 
at 	ar2 	' 
 
by b2b 
at 	 ') 
+c_pj= 0,) and 	 at9 	a(t')2 	at 	
(15) 
b2bjc +  b2b,(. aviC = o.J 
	
2 Ø')2 	at 
The number M -', which has already appeared in the boundary conditions (11), is 
the only one present in these three sets of equations. We shall, of course, expand out 
(v3 , b 8), (va, b) and (v1, b) in terms of decreasing magnitude, substitute in the relevant 
equations and equate terms of similar magnitudes. Thus the problem for (v, b) is 
one-dimensional, i.e. the r-dependence is not an active feature (see later). Consequently, 
we can examine the expansion of (v a, b) to any order without reference to (v u , Indeed 
the problems for the various components of (v1, b1) are as complicated as the original 
one and, to date, we have solved only the O(M -2 ) problem for a duct with non-
conducting side-walls. This is usually the case with these inner corner regions, and 
if they had to be relied upon in order to find the higher components in the side 
and corner layers one would be stopped at some finite stage of the expansions in 
these regions. An important consequence of the above result is that one can neglect 
the (ic) region altogether when discussing the other regions of flow and the only 
numbers entering the relevant equations and boundary conditions are Q, R and 
if-'. 
In order to proceed with a detailed expansion we must specify the behaviour of Q 
and B as M --->oc.. There are a number of distinct cases; we list these below, together 
with the appropriate expansion procedures to be adopted. 
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Q -+ccandR - -- cic. 
This is, in effect, a perturbation about the solution for a non-conducting duct (see 
Shercliff(9) and Roberts (8)). We let 
= 	 v8UM(r,).Q-'MiR' (similarly v(r,t)), 
j0 k=0 1=0 
b3(r,'q) = 	b' 	(r,?)).Q4CM_JR_Z  (similarvb(r,t)). 	(16) 
j=O k=0 1=0 
where 	v8 °'°° 	0 = b9 °'°'° 
Q-+O and R—>cc. 
This flow is similar to that investigated by Hunt (4), though some significant dif-
ferences arise. It is discussed more fully in the next section of this paper. The expansion 
procedure would be as for (a) except that Q_c would be replaced by Q+k. 
Q-* 	and R--*0. 
This flow is similar to that of Hunt and Stewartson (6). The expansion procedure 
would be as for (a) except that R-' would be replaced by R* 
Q-+O and R-->O. 
This flow has not yet been properly examined and forms one of the main features of 
this paper. It is discussed in section 5. 
There are various 'borderline' cases, e.g. 1? - (a finite, non-zero limit) and 
Q - , but they are in no way remarkable and can easily be obtained, if desired, by 
using our procedures. 
The side layer solution to any of these problems is obtained by substituting the 
appropriate expansions for (vs,  b) into the equations (13); the differential operators are 
brought inside the triple summation and then coefficients of like powers are equated 
to zero, e.g. the coefficient of Q 1 -R 2AI -4 in (d). A similar procedure is carried out for 
(va, b) with the equations (14). The two sets of problems are inter-related due to the 
essential two-dimensionality of the equations for (vs, b3 ), as is discussed later. However, 
in all cases they can be formally solved for each (j, k, 1). 
One would normally accept this procedure as being quite standard provided that 
no two of the Q+cM-iR+  I are of the same order. We leave it to the reader to check that 
if Q and R are powers of At and there exist two or more sets of (j, k, 1) such that the cor-
responding Q - At - R factors are of the same order, then our expansion procedure is 
still valid. That is, if we recognize this at the outset, the resulting solution is just that 
obtained by adding the component terms in the elemental expansion (16). This is a 
very important consequence of the linearity of the problem. Indeed the elemental 
expansion is valid for Q (and R) any function(s) of At, provided only that we can state 
that Q (and R) becomes infinite, a finite constant or zero as M--> oc. Another important 
feature is the following: let Q1 = A 1f1 (M) and R 1 = A 2f2(M), reading + 1 where 
Q (or R) - 0 as At - and - I where Q 1  (or R') has this behaviour. After obtaining 
the elemental expansion, if we then set 
A 1 =O=A2 
the result is exactly the same as that obtained by setting Q' = 0 = R 1 in the bound-
ary conditions at the very outset. Essentially this means that {lim o -->0 (lim M - 
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produces the same result as letting M - >oc in the result for o = 0 and that similarly 
{lim o - Co (lim M --> co)} produces the same result as letting M -~ c.o in the result for 
0. = 00. 
We now move on to consider some specific problems. 
4. The Hunt-type duct. Such a duct has insulated side-walls AA ; B = Co, Q = 
where DR  is a finite constant. Thus the B terms in the elemental expansion are not 
present and one may seek expansions of the form 




M -1 {VP, °>(r, ) + D Bv 8 ' ')(r, ;)} + Jli-2{v 8 2. °) (r, ) + Dv. ' ') (r, i) 
+D v,°' 2) (r, )} + 
- v' v 2 v 3 > 
11 
- 
11+ U2 + 	
+ ..., say. 	 (17) 
Similar expressions exist for b8 , v, b. The procedure being standard we merely list 
the results: 
co 
V S (1,0) = v ( 1 = 	2( - 1).'
I) -2  cos (c 5 ?)) exp { - r(z)l} sin {r(jc 1 )l}, 8 
j= 0 
Ml = 	= 	2(— 1)1 T 2 sin( j )exp{_r(j)l}coS{r(j)i} 
where aj =(j+)ir, 
1)i+' a i 1  exp { - r() l} {2 cos (aj  cos {r()l} 
	
(18) 
+ r(a) )i cos (x) [cos {r()l} -- sin (r()l}]}, 
cx;2exp - r()l}{2 sin (czi7) cos {r()i} 
+ 4cx 1 cos (c 5 ) cos {r(Fx,)}+ a 	r(-)f cos (i) [cos {r(Fx3 )i} 
+ sin {r()l}]}; 
0 	v °' 2 	v °' 	...; b °' 	0 	b°' 2 
We do not list any further terms here as the above will be sufficient. Following the 
remarks made at the end of the last section, we know that setting D 11 = 0 in expansion 
(17) must give the correct result for a duct with DR = 0. We confirmed this, for 
the terms given above, by expanding the exact eigenfunction solution of Hunt(4). 
Our result for differs from that given by Hunt due to an oversight in the latter's 
expansion procedure. We also confirmed these results by expanding the (different) 
eigenfunction solution obtained by Smith and Sloan (11) for the case D = 0; in the 
latter paper a conceptual error led to the wrong answer. However, in each paper the 
main feature of physical interest was uncovered, namely the presence of a velocity 
term of order M in the side layer even though the interior (core) velocity is O(3i_2 ). 
This feature is also present in the more general case where DB  is non-zero and finite. 
The sinusoidal form of the terms in v ( .1  means that reversed flow can actually take place 
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in the side layers. To be precise this occurs, at tj = 0 (the station at which the pheno-
menon first appears), for 
	
Al > Merit = J}i = 963+(923)D. 	 (19) 
Diverging for a moment, we point out that in certain geometries and applied fields 
reverse flow can occur in the major part of a duct (see Todd (12)). Fig. 3 shows some 
typical velocity profiles in the side layer in the section 17 = 0; they are very similar to 
those of Hunt (4) and Smith and Sloan (11). The dotted curve is that obtained by Hunt 
for D = 0. 
We now tumour attention to the (c) and (ic) regions and find that 
0 b, v 2 = - v?(r, 1) e_t = - 	 (20) 
2 	




- -J eYt m	y)) -, T 1+y 	
(21) 
b = - e 
+ 	
et sin (t'.j(y2+y) )7r 	 Y 
--5 e-Ytsin(t'V(y2+y))_ Y iTo 	 1+!, 
The role of Vh, is that of compensating for the fact that urn v(0, ii) + lim v8(r, I), 
r—O 
e.g. limiting values of v?)(r,  ij) do not match up if we approach the corner  
along the top and side walls respectively. The contribution to the dimensionless flow 
rate from the (ic) regions is 0(31-4). 
The result for the dimensionless flow rate F is 
f
+ii
F = vddi1 = 21 M4 	1 + 41(1 + Dli ) M-2 -21 M4 (3i 1 + 7Dp4)
cc 
—I J —1 	 J=o i=o 
- 41(1 + DB)2 M- + AM-I  + O(M-d). 	 (22) 
The calculation of A is very protracted, depending as it does on the value of v?(r, ii), 
and has not been carried through. Series of the form E aj k can be calculated from 
tables of the Riemann-Zeta function (k), since 
ai 
k 	2)  (1 - 2—k) ~(k). 	 (23) 
IT 
For the caseD11 = 0, result (22) reduces to that obtained by Hunt (4) from his exact 
eigenfunction expansion; this is to be expected in view of the remarks at the end of 
section 3. The major contribution to F comes from the side boundary layers and is 
independent of D11 , provided only that D11'1I - 0 as '11 - . The graph of  against 
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Fig. 3. The Hunt-typo duct: graph of v/v 1 against r at 71 = 0 
in the side layer on = + I for various values of D8 and 
M = 190. 
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Fig. 4. The Hunt-type duct: graph of F against Al fr various 
values of D11 in a square channel. 
On 
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5. Duct.s with all wai18 conducting. Here both DA  and DB  are finite, non-zero and 
fixed. This means that C? -~ 0 and R -* 0 as M -# cc. We expand v8 as 
co 	00 	m = 	 v i.k.1)QkM_iR1 
j=1 k=0 1=0 
= M-' v.11, 0.0)  (r, i) + MIDA v" ° ' (r, ,) 
+ JW 2{DBv" "°>(r, ) + D Vl,O,2)  (r, i) + v 2. 0. 0  (r, )} + 
V ,  
	
=7f+i+M+..., say. 	 (24) 
Similar expansions are made for b3 , v, b. From the comments at the end of section 3, 
when we put DA = 0 = DB  in our final result we will obtain that for a 'perfectly con-
ducting walls' channel. The latter case, in which D. and DB are taken to be identically 
zero before any discussion of the value of M, was considered by Chang and Lundgren 
(1). Again the procedure is standard and we merely list the results. They are 
0 0 b' v 	v ) 
= DA 	2 (- I )1 z cos (cz i) sin {r(a5)} exp { — r ()}, 
b(b = DA Z 21 	1)1 z 4 sin (x1 ) cos {r(ctj)} exp { — r ()}' 
oo 
=
2( - 1)1 cos () exp (- r(x)} [T'(1 + DB)(sin{r(z)l} - cos 




b(2) = 	2( - 1)J sin (c ) exp { — r(cz1)} ['( 1+ DB)(sin {r()l} + cos 
- 2Dç cos 
v and b are O(M -4) if DA DB + 0. They are O(M-3) if D4 or DB (or both) are zero. v, 
and b1  are O(M-2), and hence the flow rate can only be worked out up to O(M-4). Due 
to the amount of work involved we have only worked out the flow rate to 0(M4). 
In order to do this we obtained the following for vb: 
v ) = -DA DJJ 2I( — 1)Jx1 sin (czii) cos {r( x)l} exp{ — 
+ D4 	 A 	 )),j 	1 2 	i}  
where 	A1 = DB(i — 4A 3 ) - r(a) ( 	+ DTI), 
A 2 = 	D - 3 -  DB(3i*+ 2 1 ) -  4DBT 1(A 4 -A 3 a) f 	(26) 
(T 1 +D13 j),J 
(25) 
- 	 1 
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1 
and 	 A 4 = A 4 ( 1 ) = 
all i aj(a4 - 
ij 
The non-dimensional flow rate, F, is given by 
F = {41(l +DB)+ DA]M2 - 2 M1 DT~  F3 M-3 + 	 1 
where 	 (27) 
OD 
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Fig. 5. Graph of v/v 1 against r at 71 = 0 in the boundary layer on 6 = 
for various values of DA  with M = 1600, DB = 1. 
From these results we see that, for DA  1, the velocity in the side layers is O(M1) 
while the velocity outside them is O(M 2 )! Thus the flow rate in the side layers is of the 
same order as that in the (much larger) central part of the duct. Some typical velocity 
profiles in the side layer near = +1 are shown in Fig. 5. Again we find that reverse 
flow can occur; at the station 71 = 0, for example, a necessary and sufficient condition 
for reverse flow is 
4 	i+D1. 	(1+D,.) 2 - 
M> Mcr1t = 	= - DA + 2! i2 e°4 + 	
(28) 
Treating M as a function of DA  and D 1 and stressing again that our results are only 
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Fig. 6(a). Flow rate in a square channel with highly conducting walls plotted 
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Fig. 6(b). Flow rate against M for various values of DR with D4 = 1. 
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value when DA 834, DB = 0. Thus a simple necessary condition for reverse flow 
at i, = 0 is M > 3542. 
We claim that our solution gives a much more realistic picture of flow in such ducts 
than does the result of Chang and Lundgren, whatever the non-zero values of DA 
and D. The term which the latter authors neglect, M -4 is dominant for DA il- k 
and can only be neglected when DA  << M1. Thus, though their work may in some cases 
apply at 'moderate' Hartmann numbers, e.g. M > 1, 1 D, 1 > D, it will 
always be inadequate at high Hartmann numbers, i.e. M> (DA ) 2 . A fully valid esti-
mate of v3 for all cases in which M > 1, Q < 1 and R < 1 would have to be 
V8 v.il_I+vM_ 2 . 	 ( 29) 
Fig. 6 shows the flow rate plotted for various values of DA  and DR . 
The physical explanation of the occurrence of the peculiar side boundary layers as 
found in this and the previous section deserves more discussion and we will return to it 
later. 
6. Finite wall-thickness. The 'thin-wall' boundary condition derived by Shercliff 
required that h << any tangential length scale which may arise. In actual practice, such 
boundary conditions will become invalid at those parts of the walls adjoining the (e) 
and (ic) regions. This is a direct consequence of the fact that we let M ->- cc with 
h, 0A and 0B  fixed. There is one case where an exact eigenfunction solution can be 
obtained for any M and walls of any thickness, and we shall now proceed to examine 
this case fully in the limit M -* cc. The relevant duct is as illustrated in Fig. 1 though 
the walls BB are now of finite wall thickness parameter h (the thickness of the non-
conducting side-walls is immaterial). For such a duct Smith and Sloan (11) have shown 
that 
	
v = 	2l- ( — 1)Tha3{1 - 
	cosh' -E COShfin17}cos(a) 
nO 	 Ccoshy-Ecos fi 
00 
b = 	21'( - 1)' a3 jE 
sinh /) — C, sinhy 	cos (a ) 
0 	 I, C cosh y — E cosh fi 3 
where 	 (30) 
= {_M±(M2 +4a)k}, 
an = (n+)(iT/l), 
Cn = oa sinh fi + °Bfin tanh {a h} cosh fi 
and 	E = o- a sLnh 7 + G.BYn tanh {a n  h} cosh y. 
The value of b in the wall was also obtained (the usual continuity boundary con-
ditions being applied) but we shall concentrate on the above results. As reported in 
section 4 we have already expanded the results (30) in the limit ii -> cc applied after 
the limit (h - 0; DB - a finite constant). We then examined (30) in the limit (h - 0, 
DR __> a finite constant) applied after M - cc. 
We found that in the side boundary 
layer 
vs = -j1+O(DBhMlM2). 	 (31) 
The Hartmann layer and core region were as in section 4, but we see from (3 1) that 
the higher-order correction terms to v8  will not in general be as given in section 4. 
B I 
O(M 1 ) 
I 	(s) = 00 
U = 
cr=COD 
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However, the main physical features of the side layers are contained in the leading term, 
i.e. v'JM, which is common to both limiting processes. 
This type of result may be common to all the four cases set out in section 3. However, 
it is difficult to verify this since exact eigenfunction expansions are not available for the 
other situations. It may be possible in all four cases to expand out (introducing the 
small parameter h) the solution in the thin walls in rather the same way as we did in 
the fluid section, thereby revealing results of the type (31). This is a matter for future 
work but the fact that the interior and Hartmann layer solutions previously used 
are valid for walls of any thickness is encouraging. 
7. Final comments. In this paper we have taken the classical model for laminar, 
unidirectional flow of conducting fluid along a rectangular duct. We believe our results 
will shed useful light on such flows in practice and also contribute to the development 
(a) 	 (b) 
Fig. 7. Different corner-wall regions for the same flow; in case (b) current stream- 
lines must cross from wall B to wall A entirely via the fluid. 
of perturbation techniques for these and similar problems. However, it is appropriate 
at this stage to list the deficiencies of the classical model. 
Curvature of field lines: in practice, the applied magnetic field lines are curved 
and will not be parallel to the side-walls AA. From the work of Todd (12), we would 
expect that as the field strength is increased this 'non-alignment' effect eventually 
becomes appreciable. 
infinitely-thin walls approximation. as shown in section 6, the finite wall-
thickness effects can be expected to occur in the higher-order terms in the side layer 
expansions. 
Corner wall region: this is related to comment (ii). In our model, the following 
two situations are the same as far as the fluid flow theory is concerned: see Fig. 7. In 
Fig. 7(b) the current leaves the upper wall, enters the fluid and then goes into the side-
wall. An order M' velocity would usually be associated with such a current but 
theory gives an order M 2  velocity everywhere, except possibly in the (ic) region. 
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Is the 'disruption' restricted to a small region near the corner or does the real flow in 
7(h) differ greatly from that in 7(a)? 
Contact resistance: this reduces the current flow between the fluid and the walls, 
often to a very appreciable extent, e.g. if the fluid is non-wetting. It is thus analogous 
to a reduction in wall conductivity; the ease of infinite contact resistance is the insu-
lating layer of electrical engineering. By assuming that contact resistance is constant 
over any interface we may incorporate its effect into the boundary conditions. How-
ever, in practice it varies considerably with both position and time and may cause 
major upsets in the preceding theory, e.g. invalidating the Shercliff 'thin-wall' bound-
ary condition. 
Stability of flow: these laminar flows will only occur over a certain range of 
values of the Reynolds number. A full discussion of this cannot be attempted here but 
we refer the reader to Lock (7) and Hunt (4). 
Lastly, some comments on the results obtained by the authors and other, earlier 
investigators through using the classical theory for rectangular ducts which have a pair 
of sides AA aligned with the uniform applied magnetic field. The main revelation has 
been that the boundary layers on AA, at high Hartmann number, are in some cases 
highly unusual. Mathematically this comes about because the magnitude and structure 
of the non-dimensionalizeci induced field, b1 , just outside the side layers is independent 
of the nature of any of the walls. Alternatively, we could say that the amount of current 
entering the side-layers is independent of the walls. The corresponding non-dimensional 
velocity, v1, is constant and has a magnitude dependent only on the walls BB! Where 
b, > v1 , we can get results (see sections 4 and 5) where v8 (and b) b1 > v1 . When 
all walls are perfectly conducting, on the other hand, b1 > v 1 and v8 v1 ; this is because 
the vital factor is the normal derivative of b1 at the side-walls, and the latter being 
zero means that v 1 actually stimulates the side layer. A lengthy physical discussion 
of this case was given by Hunt and Stewartson (6). The physical explanation of the 
unusual side layers is not simple, since one must take into account every component of 
the full problem when discussing them. 
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189. 
List of Symbols 
The following symbols are used in the text to describe the 
quantities indicated. The list is by no means exhaustive, but 
includes most of the more important parameters and variables that 
occur. 
AA 	 side walls of the duct 
a t 	 semi-height of interior cross-section of duct 
a = (ni-flit/P. , n any integer 
BB 	top and bottom walls of the duct 
(0,B 4 O) 	the imposed magnetic flux vector 
B(x,y) 	the induced magnetic flux 
dimensionless form of B(x,y) 
b' 	 semi-width of interior cross-section of duct 
(c);(cw) 	corner boundary-layer; corner-wall region 
DA 	'A wall-parameter for walls AA 
DB = 
af/ha wall-parameter for walls BB 
d  = (DA)_' conductance of walls AA 
dB = (DB)_' conductance of walls BB 
F 	 dimensionless volumetric flow-rate 
Hartmann boundary-layer 
h  = WA /a' 	dimensionless thickness of walls AA 
h  =wBIb dimensionless thickness of walls BB 
(sometimes written simply as h in chapter 6) 
interior or core region 
1.1 to I 	integrals arising in 	 (3.2),(4.2) 
(ic) 	inner-corner boundary-layer 
(icw) inner-corner wall region 
(iic) 	interior-inner-corner region 
(iH) inner-Hartmann boundary-layer 
L' limiting sum of a series first encountered in f(3.2) 
£= b'/a' 	aspect ratio 
M = Ba t (a f )/(pv) 2 	Hartmann number 
M c 	critical 
or M 	 critical value of M sufficient to first 
cause reverse flow 
o 	 order symbol 
dP/dz constant pressure gradient 
p 	 fluid pressure 
QI 
11 
Q = DM 1 	parameter used in expansion schemes 
R = DAM 	parameter used in expansion schemes 
R(a.) sum of series encountered in chapter 4 
r M 2 (2-) 	boundary-layer coordinate in (s) and (c) regions 
r' M 2 (-1) boundary-layer coordinate in (cw) region 
S.(a.) 	sum of series encountered in chapter 4 
J J 
(s) side boundary-layer 
(ss) 	 secondary-side boundary-layer 
(sw) side-wall boundary-layer 
T tanh(ahB)  occurs frequently in §(6.2) 
MU-TO boundary-layer coordinate in (c) and (ic) regions 
t' 	M(2..-) 	boundary-layer coordinate in (ic) region 
V (x,y) fluid velocity 
Vin(fl) 	minimum dimensionless velocity in duct cross-section 
v(,) dimensionless fluid velocity 
V or v 	mean velocity (in dimensionless form) 
WA WB;(W) 	thicknesses of walls AA and BB; basic wall region 
X(r,) 	leading term in expansion of sum of dimensionless 
velocity and magnetic flux in duct cross-section 
in §(5.2) 
x 	 horizontal coordinate in duct cross-section 
y 	 vertical coordinate in duct cross-section 
z coordinate measured along axis of duct 
a.= ( j+)rr 	j any integer 	0 
a() 	 the coefficient of the leading term in the series 
expansion of b(r,TI) in 9(5.2) 
often used to denote a quantity whose modulus is 
very small compared to unity 
X/a 	dimensionless x-coordinate 
boundary-layer coordinate in fluid and wall B 
Y/a 	dimensionless y-coordinate 
h 1 (-l) boundary-layer coordinate in wall B 
viscosity of fluid 
0. 	r ,/('i/2) 
J - 	3 
A (iOf ) magnetic diffusivity 
Al 
(Ma.) 
J 	 1 
permeability of fluid 
V ri p 	shear diffusivity 
P 	 density 
a w 	wall or a 	wall conductivity 
electrical conductivity of walls AA 
and BB 
'AB 	 conductivity of 'wall-overlap' region 
of fluid conductivity 
T 	 contact resistance per unit area of wall 
Riemann's zeta-function 
dimensionless electric potential; 1 Gold (1967) 
used this symbol to denote (DA)_= (D )1 , 
B as did Chu (1969) and Wenger (1970)  
r'/(/2) is used §(6.3) 
II'. 
