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Intermolekulare Wechselwirkungen spielen in einer Reihe von Gebieten in der Chemie eine
Rolle, so etwa bei Katalyse- oder Solvatationsprozessen. Sie bestimmen wesentlich mit die
Strukturen der Proteine und sind somit verantwortlich fu¨r das Stattfinden (oder Hemmen) von
physiologischen Prozessen. Das Versta¨ndnis der Natur dieser Wechselwirkungen ist wichtig fu¨r
die Entwicklung neuer (bio-)chemischer Rezeptoren und Katalysatoren oder zur Aufkla¨rung
der chemischen Prozesse, die in kondensierten Phasen stattfinden. Eine technische Anwen-
dung intermolekularer Wechselwirkungen findet man zum Beispiel bei den sogenannten Vis-
kosita¨tsindex-Verbesserern, welche als Zusatzstoffe in Motoro¨len eingesetzt werden. Kurzum
(so trivial diese Feststellung auch erscheinen mag): u¨berall dort, wo zwei oder mehr Moleku¨le
zusammentreffen, steuern intermolekulare Wechselwirkungen die chemischen Abla¨ufe.
Die Existenz intermolekularer Wechselwirkungen ist direkt erfahrbar durch das Vorhanden-
sein von kondensierten Phasen, welche zeigen, daß es attraktive Kra¨fte geben muß, sonst wu¨rden
Gase nicht verflu¨ssigt, Flu¨ssigkeiten nicht verfestigt werden ko¨nnen. Andererseits gibt es repul-
sive Kra¨fte, welche das Zusammenfallen der Moleku¨le zu viel kleineren Volumina verhindert.
Diese einsichtigen Beobachtungen wurden bereits 1857 von Clausius formuliert [1]. Die erste
theoretische Behandlung intermolekularer Wechselwirkungen geht auf van der Waals zuru¨ck
[2], welcher die attraktiven und repulsiven Kra¨fte von Gasmoleku¨len in die ideale Gasgleichung
einfließen ließ, um das reale Verhalten von Phasenu¨berga¨ngen bei Druck- oder Temperatura¨nde-
rungen beschreiben zu ko¨nnen.
Die schematische Form des Wechselwirkungspotentials zwischen zwei Moleu¨len ist in Ab-
bildung 1.1 verdeutlicht. Es gibt einen langreichweitigen attraktiven Bereich sowie einen kurz-
reichweitigen repulsiven Bereich. Der Abstand, an dem die Wechselwirkungsenergie minimal
ist, wird konventionell als Gleichgewichtsabstand (re, equilibrium) bezeichnet. Einer der (mit
wenigen Ausnahmen) Hauptunterschiede zwischen den intermolekularen Kra¨ften und der che-
mischen Bindung ist die relative Gro¨ße der Dissoziationsenergie (De), welche bei chemisch
gebundenen Systemen mit 40-1000 kJ/mol bis zu 1000-mal so groß sein kann wie bei intermo-
lekular gebundenen Systemen, deren Gro¨ße in einem Bereich von 1-25 kJ/mol liegt (bezogen
auf “einzelne” intermolekulare Wechselwirkungen).
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Diese relative Schwa¨che der intermolekularen Wechselwirkungen macht deren genaue Be-
schreibung in der Quantenchemie zu einer außerordentlichen Herausforderung. Zwar existieren
zur Zeit eine Reihe von CI (Configuration Interaction) -basierten Verfahren, welche die Wech-
selwirkungen kleiner Moleku¨le mit großer Gu¨te vorhersagen ko¨nnen, jedoch zeigt die Erfahrung,
daß (bezu¨glich der CI-basierten Verfahren) mindestens Dreifachanregungen in der Wellenfunk-
tion sowie große Basissa¨tze vonno¨ten sind, um die experimentell bestimmten empirischen Po-
tentiale reproduzieren zu ko¨nnen. Diese Tatsache fu¨hrt dazu, daß diese Verfahren trotz immer
besser werdenden Bedingungen bezu¨glich der Leistungsfa¨higkeit der Computer-Hardware in
ihrer Anwendung beschra¨nkt bleiben auf kleinere Systeme. Auf der anderen Seite gibt es die
in der Quantenchemie aufgrund ihres gu¨nstigen Skalierverhaltens bezu¨glich der Moleku¨lgro¨ße
mittlerweile außerordentlich popula¨r gewordenen Kohn-Sham Dichtefunktionalverfahren. Zwar
ko¨nnte man bei Kenntnis des exakten Austausch-Korrelationsfunktionals die Wechselwirkung
zwischen zwei Moleku¨len exakt berechnen, jedoch ist dieses (anders als bei den CI-basierten Ver-
fahren - hier ist es die Wellenfunktion) gerade die Gro¨ße, fu¨r die es gilt, Na¨herungen zu finden.
Nun existieren eine Reihe von mathematischen Bedingungen, denen das exakte Austausch-
Korrelationsfunktional genu¨gen muß, aber eine systematische Verbesserung ist (wiederum im
Unterschied zu den ab-initio Verfahren) zumindest bis auf den heutigen Tag nicht in Sicht. Und
so gibt es mittlerweile eine große Zahl an verschiedenen Funktionalen, welche teils mit Hilfe
theoretischer Schranken, teils durch das Anpassen an experimentelle oder theoretische Gro¨ßen
entwickelt wurden. Jedoch: die derzeitigen Implementierungen des KS Dichtefunktionalforma-
lismus besitzen eine fundamentale Schwa¨che in der Beschreibung schwach gebundener (van der
Waals) Systeme (siehe Abschnitt 4.1).
Der Ansatz, die Wechselwirkung zwischen Moleku¨len als Sto¨rung zu behandeln, fu¨hrt zu
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den (unterschiedlichen) intermolekularen Sto¨rungstheorieverfahren. Der prominenteste Vertre-
ter derselben ist die sogenannte Symmetrieadaptierte Sto¨rungstheorie (siehe Abschnitt 4.2).
In dieser wird die Gesamtwechselwirkungsenergie in eine Summe physikalisch interpretierbarer
Einzelgro¨ßen zerlegt, welche mit unterschiedlichen Methoden und Basissa¨tzen berechnet werden
ko¨nnen. Auf diese Weise lassen sich mehr Aussagen u¨ber die Natur der Wechselwirkung machen
als mit experimentellen Methoden zuga¨nglich ist. Jedoch sind zur Beschreibung der einzelnen
Beitra¨ge wiederum genaue, das heißt korrelierte Verfahren notwendig, um wiederum experimen-
telle oder genauere theoretische Potentiale auf wenige Bruchteile von kJ/mol reproduzieren zu
ko¨nnen.
Die Fragestellung dieser Arbeit lautet: wie genau kann man mit Hilfe von Ein-Determinanten-
Wellenfunktionen, die Elektronenkorrelation auf Orbital-Niveau beschreiben, im Vergleich zu
Mehr-Determinanten-Wellenfunktionen intermolekulare Wechselwirkungsbeitra¨ge berechnen?
Sie hat das Ziel die Berechnung intermolekularer Wechselwirkungen und Wechselwirkungsbei-
tra¨ge fu¨r wesentlich gro¨ßere Systeme auf korreliertem Niveau zu ermo¨glichen als dieses mit der
ga¨ngigen Vielteilchen-SAPT machbar ist. “Korrelierte Ein-Determinanten-Wellenfunktionen”
sind unter anderem in zwei Bereichen der Quantenchemie zuga¨nglich: in der Brueckner Coupled-
Cluster Theorie sowie der Kohn-Sham Dichtefunktionaltheorie. Handelt es sich bei der Brueck-
ner Determinante um einen Teil der wahren elektronischen Wellenfunktion, so ist dies bei der
Kohn-Sham Determinante nicht der Fall. Letztere ist eher eine Hilfsgro¨ße des Kohn-Sham For-
malismus. Interessant ist darum auch die Fragestellung, inwieweit Brueckner- und Kohn-Sham
Orbitale miteinander vergleichbar sind.
Daru¨ber hinaus wird der bereits in [3] beschriebene Ansatz der Brueckner Coupled-Cluster
Erwartungswertmethode auf ein ho¨heres Niveau in der Ordnung der Erwartungswertentwick-
lung ausgebaut. Dieser ermo¨glicht die Gewinnung von korrelierten elektrischen Eigenschaften
von Moleku¨len sowie intermolekularen Wechselwirkungsbeitra¨gen erster Ordung. Ziel dieses
Ansatzes ist es, die vielfach gefundene Schwa¨che der Møller-Plesset Sto¨rungstheorie in der Be-
schreibung von Moleku¨len mit starken Korrelationseffekten durch eine effektive Aufsummierung
bestimmter intramolekularer Anregungen zu beseitigen.
Die Gliederung dieser Arbeit ist wie folgt:
• in Kapitel 2 werden die quantenchemischen Verfahren beschrieben, welche fu¨r die vorlie-
gende Arbeit von Bedeutung waren; dabei werden spezielle Aspekte, die in der Arbeit
eine Rolle gespielt haben, hervorgehoben
• in Kaptitel 3 werden die theoretischen Verfahren zur Berechnung von elektrischen mole-
kularen Eigenschaften beschrieben
• in Kapitel 4 werden spezielle Verfahren zur Behandlung von intermolekularen Wechsel-
wirkungen erla¨utert; das Gewicht liegt dabei wiederum auf denjenigen Methoden, die im
weiteren von Relevanz sind
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• in Kapitel 5 werden die Ergebnisse der Brueckner-SAPT Methode pra¨sentiert; dabei wer-
den die Beitra¨ge in erster intermolekularer Ordnung mit einem Brueckner Coupled-Cluster
Erwartungswertansatz zweiter Ordnung beschrieben, wa¨hrend in zweiter intermolekularer
Ordnung ein ungekoppelter Brueckner-Orbitalansatz getestet wird
• in Kapitel 6 wird zuna¨chst die KS-Dichtefunktionaltheorie unter dem Aspekt beleuchtet,
wie gut man mit einzelnen Funktionalen korrelierte Multipolmomente und Polarisierbar-
keiten berechnen kann; die Ergebnisse dieser Betrachtungen sind von Bedeutung fu¨r die
folgende Analyse der KS-SAPT Methode; schließlich werden die weiteren Na¨herungen
dieser Methode beleuchtet, indem die Monomere durch ’exakte’ XC (eXchange Correla-
tion) -Potentiale beschrieben werden; am Ende des Kapitels wird die Leistungsfa¨higkeit
von KS-SAPT anhand einiger gro¨ßerer Testrechnungen gezeigt
• in Kapitel 7 werden die wichtigsten Ergebnisse dieser Arbeit zusammengefaßt und Per-




Gegenstand dieses und der folgenden Abschnitte ist die Beschreibung von Lo¨sungsverfahren fu¨r
die (elektronische) stationa¨re Schro¨dingergleichung eines N -Elektronensystems mit einem oder
mehr fixen Kernen:
HˆΨ = EΨ (2.1)
Diese Gleichung ist nur fu¨r 1-Elektronensysteme wirklich exakt lo¨sbar, wa¨hrend fu¨r Systeme
mit mehr Elektronen Na¨herungsverfahren angewandt werden mu¨ssen. Eine Bedingung, die die
Lo¨sungsfunktionen Ψ erfu¨llen mu¨ssen, ist die Antisymmetrie bezu¨glich der Vertauschung zweier
Elektronen, was aus der Tatsache folgt, daß Elektronen Teilchen mit Spin 1
2
(Fermionen) sind.
Dieses wird gewa¨hrleistet durch die Konstruktion von (Slater-)Determinanten, bestehend aus
1-Teilchen Welllenfunktionen φi(x) (Spin-Orbitalen):
Φ(x1,x2, . . .xN) =
1√
N !
det ‖ φi(x) ‖ (2.2)
Zwar kann eine einzelne Determinante keine Lo¨sung von Gleichung 2.1 sein, aber man kann
fragen, welches diejenige Determinante ist die das Energiefunktional E[Φ] = 〈Φ|Hˆ|Φ〉/〈Φ|Φ〉
minimiert.
Dru¨ckt man den Hamiltonoperator als eine Summe von Ein- und Zweiteilchen- Beitra¨gen
aus (Hˆ = Uˆ + Vˆ), so erha¨lt man (in closed-shell Form) den Energieerwartungswert:






2〈ij|vˆ|ij〉 − 〈ij|vˆ|ji〉 (2.3)
Die Minimierung dieses Ausdruckes fu¨hrt auf N/2 Gleichungen fu¨r die Einteilchenfunktionen
φi, den (kanonischen) Hartree-Fock Gleichungen:
(uˆ + 2ˆj− kˆ)φi = fˆφi = ²iφi (2.4)
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mit den Eigenwerten ²i (Orbitalenergien). Der Fock Operator fˆ ist die Summe aus uˆ = −12∇2+
vext (kinetische Energie und Kern-Elektron Wechselwirkung) sowie einem Coulomb- (ˆj) und





















Das Hartree-Fock Potential vˆHF = 2jˆ − kˆ ist dasjenige elektrische Potential, das ein Elektron
in der mittleren Verteilung der anderen Elektronen unter Beru¨cksichtigung von Elektronen-
austausch wahrnimmt. Es ist in Abbildung 2.1 repra¨sentiert (die hier verwendeten Goldstone
Diagramme [4] benutzen Zweiteilchenoperatoren, welche antisymmetrisch bezu¨glich der Vertau-
schung zweier gleichseitiger Indizes sind; damit tauchen die sogenannten Austausch-Diagramme,
wie jenes im folgenden Beispiel, im weiteren nicht auf).
i
a + ia
Abbildung 2.1: Hartree-Fock Potential
Eine numerische Lo¨sung von 2.4 ist fu¨r Moleku¨le nicht mehr praktikabel. Aus diesem Grund






mit den Orbitalkoeffizienten C. In praktischen Rechnungen gebu¨hrt dieser Na¨herung neben
der Na¨herung, die man fu¨r die Gesamtwellenfunktion macht, ein besonderes Augenmerk. Mit
diesem Ansatz lassen sich nun die Hartree-Fock Gleichungen in ein Matrix-Eigenwert Problem
u¨berfu¨hren, die sogenannten Roothaan Gleichungen:
FC = SC² (2.8)
welche iterativ zu lo¨sen sind, da die Fock-Matrix eine Funktion der Koeffizientenvektoren ist,
d.h. F = F(C).
Es zeigt sich nun, daß die Lo¨sungen der Minimierung von 2.3 die Eigenschaft haben, daß
〈Φai |Hˆ|Φ〉 = 〈φi|ˆf|φa〉 = 0 (2.9)
Diese Relation ist unter dem Namen Brillouin-Theorem bekannt und ist illustriert in Abbildung
2.2. Da nun Orbitalrotationen innerhalb der besetzt-besetzt und unbesetzt-unbesetzt Blo¨cke die






Energie nicht a¨ndern, ist zur Lo¨sung der Hartree-Fock Gleichungen nur der besetzt-unbesetzt
(occ − vir) Teil der Fock-Matrix notwendig. Dieses fu¨hrt natu¨rlich zu der Frage, welche Be-
deutung dann u¨berhaupt die Orbitalenergien in Gleichung 2.4 haben. La¨ßt man keine Rela-
xationseffekte zu, d.h. ’friert’ man die Orbitale ein, so zeigt sich, daß zum ’Herausnehmen’
eines Elektrons aus einem besetzten Zustand i, bzw. zum ’Einfu¨gen’ eines Elektrons in einen
unbesetzten Zustand a gerade die Energie −²i bzw. ²a vonno¨ten ist. Damit kann man na¨herungs-
weise die Orbitalenergien der besetzen Zusta¨nde als negative Ionisierungsenergien und die der
unbesetzten Zusta¨nde als Elektronenaffinita¨ten auffassen. Dieses bezeichnt man als Koopmans’
Theorem [5].
Es zeigt sich nun, daß die Orbitalenergien fu¨r die besetzten Zusta¨nde bereits recht gute
Na¨herungen fu¨r experimentell bestimmte Ionisierungspotentiale sind [5], wa¨hrend es auf der
anderen Seite fu¨r die virtuellen Orbitale eine Schwierigkeit gibt, was aus der Form des Hartree-
Fock Potentials (siehe Abb. 2.1) resultiert. Die Summation la¨uft hier, unabha¨ngig davon, ob
es sich um einen besetzten oder virtuellen Zustand handelt, u¨ber alle N besetzten Zusa¨nde.
Wa¨hrend dies im Falle der besetzten Orbitale zu einem Herausheben der sogenannten Selbst-
Energie, d.h. einer Wechselwirkung mit sich selbst, fu¨hrt, ist dies fu¨r die virtuellen Zusta¨nde
nicht der Fall. Dies hat zur Konsequenz, daß eine Reihe von Eigenschaften nicht oder nur
sehr schlecht mit der Hartree-Fock Wellenfunktion beschrieben werden ko¨nnen, etwa gebundene
virtuelle (Rydberg-)Zusta¨nde oder Polarisierbarkeiten. Um die virtuellen Orbitale zu verbessern
sind Modifikationen des HF-Potentials fu¨r den vir − vir Teil untersucht worden, welche das
richtige −1/r Verhalten des Potentials im langreichweitigen Bereich gewa¨hrleisten [6].
Dies a¨ndert natu¨rlich nicht, daß die Hartree-Fock Methode in vielen Fa¨llen eine schlechte
Na¨herung fu¨r die Berechnung von molekularen Eigenschaften ist. Das hat (letztenendes) damit
zu tun, daß die Bewegung von Elektronen ungleichen Spins in der Hartree-Fock Methode unkor-
reliert ist. Diese fehlenden Beitra¨ge werden im allgemeinen als Elektronenkorrelation, genauer
aber als Coulomb-Korrelation bezeichnet. Die Korrelation von Elektronen gleichen Spins wird
dagegen in der Hartree-Fock Theorie beru¨cksichtigt und diese bezeichnet man als Austausch-
oder Fermi-Korrelation. Ist im folgenden von Korrelationseffekten die Rede, so bezieht sich die-
ses ausschließlich auf erstere genannte Effekte, und deren Erfassung durch quantenchemische
Methoden wird in den na¨chsten Abschnitten erla¨utert.
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2.2 Møller-Plesset Sto¨rungstheorie
Der letzte Abschnitt hat gezeigt, daß es Wechselwirkungen gibt, im folgenden als Elektronen-
korrelation bezeichnet, die nicht durch die Hartree-Fock Methode erfaßt werden. Ein einfacher
Ansatz, diesem Problem zu begegnen, ist die Sto¨rungstheorie [5]. Hierbei teilt man den Hamilton
Operator auf in den Hamilton Operator des ungesto¨rten Systems Hˆ0, sowie einen Sto¨roperator
Vˆ (dem sogenannten Fluktuationspotential):
Hˆ(λ) = Hˆ0 + λVˆ (2.10)
wobei der Parameter λ die Sto¨rung ein- (λ=1) und ausschaltet (λ=0), so daß:
Hˆ(0)Φ = E0Φ (2.11)
Hˆ(1)Ψ = EΨ (2.12)
wobei Φ und E0 Funktion und Eigenwert des ungesto¨rten Systems sind, wa¨hrend Ψ und E das
gesto¨rte System beschreiben. Die Sto¨rentwicklung in den Koeffizienten λ fu¨hrt nun zu
Ψ(λ) = Φ + λΨ(1) + λ2Ψ(2) + . . . (2.13)
E(λ) = E0 + λE
(1) + λ2E(2) + . . . (2.14)
Die hochgestellten Indizes repra¨sentieren die jeweilige Ordnung der Sto¨rung. Eine elegan-
te Ableitung der Sto¨rreihe fu¨r die Wellenfunktion sowie der Korrelationsenergie liefert die







(Vˆ− E + ζ)
]n
Φ (2.15)





∣∣∣∣Vˆ [( Qζ − Hˆ0
)
(Vˆ− E + ζ)
]n∣∣∣∣Φ〉 (2.16)
mit dem Projektionsoperator Q = 1 − |Φ〉〈Φ|, welcher alle zu Φ nichtorthogonalen Zusta¨nde
herausprojiziert, sowie einem noch nicht genauer spezifizierten konstanten Parameter ζ. Um nun
die hier angegebene Form fu¨r Ψ und ∆E in eine wie in Gleichung 2.13 angegebene Entwicklung
zu u¨berfu¨hren, muß zuna¨chst ein geeignetes ζ gefunden werden. Geht man dabei von einem
nichtentarteten Grundzustand aus, so ist leicht zu sehen, daß ζ − Hˆ0 fu¨r alle ζ im Bereich
ζ ≤ E0 nichtsingula¨r ist. Eine naheliegende Wahl fu¨r ζ wa¨re darum ζ = E, denn wenn, wie
hier vorausgesetzt, das ungesto¨rte System durch die Hartree-Fock Determinante beschrieben
wird, liegt E immer tiefer als E0. Die daraus folgende Sto¨rentwicklung ist die Wigner-Brillouin
Entwicklung. Eines der Probleme dieses Ansatzes liegt jedoch direkt auf der Hand: die Tatsache,
daß E selbst in der Entwicklung auftritt, macht eine iterative Lo¨sung, d.h. ausgehend von einer
anfa¨nglichen Scha¨tzung von E, notwendig. Dieses und das Problem, daß die einzelnen Terme
der Entwicklung nicht gro¨ßenkonsistent sind, d.h. nicht mit der Anzahl N der Teilchen skalieren,
macht die Wahl ζ = E zu einer unglu¨cklichen.
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Eine popula¨rere Methode in der Wahl von ζ ist ζ = E0, was zur Rayleigh-Schro¨dinger
Sto¨rentwickung fu¨hrt. Fu¨r Ψ und ∆E erha¨lt man dann:











(Vˆ− (E − E0))
]n
Φ (2.17)





∣∣∣∣Vˆ [( QE0 − Hˆ0
)
(Vˆ− (E − E0))
]n∣∣∣∣Φ〉 (2.18)
Eine Reihenentwicklung wie in Gl.2.13 ist nun erreichbar durch eine iterative Substitution von





























In der bisherigen Formulierung wurde bewußt die Wahl von Hˆ0 offengelassen. Wa¨hlt man diesen





(Hartree-Fock Operator fˆ definiert in Gl.2.4), so spricht man von der Møller-Plesset Sto¨rungs-
theorie [5]. Die Wellenfunktion nullter Ordnung entspricht dann der Hartree-Fock Determinante
und die Energie nullter Ordnung ist die Summe u¨ber alle N niedrigsten Orbitalenergien. Das










d.h. der Differenz aller Zweielektronenwechselwirkungen und dem Hartree-Fock Potential, ge-
geben durch Abb. 2.1.
Am einfachsten lassen sich die Beitra¨ge n-ter Ordnung in der Wellenfunktion sowie der
Korrelationsenergie mit Hilfe von sogenannten Sto¨rdiagrammen ableiten [4, 7]. Es zeigt sich
na¨mlich, daß sich bestimmte algebraische Ausdru¨cke, welche in jeder Ordung auftauchen, sich
jedoch gegenseitig wegheben, durch ein einfaches diagrammatisches Postulat von vorneherein
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ausschließen lassen. Dieses Postulat besagt, daß bezu¨glich der Entwickung von ∆E bzw. Ψ−Φ
nur solche Diagramme auftauchen, welche keine geschlossenen, nicht-verknu¨pfte Fragmente ent-
halten. Solche Diagramme bezeichnet man als linked und das Postulat ist das sogenannte Linked
Cluster Theorem. Die damit abgeleite Wellenfunktion erster Ordnung sowie die Korrelations-
energie bis zur zweiten Ordnung sind in Abbildung 2.3 zu sehen.
(a) Wellenfunktion 1.Ordnung
+−
(b) Korrelationsenergie ∆E bis zur zweiten Ordnung
Abbildung 2.3: Linked Cluster Entwickung der Wellenfunktion und der Korrelationsenergie
(Hartree-Fock Basis)
Das negative Vorzeichen vor dem ersten Fragment in Abb. 2.3(b) (dem sogenannten double-
bubble) fu¨hrt nun genau zur Aufhebung der Wechselwirkungen, die bei der Aufsummierung der
Orbitalenergien doppelt geza¨hlt werden. Es ist nicht schwer zu sehen, daß die Summe E(0)+E(1)
damit genau der Hartree-Fock Energie (Gl.2.3) entspricht. Die erste (Korrelations-)Korrektur
zur Hartree-Fock Energie taucht damit in zweiter Ordnung Sto¨rungstheorie auf und ist gegeben
durch das zweite Fragment in Abb. 2.3(b). Zu sehen ist ferner, daß in dieser keine Einfachan-
regungen beitragen. Dieses ist eine direkte Folge aus Brillouins Theorem (siehe Abb. 2.2).
Eine wichtige Eigenschaft der Møller-Plesset-Sto¨rungstheorie ist die Gro¨ßenkonsistenz, d.h.
es gilt:
E(k)(N) = N · E(k)(1) (2.23)
fu¨r alle Ordnungen k, wenn N die Zahl der nicht wechselwirkenden Moleku¨le bezeichnet. Die-
ses zu zeigen ist auf algebraischem Wege relativ schwierig, wa¨hrend fu¨r den Beweis mit Hilfe
diagrammatischer Techniken die wichtigste Voraussetzung (wenngleich nicht bewiesen; siehe
hierzu Lit. [4]) angesprochen wurde: das Linked Cluster Theorem. Es zeigt sich na¨mlich, daß
Terme, die proportional zu N2 sind, durch unlinked Diagramme repra¨sentiert werden. Da in
k-ter Ordnung, so besagt das Linked Cluster Theorem, nur linked Diagramme auftreten, wird
das Skalierungsverhalten nur durch solche Diagrammtypen bestimmt. Da solche Diagramme
aber, wie man noch ferner zeigen kann, mit der Anzahl N der Teilchen skalieren, ist die Go¨ßen-
konsistenz der MP-Sto¨rentwicklung bewiesen.
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In praktischen quantenchemischen Anwendungen wird in der Regel die Møller-Plesset-
Sto¨rungstheorie bis zur vierten Ordnung benutzt (angegeben durch die Akronyme MP2, MP3
und MP4). Popula¨r sind diese Methoden insbesondere aufgrund der Tatsache, daß sie (na-
turgema¨ß) im Unterschied zu den Coupled-Cluster- oder CI-Verfahren nicht iterativ sind. Ein
Nachteil des Sto¨ransatzes liegt in der Beschreibung von hoch-korrelierten Systemen (z.B. Mo-
leku¨len mit Dreifachbindungen wie CO oder N2), d.h. wenn das Sto¨rpotential einen signifikanten
Beitrag im gesamten Elektronensystem hat. In diversen Fa¨llen kann es sogar passieren, daß die
Sto¨rreihe divergiert [8, 9, 10, 11]. Dieses wird im allgemeinen durch das Auftauchen von hoch
angeregten, nicht physikalischen, Zusta¨nden begru¨ndet, und es ist meist ratsam, nicht u¨ber das
MP2 Niveau, insbesondere bei der Berechnung von elektrischen Eigenschaften, hinauszugehen
[10]. Generell la¨ßt sich anfu¨hren, daß die Konvergenz der Sto¨rreihe angenommen werden kann,
wenn die A¨nderung in der Gesamtenergie gegenu¨ber den Absta¨nden der einzelnen Energienive-
aus klein ist [12].
2.3 Coupled-Cluster
2.3.1 Cluster Entwicklung
Anders als bei der Sto¨rungstheorie postulieren wir hier die explizite Form der Wellenfunktion
Ψ. Ist Φ eine beliebige (also nicht notwendigerweise die Hartree-Fock Wellenfunktion) Refe-
renzdeterminante, so kann man daraus alle Anregungen mit dem folgenden Ansatz erzeugen:




















Die Sta¨rke dieses Ansatzes liegt in der Tatsache, daß nach der Bestimmung der Amplituden
tab...ij... alle nicht-verknu¨pften n-fach-Anregungen erfaßt werden, was, wie noch weiter unten dis-
kutiert, einer Aufsummierung bestimmter Sto¨rdiagramme bis ins Unendliche entspricht. Mit
der Beschra¨nkung auf Tˆ = Tˆ2 zum Beispiel, entha¨lt die Cluster-Wellenfunktion nicht nur al-
le verknu¨pften Zweifachanregungen, sondern auch nicht-verknu¨pfte quadrupel-, hextupel-,. . .
Anregungen. Auf diese Weise lassen sich alle Korrelationseffekte solcher gekoppelten Paare
(Cluster) von Anregungen erfassen. In der Praxis wird Tˆ in der Regel aufgrund des hohen re-
chentechnischen Aufwandes fu¨r die Bestimmung der Amplituden durch Tˆ = Tˆ1+ Tˆ2 angena¨hert
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(Coupled-Cluster Singles and Doubles ∼= CCSD). Zur Ableitung der notwendigen Gleichungen
formt man die Schro¨dingergleichung um zu:
(Hˆ− E)eTˆΦ = 0 (2.28)
Nun erweist es sich als hilfreich, Gl.2.28 von links mit e−Tˆ zu multiplizieren und zur Bestimmung
von E und den Cluster-Amplituden tab...ij... von links die Gleichung auf den jeweiligen Unterraum,
gegeben durch Φ sowie allen notwendigen Anregungen Φab...ij... , zu projizieren. Mit e
−TˆEeTˆ = E
erha¨lt man dann:
〈Φ|e−Tˆ HˆeTˆ |Φ〉 = E (2.29)
〈Φab...ij... |e−Tˆ HˆeTˆ |Φ〉 = 0 (2.30)
wobei 2.30 die Bestimmungsgleichungen der Amplituden sind. Die Nichtlinearita¨t dieser Glei-
chungen macht ein iteratives Lo¨sungsverfahren notwendig. Gewo¨hnlich startet man dabei mit
den Amplituden aus der Sto¨rungstheorie.
Um nun die Gleichungen 2.29 und 2.30 in eine algebraische Form zu u¨berfu¨hren, benutzt
man die Campbell-Baker-Hausdorff Entwicklung [13]:
e−Tˆ HˆeTˆ = Hˆ + [Hˆ, Tˆ ] +
1
2!
[[Hˆ, Tˆ ], Tˆ ] + . . . (2.31)
Unter der Benutzung des Kontraktions-Theorems [4] oder der Slater-Condon Regeln [5] kann
man nun zeigen, daß die Reihe nach dem vierfach verschachtelten Kommutator abbricht. Das
Kontraktions-Theorem leistet noch ein zweites: es besagt, daß die Kontraktion CˆUˆ︸︷︷︸ = [Cˆ, Uˆ]
mit einem ’particle-hole’ Anregungsoperator Cˆ und einem beliebigen Ein- oder Zweiteilchenope-
rator Uˆ aus der Summe der verknu¨pften Fragmente des Operator-Produktes UˆCˆ gebildet wird.
Damit ist klar, da die Diagramme fu¨r Gleichung 2.29 geschlosssen sind, daß die Coupled-Cluster
Energie gro¨ßenkonsistent ist (unabha¨ngig von den Na¨herungen in Tˆ ).
Die Korrelationsenergie fu¨r die CCSD Methode, ausgehend von der Hartree-Fock Basis, ist
in Abbildung 2.4 angegeben.
+
Abbildung 2.4: Korrelationsenergie der Coupled-Cluster Singles und Doubles Methode (Hartree-
Fock Basis)
Dabei sind die Tˆ1 und Tˆ2 Operatoren durch fette schwarze Punkte bzw. Linien markiert.
Hierbei hat das erste Diagramm eine große A¨hnlichkeit mit der Darstellung fu¨r die MP2-
Korrelationsenergie aus Abb. 2.3(b). Tatsa¨chlich ist der Tˆ2-Beitrag zur Korrelationsenergie eine
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Summe aus bestimmten Sto¨rdiagrammen, die bis ins unendliche aufzusummieren sind, wie in
Abb. 2.5 verdeutlicht wird.
= + + + ...
Abbildung 2.5: Sto¨rentwicklung des 〈Φ|e−Tˆ2HˆeTˆ2|Φ〉 Beitrages zur Korrelationsenergie
Auf diese Weise la¨ßt sich die Coupled-Cluster Methode als eine natu¨rliche Erweiterung
der Vielteichen-Sto¨rungstheorie verstehen und mit Hilfe von sto¨rungstheoretischen Ansa¨tzen
analysieren. Ebenso lassen sich beide Methode miteinander kombinieren, so zum Beispiel beim
CCSD(T) Verfahren, bei dem die Ein- und Zweifachanregungsamplituden iterativ und die Drei-
fachanregungsamplituden nicht-iterativ, d.h. sto¨rungstheoretisch bestimmt werden [14, 15, 16].
Ferner kann man in der Coupled-Cluster Entwicklung bestimmte Diagrammtypen vernachla¨ssi-
gen, wie etwa bei den CC2, CC3,. . . Verfahren [17, 18].
2.3.2 Brueckner Orbitale
In Abschnitt 2.1 wurde gezeigt, daß es eine bestimmte Determinante gibt, bezeichnet als
Hartree-Fock Wellenfunktion, welche das Energiefunktional, gegeben in Gl.2.3, minimiert. Es
la¨ßt sich zeigen, daß die Variation des Funktionals zu der Bedingung fu¨hrt, daß die Einfachan-
regungen nicht mit dem Grundzustand koppeln, was als Brillouins Theorem bezeichnet wird
(siehe Gl.2.9). In Abschnitt 2.2 wurde dann gezeigt, daß die Hartree-Fock Energie der MP1
Energie entspricht. Man kann also formulieren, daß die Hartree-Fock Determinante diejenige
Determinante ist welche die MP1 Energie
∑
i ²i + 〈Φ|Vˆ|Φ〉 minimiert. Es stellt sich damit die
Frage: unter welchen Bedingungen ist die Variation des Energieerwartungswertes ho¨herer Ord-
nung stationa¨r [19]? Mit anderen Worten: gesucht sind jeweils diejenigen Orbitale, welche die
Energie einer gegebenen Ordnung minimieren. Fu¨hrt man dieses bis ins Unendliche fort, so
fu¨hrt dies zu der Brillouin-Brueckner Bedingung: [20, 21, 22, 19, 23]:
〈Φai |Ψ〉 = 〈Ψ|aˆ†i aˆa|Φ〉 = 0 (2.32)
Die Determinante, welche diese Bedingung erfu¨llt, bezeichnet man im allgemeinen als Brueckner
Determinante. Diese hat bei unendlicher Ordnung maximale U¨berlappung mit der wahren (full-
CI) Wellenfunktion [24]. In n-ter Ordnung gilt
〈Φai |Ψn〉 = 0 (2.33)
mit Ψn der Wellenfunktion n-ter Ordnung und die entsprechende Determinante Φ ist die Brueck-
ner Determinante n-ter Ordnung. Die Bedingung 2.33 sagt aus, daß keine Einfachanregungen
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in der Wellenfunktion der Ordnung n auftreten und ist damit eine natu¨rliche Erweiterung
von Brillouins Theorem (Gl.2.9), bezeichnet auch als verallgemeinertes Brillouins Theorem. In
die Coupled-Cluster Theorie wurden Brueckner Orbitale erstmals von Chiles und Dykstra [25]
eingefu¨hrt. Hier ist die Brillouin-Brueckner Bedingung 2.33 a¨quivalent zu der Anforderung
Tˆ1 = 0 (2.34)
d.h. die Einfachanregungsamplituden werden zu Null. Praktisch gesehen fu¨hrt diese Anforde-
rung zu Orbitalrotationen, so daß die Einfachanregungen in die Referenzdeterminante ’absor-
biert’ werden:
Φ′ ← eTˆ1Φ (2.35)
Da diese Operation in jedem Iterationsschritt durchgefu¨hrt werden muß, fu¨hrt dies generell zu
einem viel kostspieligeren Verfahren als bei gewo¨hnlichen Coupled-Cluster Methoden, da wie-
derholte Transformationen bestimmter Zweielektronenintegrale durchgefu¨hrt werden mu¨ssen.
Dennoch haben Handy und co-Autoren Ende der 80er Jahre die Theorie erneut untersucht [26]
und gezeigt, daß die BCCD (Brueckner Coupled-Cluster Doubles) Energie algebraisch gesehen
in fu¨nfter Ordnung der CCSD und QCISD Energie u¨berlegen ist. Ferner ist im Vergleich zu
CCSD die Implementierung der Brueckner Response-Gleichungen wesentlich einfacher, da alle
Einfachanregungsterme wegfallen [26, 27]. Eine effizientere Implementierung, bei der die Orbi-
tale und die Amplituden gleichzeitig konvergiert werden, stammt von Hampel, Peterson und
Werner [28]. Durch ein spezielles Extrapolationsverfahren konnte hier erreicht werden, daß die
Lo¨sung der BCCD Gleichungen nicht mehr Rechenaufwand erfordern als bei einer gewo¨hnlichen
CCSD Rechnung.
Die BCCD Gleichungen sind mit Ausnahme der Tˆ1-Gleichung 2.37 identisch mit den CCD
Gleichungen:
〈Φ|Hˆ|(1 + Tˆ2)|Φ〉 = E (2.36)
〈Φai |Hˆ|(1 + Tˆ2)|Φ〉 = 0 (2.37)
〈Φabij |Hˆ|(1 + Tˆ2 +
1
2
Tˆ 22 )|Φ〉 = tabijE (2.38)
Die Umformung von Gleichung 2.37 fu¨hrt zu der Definition eines effektiven (Brueckner) Hamilton-
Operators (oder einer verallgemeinerten Fock Matrix) [23, 29, 30]:


















wobei f durch Gl.2.4 gegeben ist. Die Diagonalisierung der F -Matrix (in jedem Iterationsschritt)
fu¨hrt zum Verschwinden der occ − vir Blo¨cke (F ai = 0) und damit automatisch zur Erfu¨llung
der Tˆ1-Gleichung (hierbei wird die F -Matrix aufgrund der nicht vorhandenen Hermizita¨t zuvor
symmetrisiert). Das entsprechende Brueckner Korrelationspotential (zweiter Ordnung) ist in
Abb.2.6 zu sehen [19]. Hierbei entsprechen die jeweiligen Diagramme jeweils den letzten drei






Abbildung 2.6: Brueckner Korrelationspotential (2.Ordnung)
Termen in Gleichung 2.39. Zu beachten ist, daß das erste Diagramm nicht gleich Null ist, weil
Brillouins Theorem (Gl.2.9) hier nicht erfu¨llt ist. Mit der Definition der Nicht-Diagonalblo¨cke
der effektiven Fock-Matrix ist das Brueckner Potential zur Genu¨ge definiert (siehe auch Ab-
schnitt 2.1). Es bleibt demnach wiederum die Frage, wie die Diagonalblo¨cke occ − occ und
vir − vir zu wa¨hlen sind, und ob die Diagonalelemente dann auf eine a¨hnliche Weise interpre-
tierbar sind wie die Orbitalenergien bei Hartree-Fock. Eine natu¨rliche Wahl fu¨r Fil und Fda wa¨re
die Ersetzung von a durch l bzw. i durch d in der obigen Matrix 2.39. Dies fu¨hrt im Falle der Fii
Diagonalelemente unter Vernachla¨ssigung des zweiten Terms zu dem (sto¨rungstheoretischen)
Ausdruck:












²j + ²k − ²i − ²b (2.40)
Es zeigt sich, daß der Ausdruck den Polen der Vielteilchen-Greens Funktion in zweiter Ordnung
entspricht [5, 31, 32] und damit eine sto¨rungstheoretische Fortsetzung zu Koopmans’ Theorem


















²j + ²k − ²i − ²b (2.41)
lassen sich die einzelnen Terme wie folgt interpretieren [31]: die erste Korrektur zu Koop-
mans’ Theorem, gegeben durch den zweiten Term in Gl.2.40 resultiert aus Zweifachanregungen
(i→ b, j → c) und taucht standardma¨ßig in der Sto¨rungstheorie zweiter Ordnung auf. Er la¨ßt
sich damit als Korrelationsbeitrag zum Ionisierungspotential interpretieren (man spricht auch
von einem Pair Removal Term). Dieser Beitrag fu¨hrt dazu, daß sich das N -Teilchensystem
gegenu¨ber dem (N − 1)-Teilchensystem stabilisiert, und ist darum immer negativ. Die bei-
den anderen Terme, gegeben in Gl.2.41 tauchen dagegen nicht in der Sto¨renetwicklung fu¨r
das N -Teilchensystem auf. Sie entsprechen jeweils Einfach- (j → b) bzw. Zweifachanregun-
gen (j → c, k → b) aus dem (N − 1)-Teilchensystem und werden als Orbital- bzw. Pair-
Relaxationsterm bezeichnet. Beide Terme fu¨hren im Gegensatz zur Paar-Korrelation zu einer
Stabilisierung des (N − 1)-Elektronensystems und sind damit immer positiv. Eine analoge Be-
trachtung la¨ßt sich auch mit den virtuellen Diagonalelementen anstellen.
Im Falle der full-CI Brueckner Orbitale werden nun alle Korrelations- und Relaxationsef-
fekte in der Diagonalen der Brueckner-Fock Matrix aufsummiert, und somit entsprechen die
damit erhaltenen Orbitalenergien den negativen Werten der jeweiligen Bindungsenergie der
Elektronen, was als verallgemeinertes Koopmans’ Theorem bezeichnet wird [19, 33, 34].
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Fu¨r die BCCD Methode la¨ßt sich auch, analog zu CCSD, eine sto¨rungstheoretische Dreifach-
anregungs-Korrektur formulieren, in der als Orbitalenergien die Diagonale der effektiven Fock-
Matrix verwendet werden. Eine Untersuchung der BCCD(T) Methode existiert von Scuseria
[29], jedoch unter Vernachla¨ssigung der Relaxationsbeitra¨ge in den Diagonalblo¨cken, was dazu
fu¨hrt, daß die Tˆ3 Korrektur kleiner ist als die alternative Korrektur von Handy [26], welcher
die gewo¨hnliche Hartree-Fock Matrix fu¨r die Diagonalblo¨cke verwendet.
Formal lassen sich Brueckner Orbitale ebenso wie Hartree-Fock Orbitale als Basis fu¨r eine
Sto¨rungstheorie verwenden (was sicherlich auf den ersten Blick mehr eine akademische als prak-
tikable Methode darstellt). Unter Benutzung des Korrelationspotentials in Abb. 2.6 und der
Diagonalelemente der effektiven Fock-Matrix fu¨hrt dies zu einer analogen Sto¨rentwicklung wie
bei dem Hartree-Fock basierten Verfahren. Der erste Unterschied bezu¨glich der Entwicklung
von ∆E tritt in zweiter Ordnung auf (was eine direkte Folge von Brillouins Theorem ist). Dies
ist in Abb.2.7 veranschaulicht:
X
X
Abbildung 2.7: Korrelationsenergie 2ter Ordnung (allgemeine Basis)
Auf einer solchen Entwicklung basiert der Coupled-Cluster Erwartungswertansatz, bei wel-




Die in den vorangestellten Kapiteln beschriebenen Verfahren zur Lo¨sung der Schro¨dingerglei-
chung basierten alle auf Na¨herungen fu¨r die Wellenfunktion. Wenngleich (unter bestimmten
Voraussetzungen) im Falle der Sto¨rungstheorie oder des Coupled-Cluster Verfahrens durch die
Wahl selbiger der Anteil der Elektronenkorrelation immer besser erfaßt werden kann, ist dieses
in der Praxis aufgrund des hohen rechentechnischen Aufwandes nur fu¨r kleine Elektronensyste-
me noch mo¨glich. Der letztliche Grund hierfu¨r liegt in der Fu¨lle der Information, die bei den
Wellenfunktionsmethoden verarbeitet werden muß. Nun zeigt es sich, daß die Wellenfunktion
von ungleich mehr Variablen (3 ·N(ra¨umliche Elektronenkoordinaten) + N(Spinkoordinaten))
abha¨ngt als die Energie (6 Koordinaten), und es kommt die Frage auf, ob u¨berhaupt die ganze
Information der Wellenfunktion beno¨tigt wird, um den Grundzustand des Vielteilchensystems
zu beschreiben. Eine interessante alternative Gro¨ße wa¨re etwa die Elektronendichte, da sie, im
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Gegensatz zur Wellenfunktion, eine direkt meßbare und daher intuitiv eher zuga¨ngliche Gro¨ße





|Ψ(x1,x2, . . . )|2dσ1dx2 . . . dxN (2.42)
mit x = (r, σ) (σ:Spinkoordinate).
Daß der Grundzustand tatsa¨chlich nur durch die Elektronendichte beschrieben werden kann,
gewa¨hrleistet das von Hohenberg und Kohn 1964 aufgestellte Theorem [35]:
Hohenberg-Kohn Theorem 1 Die Grundzustandsdichte bestimmt eindeutig das a¨ußere Po-
tential
Dies ist intuitiv versta¨ndlich, da die Elektronendichte an den Kernorten Maxima aufweist und
außerdem gilt: ∫
ρ(r)dr = N (2.43)
womit das a¨ußere Potential (d.h. das Potential der Kerne) hinreichend bestimmt werden kann.
Kennt man das a¨ußere Potential, d.h. die systemabha¨ngige Komponente des Hamiltonoperators,
so kann man die (Grundzustands-) Energie als Funktional der Dichte hinschreiben:
E0[ρ0] = T [ρ0] + Vee[ρ0] +
∫
ρ0(r)VNedr (2.44)
mit T [ρ] der kinetischen Energie, Vee[ρ] der Elektron-Elektron Wechselwirkung und VNe der
Kern-ElektronWechselwirkung (a¨ußeres Potential). Die Elektron-ElektronWechselwirkung um-








Eine Schwierigkeit bleibt jedoch noch zu u¨berwinden: wie findet man die Elektronendichte des
Grundzustandes? Eine formelle Vorschrift hierfu¨r liefert das zweite Theorem von Hohenberg
und Kohn:
Hohenberg-Kohn Theorem 2 Das Funktional FHK[ρ] = T [ρ]+Vee[ρ] = 〈Ψ|Tˆ+Vˆee|Ψ〉 liefert
die niedrigste Energie aus der echten Grundzustandsdichte ρ0 und zwar nur aus dieser
Dieses entspricht dem Variationsprinzip, d.h. eine Test-Elektronendichte liefert eine obere Gren-
ze fu¨r die Grundzustandsenergie:
E0 ≤ E[ρTest] = T [ρTest] + Vee[ρTest] + VNe[ρTest] (2.46)
wobei ρTest ≥ 0 und ∫ ρ(r)dr = N . Die Elektronendichte muß hierbei zwei Anforderungen
erfu¨llen:
• ρ muß Vext-repra¨sentativ sein, d.h. sie ist mit einer antisymmetrischen Wellenfunktion
und einem Hamilton Operator mit a¨ußerem Potential verknu¨pft
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• ρ muß N -repra¨sentativ sein, d.h. es gilt: ρ(r) ≥ 0, ∫ ρ(r)dr = N und ∫ |∇ρ(r)1/2|2dr <∞
Wa¨hrend unklar ist, welche Anforderungen die erste Bedingung stellt, ist letzere Bedingung
im Falle von Wellenfunktions-basierenden Implementierungen immer gegeben. Prinzipiell la¨ßt
sich damit Gleichung 2.42 umkehren, d.h. man kann aus der Grundzsustandsdichte die Wellen-
funktion gewinnen. Praktisch mu¨ßte man hierfu¨r jedoch alle Wellenfunktionen finden, die die
Dichte ρ0 ergeben, wobei die Wellenfunktion mit der niedrigsten Energie der Grundzustands-
wellenfunktion Ψ0 entspricht.
Die Frage ist nun, was man mit den Hohenberg-Kohn Theoremen anfangen kann. Sie sagen
zwar aus, daß man E0 aus ρ0 gewinnen kann und wie das ρ0 zu finden ist, aber sie liefern keinen
Hinweis darauf, wie das Funktional dafu¨r aussieht. Die Kenntnis des exakten Funktionals ist
aber wiederum eine Voraussetzung fu¨r das zweite Hohenberg-Kohn Theorem, fu¨r gena¨herte
FHK[ρ] ist die Energie nicht mehr variationell, d.h. sie liefert nicht mehr unbedingt eine obere
Schranke zu E0. Nun kann man ausgehend von
F [ρ] = T [ρ] + J [ρ] + Vn.k.[ρ] (2.47)
Na¨herungen fu¨r den ersten und den dritten Term auf der rechten Seite aufstellen. Letzterer
entha¨lt alle nichtklassischen Elektron-Elektron Wechselwirkungen wie die Selbst-Wechselwir-
kung, Austauschwechselwirkung und Elektronenkorrelation. Ein Beispiel fu¨r einen solchen An-
satz ist das Thomas-Fermi Modell (siehe z.B. Lit. [36]), jedoch liefert dieses nur qualitativ
brauchbare Werte. Der Grund hierfu¨r liegt insbesondere in der Modellierung der kinetischen
Energie, welche mit den gro¨ßten Beitrag zur Gesamtenergie liefert. Um also ein genaueres Ve-
fahren zu erreichen, ist es erforderlich, die kinetische Energie auf eine ga¨nzlich andere Art und
Weise zu handhaben.
Kohn und Sham [37] fu¨hrten die Idee einer Determinanten-Wellenfunktion fu¨r N nichtwech-
selwirkende Elektronen in N Orbitalen φi ein. Fu¨r ein solches System ist die kinetische Energie











Die Elektronen bewegen sich in einem lokalen effektiven Potential vs(r), das so zu wa¨hlen ist,
daß Gleichung 2.49 erfu¨llt ist. Analog zu Hartree-Fock (siehe Gleichung 2.4) werden die Orbitale
bestimmt durch die Gleichung
[−1
2
∇2 + vs(r)]φi = fˆKSφi = ²iφi (2.50)
Die Energie des Systems kann dann ermittelt werden durch




ρ(r)dr+ Exc[ρ] = Ts[ρ] + VNe[ρ] + J [ρ] + Exc[ρ] (2.51)
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In dieser Gleichung sind nun im Gegensatz zu Gleichung 2.47 alle Terme auf der rechten Sei-
te mit Ausnahme des letzten (Exc[ρ]) bekannt. Dieser entspricht der sogenannten Austausch-
Korrelations Energie (XC-Energie), welcher die Austausch- und Korrelationswechselwirkungen
des nichtwechselwirkenden Quasiteilchensystems beschreibt, ferner einem Beitrag der kineti-
schen Energie, da Ts[ρ] nur ungefa¨hr T [ρ] ist. Der große Vorteil des Ansatzes von Kohn und
Sham ist, daß mit Exc[ρ] ein nur kleiner Beitrag zur Gesamtenergie modelliert werden muß. Die
Kohn-Sham Gleichungen 2.50 werden mit 2.51 zu
[−1
2










dem Austausch-Korrelations Potential (XC-Potential). In dieser Form manifestiert sich der
Unterschied zu Hartree-Fock durch die Ersetzung des nichtlokalen Austauschpotentials durch
ein lokales Austausch-Korrelations Potential. Ist letzteres bekannt, so kann man durch itera-
tives Lo¨sen der Gleichungen 2.52 die Kohn-Sham Orbitale und damit u¨ber Gl.2.49 die exakte
Grundzustandsdichte ermitteln. Allerdings ist man ebenso wie im Falle der XC-Energie auf
Na¨herungen von vxc angewiesen. Man ko¨nnte darum behaupten, es handele sich um ein se-
miempirisches Verfahren, da das exakte XC-Potential mo¨glicherweise niemals gefunden werden
kann. Glu¨cklicherweise zeigt es sich, daß das exakte XC-Potential eine Reihe von moleku¨l-
unabha¨ngigen Eigenschaften besitzt, die bei einer Modellierung helfen ko¨nnen (gleiches gilt fu¨r
Exc). Es kann ferner mit Hilfe von Dichten aus genauen ab-initio Rechnungen die genaue Form
des XC-Potentials fu¨r ein einzelnes Moleku¨l bestimmt werden, so daß man gena¨hrte Funktionale
vxc[ρ] damit vergleichen und gegebenenfalls verbessern kann.
2.4.2 Austausch-Korrelations Potential
Das Austausch-Korrelations-Potential vxc aus Gl.2.52 ist eine Schlu¨sselgro¨ße fu¨r die Bestim-
mung der Orbitale und Orbitalenergien und damit aller elektronischen Eigenschaften des Viel-
teilchensystems. Da das exakte vxc jedoch nicht bekannt ist, muß man Na¨herungen fu¨r dieses
finden, und hierbei ist es hilfreich, einige exakte Relationen zu betrachten. Dabei ist insbesonde-
re das asymptotische Verhalten fu¨r r →∞ interessant, da dieses die Dichte im langreichweitigen
Bereich bestimmt, was wiederum von Wichtigkeit ist fu¨r die Berechnung von Polarisierbarkeiten
und intermolekularen Wechselwirkungsbeitra¨gen.
Ein wichtiger Punkt, welcher bereits in Abschnitt 2.1 angesprochen wurde, ist die sogennante
Selbst-Wechselwirkung, d.h. die Wechselwirkung eines Elektrons mit sich selbst. Im Hartree-
Fock Potential wird diese durch den Coulomb-Term hervorgerufene Wechselwirkung genau
durch das ’exakte’ nichtlokale Austauschpotential aufgehoben. Dieses hat im langreichweitigen
Bereich ein Verhalten von −1/r [38, 39, 40, 41, 42], so daß ein dem Moleku¨l weggenommenes
Elektron die richtige Nettoladung Z−N +1 spu¨rt (mit Z der Kernladung). Almbladh und von
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mit p = 4 fu¨r einen nichtentarteten spin-unpolarisierten Grundzustand (sonst p = 3; siehe auch
Sahni et al. [44, 45, 46, 47]). Teilt man das Austausch-Korrelationspotential gema¨ß
vxc(r) = vx(r) + vc(r) (2.55)
in einen Austausch- und einen Korrelationsanteil auf, so gilt fu¨r den Fall, daß dasN -Elektronensystem

















+ · · · (2.57)
mit Q und R Dichte-Multipolmomenten, α der Polarisierbarkeit des (N − 1) Ions, κ20/2 dem
Ionisierungspotential und χ ist ein Erwartungswert des N −1 Systems (siehe Quian et al. [45]).
Im Falle eines nichtentarteten N - und N − 1-Systems fa¨llt der zweite Term in Gl.2.56 weg






. Diese Relation besta¨tigt die empirische Vermutung, daß
die Elektronenkorrelation im Vergleich zur Austauschwechselwirkung eher ein kurzreichweitiger
Effekt ist. Eine numerische Besta¨tigung des asymptotischen Verhaltens von vc ist von Umrigar
und Gonze fu¨r die isoelektronische Helium-Reihe gefunden worden [48]. Es zeigt sich aller-
dings, daß sehr genaue Elektronendichten fu¨r die Bestimmung von vc vonno¨ten sind, um dieses
Verhalten beobachten zu ko¨nnen [49]. Insbesondere die Verwendung von Gauß-Basissa¨tzen zur
Konstruktion der Dichte, und damit des Potentials, fu¨hrt in den asymptotischen Bereichen zu
Darstellungen von vxc bzw. vc , welche nicht dem wahren Verhalten entsprechen [50, 51].
Fu¨r das Kohn-Sham Potential vs folgt aus 2.52 und 2.56










mit Zeff = Z −N +1. Die spha¨rische Symmetrie des fu¨hrenden Terms fu¨hrt dazu, daß jede Ei-
genfunktion der Kohn-Sham Gleichung 2.50 ebenfalls diese Eigenschaft besitzt. Nach Almbladh







√−2²i, βi = Zeff/κi − 1 (2.60)
wobei ²i der zu φi zugeho¨rige Eigenwert ist und Ni eine Normierungskonstante. Der Eigenwert
²0 des ho¨chsten besetzten Orbitals entspricht dem negativen exakten Ionisierungspotential I
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Von dieser Relation ausgehend kann man das asymptotische Verhalten von vxc fu¨r r → 0
bestimmen. Fu¨r jede Go¨ße F (r) in einem elektronischen System, welche schneller abfa¨llt als
1/r, und deren Gradient schneller abfa¨llt als 1/r2, kann der Wert am Kern (Cusp) z.B. aus dem
folgenden Ausdruck berechnet werden [52]:




(siehe auch Gl.3-6 in Lit.[52]). Liu et al. haben mit dieser Relation das Austausch-Korrelations-
potential am Kern fu¨r eine Reihe von neutralen geschlossenschaligen Atomen berechnet und
gefunden, daß die Werte jeweils nahe bei der negativen Kernladung Z sind. Nimmt man an,
daß am Kern der wichtigste Beitrag durch das 1s-Orbital gegeben ist, mit φ1s ≈ (ρ/2)1/2,
und benutzt ferner die am Kern exakte Beziehung ρ(r) = N exp(−2Zr), so kann man das
Austausch-Korrelationspotential am Kern na¨herungsweise hinschreiben als








Auswertungen dieses Ausdruckes und Vergleiche mit den exakteren Werten aus 2.63 haben
eine gute U¨bereinstimmung gezeigt [52], so daß man die Gleichung als grobe Abscha¨tzung fu¨r
das Kernverhalten von vxc benutzen kann. Von Wichtigkeit ist das nahe am Kern vorliegende
Verhalten insbesondere fu¨r die Berechnung von Kernabschirmungskonstanten [53].
Neben weiteren anderen exakten Relationen und Schranken fu¨r das Austausch-Korrelations-
potential [54, 55, 56] ist insbesondere die atomare Schalenstruktur von Interesse. Es zeigt
sich na¨mlich, daß das Austausch-Korrelationspotential zwischen den Stellen, wo der Gradient
der Elektronendichte ein Maximum aufweist (welche man bei Atomen den einzelnen Schalen
zuweisen kann), eine Erhebung aufweist, dem sogenannten Intershell-Peak [57, 58, 56]. Van
Leeuwen et al. haben diese Schalenstruktur durch das Aufteilen von vxc in einen kurz- und
einen langreichweitigen Term untersucht [59]. Der langreichweitige Term vxc,screen (oder vSlater)
ist hier das langreichweitige Coulomb-Potential des u¨ber die Kopplungskonstante integrier-
ten Austausch-Korrelationsloches, welches die Abschirmung der Zweiteilchenwechselwirkungen
durch Austauschkorrelationseffekte beschreibt. Der kurzreichweitige Teil vrespxc,screen beschreibt
die Empfindlichkeit dieser Austausch-Korrelations Abschirmung bezu¨glich Dichte-Variationen
und fa¨llt na¨herungsweise proportional zu 1/r4 ab [54]. Charakteristisch fu¨r diesen zweiten Teil
ist eine Stufenstruktur, welche die atomaren Schalengrenzen kennzeichnet. In Abb.2.8 ist diese
Aufteilung fu¨r das Austauschpotential von Neon veranschaulicht.
Die meisten zur Zeit ga¨ngigen gena¨herten Austausch-Korrelationspotentiale (zum gro¨ßten
Teil definiert durch die Funktionalableitung des zugrunde liegenden Energiefunktionals) besit-
zen nicht die oben beschriebenen Eigenschaften des exakten Potentials. Ein Grund hierfu¨r ist,
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Abbildung 2.8: Austausch-Potential von Neon und seine Komponenten
daß die meisten Funktionale lediglich Funktionen von ρ und ∇ρ sind und zumeist fu¨r große
r exponentiell abfallen. Van Leeuwen und Baerends haben gezeigt, daß es keine Mo¨glichkeit
gibt, ein gradientenkorriegiertes Funktional zu entwickeln, welches sowohl die exakte Asym-
ptotik −1/2r fu¨r die XC-Energiedichte, als auch die exakte Asymptotik −1/r fu¨r das XC-
Potential besitzt [57]. Zum Beispiel fa¨llt das Becke88-Austauschpotential [60], welchem ein
asymptotisch exaktes Energiefunktional zugrunde liegt, ab wie −1/r2. Ist man hingegen bemu¨ht
aus ρ und ∇ρ ein Funktional mit exakter Asymptotik fu¨r das Potential zu entwickeln (z.B.
F [ρ,∇ρ] = −1
4
|∇ρ|/ρ4/3) so ist die Energiedichte im Unendlichen eine Konstante und produ-
ziert stark inkorrekte Gesamtenergien. Diese Schwierigkeiten ko¨nnen durch das Hinzunehmen
des Laplacians ∇2ρ in das Funktional [61, 62] u¨berwunden werden, jedoch zeigt sich bei der
praktischen, auf Gauß-Basissa¨tzen beruhenden Implementation, daß dies zu großen numeri-
schen Problemen fu¨hrt, insbesondere wenn kleine Basissa¨tze verwendet werden [61, 63]. Hinzu
kommt ein ho¨herer rechnerischer Aufwand bei der numerischen Integration, weil die zweiten
Ableitungen der Basisfunktionen an den Gitter-Punkten beno¨tigt werden.
Ein weiteres, etwas subtileres Problem, ist die Tatsache, daß das exakte Austausch-Korrela-
tionspotential einen Sprung macht, wenn die Zahl der Elektronen um eine ganze Zahl ansteigt.
Dieses Pha¨nomen ist bekannt als Derivative Discontinuity und wurde von Perdew et al. in
einem DFT-Formalismus mit gebrochenen Elektronenzahlen entdeckt [64]. Dagegen sind alle
gegenwa¨rtig ga¨ngigen Potentiale bei Variationen der Elektronenzahl kontinuierlich, und dies
hat nach Tozer und Handy zur Folge, daß das Potential im Unendlichen nicht verschwindet,
sondern gegen die Konstante I + ²max la¨uft [65].
Die Tatsache, daß Austausch-Korrelationspotentiale, die als Ableitung von modellierten
Energie-Funktionalen definiert sind, ha¨ufig nur schlechte Na¨herungen fu¨r das exakte Potential
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sind, beruht auf der Art der Modellierung des Energie-Funktionales selbst. Ha¨ufig werden hierzu
fu¨r einen bestimmten Satz von Moleku¨len thermodynamische (und damit integrierte) Gro¨ßen
angepaßt was zu großen lokalen Fehlern im Funktional und damit im Potential fu¨hren kann,
welche sich jedoch wegen der Integration nicht bemerkbar machen. Durch Erweiterung des Fit-
Satzes sowie der Anpassung an ab-initio determinierte Potentiale lassen sich diese Fehler ein
Stu¨ck weit beheben [66, 53].
Die direkte Modellierung des Austausch-Korrelationspotentials umgeht diese Probleme, frei-
lich mit dem Nachteil, daß das zugrunde liegende Energiefunktional nicht oder nur na¨herungs-
weise bekannt ist (siehe [56] oder [67] fu¨r eine Bestimmung von Exc[ρ] aus vxc([ρ, r])). Um das
exakte langreichweitige Verhalten von vxc zu modellieren, haben van Leeuwen und Baerends








dem dimensionslosen Gradienten der Dichte. Diese Form des Potentials skaliert wie ein exaktes
Austausch-Potential [68]:
vxc([ρλ]; r) = λvxc([ρ];λr) (2.67)
mit ρλ(r) = λ
3ρ(rλ). Bei Systemen mit kleinen Dichtevariationen (x ≈ 0) muß die Funktion
f(x) ebenfalls klein sein, im Idealfall f(0) = 0. Im asymptotischen Bereich (r → ∞) muß auf





(x→∞) ⇒ vxc(r) ∼ −1
r
(r →∞) (2.68)
Um beide Bedingungen zu erfu¨llen, haben van Leeuwen und Baerends die folgende Form fu¨r
f(x) gewa¨hlt, welche identisch ist mit der des Becke88 Austauschfunktionals:
f(x) = −β x
2
1 + 3βx asinh(x)
(2.69)
mit der Konstanten β = 0.05, welche durch Vergleiche mit dem exakten Austausch-Korrelations-
potential von Beryllium angepaßt wurde. Das so gewonnene Austausch-Korrelationspotential
(vLB94xc ) liefert bereits akkurate HOMO-Eigenwerte und radiale Momente fu¨r eine Reihe von Ato-
men der ersten, zweiten und achten Hauptgruppe [57]. Im Innerschalenbereich u¨bertreibt das
Modellpotential jedoch die Austausch-Korrelation und reproduziert auch nicht den Intershell-
Peak. Dieses hat zur Folge, daß die Energien der besetzten Orbitale zu tief liegen und infolge
dessen Response-Eigenschaften wie Polarisierbarkeiten meist zu klein sind [69]. Es ist darum
notwendig, ein Modellpotential zu entwickeln, welches auch im Kernbereich den Verlauf des
exakten Austausch-Korrelationspotentials besser reproduziert. Dieses wird zumeist durch eine
Aufteilung des Potentials in einen kurzreichweitigen und einen langreichweitigen Bereich sowie
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einer Interpolation zwischen beiden Gebieten bewerkstelligt [65, 70, 71, 72]. Als Kern- oder
Bulk-Potential kann man zum Beispiel das Potential aus der Funktionalableitung von GGA-
Funktionalen verwenden [65, 72], wobei das innere oder das a¨ußere Potential um den Betrag
I + ²max zu shiften ist (s.o.):
vxc(r) = (1− f(r))(vbulkxc (r)− I − ²homo) + f(r)vasympxc (r) (2.70)
wobei f(r) eine Interpolationsfunktion mit den folgenden Eigenschaften ist:
f(r) =
{
0 fu¨r r→ 0
1 fu¨r r→∞ (2.71)
Um die Stufenstruktur von vxc modellieren zu ko¨nnen benutzen Gritsenko, Leeuwen und Bae-









wobei die Konstante K etwa durch Vergleiche mit exakten Potentialen oder anderen Daten
bestimmt werden kann [56, 74]. Als Abschirmungspotential kann man zum Beispiel das LB94-
Potential benutzen, so daß das Modellpotential vGLBxc , benannt nach den Autoren, die folgende
Form hat:










Dieses Modellpotential besitzt die richtige langreichweitige Asymptotik und reproduziert zu-
gleich die atomare Schalenstruktur. Im Falle des Neon Atoms findet man jedoch eine U¨ber-
treibung der Austausch-Korrelation bei mittelgroßen Absta¨nden und der Intershell-Peak ist
gegenu¨ber dem des exakten Potentials leicht versetzt. Um die Schwa¨chen von vLB94xc im kurz-
reichweitigen Bereich und vGLBxc im mittelgroßen Bereich zu beheben, benutzen Gritsenko et
al. eine Interpolation der Form von Gl.2.70, basierend auf einer statistischen Mittelung der
Orbitalanteile an der Gesamtdichte im inneren und a¨ußeren Bereich [70, 75]. Das so gewon-
nene Modellpotential vSAOPxc (Statistical Average of different Orbital model Potentials) liefert
wesentlich bessere Anregungsenergien und Polarisierbarkeiten als jeweils vLB94xc und v
GLB
xc (in
der TDDFT/ALDA Na¨herung) [74].
Eine wesentliche Bedingung fu¨r die Konstruktion von noch besseren Na¨herungen fu¨r das
Austausch-Korrelationspotential ist das Vorhandensein von genauen Vergleichspotentialen. Da
das Kohn-Sham Potential vs (bis auf eine additive Konstante) eindeutig durch die Elektronen-
dichte determiniert ist, muß es prinzipiell mo¨glich sein, aus akkuraten Dichten (welche etwa
aus ab-initio Rechnungen erhalten werden ko¨nnen) vs und damit vxc zu bestimmen. Im Falle
eines Zweielektronensystems kann dieses Problem auf eine direkte Weise gelo¨st werden, da die
Orbitaldichte |φ|2 des einzigen doppelt besetzten Kohn-Sham Orbitals mit der Elektronendichte
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′ − vext(r) (2.74)
Im Falle von Systemen mit mehr als zwei Elektronen mu¨ssen Na¨herungsverfahren angewendet
werden, welche zumeist durch einen iterativen Prozeß ein angena¨hertes Potential mit dem Ziel-
potential verku¨pfen. Hierauf beruht zum Beispiel die Methode von Go¨rling [78], Shipper et al.
[50] oder von Wang und Parr [79] bzw. van Leeuwen und Baerends [57, 80]. Die Methode der





wobei ve der elektronische Anteil des Kohn-Sham Potentials ist. Die Iteration stoppt, sobald
die Differenz |ρn(r) − ρexakt(r)| zwischen der Dichte des Vergleichspotentials vne (r) und der
exakten Dichte eine bestimmte Schwelle nicht u¨berschreitet. Durch Modifikationen dieser Pro-
zedur [81, 79, 56] la¨ßt sich die Konvergenz noch verbessern. Eine vo¨llig andere Methode zur
Bestimmung von vxc existiert von Zhao et al. [82, 83]. Diese beruht darauf, daß von allen Slater
Determinanten, welche eine gegebene Dichte liefern, die Kohn-Sham Determinante diejenige






|r1 − r2| dr1dr2 = 0 (2.76)














φi(r) = ²iφi(r) (2.77)
mit dem Coulomb-Potential vJ und dem Lagrange-Multiplikator λ. Das so gewonnene Glei-
chungssystem ist bewußt wie die Kohn-Sham Gleichungen konstruiert worden. Dabei dient der
Fermi-Amaldi Term − 1
N
vJ der Konvergenzverbesserung und der Parameter λ muß im Idealfall
unendlich groß werden, so daß am Schluß das Austausch-Korrelations Potential gegeben ist
durch:








In der Praxis zeigt es sich jedoch, daß das Verfahren ab einer gewissen Gro¨ße von λ numerisch
unstabil wird. Daher benutzt man in der Regel endliche Werte von λ und bestimmt vxc durch
Extrapolation [84] oder durch Fitten des zweiten Terms in Gl.2.78 an eine Potenzreihe von λ
[84, 85]. Ha¨ufig benutzt man auch einfach einen endlich großen Wert, z.B. λ = 900 [84, 86].
Die (na¨hrungsweise) praktische Bestimmung des exakten lokalen Austauschpotentials ist be-
reits eine ga¨ngige Methode zur Selbstwechselwirkungsenergie-Korrektur (SIC: Self Interaction
Correction) und wird in der Literatur ha¨ufig unter dem Akronym OPM (Optimized Potential
Method) angetroffen [87, 88, 89, 90]. Eine Prozedur, welche die genaue Bestimmung von vx
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aus dem nichtlokalen Austauschpotential ermo¨glicht, wurde von Go¨rling entwickelt und wird
mit der Abku¨rzung EXX (Exact Exchange Kohn-Sham) bezeichnet [91]. Jedoch muß hierzu die
Kohn-Sham Response-Funktion gebildet werden, was fu¨r praktische Anwendungen rechnerisch
zu aufwendig ist. Dieser Schritt kann allerdings in der Na¨herung von Krieger, Li und Iafrate
vermieden werden (KLI) [92]. Ein wesentlich effizienterer Exakter-Austausch Formalismus exi-
stiert von Della Sala und Go¨rling [40, 41, 42]. Dieser basiert auf der Annahme, daß die HF- und
die Austausch-KS-Determinante identisch sind und damit gleichzeitig Eigenfunktionen der HF-
Gleichungen und der Austausch-KS-Gleichungen sind. Diese Annahme fu¨hrt zu der folgenden








′√kijcijφHFi (r)φHFj (r) (2.79)
mit kij = 2 fu¨r j 6= j und kij = 1 fu¨r i = j und
cij =
√
kij〈φHFi |vˆx − vˆNLx |φHFj 〉 (2.80)
(der Strich an dem Summenzeichen in Gl.2.79 gibt an, daß der Fall i = j =HOMO ausgeschlos-
sen ist). Die Koeffizienten cij ko¨nnen durch Umformung von Gl.2.79 als Eigenvektoren eines
N(N+1)/2−1 Gleichungssystems ermittelt werden [40]. Die φHF sind hierbei die Hartree-Fock
Orbitale und vNLx ist das nichtlokale Austauschpotential. Das Slater-Potential in der oberen
Gleichung kann aus der folgenden Relation bestimmt werden:











d.h. man beno¨tigt das elektrostatische Potential der U¨berlappungs-Dichte aller Produkte zwi-
schen den besetzten Orbitalen an jedem Gitter-Punkt. Um den rechnerischen Aufwand hierfu¨r
zu verringern, kann man im nahen Kernbereich das Slater-Potential durch die Atom-Basisfunk-
tionen mit Hilfe der Resolution der Identita¨t ausdru¨cken [40]. Das obige Schema wird als Trans-
formation Local Hartree-Fock (TLHF) bezeichnet. Eine verwandte Prozedur zur Konstruktion
des exakten Austauschpotentials benutzt lokale Skalierungs-Transformationen [93]. Ein inter-
essanter Aspekt ist, daß man die KLI-Na¨herung erha¨lt, wenn man in dem Korrekturterm in
Gl.2.79 alle Terme mit i 6= j vernachla¨ssigt. Ein Vergleich der aus dem lokalen Austausch-
potential generierten KS-Orbitalen und den Hartree-Fock Orbitalen durch Bestimmung der
Determinanten-U¨berlappung zeigt, daß die anfa¨ngliche Annahme der Gleichheit zwischen bei-
den Determinanten gerechtfertigt ist [40]. Im Unterschied zu Hartree-Fock liefert aber die Lokale
Hartree-Fock Methode (LHF) eine wesentlich bessere Beschreibung der virtuellen Zusta¨nde und
sollte damit besser fu¨r die Bestimmung von Response-Gro¨ßen geeignet sein, als die Hartree-Fock
Methode.
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2.5 Ein Zoo von Orbitalen
In den vorangegangenen Abschnitten wurden zwei Arten von korrelierten Einteilchenwellen-
funktionen pra¨sentiert, namentlich Brueckner Orbitale und Kohn-Sham Orbitale, welche aus
formal vo¨llig unterschiedlichen Ansa¨tzen zur Lo¨sung der Schro¨dingergleichung entsprungen sind.
Dennoch lassen sich einige Gemeinsamkeiten zwischen beiden Funktionen finden. Zum Beispiel
wurde gezeigt, daß die Eigenwerte der effektiven Brueckner-Fock Matrix (siehe Gl.2.39) im Falle
unendlicher Ordnung die exakten negativen Ionisierungspotentiale des Systems liefern, wa¨hrend
die Energie des ho¨chsten besetzten Kohn-Sham Orbitals die exakte negative Ionisierungsenergie
liefert (die tiefer liegenden Kohn-Sham Eigenwerte lassen sich als gute Na¨herungen der verti-
kalen Ionisierungspotentiale interpretieren [94]). Ferner liefern die Quadrate u¨ber die besetzten
Kohn-Sham Orbitale die exakte Grundzustandsdichte des Systems, wa¨hrend die Quadrate u¨ber
die Brueckner Orbitale eine gute Na¨herung der Elektronendichte liefern [95, 96]. Eine wichtige
Anwendung von Brueckner Orbitalen ist die Behandlung von Systemen, in denen es zu artefak-
tischen, symmetriebrechenden Orbital-Instabilita¨ten kommt, was dazu fu¨hrt, daß die gena¨herte
Wellenfunktion es nicht vermag, die Spin- oder Raum-Symmetrie der exakten Wellenfunktion
zu repra¨sentieren [97, 98]. Solche Instabilita¨ten kommen in SCF-artigen Wellenfunktionen vor
und sind ein Resultat der Konkurrenz zwischen verschiedenen Valenz-Bond-artigen Lo¨sungen
der Hartree-Fock Gleichungen. Eine Untersuchung von Sherill et al. hat gezeigt, daß Kohn-
Sham Orbitale aus gena¨herten Funktionalen in den meisten Fa¨llen ebenfalls die Symmetrie
erhalten (einzig Funktionale mit einer starken Beimischung nichtlokalen Austauschs lieferten
Symmetrie-gebrochene Lo¨sungen) [99].
Eine erste etwas weitergehende Analyse der Vergleichbarkeit zwischen Brueckner- und Kohn-
Sham-Orbitalen la¨ßt sich mit Hilfe des Austausch-Korrelationsloches machen. Um dieses zu
definieren braucht man die Paardichte:




|Ψ(x1,x2, . . . ,xN)|2dx3 . . .xN (2.82)
Diese gibt an, wie groß die Wahrscheinlichkeit ist, daß sich simultan zwei Elektronen mit Spin σ1
und σ2 in den zwei Volumenelementen dr1 und dr2 aufhalten, wa¨hrend die restlichen N−2 Elek-
tronen beliebig im Raum verteilt sind. Diese Gro¨ße entha¨lt damit alle Informationen u¨ber die
Elektronenkorrelation in dem System (analog zur Elektronendichte und der Einelektronendich-
tematrix ist die Paardichte die Diagonale u¨ber die Zweiteilchendichtematrix). Das Austausch-





Der erste Term auf der rechten Seite gibt an, wie groß die Wahrscheinlichkeit ist, ein Elektron
in dx2 zu finden, wa¨hrend sich ein anderes in dx1 aufha¨lt. Die Differenz dieses Termes mit
der unkorrelierten Wahrscheinlichkeit, daß ein Elektron in dx2 steckt, beschreibt damit eine
negative Aufenthaltswahrscheinlichkeit (ein Loch) um das Elektron in dx1 (die Integration von
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hxc(x1;x2) u¨ber dx2 ergibt -1 Elektron). Das Konzept des Austauschkorrelationsloches ist in der
Dichtefunktionaltheorie von großer Bedeutung, da viele ga¨ngigen Funktionale konstruiert sind,
um hxc zu modellieren. Nach Spinintegration kann man nun hxc formal in einen Austausch-
(Fermi-Loch) und einen Korrelationsanteil (Coulomb-Loch) aufspalten:
hxc(r1; r2) = h
σ1=σ2
x (r1; r2) + h
σ1,σ2
c (r1; r2) (2.84)
wobei der erste Teil durch die Pauli-Abstoßung von Elektronen gleichen Spins verursacht ist,
wa¨hrend der letzte Teil die auf Coulomb-Wechselwirkungen basierende klassische Elektronen-
korrelation beschreibt. Zu beachten ist, daß beide Anteile fu¨r sich keine direkte physikalische Be-
deutung haben, sondern nur deren Summe. Anhand eines einfachen Systems, dem H2-Moleku¨l,
lassen sich aber die Effekte der einzelnen Beitra¨ge sehr scho¨n veranschaulichen [100]. Es zeigt
sich, daß das Fermi-Loch im H2-Moleku¨l delokalisiert ist und man findet bei großen Kern-Kern
Absta¨nden ein halbes Elektron an einem Proton und ein halbes an dem anderen, unabha¨ngig von
der Position des anderen Elektrons [100]. Dieses Verhalten kann natu¨rlich nicht das Verhalten
des gesamten Austauschkorrelationsloches sein, und es zeigt anschaulich, warum die restricted
Hartree-Fock Methode nicht in der Lage ist, die Dissoziation von H2 richtig zu beschreiben.
Das Coulomb-Loch, auf der anderen Seite, ist bei großen Absta¨nden ebenfals delokalisiert, aber
es zeigt eine negative Wahrscheinlichkeit an dem Proton, in dessen Na¨he sich ein Elektron
befindet, und eine positive an dem anderen (und zwar jeweils von 1
2
Elektron). Damit ergibt
die Summe aus Austausch- und Korrelationsloch ein lokalisiertes Loch genau an der Stelle des
Referenzelektrons. Wa¨hrend dieser Effekt nun nicht durch die Hartree-Fock Methode beschrie-
ben wird, ist dies im Falle von exakter DFT und gena¨herten GGAs (hier zumindest qualitativ)
der Fall. Letzteres beruht auf der Tatsache, daß im Falle der GGAs die Austauschkorrelati-
onsenergie lokal von der Dichte (und ihrem Gradienten, usw.) abha¨ngt. Schon im Falle der
Dirac-Austauschenergie ist das Austauschloch unaba¨ngig vom Referenzelektron lokalisiert und
liefert eine bessere Beschreibung des gesamten Loches als Hartree-Fock. Dieses Beispiel zeigt
deutlich den Unterschied zwischen der Beschreibung von Austauscheffekten in Hartree-Fock
und GGA-Funktionalen, denn letztere enthalten zusa¨tzlich (mehr oder weniger) langreichwei-
tige nichtdynamische Korrelationseffekte, die zur Beschreibung von dissoziierenden Moleku¨len
notwendig sind. Es ist dies wahrscheinlich der Grund, warum die gena¨herte Dichtefunktio-
naltheorie so erfolgreich Atome und Moleku¨le zu beschreiben vermag. Auf der anderen Seite
zeigt das Beispiel deutlich, warum man nicht das nichtlokale Hartree-Fock Potential mit einem
(gena¨herten) lokalen Korrelationspotential (HFKS-Methode, Lit.[36]) kombinieren sollte, da
der Delokalisationsfehler von Hartree-Fock dann nicht korrigiert werden kann. Im Falle der sehr
erfolgreichen Hybrid-Funktionale nimmt man dies jedoch zu gewissen Anteilen (meist 20-30%)
in Kauf, um die Selbstwechselwirkung des Coulomb-Anteils zu korrigieren.
Im Falle der Brueckner Orbitale ist das nichtlokale, exakte Austauschpotential mit einem
nichtlokalen Korrelationspotential verknu¨pft. Da hier das nichtlokale Korrelationspotential ech-
te Korrelationseffekte beschreibt, liegt es nahe zu vermuten, daß das gesamte Brueckner XC-
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Potential lokalisierter ist als das Hartree-Fock Potential und daß damit die Brueckner Or-
bitale eher mit Orbitalen, welche aus lokalen Potentialen generiert sind, u¨bereinstimmen als
mit Hartree-Fock Orbitalen. Eine Untersuchung von van Heusden et al. [95] hat gezeigt daß
Brueckner Orbitale lokalisierter sind als Hartree-Fock Orbitale und daß sie die Dissoziation von
H2O qualitativ richtig beschreiben. Es ist auf der anderen Seite klar, daß Brueckner Orbitale
nicht identisch mit den Orbitalen aus exakten Kohn-Sham Rechnungen sein ko¨nnen, da letz-
tere die exakte Elektronendichte liefern, was bei Brueckner-Orbitalen nur na¨hrungsweise der
Fall ist. Dieses kann wiederum anhand des einfachen Modellsystems H2 veranschaulicht wer-
den. Im wechselwirkenden Vielteilchensystem wird hier die Elektronendichte na¨herungsweise
aus der Summe ρ(r) ≈ n1g|φBO1g (r)|2 + n1u|φBO1u (r)|2 gebildet (n1g, n1u sind die Besetzungszah-





ρ(r)). In einer umfassenden Untersuchung gehen Lindgren und Salomonson auf
diese Problematik ein und postulieren in ihrer Brueckner-Kohn-Sham (BKS) Methode ein lo-
kales Korrekturpotential, welches dafu¨r sorgt, daß nach Minimierung des BKS-Funktionals die
Orbitale die exakte Dichte liefern [19]. Eine praktische Methode, wie man aus den Brueckner
Coupled-Cluster Gleichungen eine von der Dichte abha¨ngige effektive Wechselwirkung generie-
ren kann, ist von Scuseria beschrieben worden [30]. Nesbet postuliert auf der anderen Seite
einen Dichtefunktionalformalismus, dessen Referenzzustand nicht notwendigerweise die exakte
Elektronendichte liefert, sondern dessen Projektion auf die wahre Wellenfunktion maximiert
wird (Brueckner-Brenig Bedingung) [101, 102].
Ein direkterer Zusammenhang zwischen Brueckner Orbitalen und Kohn-Sham Orbitalen
la¨ßt sich interessanterweise finden, wenn man zwei neue Arten von Einteilchenwellenfunktionen
einfu¨hrt, na¨mlich die Natu¨rlichen Orbitale (NOs) und Dyson Orbitale (DOs).
Die Natu¨rlichen Orbitale wurden von Lo¨wdin eingefu¨hrt [103]. Sie sind durch die Bedingung
definiert, daß in ihnen ausgedru¨ckt die Einteilchendichtematrix diagonal ist:
γpq = 〈Ψ|aˆ†paˆq|Ψ〉 = δ(p, q)np p, q ≶ F (2.85)








Hierbei sind ni die Besetzungszahlen (Eigenwerte) und χi die Natu¨rlichen Orbitale (Eigen-
funktionen). Die Summe la¨uft im Unterschied zu Hartree-Fock, wo sie nur u¨ber die N tiefsten
Orbitale la¨uft und wo die Besetzungszahlen 1 bzw. 0 fu¨r die besetzten bzw. unbesetzten Orbitale
sind, u¨ber alle (fraktionell) besetzten Zusta¨nde. Damit:∑
i
ni = N (2.87)
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Φ(x1,x2, . . . , N)Ψ
∗(x1′ ,x2, . . . , N)dx2 . . . dxN (2.88)
so la¨ßt sich zeigen, daß die Natu¨rlichen Orbitale bzw. die Brueckner Orbitale als Eigenfunktio-
nen der folgenden linearen bzw. nichtlinearen Integralgleichungen definiert sind [104]:∫
γΨ(x1,x2)χi(x2)dx2 = niχi(x1) (2.89)∫
γΦΨ(x1,x2)φi(x2)dx2 = 〈Φ|Ψ〉φi(x1) (2.90)
Kobe konnte zeigen, daß die Determinante, die aus den NOs mit den maximalen ni gebildet




〈Ψ|a†iai|Ψ〉 = maximum (2.91)
und dies fu¨hrt zu [105]:





was als alternative Definition der Natu¨rlichen Orbitale angesehen werden kann 1. Diese Rela-
tion ist das Analogon zur Brillouin-Brueckner Bedingung in Gl.2.32 und wird auch bezeichnet
als Brillouin-Lo¨wdin Bedingung. Dieses ist in gewisser Weise eine Erweiterung von Brueckner
Orbitalen und man kann mit Hilfe von Gl.2.32 und 2.92 eine direkte Verbindung zwischen
Brueckner- und Natu¨rlichen Orbitalen herstellen. Die Tatsache na¨mlich, daß in der Brueckner-
basierten Wellenfunktion keine Einfachanregungen vorkommen, fu¨hrt dazu, daß sich Brueckner-
und Natu¨rliche Orbitale erst voneinander unterscheiden, wenn Dreifach- und ho¨here Anregun-
gen in der Wellenfunktion beru¨cksichtigt werden. Dies hat zur Folge, daß BOs und NOs im
Falle von Zweielektronensystemen identisch sind, und man kann annehmen, daß die Differenz
zwischen beiden Orbitalfunktionen in vielen anderen Fa¨llen gering ist [105, 106, 107] (Sto-
larczyk und Monkhorst haben demonstriert, daß sich BOs und NOs erst in dritter Ordnung
Sto¨rungstheorie voneinander unterscheiden [23]). Ein qualitativer Vergleich der Orbitaldich-
ten aus Brueckner Orbitalen und Natu¨rlichen Orbitalen (jeweils gewonnen aus der BCCD-
Wellenfunktion) zeigte jedoch recht große Unterschiede (verglichen mit der Differenzdichte aus
1Es ist an dieser Stelle darauf hinzuweisen, daß im Falle von nicht exakten Wellenfunktionen Ψ die u¨ber
Gl.2.91 oder Gl.2.92 definierten NOs sich von denjenigen NOs unterscheiden, welche durch eine einfache Dia-
gonalisierung der 1-Matrix gewonnen werden. Die (generalisierten) NOs, von denen hier die Rede ist, mu¨ssen
vielmehr durch einen iterativen Prozeß gewonnen werden, in welchem die 1-Matrix in jedem Iterationsschritt
einer CI-Rechnung diagonalisiert wird. Die N untersten NOs werden dann verwendet, um einen neuen CI-Vektor
auszurechnen. Dieses wird solange wiederholt, bis sich die Summe der N untersten Besetzungszahlen nicht mehr
a¨ndert.
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BOs und Hartree-Fock Orbitalen) [95]. Im Unterschied zu Hartree-Fock Orbitalen sind die BOs
und NOs abha¨ngig von der Natur der exakten Wellenfunktion, und sie mo¨gen identisch wer-
den, wenn man einen bestimmten Ansatz fu¨r die Wellenfunktion macht, etwa indem man die
Wellenfunktion ansetzt als ein antisymmetrisiertes Produkt aus stark orthogonalen Geminalen
[108]. Brenig konnte zeigen, daß die Erfu¨llung der Brillouin-Brueckner Bedingung 2.32 mit der
Anforderung identisch ist, daß die Brueckner Determinante maximale U¨berlappung mit der
exakten Wellenfunktion hat (bestes U¨berlappungs-Kriterium) [109]. Im Falle der Natu¨rlichen
Orbitale la¨ßt sich ganz analog beweisen, daß aus der Brillouin-Lo¨wdin Bedingung folgt, daß die
Determinante aus den Natu¨rlichen Orbitalen mit den gro¨ßten Besetzungszahlen diejenige ist,
die die beste Na¨herung an die exakte Einteilchendichtematrix liefert (bestes Dichte-Kriterium)
[104, 108]. Dieses kann formuliert werden als:
Sp(γexakt − γNO)2 = minimum (2.93)
wobei γNO die aus den ersten N Natu¨rlichen Orbitalen gebildete Dichtematrix ist. Numerische
Untersuchungen haben gezeigt, daß die NOs in der Tat bessere Na¨hrungen fu¨r die Erwartungs-
werte von Einteilchenoperatoren liefern als Hartree-Fock Orbitale [104].
In Abschnitt 2.3.2 wurde gezeigt, daß die Brueckner-Brillouin Bedingung einen effektiven
Einteilchenhamiltonian definiert (siehe auch Lit.[110]):
〈Φ|aˆ†i aˆa|Ψ〉 = 0⇒ 〈Φ|aˆa[Hˆ, aˆ†i ]|Ψ〉 = 0⇒ 〈a|Fˆ
BO|i〉 = 0 (2.94)
Die konsistente Definition dieses Hamiltonians im besetzt-besetzt und virtuell-virtuell Unter-
raum liefert Diagonalelemente, die mit den verku¨pften Selbstenergiediagrammen und damit den
exakten Ionisierungsenergien und Elektronenaffinita¨ten des N -Teilchensystems u¨bereinstimmen
[110, 19]. Ganz analog kann man nun auch im Falle der Natu¨rlichen Orbitale verfahren indem
man aus der 1-Teilchen-Brillouin Bedingung [111] das folgende generalisierte Einteilchenpoten-
tial ableitet [112, 113, 114, 115]:
〈Ψ|aˆ†i aˆa|Ψ〉 = 0⇒ 〈Ψ|aˆa[Hˆ, aˆ†i ]|Ψ〉 = 0⇒ 〈a|Fˆ











wobei γ bzw. Γ die exakte Ein- bzw. Zweiteilchendichtematrix ist [116]. Zur Berechnung der Io-






und dies ist eine Erweiterung von Koopmans’ Theorem, bekannt als Extended Koopmans’ Theo-
rem (EKT) [113, 117, 115, 118, 119, 120]. Einsetzen in die Schro¨dingergleichung und Projektion
gegen 〈ΨN0 |aˆ†q liefert [113, 114]:∑
p
〈Ψn0 |aˆ†q[Hˆ, aˆp]|ΨN0 〉cp,v =
∑
p
〈ΨN0 |aˆ†qaˆp|ΨN0 〉cp,v(EN0 − EN−1v ) (2.98)
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bzw.
FNOc = γcEI.P. (2.99)
mit der Normierungsbedingung c†γc = 1 [116]. Ein analoges Eigenwertproblem la¨ßt sich fu¨r
Elektronenaffinita¨ten finden. Die Gu¨te der aus den EKT-Gleichungen erhaltenen Ionisiserungs-
energien beruht auf der Na¨herung von Gl.2.97 und wird in der Literatur kontrovers diskutiert
[121, 117, 119, 120]. Im allgemeinen wu¨rde man annehmen, daß zusa¨tzliche Operatoren wie etwa
aˆ†i aˆj aˆk zu der N−1-Wellenfunktion beitragen, was ein Indiz dafu¨r ist, daß das EKT keine exak-
ten Ionisierungsenergien liefern kann. Tatsa¨chlich haben Anderson und Simons gezeigt, daß der
Particle-Teil der Selbstenergie nur in zweiter Ordnung vollsta¨ndig wiedergegeben wird und daß
bereits in zweiter Ordnung Nichtdiagonalelemente auftauchen, welche nicht mit einem Fragment
der diagrammatischen Entwicklung der Selbstenergie u¨bereinstimmen [121]. Pickup und Snij-
ders argumentieren, daß alle EKT Ionisierungspotentiale fu¨r 2-Elektronensysteme exakt sind,
wa¨hrend im Falle von allgemeinen N -Elektronensystemen weit mehr Ionisierungspotentiale als
EKT Eigenwerte existieren. Morrel et al. benutzen als Maßstab fu¨r die Exaktheit des EKT die
Frage, ob und in wieweit die NOs mit nichtverschwindenden Besetzungszahlen eine vollsta¨ndige
Basis darstellen [114]. Bis heute existiert hierfu¨r kein strenger Beweis, wenngleich Morrison et
al. dies fu¨r einige Modellsysteme zeigen konnten [122].
Ein direktes Verfahren zur Ermittlung der exakten Ionisierungspotentiale liefern die Greens-
Funktions-Methoden [123, 124, 32, 125, 126, 127, 5]. Die spektrale Darstellung der Einteilchen-





〈ΨN0 |aˆp|ΨN+1µ 〉〈ΨN+1µ |aˆ†q|ΨN0 〉




〈ΨN0 |aˆ†q|ΨN−1ν 〉〈ΨN−1ν |aˆp|ΨN0 〉
ω − (EN0 − EN−1ν )− iη
(2.100)
wobei die Summe u¨ber alle µ Zusta¨nde des N + 1 Systems sowie alle ν Zusta¨nde des N − 1
Systems la¨uft. Damit liefern die Pole der Einteilchen-Greensfunktion direkt die Elektronenaf-
finita¨ten und Ionisierungsenergien des N -Teilchensystems. Der Zusammenhang mit den EKT-











ωGpq(ω)dω = 〈ΨN0 |aˆ†q[Hˆ, aˆp]|ΨN0 〉 (2.102)
In der Form [123, 125, 128]
Gˆ(ω) =
1
ω1ˆ− hˆH − Σˆ(ω)
(2.103)
la¨ßt sich das Problem auf die Lo¨sung von entsprechenden Einteilcheneigenwertgleichungen
zuru¨ckfu¨hren, den sogenannten Dyson-Quasiteilchengleichungen [129]:
(hˆH + Σˆxc(ω))φI = ωIφI (2.104)
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mit hˆH als dem u¨blichen Hartree-Hamiltonian und Σˆxc(ω) als dem nichtlokalen Selbstenergie-
operator (manchmal auch bezeichnet als Masse-Operator) welcher alle Austausch- und Kor-
relationseffekte des N -Teilchensystems beinhaltet. Der wesentliche Unterschied zu den voran-
gegangenen Einteilcheneigenwertproblemen ist die Tatsache, daß Σˆxc explizit von der Energie
des Teilchens abha¨ngt (dies ist z.B. in der Formulierung der Brueckner-Fock Matrix in Gl.2.39
nur indirekt der Fall), und damit einen nichtlinearen Operator repra¨sentiert. Dieses resultiert
daraus, daß das System auf unterschiedliche Weise auf Elektronen mit variierenden Energien
reagiert und hat zur Konsequenz, daß die Dyson Orbitale keine einzelne Determinante formen
[123]; man kann ferner nicht davon ausgehen, daß die Dyson Orbitale (DOs) linear unaba¨ngig











ΨN−1I (x2,x3, . . . , N)Ψ
N
0 (x1,x2, . . . , N)dx2 . . . dN (2.106)
d.h. sie lassen sich alternativ aus der U¨berlappung der Grundzustandswellenfunktion des N -
Teilchensystems und dem I-ten Zustand des N − 1-Teilchensystems berechnen. Mit Gl.2.101





und dies ist ebenso wie Gl.2.86 eine Diagonalsumme. Die Versuchung ist groß, die DOs φI mit
den NOs χi zu vergleichen, jedoch ist die Tatsache, daß die Dyson Orbitale Eigenfunktionen
zu verschiedenen Operatoren (s.o.) sind, ein naheliegender Grund anzunehmen, daß sie nicht
orthogonal zueinander sein ko¨nnen [123, 130]. Ausgehend von der Tatsache, daß die DOs fu¨r die











I (x2) = δ(x1 − x2) (2.108)
haben Goscinski und Lindner jedoch gezeigt, daß die kanonische Orthonormierung der DOs
direkt die NOs liefern, wobei die jeweilige Norm den Besetzungszahlen entspricht [130].
Eine A¨hnlichkeit zwischen DOs und BOs bzw. der Bezug letzterer zu Dysons Quasiteilchen-
gleichung wird in der Literatur an verschiedenen Stellen erwa¨hnt [110, 131, 132, 133, 134, 135].
Ein Vergleich des Korrelationspotentials in Gl.2.39 mit Gl.5 aus Lit. [131] (oder z.B. Gl.IV.63
in Lit.[125]) zeigt allerdings, daß sich BOs und DOs bereits in zweiter Ordnung voneinander
unterscheiden, wenngleich jeweils einer der beiden Terme in zweiter Ordnung identisch ist, so
daß zumindest in dieser Na¨herung BOs und DOs miteinander vergleichbar sein werden.
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Schließlich bleibt noch zu zeigen, inwieweit Kohn-Sham Orbitale (KSOs) mit den DOs bzw.
NOs verknu¨pft sind. Es ist auf der einen Seite klar, daß die KSOs nicht die exakte Einteilchen-
dichtematrix des wechselwirkenden N -Teilchensystems liefern, noch kann behauptet werden,
daß die Diagonalsumme u¨ber die KSOs eine gute Na¨herung fu¨r selbige darstellt [136]. Auf der
anderen Seite liefern die Summen u¨ber die Dichten der KSOs und der DOs die exakte Gesamt-
dichte des Vielteilchensystems [94], freilich mit dem Unterschied, daß im Falle von Kohn-Sham
die Summe u¨ber die niedrigsten N besetzten Orbitale la¨uft wa¨hrend im Falle der Dyson Orbi-
tale die Summe praktisch unendlich lang ist. Dennoch ist diese Gemeinsamkeit ein Indiz dafu¨r,
daß in Regionen, wo die Dichte vornehmlich durch ein einzelnes Orbital dominiert wird, etwa im
langreichweitigen Bereich, KSOs und DOs sich lediglich durch einen Phasenfaktor voneinander
unterscheiden werden.
Es existiert nun ein Ansatz in der Dichtefunktionaltheorie, in welcher die KS Gleichungen
als Na¨herungen zu Dyson’s Quasiteilchengleichungen abgeleitet werden [137]. Dieser stellt ei-
ne Erweiterung zu dem OEP Verfahren von Talman und Shadwick dar [138], welches auf der
Na¨herung Σˆxc ≈ Σˆx beruht. In jener la¨ßt sich das resultierende OEP als das exakte Austausch-
korrelationspotential vxc identifizieren [137], und damit sind die KS Gleichungen nichts weiter
als die variationell beste lokale Na¨herung an Dyson’s Quasiteilchengleichungen. Einen direk-
ten Zusammenhang zwischen dem lokalen Austauschkorrelationspotential und der nichtlokalen













Gs(r, r1;ω)Σxc(r1, r2;ω)G(r2, r;ω) (2.109)
mit der KS-Green’s Funktion [137]
Gˆs(ω) =
1
ω1ˆ− (hˆH + vˆxc)
(2.110)
Bis heute existiert keine Untersuchung, inwieweit KSOs aus exakten vxc’s und DOs miteinander
u¨bereinstimmen. In einer ausfu¨hrlichen Untersuchung haben Duffy et al. allerdings gezeigt, daß
die KSOs aus gena¨herten Potentialen mit a¨hnlichen Abweichungen wie Hartree-Fock Orbitale
die Moment-Verteilungen von Dyson Orbitalen wiedergeben [142].
Eine Zusammenfassung dieses Streifzuges ist in Abb.2.9 gegeben. Es sollte am Ende dieses
Abschnittes noch einmal betont werden, daß der Faden der zwischen den Brueckner Orbitalen
und den Kohn-Sham Orbitalen gelegt wurde, recht du¨nn gewebt ist, und daß die Ausfu¨hrungen
noch keine direkte Vergleichbarkeit zwischen den Determinanten aus BOs und KSOs erlauben.
Dieses la¨ßt sich nur durch konkrete numerische Rechnungen untersuchen. Zielsetzung dieses
Abschnittes war jedoch aufzuzeigen, daß eine theoretische Verknu¨pfung zwischen dem Kon-
zept der Brueckner Orbitale und der KS-Dichtefunktionaltheorie existiert, in Erga¨nzung zu
den vorangegangenen Abschnitten, in denen die Wellenfunktions-basierten Methoden und die
Dichtefunktionaltheorie zuna¨chst unabha¨ngig voneinander dargestellt wurden.




Tˆ3 + Tˆ4 + · · · = 0ﬀ
NOs
definiert durch:
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Abbildung 2.9: Orbitale und ihre Verknu¨pfungen
Kapitel 3
Elektrische Moleku¨l-Eigenschaften
Die Wechselwirkung zwischen zwei Moleku¨len ist im wesentlichen elektronischer Natur. Wenn
zwei Moleku¨le, verglichen mit ihrer eigenen Dimension, weit voneinander entfernt sind, so wird
die Wechselwirkungsenergie ha¨ufig vornehmlich bestimmt durch die elektrischen Momente der
Moleku¨le, und die Gesamtheit ihrer Wechselwirkungen wird als elektrostatische Wechselwirkung
bezeichnet [143]. Daru¨ber hinaus erzeugen die permanenten Momente der Moleku¨le elektrische
Felder, welche die elektronische Struktur der Nachbarmoleku¨le beeinflussen. Die hierdurch ent-
stehende, zusa¨tzliche Wechselwirkung bezeichnet man als Induktionswechselwirkung. Schließ-
lich gibt es noch sogenannte nichtklassische Wechselwirkungen (Dispersionswechselwirkungen),
welche durch die Korrelation der Dichtefluktuationen der Moleku¨le entstehen und die man
durch die dynamischen Polarisierbarkeiten der Moleku¨le beschreiben kann. Aufgrund dieser
Zusammenha¨nge bildet die allgemeine Beschreibung von statischen und dynamischen elektri-
schen Momenten die Grundlage fu¨r die Bestimmung intermolekularer Wechselwirkungen bei
großen Absta¨nden, und deren quantenchemische Berechnung soll in den folgenden Abschnitten
erla¨utert werden. Fu¨r eine weitergehendere Lektu¨re ist neben der grundlegenden Publikation
von Buckingham [144] der Review von Gauss [145] sowie das Buch von McWeeny [146] zu
empfehlen (s.a. Lit.[147]).
3.1 Statische Multipolmomente
In diesem Abschnitt betrachten wir die Antwort (Response) eines Moleku¨ls, welches einem
statischen a¨ußeren Feld F ausgesetzt ist. Ist die Vorraussetzung erfu¨llt, daß das Feld schwach ist
(d.h. es werden keine elektronischen U¨berga¨nge erzeugt), so liefert die Taylor-Reihenentwicklung
um den feldfreien Fall (E(0)) eine gute Beschreibung des gesto¨rten Systems, dessen Energie (mit
Benutzung der Einsteinschen Summenkonvention) geschrieben werden kann als:












γFαβ − . . . (3.1)
46





αβ Dipolmoment bzw. Quadrupolmoment des ungesto¨rten Moleku¨ls
und ααβ und Aγ,αβ sind die entsprechenden Polarisierbarkeiten, welche die Verformung der
Ladungswolke durch das a¨ußere Feld Fα und dessen Gradienten Fαβ beschreiben. Das induzierte
Dipol- bzw. Quadrupolmoment des Moleku¨ls ist gegeben durch die partielle Ableitung der
Energie nach der Feldsta¨rke bzw. dem Feldgradienten:
µα = − ∂E
∂Fα
= µ(0)α + ααβF
β + . . . (3.2)





γ + . . . (3.3)
Die Gleichungen 3.2 und 3.3 liefern direkt berechenbare Ausdru¨cke fu¨r das Dipol- und Qua-
drupolmoment des Moleku¨ls wenn man die Feldsta¨rke gegen Null gehen la¨ßt (F → 0). Bei
praktischen quantenchemischen Rechnungen wird dies ha¨ufig numerisch bewa¨ltigt, indem man
die Energie bei kleiner positiver und negativer Feldsta¨rke ausrechnet und dann den Differenzen-
quotienten bildet. Diese (finite field) Methode hat den Vorteil, daß im Vergleich mit den analy-
tischen Gradientenverfahren kein zusa¨tzlicher Programmieraufwand notwendig ist, so daß man
solche Rechnungen mit nahezu allen ga¨ngigen Quantenchemieprogrammen bewa¨ltigen kann.
Der Nachteil ist ohne Zweifel der ho¨here Bedarf an Rechengenauigkeit und die Verringerung
der Symmetrie bei Anlegung eines a¨ußeren Feldes. Hinzu kommt die Tatsache, daß zwei ein-
zelne Rechnungen notwendig sind um eine Komponente auszurechnen, so daß alles in allem
der Zeitbedarf fu¨r eine solche Rechnung in der Regel im Vergleich mit den analytischen Ab-
leitungsverfahren (manchmal auch bezeichnet als Coupled Perturbed Verfahren) recht groß ist.
Der große Vorteil der letzteren ist die Tatsache, daß (im vorliegenden Fall) die Integrale u¨ber
die Basisfunktionen nicht von der a¨ußeren Sto¨rung abha¨ngen, so daß die Berechnung der Dich-
tematrix angemessen schnell geht, und es ist nur eine einzige Energieberechnung vonno¨ten. Hat
man einmal die Dichtematrix bestimmt, so lassen sich alle Einelektroneneigenschaften durch ei-
ne einfache Matrixmultiplikation (oder Integration) ausrechnen. Je besser allerdings das Niveau
der korrelierten Methode wird, desto schwieriger ist es, den zugrunde liegenden Gradienten zu
implementieren. So sind zur Zeit etwa nur wenige Quantenchemieprogramme verfu¨gbar, welche
z.B. Gradienten fu¨r Coupled-Cluster Verfahren besitzen.
Neben den beiden oben beschriebenen Verfahren ist die natu¨rlichste Methode zur Bestim-
mung von Einelektroneneigenschaften die Berechnung des Erwartungswertes der zugrunde lie-
genden Observablen (→ Postulat der Quantenmechanik). Das Hellmann-Feynman Theorem
(HFT) verknu¨pft diesen Erwartungswert mit der ersten Ableitung, und es gilt:







Diese Identita¨t ist exakt fu¨r die exakte Wellenfunktion Ψ und es la¨ßt sich zeigen, daß sie auch
fu¨r variationell bestimmte Wellenfunktionen, wie z.B. der Hartree-Fock Determinante, erfu¨llt
ist. Anders sieht dieses jedoch im Falle von Sto¨rungstheorie-Wellenfunktionen oder Coupled-
Cluster Wellenfunktionen aus, da etwa im letzteren Fall die Ableitung der Energie nach den
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wobei Ψ0 die ungesto¨rte und ΨF die gesto¨rte Wellenfunktion ist. Der zweite Term auf der rechten
Seite in Gl.3.5 wird auch bezeichnet als nicht-HFT Term, da er in den oben beschriebenen Fa¨llen
verschwindet. Seine Berechnung ist wesentlich schwieriger als die Berechnung des HFT-Terms
selbst und wird in manchen Fa¨llen vernachla¨ssigt (sogenannte unrelaxierte Verfahren).
Das Hauptaugenmerk dieses Abschnittes soll nun auf die Berechnung von Coupled-Cluster
Erwartungswerten gelenkt werden (der entsprechende Sto¨rungstheorieansatz ergibt sich hieraus
automatisch, wenn man statt der konvergierten Cluster-Amplituden die Amplituden nullter
Ordnung einsetzt). Der erste Ansatz dieser Art geht auf C˘iz˘ek zuru¨ck [148] und wurde bis
heute in verschiedenen Gruppen untersucht und weiterentwickelt [149, 150, 151, 152, 153, 154,
155, 156, 157]. Alle Ansa¨tze basieren auf der Entwicklung der folgenden Gro¨ße:
〈Oˆ〉 = 〈Φ|e
T †OˆeT |Φ〉
〈Φ|eT †eT |Φ〉 (3.6)
welche so transformiert werden kann, daß nur solche Diagramme in der Entwicklung auftauchen,
die explizit verknu¨pft sind [156]. Der nicht-HFT Term wird in diesem Ansatz vernachla¨ssigt,
denn es wird angenommen, daß er nur einen geringen Beitrag liefert und gegen Null geht,
wenn eTΦ gegen die exakte Wellenfunktion strebt. Man kann in der Tat zeigen, daß im Fal-
le der Na¨herung eT ≈ eT1+T2+T3 die Korrekturen des nicht-HFT Terms vornehmlich durch
4-fach Anregungen zustande kommen, welche in gewo¨hnlichen Applikationen als vernachla¨ssig-
bar angesehen werden [153]. Der große Vorteil dieses CC-Erwartungswertansatzes ist, daß die
Berechnung von korrelierten Gro¨ßen auf direktem Wege erfolgen kann und daß ein erheblich
geringerer rechnerischer Aufwand vonno¨ten ist als bei den numerischen oder analytischen Ab-
leitungsverfahren.
Die sicherlich einfachste Na¨herung der verknu¨pften Erwartungswertentwicklung ist die Be-
nutzung der Brueckner Determinante als korrelierte Wellenfunktion. Diese Variante, bezeichnet
als BOX (Brueckner Orbital eXpectation value scheme), ist bereits in der Lage einen großen
Anteil des Korrelationseffektes einer BCCD finite-field Rechnung zu reproduzieren [96, 3]. Der
Vorteil dieses Ansatzes gegenu¨ber dem auf der HF-Determinante basierenden Verfahren ist, daß
in der CC-Brueckner Determinante u¨ber die Einfachanregungen hinausgehend auch der Einfluß
aller ho¨heren, aus Einfachanregungen resultierenden nichtverknu¨pften Mehrfachanregungen auf
die Orbitale beru¨cksichtigt ist. Die natu¨rliche Erweiterung dieses Schemas ist nun die Hinzunah-
me von Zweifachanregungen in die Wellenfunktion. Jedoch muß hierbei die Cluster-Entwicklung
an einer bestimmten Stelle abgebrochen werden. Im Falle der CCSD Methode geht man dabei
bis zur zweiten Ordnung in der MBPT-Entwicklung der Wellenfunktion, so daß der hierdurch
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hervorgerufene Fehler von der gleichen Ordnung ist wie der nicht-HFT Term [153]. Fu¨r die HF-
bzw. BO-basierenden Varianten erha¨lt man damit:
〈Oˆ〉CCSD = 〈ΦHF|(1 + T †1 + T †2 + 12T †2T †2 )Oˆ(1 + T1 + T2 + 12T2T2)|ΦHF〉C (3.7)
〈Oˆ〉BCCD = 〈ΦBO|(1 + T †2 + 12T †2T †2 )Oˆ(1 + T2 + 12T2T2)|ΦBO〉C (3.8)
(C bezeichnet ’verknu¨pfte’ Beitra¨ge). Zu beachten ist, daß im Falle von CCSD Terme wie
〈1
2
T1T1|12T1T1〉 oder 〈T1T2|T1T2〉 (Kurzhandnotation: Wellenfunktion und Operatorsymbol sind
weggelassen) noch nicht in zweiter Ordnung auftreten. Die entsprechenden Goldstone Diagram-
me bis zur zweiten Ordnung sind in Abbildung 3.1 angegeben. Die jeweiligen unausgefu¨llten
Kreise bzw. gestrichelten Linien am Kopf geben an, daß die entsprechenden Anregungsopera-
toren jeweils komplex konjugiert sind. Die entsprechende Brueckner Variante ergibt sich durch
das Weglassen der Diagramme 3.1(b) und 3.1(d). Alle Diagramme, welche zu einer bestimmten





wobei die Dichtematrix γpq die Summe aller Beitra¨ge von den offenen Diagrammen repra¨sen-
tiert, welche nach Entfernung der Einelektronenoperator-Anker u¨brig bleiben. Damit hat die
Methode ebenso wie die analytischen Gradientenverfahren den großen Vorteil, daß die aufwen-
dige Berechnung der Korrelationsbeitra¨ge nur ein einziges Mal erfolgen muß. Zu beachten ist,
daß in den Eindeterminantenna¨herungen die obere Dichtematrix direkt gegeben ist durch das







Noga und Urban haben fu¨r verschiedene Moleku¨le und elektrische Momente die CCSD-Erwar-
tungswerte mit den entsprechenden finite-field Werten verglichen und eine recht gute U¨berein-
stimmung in den Fa¨llen gefunden, in denen die Dreifachanregungen keine Rolle bei der Ener-
gieberechnung spielen [153]. In Fa¨llen wie dem CO Moleku¨l hat sich gezeigt, daß hier nicht nur
die U¨bereinstimmung zwischen CCSD-Erwartungswerten und finite-field Werten schlechter ist,
sondern daß der lineare Term 〈T3|T3〉 unerla¨ßlich ist, um das experimentelle Dipolmoment re-
produzieren zu ko¨nnen. In einer weitergehenden Untersuchung haben dann Urban et al. gezeigt,
daß der na¨chstwichtige Beitrag dritter Ordnung gegeben ist durch den Term 〈T1T2|T2〉 + h.c.
[155]. Es hat sich allerdings gezeigt, daß zur Reproduktion von CCSD(T) finite-field Werten
neben der Erweiterung des Clusteroperators auf T ≈ T1+T2+T (nicht iterativ)3 alle Beitra¨ge dritter
Ordnung in der Wellenfunktion erforderlich sind [157].
3.2 Dynamische Eigenschaften
Die quantenchemische Berechnung von frequenzabha¨ngigen Eigenschaften ist um einiges schwie-
riger als die Berechnung von statischen Gro¨ßen, da z.B. die finite-field Technik nicht mehr













(d) 〈T1|〉+ 〈T2|T1〉+ h.c.
Abbildung 3.1: Alle Korrelationsbeitra¨ge von Einelektroneneigenschaften 1ter Ordnung bis zur
2ten Ordnung
anwendbar ist. Der Grund hierfu¨r liegt in der Form der zeitabha¨ngigen Sto¨rung V (t), wel-
che als eine Summe von periodischen Sto¨rungen geschrieben werden kann. Schreibt man das
elektrische Feld als eine Summe aus einer statischen und frequenzabha¨ngigen Komponente
F = F0 + Fω cos(ωt), so kann analog zu Gl.3.2 damit das induzierte zeitabha¨ngige Dipolmo-







ω cos(ωt) + . . . (3.11)
Die einfachste quantenchemische Methode zur Beschreibung frequenzabha¨ngiger Eigenschaf-
ten ist die zeitabha¨ngige, selbstkonsistente Feldna¨herung, ha¨ufig auch bezeichnet mit den Akro-
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nymen RPA (Random Phase Approximation) oder TDHF (Time-Dependent Hartree Fock) [146].





(Fˆ exp(−iωt) + Fˆ † exp(iωt)) (3.12)
zu oszillieren, und zwar durch das Hinzumischen von einfach angeregten Zusta¨nden Φai mit den
zeitabha¨ngigen Koeffizienten Cia:






Die im variationellen Sinn beste Na¨herung in der Form
Cia = Xia exp(−iωt) + Y ∗ia exp(iωt) (3.14)
wird dann erhalten durch das Lo¨sen eines entsprechenden (TDHF) Gleichungssystems fu¨r die
Koeffizientenvektoren X und Y. Fu¨r bestimmte Frequenzen mo¨gen nun Lo¨sungen auch dann
auftauchen, wenn die Sto¨rung 3.12 verschwindet. Diese ’frei-oszillierenden’ Lo¨sungen werden


















Aia,jb = Ajb,ia = δij²i − δab²a + 2(ia|jb)− (ij|ab) (3.16)
Bia,jb = Bjb,ia = 2(ia|jb)− (ib|ja) (3.17)
Die hierbei auftauchenden (Spin-integrierten) Zweielektronenintegrale sind Integrale u¨ber die
ungesto¨rten Moleku¨lorbitale und ²i sind die HF-Orbitalenergien. Die Eigenwerte ω des oberen
Gleichungssytems sind solche Frequenzen, bei denen selbst eine unendlich kleine Sto¨rung eine
A¨nderung in der Elektronendichte hervorrufen kann. In der Tat ist es so, daß die Gro¨ße dieser
A¨nderung bei den signifikanten Frequenzen beliebig groß wird, und man kann zeigen, daß sie
nichts anderes sind als die Pole der Vielteilchen-Green’s Funktion (in der RPA Na¨herung,
d.h. die Selbstenergie entha¨lt alle Ringdiagramme → Ring Approximation) [158]. Unter der
Voraussetzung (wie in der Quantenchemie fu¨r gewo¨hnlich der Fall), daß die Orbitale reell sind,
lassen sich die TDHF Gleichungen in ein Eigenwertproblem u¨berfu¨hren, welches nur halb so
groß ist (2 ∗ (nocc × nvir)→ nocc × nvir) [159, 158]:
(A−B)(A+B)(X+Y) = ω2(X+Y) (3.18)
Dieses nicht-hermitesche Eigenwertproblem la¨ßt sich unter der Voraussetzung, daß die Matrix
A − B positiv definit ist (dann la¨ßt sie sich invertieren), in das folgende hermitesche Eigen-
wertproblem u¨berfu¨hren:
(A−B)1/2(A+B)(A−B)1/2(X+Y)′ = ω2(X+Y)′ (3.19)
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mit
(X+Y)′ = (A−B)−1/2(X+Y) (3.20)
Die Eigenwerte ω von Gl.3.15 entsprechen den beiden Wurzeln der Eigenwerte ω2 in Gl.3.18.
Tatsa¨chlich beno¨tigt man nur die Lo¨sungsvektoren U = X+Y (und nicht auch noch die kom-
plementa¨re Lo¨sungW = X−Y) um die allgemeine Response-Matrix (Polarisationspropagator)







wobei ωp die positiven Wurzeln der Eigenwerte von Gl.3.18 sind undUp sind die entsprechenden
Eigenvektoren. Hat man einmal die Responsematrix fu¨r eine Frequenz ω bestimmt, so la¨ßt sich
die Antwort einer Einelektroneneigenschaft 〈G〉 auf die Sto¨rung 3.12 bestimmen als
Π(GˆFˆ |iω) = G†Π(iω)F (3.22)
wobeiG und F Spalten der Komponenten von Gˆ und Fˆ sind, z.B. F = Fia. Die Gro¨ße Π(GˆFˆ |iω)
bezeichnet man als frequenzabha¨ngige Polarisierbarkeit von Gˆ bezu¨glich der Sto¨rung Fˆ bei der
imagina¨ren Frequenz iω. Sind Gˆ und Fˆ beides Dipolfelder, so erha¨lt man die frequenzabha¨ngige







Die statischen Lo¨sungen erha¨lt man aus Gl.3.23 automatisch mit ω = 0. Die entsprechenden







Ist man nur an Polarisierbarkeiten bei einigen wenigen Frequenzen interessiert, so eignet sich
eine alternative Formulierung der TDHF Gleichung in Dichtematrixform, wobei man die Ant-
wort auf eine zeitabha¨ngige Sto¨rung fu¨r eine bestimmte Frequenz iterativ lo¨st [146, 162, 163].
Der rechnerische Vorteil dieses Verfahrens gegenu¨ber der Lo¨sung des Eigenwertproblems 3.18
ist, daß nur Matrizen der Dimension nocc + nvir auftauchen und sich Integraltransformationen
vermeiden lassen. Allerdings muß fu¨r jede Frequenz und jede einzelne Komponente eine solche
Rechnung durchgefu¨hrt werden, wa¨hrend nach Lo¨sung des homogenen Systems aus Gl.3.18 jede
beliebige dynamische Eigenschaft direkt durch das Matrixprodukt 3.22 berechnet werden kann.
Eine ga¨ngige Na¨herung zu TDHF ist die Tamm-Dancoff Na¨herung (Tamm-Dancoff Appro-
ximation, TDA), in welcher das Gleichungssystem aus Gl.3.15 entkoppelt wird und nur das
Eigenwertproblem
AX = ωX (3.25)
gelo¨st wird (auch bekannt als Einfachanregungs-CI, SCI) [164, 165]. Eine weitere Vereinfachung,
in welcher nur die Diagonale der Matrix A beru¨cksichtigt wird, fu¨hrt zu der Epstein-Nesbet
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Sto¨rungstheorie (ENPT) [164]. In diesem Fall muß augenscheinlich u¨berhaupt kein Eigewert-
problem mehr gelo¨st werden. Die gro¨ßtmo¨gliche Na¨herung erha¨lt man schließlich, wenn alle
Zweielektronenintegrale in A weggelassen werden. In diesem Fall sind die Anregungsenergien
nichts weiter als die Orbitalenergiedifferenzen und das Verfahren bezeichnet man als Uncoupled
Hartree-Fock (UCHF). Ein Vergleich der statischen Dipol-Polarisierbarkeiten der ersten drei
Edelgasatome hat gezeigt, daß die UCHF-Methode zu einer Unterscha¨tzung der TDHF- (bzw.
CPHF-)Werte fu¨hrt, wa¨hrend die Werte der TDA- und ENPT-Na¨herung die TDHF-Werte
teilweise (im Falle von Argon deutlich) u¨bertreiben [164].
Die zeitabha¨ngige Dichtefunktionaltheorie (Time-Dependent Density Functional Theory,
TDDFT) [166, 167, 168, 169, 170] basiert auf einer zeitabha¨ngigen Erweiterung der Hohenberg-
Kohn Theoreme. Gross und Runge haben hieraus ein formal exaktes, zeitabha¨ngiges Kohn-




+ vext(r, t) + vJ(r, t) + vxc(r, t)
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wobei das nun zeitabha¨ngige Austauschkorrelationspotential vxc[ρ](r, t) ein unbekanntes Funk-





Mit Hilfe von bestimmten Na¨herungen fu¨r das zeitabha¨ngige XC-Potential ko¨nnen die TDKS
Gleichungen iterativ gelo¨st werden, jedoch sind solche Rechnungen sehr zeitaufwendig und
ko¨nnen nur fu¨r sehr kleine Systeme durchgefu¨hrt werden [172, 168]. Eine alternative, sehr
viel effizientere Methode benutzt analog zu TDHF eine sto¨rungstheoretische Formulierung der
zeitabha¨ngigen KS-Gleichungen. Fu¨r alle im folgenden zu betrachtenden Gro¨ßen reicht hierbei
die Beru¨cksichtigung der linearen Antwort auf die zeitabha¨ngige a¨ußere Sto¨rung. Die A¨nderung









mit P der Einteilchendichtematrix u¨ber die Eigenfunktionsbasis (zu beachten ist hierbei die
Analogie zu Gl.3.13). Entwickelt man die KS Gleichungen bis zur ersten Ordnung (linear re-
sponse) in dem angelegten Feld V , so erha¨lt man die Dichtea¨nderung erster Ordnung aus dem


















mit der u¨blichen Notation Xia = Pia(ω) und Yia = Pai(ω) und:
Aia,jb = δij²i − δab²a +Bia,jb (3.30)
Bia,jb = 2(ia|jb) + 2(ia|fxc|jb) (3.31)
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Man sieht hier, daß die sogenannte Kopplungsmatrix B aus einem Coulomb- sowie einem






Dabei ist fxc(r, r
′;ω) die Fourier-transformierte des sogenannten XC-kernels fxc. Dieser ist
allgemein definiert als Funktionalableitung des zeitabha¨ngigen XC-Potentials:
fxc(r, r
′; t− t′) = δvxc(r, t)
δρ(r′, t)
(3.33)
Der XC-Kernel bestimmt die durch das elektrische Feld hervorgerufene A¨nderung des zeitab-
ha¨ngigen XC-Potentials in erster Ordnung. Eine ga¨ngige Na¨herung dieses Kernels ist die adia-
batische LDA (ALDA) Na¨herung, in welcher das komplizierte Funktional reduziert wird auf
eine ra¨umlich lokale, frequenzunabha¨ngige, reelle Funktion, welche an der lokalen SCF Dichte
ρ0(r) berechnet wird:
fALDAxc (r, r







In der adiabatischen Na¨herung wird davon ausgegangen, daß die Funktionalableitung in Gl.3.33
fu¨r t 6= t′ verschwindet, was nur dann als wahr angesehen werden kann, wenn die zeitabha¨ngi-
ge Dichtea¨nderung ein langsamer Prozess ist. Untersuchungen haben jedoch gezeigt, daß die
adiabatische Na¨herung eine wesentlich weniger strenge Na¨herung ist als diejenige, die durch
das Benutzen von gena¨herten XC-Potentialen [173] oder durch die ra¨umliche Lokalita¨t hervor-
gerufen wird, welche z.B. nicht in aufwendigeren Na¨herungen des XC-Kernels vorhanden ist
[174, 175, 176]. Eine Erweiterung der TDKS Methode, in welcher auch die durch das elektri-
sche Feld hervorgerufenen magnetischen Effekte beru¨cksichtigt werden, was dazu fu¨hrt, daß
in der Matrix B ein zusa¨tzlicher, von der Stromdichte abha¨ngiger Term auftaucht, wurde von
Colwell et al. entwickelt [177, 178]. Bauernschmitt und Ahlrichs haben den XC-Kernel auch fu¨r
GGA-Funktionale implementiert [179].
Zur Berechnung des Anregungsspektrums sowie der allgemeinen Responsematrix u¨berfu¨hrt
man das Gleichungssystem in Gl.3.29 in das entsprechende homogene Gleichungssystem, wel-
ches genau die gleiche Struktur hat wie die TDHF Gleichungen aus Gl.3.15; dieses wiederum
la¨ßt sich mit den gleichen Argumenten in das analoge System aus Gl.3.18 umformen, welches
nur halb so groß ist. In der Tat sind die somit erhaltenen Gleichungen wesentlich einfacher als
bei TDHF, da hier die Matrizen A−B zu einfachen Diagonalmatrizen mit den Orbitalenergie-
differenzen in der Diagonalen werden.
Eine zeitabha¨ngige Verallgemeinerung wurde auch fu¨r andere korrelierte Methoden ent-
wickelt und implementiert. Recht unkompliziert ist hierbei insbesondere die Erweiterung der
TDHF Methode fu¨r Multikonfigurations-SCF-Wellenfunktionen, welche bereits sehr fru¨h von
McWeeny untersucht wurde [180, 146, 181]. Ein zeitabha¨ngiges MP2 (TDMP2) wurde von
Ha¨ttig entwickelt [182]. Die Berechnung von zeitabha¨ngigen Response-Gro¨ßen mit Hilfe der
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Coupled-Cluster Methode wurde als erstes von Monkhorst formuliert [149] und die erste Imple-
mentierung dieser Methode fu¨r CCSD Wellenfunktionen wurde von Kobayashi et al. berichtet
[183]. Die meisten Implementierungen benutzen hierbei unrelaxierte Orbitale [184, 185], da
hierdurch zum einen die Gleichungen erheblich vereinfacht werden, und zum anderen, weil die
explizite Beru¨cksichtigung von Orbitalrelaxationen zu zusa¨tzlichen artefaktischen Polen zweiter
Ordnung fu¨hrt [186] (letzteres hat damit zu tun, daß Coupled-Cluster kein variationelles Verfah-
ren ist). Brueckner Coupled-Cluster Responsefunktionen wurden von Koch et al. [187] und Aiga
et al. [188] implementiert. Die Tatsache, daß die spektrale Repra¨sentierung auch hier unphysi-
kalische Pole zweiter Ordnung aufweist, macht ein variationelles Verfahren notwendig. Aiga et
al. haben z.B. das coupled Brillouin-Brueckner CEPA-0 Verfahren [189] fu¨r den zeitabha¨ngigen
Fall erweitert [188]. Eine andere Mo¨glichkeit wa¨re die Benutzung von variationellen Brueckner
Orbitalen, welche die CC-Energie fu¨r eine bestimmte Amplitudenna¨herung minimieren [98].
Es ist erstaunlich, wie gut man bereits mit gena¨herten Funktionalen zeitabha¨ngige Eigen-
schaften und Anregungsenergien (hierbei insbesondere niedrige Anregungen aus dem Valenz-
zustand) mit der TDDFT Methode bestimmen kann, und es zeigt sich, daß selbst vom Niveau
her ho¨her einzustufende korrelierte zeitabha¨ngige ab-initio Methoden mit a¨hnlichen Fehlern
behaftet sind, wenn man das Experiment als Referenz nimmt (siehe z.B. Lit.[190]). Die Benut-
zung von ’exakten’ XC-Potentialen in TDDFT Rechnungen hat gezeigt, daß die hauptsa¨chliche
Fehlerquelle bei dem gena¨herten Potential zu suchen ist, da entsprechende experimentelle oder
hochwertige ab-initio Daten mit sehr hoher Genauigkeit wiedergegeben werden [173, 176, 174].
Es stellt sich heraus, daß die Wahl des XC-Kernels weitaus weniger das Ergebnis beeinflußt
[176], so daß in den allermeisten bisherigen Anwendungen der TDDFT Methode ein ALDA-
Kernel verwendet wird, welcher, wie oben bereits angesprochen, eine vernu¨nftige Na¨herung
bei niedrigen Frequenzen liefert und wesentlich effizienter ist, als z.B. nichtlokale Na¨herungen
des XC-Kernels wie der TDOEP-Austauschkernel oder der TDOEP-SIC-Kernel [176]. Es wird
allgemein angenommen, daß die adiabatische Na¨herung die am wenigsten fehlerbehaftete Na¨he-
rung fu¨r den XC-Kernel ist [173], wenngleich Fa¨lle existieren, bei denen bekannt ist, daß dort
die adiabtische Na¨herung zusammenbricht [191]. Daher gibt es Bestrebungen, die Frequenz-
abha¨ngigkeit explizit zu beru¨cksichtigen [192, 193]. Hierbei ist anzumerken, daß die Aufnahme
der vollen Frequenzabha¨ngigkeit in den LDA XC-Kernel verschiedene exakte Bedingungen fu¨r






In Kapitel 2 wurde beschrieben, wie man mit Hilfe verschiedener quantenchemischer Verfahren
die Grundzusta¨nde von Atomen und Moleku¨len berechnen kann. Ein besonderes Gewicht hat
dabei der Aspekt der Beru¨cksichtigung der Elektronenkorrelation gespielt. In diesem Kapitel
soll nun erla¨utert werden, wie man ausgehend von diesen grundlegenden Na¨herungsverfah-
ren die Wechselwirkung zwischen verschiedenen (geschlossenschaligen) Moleku¨len beschreibt.
Hierbei wird es wiederum darum gehen, Ansa¨tze zu pra¨sentieren, die die Korrelationseffekte
beru¨cksichtigen. Daß dieses fu¨r die Beschreibung intermolekularer Wechselwirkungen essentiell
ist (sicherlich noch mehr als im Falle der chemischen Bindung), zeigt sich daran, daß etwa im
Falle von Edelgasdimeren die Vernachla¨ssigung dieser Effekte dazu fu¨hrt, daß entgegen den
experimentellen Erkenntnissen keine attraktive Wechselwirkung erhalten wird. Da intermole-
kulare Wechselwirkungsenergien im Verha¨ltnis zur chemischen Bindung recht klein sind, wird
man ferner auch quantitativ recht schlechte Resultate erhalten, wenn man die Korrelationsef-
fekte, die von der gleichen Gro¨ßenordnung sein ko¨nnen, nicht beru¨cksichtig. Fu¨r im folgenden
nicht beleuchtete Aspekte seien das Buch von Anthony Stone [143], der Artikel von Thakkar
[194] oder der mehr methodenorientierte Review von Chalasinski et al. [195] hilfreiche Quellen.
4.1 Supermoleku¨l Ansatz
Das weitaus am ha¨ufigsten benutzte quantenchemische Verfahren zur Bestimmung der Wech-
selwirkung zwischen Moleku¨len ist der Supermoleku¨l-Ansatz. Hierbei wird einfach die Differenz
aller Wechselwirkungen in dem Supermoleku¨l AB zu allen Wechselwirkungen in den beiden
Monomeren A und B gebildet:
Einter = ∆EAB = EAB − EA − EB (4.1)
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so daß die Wechselwirkungen zwischen A und B u¨brig bleiben. Der große Vorteil dieses einfachen
Verfahrens liegt darin, daß es mit nahezu jedem ga¨ngigen Quantenchemieprogramm anwend-
bar ist. Allerdings mu¨ssen einige Voraussetzungen erfu¨llt sein, um bestimmte systematische
Fehlerquellen auszuschließen:
• die drei einzelnen Energieberechnungen fu¨r das Dimer AB und die beiden Monomere A
und B sollten mit der gleichen quantenchemischen Methode erfolgen
• die verwendete Methode zur Berechnung der einzelnen Energien sollte gro¨ßenkonsistent
oder zumindest na¨herungsweise gro¨ßenkonsistent sein
• man sollte mo¨glichst hohe Konvergenzschwellen (fu¨r die Energie, Quadratsumme der Dich-
tematrixdiagonalen, . . . ) wa¨hlen, insbesondere dann, wenn man sehr schwache Wechsel-
wirkungen untersucht (meist werden dabei sehr große Energiewerte miteinander zu einer
sehr kleinen Wechselwirkungsenergie umgerechnet, z.B. Ar2(7 bohr): -1054.1505341778 -
2·(-527.0750875652) = -0.0003590473 [H])
• man muß den Basissatz Superpositionsfehler (BSSE) beheben (siehe Lit.[143]). Das am
ha¨ufigsten angewendete Verfahren ist die Counterpoise-Korrektur nach Boys und Bernadi
[196]. Hierbei wird der BSSE durch die Benutzung des vollen Dimerbasissatzes auch fu¨r
die einzelnen Monomere minimiert:
∆EcpAB = EAB(AB)− EA(AB)− EB(AB)
Die am ha¨ufigsten eingesetzten Verfahren zur Bestimmung der Wechselwirkungsenergie mit der
Supermoleku¨l Methode sind CCSD(T) im Falle von kleineren Systemen und MP2 bei gro¨ße-
ren Systemen. Es hat sich gezeigt, daß in vielen Fa¨llen die CCSD(T) Methode meist mit nur
geringer Abweichung experimentelle Minimumsgeometrien und Dissoziationsenergien zu repro-
duzieren vermag (siehe z.B. Lit.[197]) und nur in ganz wenigen Fa¨llen, wie z.B. dem CO-Dimer,
mu¨ssen noch ho¨here Korrelationseffekte beru¨cksichtigt werden, als durch die CCSD(T) Metho-
de erfaßt werden [198]. Die Kehrseite bei der Benutzung dieser Methoden ist allerdings, daß
sehr große Basissa¨tze notwendig sind, um etwa semiempirische, auf experimentellen Daten ba-
sierende Potentialenergiekurven wiedergeben zu ko¨nnen, und dies unabha¨ngig von der Wahl der
Korrelationsmethode [199]. Es ist in der Regel in der Tat besser, einen gro¨ßeren Basissatz zu
benutzen und dafu¨r eine etwas schlechtere Methode, da die Abha¨ngigkeit der Wechselwirkungs-
effekte von der Dimension der Basis sehr viel gro¨ßer ist. Um den Basissatzfehler zu minimieren,
benutzt man dabei ha¨ufig Basissatzextrapolationsverfahren [200]. Die entsprechend gefitteten
Potentialenergiefla¨chen werden daraufhin ha¨ufig noch nachgebessert, um die Fehler der zugrun-
de liegenden Methode auszumerzen [201, 202].
Die Benutzung ho¨her korrelierter Methoden auch fu¨r gro¨ßere Dimere (>10 Atome) ist durch
neuere Entwicklungen mo¨glich geworden, namentlich den linear scaling Verfahren [203, 204] und
den lokalen Korrelationsmethoden [205, 206, 207, 208, 209]. Bei den linear scaling Verfahren
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Abbildung 4.1: Schematische Repra¨sentation von verschiedenen Doppelanregungsklassen von
lokalen Korrelationsmethoden. Die unteren und oberen Kreise entsprechen jeweils den beiden
Monomeren im Grund- bzw. angeregten Zustand und die Pfeile symbolisieren die entsprechende
Anregung
werden die entsprechenden Gleichungen in die Atomorbitalbasis transformiert. Zwar erho¨ht sich
damit der Aufwand erheblich gegenu¨ber den Verfahren, die Integraltransformationen benutzen,
allerdings kann man etwa durch Ausnutzen der Schwartzschen Ungleichung von vorneherein
das Berechnen bestimmter Integrale vermeiden und damit insgesamt die Anzahl der auftreten-
den Tensorprodukte erheblich verringern [210] (sogenannte Prescreening Verfahren). Dies geht
meist einher mit direkten Algorithmen, d.h. die Integrale werden nicht auf Platte abgespeichert
sondern werden immer wieder neu berechnet [211]. Dieses ist unerla¨ßlich, wenn man wirklich
große Systeme rechnen will (ein Beispiel: um eine konventionelle Rechnung mit 1000 Basis-
funktionen durchzustehen beno¨tigt man einen Plattenplatzbedarf von etwa 2×933 GByte, etwa
so viel, wie heute die gro¨ßten Festplatten an Kapazita¨t aufbringen). Ein weiterer entscheiden-
der Schritt zur Reduktion des Skalierungsverhaltens mit der Gro¨ße des Systems wird bei den
lokalen Korrelationsmethoden gemacht. Bei diesen werden die Orbitale, welche den besetzten
und virtuellen Raum aufspannen, lokalisiert, so daß anschließend die Wellenfunktion in der
Art und Weise beschra¨nkt werden kann, daß nur Anregungen in einer bestimmten (definierten)
lokalen Doma¨ne beru¨cksichtigt werden. Da je nach Wahl der Schwellen solche Anregungen in
gro¨ßeren Systemen sehr zahlreich werden ko¨nnen, kann der rechenintensive Prozeß der Ampli-
tudenberechnung, z.B. in Coupled-Cluster Rechnungen, erheblich verringert werden. Vergleiche
mit jeweils konventionellen Rechnungen zeigen, daß in der Tat Anregungen in weit entfernte
Regionen kaum einen Beitrag leisten [207]. Schu¨tz et al. haben gezeigt, daß man mit Hilfe von
lokalen Korrelationsmethoden auch intermolekulare Wechselwirkungen analysieren kann [207].
Hierbei werden die einzelnen Anregungsklassen gema¨ß der schematischen Abbildung 4.1 einzel-
nen Wechselwirkungsbeitra¨gen zugeordnet. Interessant ist hier insbesondere, daß automatisch
der BSSE vermindert wird, da die entsprechenden Anregungen, welche diesen hervorrufen,
ausgeschlossen werden. Ein Nachteil der lokalen Verfahren ist, daß man keine ra¨umliche Punkt-
gruppensymmetrie benutzen kann und daß die Dimensionen der jeweiligen lokalen Doma¨nen
selbst zu wa¨hlen ist (es handelt sich also nicht um eine Black-BoxMethode). Es ist anzunehmen,
daß in bestimmten Fa¨llen die Wahl der Schwellen recht große Auswirkungen auf die Aufteilung
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in die verschiedenen Anregungsklassen haben wird. Auch haben Schu¨tz et al. gefunden, daß
nach Counterpoise-Korrektur LMP2 die MP2 Wechselwirkungsenergie des Wasser Dimers um
10-15% unterscha¨tzt, was sie auf das Fehlen bestimmter ionischer Anregungen zuru¨ckfu¨hren
[207]. Kritische Fa¨lle fu¨r lokale Korrelationsmethoden sind Systeme mit stark delokalisierten
Elektronen, wie z.B. konjugierten Polyene oder aromatische Systeme.
Es stellt sich nun die Frage, inwieweit man akkurate intermolekulare Wechselwirkungsener-
gien mit der KS-DFT Methode bestimmen kann. Der große (technische) Vorteil gegenu¨ber den
korrelierten ab initio Verfahren wa¨re, daß KS-DFT weitaus weniger basisatzabha¨ngig ist, da
im ersteren Fall nur die Dichte und nicht die sehr viel kompliziertere Wellenfunktion durch den
Basissatz repra¨sentiert werden muß. Um der Frage auf den Grund zu gehen, ist es unerla¨ßlich,
zwischen exaktem KS und den derzeitigen ga¨ngigen Na¨herungen fu¨r das XC-Funktional zu
unterscheiden. Aufgrund der Hohenberg-Kohn Theoreme steht fest, daß bei Kenntnis des exak-
ten XC-Funktionals die DFT Methode das Potential hat, die exakte elektronische Energie und
damit auch intermolekulare Wechselwirkungsenergie gema¨ß Gl.4.1 zu liefern. Leider gibt es in
den gegenwa¨rtigen Implementierungen von DFT (LDA, GGA, . . . ) ein fundamentales Problem,
welches auf der lokalen Abha¨ngigkeit der Austauschkorrelationsenergiedichte von der Elektro-
nendichte beruht (²GGAxc (r) = ²xc(ρ(r),∇ρ(r))), d.h. ²GGAxc an einer Stelle r im Raum ist eine
analytische Funktion der Elektronendichte (und entsprechenden Ableitungen) an der gleichen
Stelle r. Dieses fu¨hrt dazu daß man mit solchen Methoden nicht in der Lage ist, solch nichtlo-
kale Effekte wie die langreichweitige Dispersionswechselwirkung, welche mit C6/r
6 abfa¨llt, zu
beschreiben. Betrachten wir hierzu folgendes Beispiel [212]:
Gegeben seien zwei spha¨risch symmetrische und neutrale Subsysteme mit nicht
u¨berlappenden Elektronendichten ρ1 und ρ2:
ρ1(r)ρ2(r) = 0




Fu¨r das Gesamtsystem aus zwei nicht u¨berlappenden Komponenten ρ = ρ1+ ρ2
ist damit die XC-Energie additiv, d.h.:
EGGAxc [ρ1 + ρ2] = E
GGA
xc [ρ1] + E
GGA
xc [ρ2]
und dies fu¨hrt zu





Damit ist weder das GGA XC-Potential, welches die Elektronendichte eines Sub-
systems bestimmt, noch die GGA XC-Energie abha¨ngig von der Pra¨senz der
Elektronendichte des anderen Subsystems. Da nun die Dispersionswechselwir-
kung nicht von der U¨berlappung zweier Monomerdichten abha¨ngt, d.h. auch
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bei vo¨llig voneinander getrennten Subsystemen auftaucht, ist zu schließen, daß
GGAs nicht zur Beschreibung von langreichweitigen intermolekularen Wechsel-
wirkungen geeigent sind.
Trotz dieser Unzula¨nglichkeiten von GGAs in der Beschreibung von van der Waals Wechselwir-
kungen wird diese Thematik unter Quantenchemikern heutzutage durchaus kontrovers gesehen
(siehe Lit.[213] und Referenzen hierin). Zwar gibt es Publikationen, die eindeutig belegen, daß
im Falle von Edelgasdimeren mit einigen Funktionalen u¨berhaupt keine attraktive Wechselwir-
kung beschrieben wird [214], jedoch wird von anderen Seiten demonstriert, daß genau dieses
mit einer bestimmten Klasse von anderen Funktionalen mo¨glich ist [215, 216]. Wie die Wahl des
Funktionals die Form der Wechselwirkungskurve fu¨r das Argon Dimer beeinflußt, demonstriert
das Diagramm in Abb.4.2. Man sieht deutlich, daß nicht nur einige prominente Vetreter, na-
mentlich BLYP und B3LYP, attraktive Kurven wiedergeben, sondern daß auf der anderen Seite
LDA die Wechselwirkung stark u¨bertreibt. Die Tatsache, daß einige Funktionale u¨berhaupt eine
attraktive Kurve liefern, wird begru¨ndet durch das Vorhandensein von U¨berlappungseffekten,
welche exponentiell mit dem Abstand der Monomere abfallen [213, 190].
Ein anderes prinzipielles Problem (wenn man von dem oben geschilderten einmal absieht)
von GGAs ist, daß sie meist Parameter enthalten, die mit Hilfe von atomaren Korrelationsener-
gien bestimmt wurden. Es ist fraglich, ob die Referenzwerte in einer Genauigkeit vorliegen, wie
es fu¨r die Berechnung von Dispersionswechselwirkungen notwendig ist. Eine weitere Fehlerquel-
le ist verborgen in der numerischen Intgration, die in den meisten Programmen zur Berechnung
der XC-Potential Matrixelemente und der XC-Energie durchgefu¨hrt wird. Die Fehler, die durch
die Benutzung eines zu groben Integrationsgitters hervorgerufen werden, ko¨nnen durchaus von
der gleichen Gro¨ßenordnung sein wie die Wechselwirkungsenergie selbst.
Wenngleich KS-DFT recht gute Resultate bei der Beschreibung von Wechselwirkungen zwi-
schen ionischen Systemen liefert [217], ist es klar, daß in Fa¨llen, wo die Dispersion ein wichtiger
Beitrag der Gesamtwechselwirkung ist, die ga¨ngigen KS Verfahren nicht benutzt werden soll-
ten. Ein Weg, um das grundlegende Problem des Fehlens von Dispersionseffekten zu beheben,
ist die Entwicklung von neuen nichtlokalen Funktionalen (in dem Sinn, daß das entsprechende
XC-Potential eine nichtlokale Abha¨ngigkeit von der Dichte hat) [218, 219, 220]. Der Nachteil
hierbei ist jedoch, daß der rechnerische Aufwand gegenu¨ber den gewo¨hnlichen Verfahren erho¨ht
wird. Darum gibt es heute einige Arbeitsgruppen, die die Dispersion u¨ber eine geda¨mpfte Mul-





− . . . (4.2)
Hierbei gilt es jedoch, eine geeignete Form fu¨r die Da¨mpfungfunktionen f zu finden (es be-
steht z.B. die Gefahr der Doppelza¨hlung von kurzreichweitigen Korrelationseffekten), und die
Parameter derselben werden von Funktional zu Funktional verschieden angepaßt (die Dispersi-
onskoeffizienten C ko¨nnen dagegen leicht aus TDDFT Rechnungen erhalten werden). Trotz der
hohen Effizienz dieses Verfahrens ist es also recht empirisch und damit nicht potentiell exakt
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Abbildung 4.2: Potentialenergiekurve von Ar2 (Counterpoise korrigiert/aug-cc-pVQZ Basis)
(d.h. es la¨ßt sich nicht in der Weise ausbauen, daß man unter bestimmten Voraussetzungen die
exakte Dispersionswechselwirkung im ganzen Abstandsbereich erha¨lt). Daru¨ber hinaus gibt es
noch andere Verfahren die u¨ber die bisher besprochenen konventionellen Ansa¨tze hinausgehen
(siehe z.B. Lit.[212]).
Ein insgesamt großer Nachteil der Supermoleku¨l Methode (sieht man einmal von den Mo¨glich-
keiten bei den lokalen Korrelationsmethoden ab) ist die Tatsache, daß eine Aufteilung der be-
rechneten Gesamtwechselwirkung in einzelne Beitra¨ge nicht mo¨glich ist, d.h. man kann nicht
analysieren, welche (physikalischen) Effekte bei der Wechselwirkung eine Rolle spielen. Letz-
teres ist jedoch insbesondere fu¨r die Entwicklung von theoretischen Kraftfeldern wichtig, mit
deren Hilfe man z.B. gro¨ßere Systeme simulieren kann. Ein vo¨llig anderes Verfahren zur Berech-
nung der intermolekularen Wechselwirkung, in welchem die Aufspaltung in einzelne Beitra¨ge
sozusagen auf natu¨rlichem Wege erfolgt, wird im folgenden Abschnitt erla¨utert.
4.2 Intermolekulare Symmetrie-Adaptierte Sto¨rungstheo-
rie (SAPT)
4.2.1 Intermolekulare Sto¨rentwicklung
Die intermolekulare Sto¨rungstheorie ist ein Verfahren, mit deren Hilfe man Wechselwirkungs-
energien zwischen zwei Monomeren A und B direkt berechnen kann. Hierzu betrachten wir
zwei Atome oder Moleku¨le A und B als jeweilige Untersysteme des Gesamtkomplexes AB.
Wenn die Wechselwirkung zwischen diesen vollsta¨ndig vernachla¨ssigt wird, so kann der Hamil-
tonoperator, die Wellenfunktion und die Energie des Systems durch die Hamiltonoperatoren,
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Wellenfunktionen und Energien der ungesto¨rten Untersysteme beschrieben werden:
Hˆ0 = Hˆ




A + EB (4.5)
Die Wechselwirkung zwischen A und B wird eingeschaltet, indem man zu Hˆ0 die Summe aller
Coulomb Wechselwirkungen der Teilchen von System A auf der einen Seite mit allen Teilchen
von B auf der anderen Seite hinzuaddiert. Bezeichnet man das intermolekulare Wechselwir-
kungspotential als Vˆ , so kann die Schro¨dingergleichung fu¨r das wechselwirkende System AB
wie folgt geschrieben werden:
(Hˆ0 + Vˆ )Ψ = (E0 + Eint)Ψ (4.6)
wobei Ψ die Wellenfunktion des Supermoleku¨ls AB und Eint die Wechselwirkungsenergie ist.
Einen solchen Sto¨ransatz aufzustellen liegt nahe, da die Wechselwirkung bei großen intermo-
lekularen Absta¨nden mit einer inversen Potenz des Abstandes zwischen A und B abfa¨llt und
insgesamt nur eine kleine Korrektur zu E0 darstellt. Auf der anderen Seite kann man Vˆ jedoch
nicht als eine geringe Sto¨rung von Hˆ0 auffassen, da die hervorgerufene A¨nderung in der Wel-
lenfunktion immer sehr groß sein wird, unabha¨ngig wie groß der Abstand beider Monomere ist
(siehe unten). Um eine geeignete Sto¨rentwicklung zu erhalten benutzt man die intermedia¨re
Normierung 〈Φ0|Ψ〉 = 1 und ersetzt Gl.4.6 durch das folgende Gleichungssystem fu¨r Eint und
Ψ [224, 225, 226]:
Eint = 〈Φ0|VˆΨ〉 (4.7)
Ψ = Φ0 + Rˆ0[〈Φ0|VˆΨ〉 − Vˆ ]Ψ (4.8)





Ek − E0 (4.9)
Diese Gleichungen ko¨nnen durch einen iterativen Prozess der folgenden allgemeinen Form gelo¨st
werden [225]:
En = 〈Φ0|Vˆ GΨn−1〉 (4.10)
Ψn = Φ0 + Rˆ0[〈Φ0|Vˆ G ′Ψn−1〉 − Vˆ ]FΨn−1 (4.11)
Die Operatoren F , G und G ′ sind hier eingefu¨hrt worden, um die Kovergenz des iterativen
Prozesses zu beschleunigen, indem in jedem Iterationsschritt die geeignete Symmetrie der Wel-
lenfunktion erzwungen wird. Es gilt offensichtlich:
GΨ = G ′Ψ = FΨ = Ψ (4.12)
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Die einfachste Entwicklung der Gleichungen 4.10 und 4.11 ergibt sich, wenn man u¨berhaupt
keine Antisymmetrie erzwingt, d.h. F = G = G ′ = 1 und Ψ0 = Φ0. Nach n-ter Iteration
und Entwicklung in Potenzen von Vˆ erha¨lt man einen Energieausdruck, welcher der Summe
der ersten n Korrekturen der Rayleigh-Schro¨dinger (RS) Sto¨rtheorie entspricht und zusa¨tzlich
noch Terme ho¨herer Ordnung in n entha¨lt. Die Wahl Ψ0 = Φ0 ist jedoch eine sehr schlechte
Wahl, da die exakte Wellenfunktion Ψ sehr verschieden von Φ0 ist. Ein einfaches Beispiel, um
dieses zu verdeutlichen, ist das H+2 -Moleku¨lion. Ist bei diesem der Kernabstand groß, so wird
die exakte Wellenfunktion durch die Summe Ψ ∼ 1sA + 1sB beschrieben. Die Wellenfunktion
Φ0 = 1s
A ist also eine sehr schlechte Na¨herung fu¨r die exakte Wellenfunktion und die Sto¨rung
V = 1/r − 1/rB modifiziert die Wellenfunktion so stark, daß sie nicht als eine geringe Sto¨rung
betrachtet werden kann. Es treten dabei zwei Effekte auf: zum einen polarisiert der a¨ußere
Bereich des Potentials V die Elektronenwolke am Kern A. Dieser Effekt ist jedoch relativ
schwach und verschwindet bei großen Absta¨nden mit 1/r2. Zum anderen verursacht der stark
negative Teil von V am Kern B ein Tunneln des Elektrons von A nach B. Die Polarisationsreihe
kann dieses Tunneln bei H+2 und H2 zwar wiedergeben, aber nur in sehr großen Ordnungen,
da alle Polarisationswellenfunktionen am Kern A lokalisiert sind und exponentiell mit dem
Abstand rA abfallen. Der Beweis, daß die Polarisationsreihe jedoch in jedem Fall divergieren
muß, wenn eins der beiden Monomere mehr als zwei Elektronen hat, wurde von Kutzelnigg
erbracht [227].
Im allgemeinen la¨ßt sich das Problem zuru¨ckfu¨hren auf ein Symmetrieproblem in der Wel-
lenfunktion. Wa¨hrend die exakte Wellenfunktion antisymmetrisch bezu¨glich der Vertauschung
zweier beliebiger Elektronen ist, ist Φ0 nur antisymmetrisch bezu¨glich der Vertauschung von
Elektronen desselben Monomers (A oder B). Es existieren zwei Verfahren, um diesem Problem
zu begegnen:
• Symmetrische Sto¨rungstheorie: man finde ein alternatives Hˆ0 und Vˆ . Das Problem hierbei
ist, daß es kein hermitesches Hˆ0 gibt, das die antisymmetrisierten Produktwellenfunktio-
nen als Eigenfunktionen hat, da letztere nicht orthogonal zueinander sind (siehe Lit.
[143, 228])
• Symmetrieadaptierte Sto¨rungstheorie: bleibe bei Hˆ0 = HˆA + HˆB und erzwinge die ge-
eignete Permutationssymmetrie in jeder Ordnung durch die Einfu¨hrung von Projektions-
operatoren in die Sto¨rgleichungen
Das letzte Rezept ist bereits in den Gl.4.10 und 4.11 vorweg genommen worden. Je nach
Wahl der Operatoren F , G und G ′ existieren verschiedene Varianten zur Symmetrieerzwingung.
Sie sind entsprechend der Sta¨rke der Symmetrieerzwingung in Tabelle 4.1 angegeben. Zu den
schwachen Symmetrieerzwingungsmaßnahmen za¨hlen das Symmetriesierte Rayleigh-Schro¨din-
ger (SRS) Verfahren sowie das Murrell-Shaw-Musher-Amos (MSMA) Verfahren [229, 230], da in
beiden Fa¨llen die Symmetriesierer nur in den Energieausdru¨cken benutzt werden und nicht zur
Symmetrieanpassung der Wellenfunktion. Die eckigen Klammern in Tabelle 4.1 geben an, daß
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Tabelle 4.1: Symmetrieerzwingung in verschiedenen Austausch-Sto¨rungstheorien
Formalismus a ψ0 F G(G ′)
RS Φ0 1 1
SRS Φ0 1 Ab (1)
MSMA Φ0 [AΦ0] 1 A[1]
JK AΦ0 Aˆ 1
EL-HAV AΦ0 Aˆ A
asiehe Text zur Erla¨uterung der Abku¨rzungen
bAΨ = AˆΨ/〈Φ0|AˆΨ〉 (normierter Antisymmetrisierungs-Operator)
es zwei alternative Prozeduren fu¨r das MSMA Verfahren gibt: zum einen kann man G = G ′ = A
setzen und zum anderen la¨ßt sich die gleiche Entwicklung auch erhalten, wenn man die An-
tisymmetrie fu¨r die Startwellenfunktion erzwingt, d.h. Ψ0 = AΦ0. Letzteres zeigt den Vor-
teil gegenu¨ber der RS Entwicklung, da die Funktion AΦ0 fu¨r große intermolekulare Absta¨nde
asymptotisch korrekt ist. Man kann nun zeigen, daß die Energieausdru¨cke von MSMA und
SRS bis zur zweiten Ordnung identisch sind. In bestimmten Fa¨llen, wie z.B. bei den ungeraden
Zusta¨nden von H+2 und H2, zeigt sich, daß die MSMA Reihe divergiert, wa¨hrend die SRS Reihe
konvergiert [225]. Eine starke Symmetrieerzwingung bewirken das Jeziorski-Kolos (JK) Verfah-
ren [224, 225], das Eisenschitz-London Hirschfelder-van der Avoird (EL-HAV) [231, 232, 233]
Verfahren, sowie das wohl von allen am anspruchsvollste Hirschfelder-Silbey (HS) Verfahren
[234, 232]. Bei allen diesen zuletzt genannten Verfahren wurde bis vor kurzem davon aus-
gegangen, daß sie allgemein eine wesentlich bessere Konvergenz insbesondere bei kleineren
Absta¨nden besitzen als die schwachen Symmetrieerzwingungs-Verfahren, jedoch wurde dies
numerisch nur fu¨r Zweielektronen-Monomere belegt [225]. Adams hat aufgezeigt, daß dieser
Befund nicht repra¨sentativ fu¨r das Konvergenzverhalten von gro¨ßeren Systemen ist [235]. Ein
großes Problem des SRS und HS Verfahrens ist die Tatsache, daß bei Wechselwirkungen zwi-
schen gro¨ßeren Monomeren (>2 Elektronen) der physikalische Grundzustand des Dimers in
einem Pauli-verbotenen Kontinuumszustand [236] liegt. Adams hat demonstriert, daß dies zu
einer divergenten Sto¨rentwicklung fu¨hren muß [235]. Eine numerische Untersuchung hierzu wur-
de fu¨r das LiH Moleku¨l von Patkowski et al. durchgefu¨hrt [237]. Ein Vergleich der SRS und
HS Entwicklungen mit dem FCI Resultat zeigt, daß beide Verfahren, inbesondere bei klei-
nerem Abstand, bei einer ho¨heren Ordnung (≈30-40) anfangen zu divergieren, daß aber auf
der anderen Seite bis zu dieser Ordnung in beiden Fa¨llen eine moderate Anna¨herung an den
FCI Wert erfolgt. Es gibt andere SAPT Verfahren, namentlich eine Variante des Amos-Musher
Verfahrens (MA) [238, 239] oder das EL-HAV Verfahren, welche nicht von dem Problem des
Pauli-verbotenen Kontinuums betroffen sind, jedoch haben fru¨he Untersuchungen fu¨r H2 und
H+2 gezeigt, daß beide Entwicklungen in zweiter Ordung nicht die wichtigen Induktions- und
Dispersionskomponenten wiedergeben und damit in dieser Ordung auch nicht die richtige r-
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Asymptotik besitzen. Einzig die JK Entwicklung (oder auch die Varianten JK-1 und JK-2,
in welchen die Startwellenfunktion so modifiziert wird, daß bestimmte Terme in dritter Ord-
nung das korrekte Asymptotik-Verhalten besitzen [240]) besitzt aufgrund der Tatsache, daß die
Antisymmetrisierungs-Operatoren nicht in den Energieausdruck eingehen, die richtige Asym-
ptotik fu¨r die 1/r-Entwicklung. Daru¨ber hinaus haben numerische Untersuchungen fu¨r das LiH
gezeigt, daß die JK Methode fu¨r alle Zusta¨nde des Moleku¨ls konvergiert [240]. Es la¨ßt sich
leicht zeigen, daß die JK Methode und die SRS Methode identisch bis zur zweiten Ordnung
sind. Neuere Varianten von SAPT, welche einige der angesprochenen Probleme beheben, sind
ku¨rzlich von Adams [241] und Patkowski et al. [242] entwickelt worden. Dies zeigt, daß dieses
Gebiet nach wie vor weiterer theoretischer Anstrengungen bedarf.
Fu¨r Systeme mit mehr als vier Elektronen wurden die Methoden mit starker Symmetrieer-
zwingung bisher noch nicht getestet, da der Aufwand fu¨r die Symmetrieanpassung der Wellen-
funktion mit der Elektronenzahl immens steigt. Aus diesem Grunde hat sich zur Untersuchung
von gro¨ßeren Systemen die SRS Methode durchgesetzt, wobei die Entwicklung in der Regel nach
der zweiten Ordnung abgebrochen wird. Dieses ist auch die Na¨herung die im folgenden noch
na¨her erla¨utert werden soll. Gema¨ß der Konvention aus der Literatur soll sie durch das Akronym
SAPT angegeben werden. Auf ausfu¨hrliche Herleitungen der Spinorbitalformeln wird hier ver-
zichtet, da dies Gegenstand von mehreren Vero¨ffentlichungen ist [243, 244, 245, 246, 247, 248].
4.2.2 Polarisationsreihe
Die Polarisationsreihe la¨ßt sich unmittelbar aus einer Sto¨rentwicklung von Gl.4.6 ableiten und
sie liefert die Wechselwirkungsenergie zwischen den Monomeren bei großen intermolekularen
Absta¨nden. Bei kleineren intermolekularen Absta¨nden mu¨ssen auch Elektronenaustauscheffekte
beru¨cksichtigt werden (siehe na¨chster Abschnitt). Schaltet man die intermolekulare Sto¨rung mit
einem Sto¨rparameter λ ein, so kann man die Wellenfunktion und die Wechselwirkungsenergie















pol der Polarisationswellenfunktion und E
(n)
pol der Polarisationsenergie n-ter Ordnung. Mit
Hilfe von Gl.4.7 folgt unmittelbar:
E
(n)
pol = 〈Φ0|Vˆ Φ(n−1)pol 〉 (4.15)
und die Polarisationswellenfunktionen gewinnt man aus der folgenden Rekursionsbeziehung:
Φ
(n)
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mit Φ
(0)
pol = Φ0 = Φ
AΦB. Die Polarisationsenergien bis zur zweiten Ordnung haben eine einfa-
che, teilweise klassische, physikalische Interpretation. Daru¨ber hinaus sind Beziehungen zu den
Monomereigenschaften herstellbar, wodurch man sie mit Hilfe einfacher Modelle abscha¨tzen
kann.
Elektrostatische Wechselwirkung
Die Polarisationsenergie erster Ordnung ist gegeben durch:
E
(1)
pol = 〈ΦAΦB|Vˆ ΦAΦB〉 (4.17)









wobei ρtot der gesamten elektrischen Ladungsverteilung des jeweiligen Monomers entspricht.
Gl.4.18 zeigt, daß es sich um nichts anderes handelt, als um die Coulomb Wechselwirkung
der Ladungswolken beider Monomere. Darum wird E
(1)
pol auch als elektrostatische Wechselwir-
kung bezeichnet. Diese beinhaltet hier allerdings nicht nur die klassischen langreichweitigen
Multipol-Multipol Wechselwirkungen zwischen den Monomeren, sondern auch kurzreichweitige
Penetrationseffekte, die durch die Durchdringung der Ladungswolken entstehen, und ebenfalls
einen wichtigen attraktiven Beitrag liefern.
In praktischen quantenchemischen Rechnungen werden nun Na¨herungen fu¨r die Dichten ρtot
eingefu¨hrt, um die elektrostatischeWechselwirkung zu beschreiben. Im Rahmen der Vielteilchen-
SAPT (MB-SAPT) benutzt man standardma¨ßig eine intramolekulare Møller-Plesset Sto¨rent-
wicklung der Wellenfunktion bzw. Dichte um die intramolekularen Korrelationseffekte zu er-
fassen [244]. Diese doppelte Sto¨rungstheorie basiert auf der folgenden Aufspaltung des Dimer-
Hamiltonian-Operators:
(Fˆ + ζV + λAWˆ
A + λBWˆ
B)Ψ = EΨ (4.19)
wobei Fˆ = FˆA + FˆB die Summe der Fock Operatoren der beiden ungesto¨rten Monomere A
und B ist und WˆA bzw. WˆB sind die intramolekularen Fluktuationspotentiale von A und B.
Die entsprechende ungesto¨rte Wellenfunktion Ψ0 ist dann nichts weiter als das Produkt der
Hartree-Fock Wellenfunktionen von Monomer A und B. Mit diesem Ansatz kann man nun









wobei die Indizes i und j die jeweilige intra-molekulare Sto¨rordung angeben. Eine gebra¨uchliche
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wobei der intramolekulare Korrelationseffekt von l-ter Ordung des gesamten Korrelationsope-
rators Wˆ = WˆA+WˆB ist. Die auf Gl.4.19 basierende Sto¨rentwicklung ist in der Literatur unter
der Bezeichnung Vielteilchen-SAPT oder MB-SAPT bekannt [250, 248]. Die elektrostatische









pol + . . . (4.22)
wobei E
(10)
pol der unkorrelierte HF-Beitrag ist, E
(12)
pol die Coulomb Wechselwirkung zweiter Ord-
nung, und so weiter. Zu beachten ist hierbei, daß der Term E
(11)
pol aufgrund von Brillouins
Theorem verschwindet. In der Praxis bricht man meist die obere Entwicklung nach der zweiten
oder dritten Ordnung ab.
Der Ausdruck fu¨r die elektrostatische Wechselwirkung nullter Ordnung, d.h. auf Hartree-
Fock Niveau, in Spinorbitalform la¨ßt sich sehr einfach angeben, wenn man die folgende Form
















mit vklij = 〈ij|kl〉, Sji = 〈φi|φj〉, vA und vB sind die elektrostatischen (Kern-Elektron) Potentiale
von Monomer A und Monomer B, vnuc entspricht der Summe aller Kern-Kern Wechselwirkun-
gen zwischen beiden Monomeren und NA und NB sind die Anzahl der Elektronen von A und B.






wobei der Index a einem besetzten Orbital von Monomer A entspricht und b einem besetzten
Orbital von Monomer B. Um die (expliziten) Integraltransformationen zu umgehen benutzt
man einen Dichtematrixformalismus. Dazu dru¨ckt man die AO-Coulombmatrix mit Hilfe der












Damit la¨sst sich E
(10)




AVB +PBVA + 2PBJA) + Enuc (4.27)
wobei VA und VB die elektrostatischen Potentiale in AO-Darstellung sind und Enuc entspricht
der internuklearen Kern-Kern Repulsion. Der Vorteil dieser Darstellung fu¨r die elektrostatische
Wechselwirkung gegenu¨ber Gl.4.24 ist, daß er allgemeingu¨ltig ist, d.h. er la¨ßt sich nicht nur fu¨r
Ein-Determinantenwellenfunktionen auswerten, vorausgesetzt, man besitzt die Einelektronen-
dichtematrizen P fu¨r beide Monomere.
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Induktions Wechselwirkung
Die Polarisationsenergie zweiter Ordnung ist gegeben durch:
E
(2)




Ea − E0 (4.28)
Dieser Ausdruck la¨ßt sich nun aufspalten in zwei Beitra¨ge, und zwar in einen Term in dem
jeweils ein Monomer in dem Sum Over States (SOS) Ausdruck im Grundzustand verbleibt




a ), und einen zweiten, in dem beide Monomere
angeregt sind. Im ersten Fall erha¨lt man die sogenannte Induktionswechselwirkung, welche





ind(A← B) + E(2)ind(B ← A) (4.29)
wobei E
(2)
ind(A ← B) die Induktionsenergie von Monomer A ist, die durch das elektrische Feld
von Monomer B hervorgerufen wird, und umgedreht. Die Induktionswechselwirkung ist nicht
paarweise additiv und liefert immer einen attraktiven Beitrag zur Gesamtwechselwirkung. Sie
ist unkorreliert bezu¨glich der Bewegung der Elektronen von A mit den Elektronen von B, da
sie lediglich durch das gemittelte elektrostatische Potential von B bestimmt wird. Eine sehr
einfache Methode zur quantenchemischen Berechnung der Induktionsenergie ist die finite-field
Methode, in der die Sto¨rung durch das gesamte effektive Feld des jeweils anderen Monomers
gegeben ist, also:
ωA,B = PA,B(VA,B + 2JA,B) (4.30)
Zu beachten ist hierbei, daß mitunter recht große Feldsta¨rken benutzt werden mu¨ssen, da in-
sesondere bei schwachen Feldern oder großen intermolekularen Absta¨nden die Sto¨rung sehr
klein ist. Eine andere Mo¨glichkeit zur Berechnung der Induktionsenergie liefert die Response-
Theorie. Mit Hilfe der Resonse-Matrix (Polarisationspropagator) Π aus Gl.3.21 kann man die
Induktionswechselwirkung wie folgt ausdru¨cken:
E
(2)










oder mit Hilfe der Coupled Perturbed HF Koeffizienten (Gl.3.24):
E
(2)
ind(A← B) = −Cai (ωB)ia (4.32)
Zur Untersuchung von gro¨ßeren Dimeren kann man die Induktionsbeitra¨ge auch na¨herungswei-
se mit Hilfe von verteilten Multipolmomenten und Polarisierbarkeiten berechnen [252]. Hierbei
werden zum einen Basissatz-Unterteilungsmethoden benutzt (siehe Lit.[143], Kapitel 7), was
nicht in jedem Fall zu stabilen Resultaten fu¨hrt, oder es werden topologische Verteilungssche-
mata benutzt [253], welche zwar stabil sind, aber hinsichtlich ihrer Konvergenzeigenschaften
nicht optimal sind.
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In dem MB-SAPT Verfahren werden die intramolekularen Korrelationseffekte durch eine
Sto¨rentwicklung des Ausdruckes 4.28 beschrieben [247]. Dabei unterscheidet man zwischen den
augenscheinlichen Korrelationseffekten, die bereits durch Benutzung des RPA Propagators er-
faßt werden, und den sogenannten wahren Korrelationseffekten, welche in der Sto¨rentwicklung,
wiederum aufgrund des Brillouin Theorems, ab der zweiten Ordnung der Vielteilchenentwick-
lung der relaxierten Dichte auftreten, so daß man in MB-SAPT die Induktionsenergie durch









wobei das hochgestellte t angibt, daß es sich um einen wahren Korrelationsbeitrag handelt. Das
tiefgestellte resp gibt an, daß die Ausdru¨cke aus einer relaxierten Møller-Plesset Entwicklung der
Elektronendichten und des Polarisationspropagators gewonnen werden. Alternativ la¨ßt sich die
Induktionsenergie auch aus der gewo¨hnlichen MP-Entwickung gewinnen, was in nullter Ord-






mit den Orbitalenergien ². Die ungekoppelte Induktionsenergie kann dann analog gema¨ß Gl.4.32
berechnet werden.
Dispersions Wechselwirkung
Die Dispersionsenergie zweiter Ordnung ist definiert als Differenz zwischen der Polarisations-
energie zweiter Ordnung (Gl.4.28) und der Induktionswechselwirkung. Mit anderen Worten: die
Dispersionsenergie ist derjenige Teil von E
(2)
pol , in der nur doppelt angeregte Zusta¨nde in dem







|〈ΦA0 ΦB0 |Vˆ ΦAaΦBb 〉|2
EAa − Ea0 + EBb − EB0
(4.35)
Damit entspricht die Dispersionsenergie einem reinen intermolekularen Korrelationseffekt und
sie la¨ßt sich im Unterschied zu den vorhergehend beschriebenen Beitra¨gen nicht so einfach
durch ein klassisches physikalisches Bild interpretieren. Man kann sich vorstellen, daß sie her-
vorgerufen wird durch eine Korrelation der Ladungsverteilungen in beiden Monomeren, welche
in Wirklichkeit nicht statisch sind, sondern konstant fluktuieren, wa¨hrend sich die Elektronen
bewegen. Dies geschieht in solch einer Weise, daß Energiezusta¨nde niederer Energien bevorzugt
und Energiezusta¨nde ho¨herer Energie abgewiesen werden, so daß insgesamt immer eine attrak-
tive Wechselwirkung zustande kommt. Dies ist auch der Grund, warum u¨berhaupt Edelgase
verflu¨ssigt werden ko¨nnen. Die Beru¨cksichtigung von Dispersionseffekten in quantenchemischen
Rechnungen ist darum von großer Bedeutung und man ist auf korrelierte Methoden angewiesen,
da die supermolekulare HF Energie die Dispersion ga¨nzlich nicht entha¨lt.
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Wa¨hrend zur Beschreibung der Induktionswechselwirkung die Antwort auf das statische
elektrische Feld des anderen Monomers notwendig ist, beno¨tigt man zur Beschreibung der
Dispersion die Antwort auf das sich zeitabha¨ngig a¨ndernde Feld jeweils beider Monomere,
und damit die frequenzabha¨ngigen Polarisationspropagatoren beider Monomere. Mit Hilfe einer
reellen Orbitalbasis und unter Benutzung der Casimir-Polder Integraltransformation la¨ßt sich


















wobei (pAqA|tBuB) ein intermolekulares Zweielektronen-Coulombintegral ist. Gl.4.36 liefert ei-
ne vo¨llig allgemeingu¨ltige Vorschrift zur Berechnung der nichtentwickelten (d.h. inklusive von
U¨berlappeffekten) Dispersionsenergie in Orbitalform, d.h. unter der Voraussetzung, man kennt
die exakten Polarisationspropagatoren Π fu¨r A und B und wenn man eine komplette Orbital-
basis benutzt, kann man auf diesem Wege die exakte Dispersionsenergie des wechselwirkenden
Systems ausrechnen.
Bei der konkreten Berechnung der Dispersionsenergie nach der Vorschrift in Gl.4.36 ist ei-
ne Integration u¨ber das Produkt der Polarisationspropagatoren nach der Frequenz notwendig.
Dieses kann jedoch in einfacher Weise numerisch bewa¨ltigt werden, da die Abha¨ngigkeit der
allgemeinen Polarisierbarkeiten von der imagina¨ren Frequenz meist monoton ist und die Po-
larisierbarkeit im Unendlichen gegen Null geht. Um eine einigermaßen verla¨ßliche Genauigkeit
zu erreichen, sind in der Regel nur wenige Stu¨tzpunkte notwendig (≈10-20). Der große Vorteil
dieses Ansatzes liegt darin, daß man nicht (im Falle von HF, jedoch auch ganz analog bei all-
gemeinen Response-Verfahren) das gesamte Eigenwertproblem von Gl.3.15 lo¨sen muß, sondern
nur die entsprechenden 10-20 Matrixinversionen bei bestimmten Frequenzen durchfu¨hren muß.
Nichtsdestotrotz bleibt noch die, wenn auch durch Symmetrie reduzierbare, Achtfachsumme
u¨brig. Eine alternative Variante zur Berechnung der Dispersionsenergie ergibt sich, wenn man
den Casimir-Polder Trick ru¨ckwa¨rts anwendet [146]. Unter Benutzung von Gl.3.21 kann man
dann E
(2)























Definiert man eine Matrix J mit den Elementen:
Jai,bj = (a
AiA|bBjB) (4.38)
und transformiert sie entsprechend:
X = UA · J (4.39)
Y = X · (UB)T (4.40)
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Da wir hier davon ausgegangen sind, daß die Responsevektoren U durch Lo¨sung der TDHF-
Gleichungen 3.15 gewonnen wurden, bezeichnet man die so erhaltene Dispersionsenergie auch als
TDHF-Dispersionsenergie oder einfach als HF-Dispersionsenergie (was gelegentlich zu Konfu-
sionen fu¨hrt, da, wie oben angegeben, die supermolekulare HF Energie keine Dispersionseffekte
beinhaltet). In der Standard MB-SAPT Variante berechnet man die Dispersionsenergie nullter
Ordnung (E
(20)
disp) in einem ungekoppelten Ansatz, d.h. ohne Beru¨cksichtigung der A¨nderung der
intramolekularen Coulomb- und Austauschpotentiale durch das fluktuierende Feld des jeweils
anderen Monomers. Formal kann die UCHF-Dispersionsenergie durch die Ersetzung von Y mit
J und ωAp mit ²
A
a −²Ai bzw. ωBq mit ²Bb −²Bj in Gl.4.41 erhalten werden. Die erste intramolekulare
Korrelationskorrektur E
(21)
disp [255] liefert fu¨r gewo¨hnlich keine große Verbesserung gegenu¨ber der
’unkorrelierten’ Dispersionsenergie und man sollte wenigstens noch die zweiten Ordnungster-
me, zusammengefasst durch E
(22)







entha¨lt außer sogenannten echten Korrelationseffekten auch die einfachsten Ringdiagramme,
welche bereits in der TDHF-Dispersionsenergie enthalten sind [245]. Zu beachten ist, daß die so
erhaltene Korrelationsenergie 2-ter Ordnung keineswegs der MP2-Korrelationsenergie aus einer
Supermoleku¨lrechnung entspricht, sondern auch Terme bis zu vierter Ordnung intramolekular
erfaßt. Eine noch bessere Na¨herung wurde von Williams et al. abgeleitet [256], in welcher alle
Coupled-Pair (CCD) Diagramme aufsummiert werden und wo zusa¨tzliche Singles und Triples
Korrekturen hinzuaddiert werden. Obwohl der Beitrag aus der unendlichen Aufsummierung von
Termen auf dem CCD Niveau sehr groß ist, hat sich herausgestellt, daß dieser Effekt zu einem
großen Anteil durch die Einfach- und Dreifachanregungungskorrekturen geda¨mpft werden, so
daß man nahezu die gleichen Resultate erha¨lt wie bei der Benutzung der zweiten Ordnungsent-
wicklung [256].
Eine alternative Behandlung der Dispersion macht Gebrauch von der Multipolentwicklung
[164, 257, 258, 252]. Dies liefert jedoch nur fu¨r die langreichweitigen Beitra¨ge eine gute Na¨he-
rung, da hier die Disperisonsenergie in einer Potenzreihe von 1/r entwickelt wird. Bei kleinen
intermolekularen Absta¨nden muß die Dispersionsenergie geda¨mpft werden. Dieses kann mit
empirisch ermittelten Da¨mpfungsfunktionen fn(r) erreicht werden, welche zum Beispiel durch
Anpassung an nichtentwickelte Dispersionsenergien gewonnen werden ko¨nnen [254, 259, 260].










− . . . (4.42)
Die C6 Dispersionskoeffizienten ko¨nnen durch Integration u¨ber das Produkt der Dipol-Polarisier-
barkeiten bei imagina¨ren Frequenzen beider Monomere berechnet werden. Im Falle zweier ge-








und im Falle der Wechselwirkung zwischen einem Atom und einem linearen Moleku¨l ist:
E
(2)
disp(r, θ) ≈ −
CAB6
r6
(1 + ΓABP2(cos θ)) (4.44)
wobei θ der Winkel zwischen r und der Moleku¨lachse ist, und P2(cos θ) ist ein Legendre Polynom
zweiter Ordung. Die isotropen Dispersionskoeffizienten sind gegeben durch:
CAB6 = 2C
AB
6 (‖) + 4CAB6 (⊥) (4.45)
und die anisotropen durch:
ΓAB = 2
CAB6 (‖)− CAB6 (⊥)
CAB6
(4.46)
Im allgemeinen ist die isotrope Dipol-Polarisierbarkeit eines Moleku¨ls mit mindestens einer




(αxx + αyy + αzz) (4.47)





(αxx − αyy)2 + (αyy − αzz)2 + (αzz − αxx)2 + 6(α2xy + α2yz + α2xz) (4.48)
Dann lassen sich sich zwei anisotrope Dispersionskoeffizienten C˜AB6 und C
AB
6 definieren, welche


























Zur Berechnung von ho¨heren Dispersionskoeffizienten sind entsprechend Integrale u¨ber mehrfa-
che Produkte der entsprechenden Polarisierbarkeiten notwendig [262]. Eine Vielzahl von Disper-
sionskoeffizienten aus korrelierten ab-initio Methoden [258, 263, 264, 265, 266, 262] und sogar
TDDFT Rechnungen [267, 268] sind bereits heute erha¨ltlich. Sehr verla¨ßliche Werte fu¨r die
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C6 Koeffizienten kann man aus Dipol-Oszillatorsta¨rken Verteilungen erhalten (DOSD), welche
durch experimentelle Messungen zuga¨nglich sind [269, 270, 261].
Die vielleicht popula¨rsten Da¨mpfungsfunktionen fu¨r die Entwicklung in Gl.4.42 stammen
von Tang und Toennies [271, 272], jedoch zeigt es sich, daß diese nicht flexibel genug zur
Beschreibung des kurzreichweitigen Anteils sind, und folglich sind diverse Verbesserungen ent-
worfen und untersucht worden [164, 273].
4.2.3 Austausch Beitra¨ge
Die Austauschterme in SAPT sind durch die Differenz zwischen der Wechselwirkungsenergie




(n) − E(n)pol (4.53)
Quantenchemisch lassen sie sich als kurzreichweitige repulsive Beitra¨ge interpretieren, die durch
die Antisymmetrie der Wellenfunktion hervorgerufen werden. Folglich fallen sie mit gro¨ßerem
Abstand der Monomere bzw. bei kleiner werdender U¨berlappung der Ladungsverteilungen expo-
nentiell ab und werden gegenu¨ber langreichweitigen Beitra¨gen wie der Dispersion vernachla¨ssig-
bar. Zu beachten ist, daß je nach Symmetrieanpassung (siehe Tabelle 4.1) unterschiedliche Aus-
dru¨cke fu¨r die Austauschwechselwirkungsbeitra¨ge erhalten werden. Die im folgenden erla¨uterten
beziehen sich auf eine SRS Entwicklung der Wechselwirkungsenergie.
Austauschenergie in erster Ordnung





Wenn Φ0 die exakte Wellenfunktion ist, so ist dieser Ausdruck mit der sogenannten Heitler-
London Energie identisch:
EHL =
〈AΦ0|Hˆ − EA − EB|AΦ0〉
〈AΦ0|AΦ0〉 (4.55)
In SCF-Rechnungen kann die Heitler-London Energie aus der Differenz der Dimerenergie nach
der ersten Iteration und den Monomerenergien gewonnen werden [274]. Zur Abseparation von




AAAB(1 + P) (4.56)
mit AA und AB den Antisymmetrisierungs-Operatoren der Subsysteme A und B, und P um-
faßt alle Permutationen, die wenigstens ein Elektronenpaar zwischen den beiden Monomeren
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〈Φ0|(Vˆ − V )PΦ0〉
1 + 〈Φ0|PΦ0〉 (4.57)
mit V = 〈Φ0|Vˆ Φ0〉. Fu¨r intermolekulare Absta¨nde in der Na¨he des van der Waals Minimums
kann der Austausch von mehr als einem Elektronenpaar vernachla¨ssigt werden. In der Austau-
schenergie kommen damit nur Terme vor, die quadratisch in dem intermolekularen U¨berlap-




2) = −〈Φ0|(Vˆ − V )P1Φ0〉 (4.58)
Dieser Ausdruck kann mit Hilfe der Ein- und Zweiteilchendichtematrix der ungesto¨rten Mono-

































wobei aa′ . . . besetzte Orbitale von Monomer A sind und bb′ . . . besetzte Orbitale von Monomer
B und Sba = 〈φa|φb〉. Eine effiziente Berechnung von E(10)exch(S2) erha¨lt man aus einer Dichtema-
trixformulierung, in welcher man neben den Dichtematrizen PA und PB der beiden Monomere
auch noch eine ’U¨berlappungsdichtematrix’ X definiert:
X = PASPB (4.60)
wobei S hier die AO-U¨berlappungsmatrix des Dimers ist (hier und im folgenden wird von
einem dimerzentrierten Basissatz ausgegangen). Analog zu den Austauschmatrizen der beiden









hA,B = vA,B + 2JA,B −KA,B (4.62)




2) = −Sp(PAKB)− 1
2









Eine alternative Variante zur Berechnung der S2-Na¨herung von E
(10)
exch dru¨ckt die Austausch-




2) = −4(ωB)raSbrSab − 4(ωA)sbSasSba − 4vrsabSbrSas (4.64)
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mit r,s unbesetzten Orbitalen von A bzw. B. Der Nachteil ist hierbei jedoch, daß Integrale
mit zwei externen Indizes beno¨tigt werden. Die explizite 4-Indextransformation kann wiederum
umgangen werden, wenn man eine Dichtematrixformulierung anwendet. Hierzu sind Dichtema-























Zu beachten ist bei allen diesen Gleichungen, daß A und B vertauschbar sind.
Die S2-Na¨herung ist nicht mehr fu¨r kleine intermolekulare Absta¨nde anwendbar, wo sie die
intermolekulare Repulsion untertreibt. Im Falle der Eindeterminantenna¨herung ist es jedoch













welche von der Dimension NAocc + N
B
occ ist und wobei Sab = 〈φa|φb〉. Inversion dieser Matrix
liefert eine Potenzreihe in dem intermolekularen U¨berlappungsintegral:
D =∆−1 − 1 = −Ω+Ω2 −Ω3 + . . . (4.69)
(die Einheitsmatrix ist hier aus praktischen Gru¨nden subtrahiert worden). Hieraus lassen sich
Austauschdichtematrizen fu¨r die Monomere A und B konstruieren, aus denen wiederum die
ungena¨herte Austauschenergie in erster Ordnung berechnet werden kann [275]. Zur konkreten
Programmierung von E
(1)







und transformiert die entsprechenden Blo¨cke in die AO-Basis, z.B.:
TAB = (CA)†DabCB (4.71)
Die Austauschenergie kann damit wie folgt berechnet werden:
E
(10)
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Zur Erfassung der intramolekularen Korrelationseffekte benutzt man in MB-SAPT eine
Sto¨rentwicklung der Ein-und Zweiteilchendichtematrix [246], die gewo¨hnlich bis zur zweiten
Ordnung geht. Numerische Ergebnisse haben jedoch gezeigt, daß die Konvergenz dieser Ent-
wicklung nur ma¨ßig schnell ist [276]. Dieses kann durch einen nicht sto¨rungstheoretischen An-
satz behoben werden, in dem bestimmte Klassen von Anregungen ins Unendliche aufsummiert
werden, wie zum Beispiel in der Coupled-Cluster Theorie. Dieser Schritt kann in zweiter Ord-
nung verha¨ltnisma¨ßig einfach implementiert werden indem man die entsprechenden Singles-
und Doubles-Cluster Amplituden aus einer Monomer CCSD Rechnung fu¨r die sto¨rungstheo-
retischen Ausdru¨cke einsetzt. Ergebnisse an kleinen 4-Elektronendimeren haben gezeigt, daß
diese Na¨herung sehr gut die Ergebnisse aus full-CI Rechnungen zu reproduzieren vermag [246].
Die Modellierung der Austauschwechselwirkung ist bereits in einigen Publikationen unter-
sucht worden [277, 278, 279]. Komasa et al. haben beispielsweise festgestellt daß im Falle des
Helium Dimers in einem Bereich von 3 bis etwa 6 bohr (also im Bereich rund um das van der
Waals Minimum) nahezu eine lineare Abha¨ngigkeit zwischen der elektrostatischen Wechselwir-
kung und der Austauschwechselwirkung besteht [277]. Hodges und Wheatley haben eine sehr
einfache Modellfunktion fu¨r die Austauschenergie entworfen, welche von dem U¨berlappungsinte-
gral der Ladungsverteilungen beider Monomere und einem von der U¨berlappung (aber nicht der
geometrischen Anordnung) unabha¨ngigen Term abha¨ngt. Eine geeignete Anpassung der Para-
meter des letzteren an entsprechende E
(1)
exch(MP2) Daten fu¨r das Wasser Dimer haben eine gute
U¨bereinstimmung u¨ber einen weiten Energiebereich gezeigt [279]. Da das U¨berlappungsintegral
im Vergleich zur Austauschenergie selber, welche von der Ein- und Zweiteilchendichtematrix
abha¨ngt, recht einfach zu berechnen ist, ko¨nnen somit na¨herungsweise Resultate fu¨r E
(1)
exch auch
mit ho¨her korrelierten Rechnungen erhalten werden. Wie gut solche Modelle letztlich sind, muß
freilich immer durch Vergleiche mit explizit berechneten Austauschwechselwirkungsenergien
validiert werden.
Induktions Austauschenergie
Die Austauschenergie zweiter Ordnung kann analog wie die Polarisationsenergie in einen Induk-
tions- und einen Dispersionsanteil aufgeteilt werden. In der S2-Na¨herung ist die Induktionsaus-




2) = −〈Φ0|(Vˆ − V )(P1 − P1)Φ(1)ind〉 (4.74)
mit P1 = 〈Φ0|P1Φ0〉 und Φ(1)ind ist der Induktionsanteil der Wellenfunktion erster Ordnung. Die
Induktionsaustauschenergie ist physikalisch als Kopplung der Induktionswechselwirkung mit
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dem Elektronenaustausch interpretierbar. Da dies beidseitig geschieht, spaltet E
(2)
exch−ind analog





exch−ind(A← B) + E(2)exch−ind(B ← A) (4.75)
In nullter Ordnung (Hartree-Fock Na¨herung) ist die Induktionsaustauschenergie in Spinorbi-
talform und S2 Na¨herung gegeben durch [280]:
E
(20)







































































Analoge Ausdru¨cke fu¨r E
(20)
exch−ind(B ← A) ko¨nnen erhalten werden durch die Ersetzungen a↔ b,
r ↔ s und v(ij) ↔ v(ji). Ebenso wie bei der Induktionswechselwirkung kann man die unge-
koppelte Na¨herung hieraus erhalten, wenn man die CPHF-Koeffizienten durch die Koeffizienten
aus Gl.4.34 ersetzt.
Auch hier lassen sich die Ausdru¨cke wieder in einen AO-Formalismus u¨berfu¨hren, wenn man


















Es hat sich herausgestellt, daß bei kleineren intermolekularen Absta¨nden die Induktionsener-
gie stark von der Austauschinduktion geda¨mpft wird. In Situationen, wo der Korrelationseffekt
der Induktionsenergie groß wird (siehe z.B. [281]), ist es notwendig die Austauschda¨mpfung von
tE
(22)
ind zu beru¨cksichtigen. Bis heute existiert keine theoretische Ableitung der Sto¨rentwicklung
von E
(2)
















Das resp in den Ausdu¨cken gibt an, daß die in dem Feld des jeweils anderen Monomers rela-
xierten Dichten verwendet werden (entspricht Benutzung der CPHF-Koeffizienten).
Dispersions Austauschenergie




2) angena¨hert, d.h. nur unter Beru¨cksichtigung quadratischer Terme von S und un-
ter Vernachla¨ssigung der intramolekularen Elektronenkorrelation. In Raumorbital-Formulierung











































































²a + ²b − ²r − ²s (4.80)
Um diesen Ausdruck in einen AO-Formalismus zu u¨berfu¨hren, kann man den Energienenner
in 4.80 mit Hilfe einer Laplace-Transformation faktorisieren [282, 283, 284, 204]. Allerdings ist
es in diesem Fall wesentlich effizienter in der MO-Darstellung zu bleiben, da die beno¨tigten
Zweielektronenintegrale alle vom Typ 〈AoccBocc|AvirBvir〉 sind und bereits zur Berechnung der
Dispersionsenergie vonno¨ten sind. Um insbesondere beim ersten Ausdruck bei der Implementie-
rung eine sechsfache Schleife u¨ber a, b, r, s, r′, s′ zu vermeiden, bildet man die Matrixprodukte
jeweils einzeln, d.h. tabrsS
s
r′ → t˜abrr′ , dann t˜abrr′Srs′ → tabr′s′ und am Schluß tabr′s′vr′s′ab → 1.Term.
4.2.4 Terme ho¨herer Ordnung
Die Beitra¨ge ho¨herer Ordnung in dem intermolekularen Wechselwirkungspotential werden auf-
grund des hohen rechnerischen Aufwandes nicht mehr in dem konventionellen Vielteichen-SAPT
berechnet. Da diese insbesondere bei stark wechselwirkenden Wasserstoffbru¨cken-gebundenen
Systemen sehr groß sein ko¨nnen (siehe z.B. [285]), mu¨ssen sie auf einem anderen Wege ab-
gescha¨tzt werden.
Es konnte gezeigt werden, daß die supermolekulare Hartree-Fock Wechselwirkungsenergie
EHFint eine Summe von bestimmten SAPT Korrekturen sowie einem Term ist, welcher alle ho¨heren












Der δEHFint Term kann somit leicht in die SAPT-Gesamtwechselwirkungsenergie aufgenommen
werden. Es bleibt jedoch die Frage bestehen, wie groß die intra- und intermolekularen Korrelati-
onseffekte in ho¨heren Ordnungen sind (mo¨glicherweise heben sich die attraktiven und repulsiven
Beitra¨ge gegenseitig zu einem gewissen Grade auf). Wenngleich dieses bis heute noch nicht ana-
lysiert worden ist, zeigt es sich, daß man innerhalb des Vielteilchen-SAPT Verfahrens mit der
δEHFint -Na¨herung recht vernu¨nftige Ergebnisse erha¨lt.
4.3 Das Kohn-Sham-SAPT Verfahren
In Abschnitt 4.2 wurde ein sto¨rungstheoretisches Verfahren vorgestellt, mit dessen Hilfe die
Wechselwirkungsenergie zwischen zwei Moleku¨len als eine Summe von bestimmten Termen
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berechnet werden konnte. Zur Berechnung der einzelnen Beitra¨ge sind jeweils die folgenden
Gro¨ßen notwendig:
• E(1)pol (Gl.4.18): die Dichten der beiden Monomere
• E(1)exch (Gl. 4.57): in S2-Na¨herung die 1- und 2-Teilchen-Dichtematrizen
• E(2)ind (Gl.4.31): statische Response-Funktionen der Monomere
• E(2)exch−ind (Gl.4.74): statische Response-Funktionen der Monomere und die N -Teilchen-
Response-Dichtematrizen
• E(2)disp (Gl.4.35): dynamische Response-Funktionen der Monomere
• E(2)exch−disp (Gl.4.79): dynamische Response-Funktionen der Monomere und die N -Teilchen-
Response-Dichtematrizen
Die einzelnen Beitra¨ge in der Liste lassen sich nun durch unterschiedliche quantenchemische
Verfahren gewinnen. Zur Erfassung der intra-molekularen Korrelationseffekte benutzt man da-
bei standardma¨ßig eine sto¨rungstheoretische Entwicklung in den intramolekularen Fluktuati-
onspotentialen beider Monomere. Abgesehen von dem hohen rechnerischen Aufwand, der sich
mit dieser Methode bei steigender Monomergro¨ße und gro¨ßeren Basissa¨tzen ergibt, besitzt das
Møller-Plesset Verfahren ein grundsa¨tzliches Problem bei der Beschreibung von Moleku¨len mit
starken Elektronenkorrelationseffekten (siehe Abschnitt 2.2). Es ist daher in diesen Fa¨llen not-
wendig, eine effektivere Methode zur Berechnung der einzelnen Betra¨ge zu benutzen, und die-
ses fu¨hrt auf direktem Wege zum Coupled-Cluster Verfahren. Jedoch, wenngleich in der Praxis
bereits einige Beitra¨ge mit Hilfe von Coupled-Cluster Methoden berechnet wurden [287, 256],
steigt der rechnerische Aufwand im Verha¨ltnis zur MP2 Methode rapide an, denn abgesehen von
dem Skalierungsverhalten muß die Coupled-Cluster Wellenfunktion in einem iterativen Prozess
gewonnen werden. Das hauptsa¨chliche Problem liegt jedoch darin, daß fu¨r die zweiten Ord-
nungsbeitra¨ge die statischen und dynamischen Coupled-Cluster Responsefunktionen beno¨tigt
werden, die zur Zeit nur fu¨r sehr kleine Moleku¨le im Rahmen des Linear-Response Coupled-
Cluster Verfahrens (Orbitale bleiben unrelaxiert bei Bildung der Ableitungen) [288] berechnet
werden ko¨nnen.
Es stellt sich damit die prinzipielle Frage, mit welcher Genauigkeit man die einzelnen inter-
molekularen Wechselwirkungsbeitra¨ge mit Hilfe von Dichtefunktional-Methoden als eine gu¨nsti-
ge Alternative zu den ab-initio Verfahren berechnen kann. Geht man von einem ’exakten’
Kohn-Sham Formalismus aus, so liefert das XC-Potential die exakte Grundzustandsdichte der
Monomere, und damit kann man die exakte elektrostatische Wechselwirkung zwischen den Mo-
nomeren erhalten. Ferner liefert die zeitabha¨ngige Erweiterung der Dichtefunktionaltheorie die
exakte lineare Antwort auf eine a¨ußere Sto¨rung [168], mit anderen Worten, sie liefert die ex-
akten statischen und dynamischen Response-Dichten. Folglich sind auch die Induktions- und
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Dispersionsbeitra¨ge in einem solchen KS-SAPT Formalismus potentiell exakt. Aufgrund der
Analogie zwischen dem TDHF Formalismus und dem TDKS Formalismus (siehe Abschnitt 3.2)




disp recht einfach, denn z.B. im Falle der Dispersionsenergie
mu¨ssen lediglich die Lo¨sungsvektoren aus den TDKS Gleichungen (das homogenisierte System
von Gl.3.29) und die entsprechenden Anregungsenergien in die Gleichung 4.41 eingesetzt wer-
den.
Anders sieht dieses aus fu¨r die Austauschbeitra¨ge, da hier (in der Einteilchen-Austausch
Na¨herung) die exakten Ein- und Zweiteilchendichtematrizen beno¨tigt werden. Jedoch ist bereits
die Einteilchendichtematrix des KS-Quasiteilchensystems weder die exakte Einteilchendichte-
matrix, noch kann garantiert werden, daß sie eine gute Na¨herung fu¨r diese ist (siehe [136], Seite
47ff.). Lediglich aufgrund der asymptotischen Form des KS-HOMO-Orbitals la¨ßt sich folgern,
daß die KS 1-Dichte und die exakte 1-Dichte asymptotisch identisch sein werden [289].
Zusammenfassend la¨ßt sich damit fu¨r die KS-SAPT Variante festhalten:
• E(1)pol , E(2)pol = E(2)ind + E(2)disp: sind potentiell exakt, d.h. sie lassen sich im Rahmen von
KS-SAPT exakt berechnen, wenn das exakte XC-Potential (→ E(1)pol) und der exakte
Response-Kernel (→ E(2)pol) bekannt ist
• E(1)exch, E(2)exch = E(2)exch−ind + E(2)exch−disp: diese Beitra¨ge sind nicht potentiell exakt in dem
KS-SAPT Verfahren und es bleibt die Frage offen, wie genau man diese mit akkuraten
vxc’s und fxc’s berechnen kann
Die Terme ho¨herer Ordnung mu¨ssen in dem KS-SAPT Verfahren ebenfalls durch den δHFint -Term
abgescha¨tzt werden, da im Falle von Kohn-Sham keine analoge Beziehung zu Gl.4.81 existiert.
Ein anderer sto¨rungstheoretischer Ansatz fu¨r ein Kohn-Sham SAPT Verfahren ko¨nnte von
einer alternativen Aufteilung des Hamilton-Operators fu¨r das Dimer [290] ausgehen. Dabei
nimmt man die KS-Hamiltonians KˆA und KˆB der Monomere fu¨r das ungesto¨rte System und
macht eine Entwicklung in den Operatoren HˆA0 − KˆA und HˆB0 − KˆB, welche sozusagen das KS-
Quasiteilchensystem in das real wechselwirkende Vielteichensystem u¨berfu¨hren, und in dem
intermolekularen Sto¨rpotential Vˆ . Ein solcher Ansatz wa¨re sicherlich sehr hilfreich, um eine
systematische Verbesserung aller Beitra¨ge, auch der Austauschterme, zu erreichen, inbesondere
wenn das XC-Potential nur gena¨hert eingeht. Auf der anderen Seite erha¨lt man damit einen
Formalismus, welcher ebenso kompliziert ist, wie der des Vielteichen-SAPT Verfahrens, und
er hat den gleichen rechnerischen Aufwand zur Konsequenz. Interessant ist hierbei, daß man
bei Benutzung eines exakten vxc’s fu¨r die Coulombwechselwirkung in erster Ordnung nur eine
Verschlechterung erhalten kann, wenn man u¨ber die nullte Ordnung in der intramolekularen
Entwicklung hinausgeht. Da der Ansatz formal exakt ist, mu¨ßten sich die Beitra¨ge ho¨herer
Ordnungen von E
(1)
pol bei Aufsummierung bis Unendlich gegenseitig aufheben.
Kapitel 5
Brueckner-SAPT Verfahren
Die Symmetrie-adaptierte Sto¨rungstheorie (SAPT) hat sich, nachdem sie lange Zeit als eine
Basis fu¨r die Entwicklung von Modellpotentialen zur Reproduktion experimenteller Beobach-
tungen gedient hat, durch die Arbeiten von Jeziorski und Mitarbeitern zu einer hoch genauen
ab-initio Methode zur Berechnung von intermolekularen Potentialen entwickelt. Zum Beispiel
konnte am Argon-Methan Dimer gezeigt werden, daß eine mit MB-SAPT berechnete Potentia-
lenergiefla¨che [291] mit in etwa der gleichen Genauigkeit die gesamten differentiellen Schnitt-
fla¨chen reproduziert, wie die von semiempirischen Potentialen, welche an experimentell gemes-
sene Daten gefittet wurden [292], und das gleiche SAPT Potential liefert ein Infrarotspektrum,
welches in sehr guter U¨bereinstimmung mit den experimentellen Ergebnissen ist [293]. Daru¨ber
hinaus zeigt sich, daß MB-SAPT in einigen Fa¨llen in der Lage ist, mit nur geringen Abweichun-
gen die Wechselwirkungsenergien aus supermolekularen CCSD(T) Rechnungen wiederzugeben
[217].
Die Aufspaltung der Gesamtwechselwirkungsenergie im SAPT-Formalismus in einzelne Bei-
tra¨ge erlaubt es, diese mit unterschiedlichen Methoden und sogar Basissa¨tzen zu berechnen. So
ko¨nnen einzelne kritische Terme (im Bezug auf deren Wichtigkeit in der Gesamtenergie) mit
ho¨her korrelierten Methoden und gro¨ßeren Basissa¨tzen berechnet werden, als andere. Dieses ist
insbesondere fu¨r die Berechnung der Coulomb- und Austauschenergien erster Ordnung wichtig.
Es ist na¨mlich bekannt, daß Hartree-Fock ha¨ufig Dipolmomente um 10% und mehr u¨bertreibt,
was zu einer U¨ber- oder Untertreibung der langreichweitigen Coulombenergie um bis zu 20%
fu¨hrt. Der kurzreichweitige Teil der Coulombenergie und der Austauschenergie erster Ordnung,
welcher fu¨r gewo¨hnlich der dominante Beitrag der repulsiven Wechselwirkung zwischen beiden
Monomeren ist, wird zusa¨tzlich durch den Einfluß der Elektronenkorrelation auf die a¨ußeren
Bereiche der Monomerwellenfunktionen, welche durch sie diffuser werden, modifiziert. Es zeigt
sich, daß diese Effekte a¨ußerste Anforderungen sowohl an das Niveau der Korrelationsmethode,
als auch an die Gu¨te des zugrunde liegenden Basissatzes stellt [294].
Ein Problem der Behandlung dieser Beitra¨ge mit Hilfe von Møller-Plesset Sto¨rungstheorie-
verfahren ist nun, daß diese ha¨ufig versagen, wenn der Elektronenkorrelationseffekt einen star-
ken Beitrag zur Beschreibung des Elektronensystems liefert (siehe Abschnitt 2.2). Ein Beleg
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fu¨r diese Problematik ist, daß sich herausgestellt hat, daß in einigen Fa¨llen [295] das SAPT2
Verfahren, also ein MB-SAPT Verfahren, in dem alle intramolekularen Korrelationsbeitra¨ge
nur auf MP2 Niveau berechnet werden, besser die Ergebnisse aus ho¨her korrelierten CCSD(T)
Rechnungen wiedergibt, als die konventionelle SAPT Methode. Es soll darum in diesem Kapitel
ein alternatives Verfahren zur Berechnung von intermolekularen Wechselwirkungsenergien un-
tersucht werden, welches auf einem Brueckner Coupled-Cluster Erwartungswertansatz (BCCX:
Brueckner CC eXpectation value approach) beruht (siehe Abschnitt 3.1). Ein entsprechender
Ansatz, ausgehend von der HF-Determinante als Referenzdeterminante, wird bereits innnerhalb
des konventionellen MB-SAPT zur Berechnung der Austauschenergie erster Ordnung verwen-
det, da sich herausgestellt hat, daß die sto¨rungstheoretische Behandlung der intramolekularen
Korrelationseffekte von E
(1)
exch nur ma¨ßig konvergiert. Die Erwartung ist daher, daß mit der
BCCX-Methode durch die unendliche Aufsummierung bestimmter intramolekularer Anregun-
gen wesentliche Korrelationseffekte, welche nicht mit den MP-Verfahren beschrieben werden,
erfaßt werden ko¨nnen.
Der erste Abschnitt entha¨lt einen kurzen Ru¨ckblick auf die Untersuchung, inwieweit die
wichtigsten physikalischen Effekte, welche fu¨r die Modifikation der intermolekularen Wechsel-
wirkungsenergien erster Ordnung verantwortlich sind, d.h. die Umverteilung der Ladung zwi-
schen den Atomen eines Moleku¨ls und hin zu Regionen, die weit von den Kernen entfernt sind,
bereits mit Hilfe einer einzelnen Brueckner Determinante aus einer BCCD Rechnung beschrie-
ben werden ko¨nnen [296, 3]. Im zweiten Abschnitt wird der BO-Ansatz in einer ungekoppelten
Na¨herung auch zur Berechnung von Wechselwirkungsenergien zweiter Ordnung untersucht. Im
dritten Abschnitt wird gezeigt, wie gut man mit Hilfe von MP2-4 und 〈CCSD〉 bzw. 〈BCCD〉
(CCSD bzw. BCCD Erwartungswerte (siehe Abschnitt 3.1)) elektrische Eigenschaften erster
Ordnung aus CCSD(T) Rechnungen reproduzieren kann. Im vierten Abschnitt wird schließlich
der BCCX Ansatz mit anderen korrelierten Methoden zur Berechnung von Wechselwirkungs-
energien erster Ordnung verglichen.
5.1 Die Berechnung von intermolekularen Wechselwir-
kungsenergiebeitra¨gen 1.Ordnung mit der Brueck-
ner Determinante
In diesem Abschnitt soll ein kurzer Ru¨ckblick auf die Berechnung von elektrostatischen und
Austauschwechselwirkungen erster Ordnung mit Hilfe der Brueckner Determinante gemacht
werden, was bereits Gegenstand fru¨herer Untersuchungen gewesen ist [296, 3]. Dieser Ansatz
liefert zum einen den Ausgangspunkt fu¨r die Beschreibung intermolekularer Wechselwirkungs-
beitra¨ge erster Ordnung mit Hilfe der BCCX Methode, und er zeigt zum anderen im Hinblick
auf die KS-SAPT Methode, daß es mo¨glich ist, bereits mit einer einzelnen Determinante die we-
sentlichen Korrelationseffekte aus ho¨her korrelierten Rechnungen zu erfassen. Letzteres konnte
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bereits durch die Vergleiche von molekularen Eigenschaften erster und zweiter Ordnung aus
BO Erwartungswerten (BOX) und BCCD finite-field Werten plausibel gemacht werden [96].
Um eine Abscha¨tzung der Gu¨te der BO-Wechselwirkungsenergiebeitra¨ge zu erhalten, wur-
den eine Reihe von Dimersystemen, namentlich He2, Ne2, Ar2, NeAr, NeHF, ArHF, (H2)2,
(HF)2, (CO)2, (H2O)2, (NH3)2 und (CH4)2, ausgewa¨hlt. Die unterschiedlichen Monomergeome-
trien sind in Tabelle 5.1 angegeben. Die Dimergeometrien fu¨r die 2- bis 4-atomigen Systeme
sind Tabelle 5.2 zu entnehmen (vgl. hierzu Abb. 5.1(a) und 5.1(b)). Die kartesischen Koor-
dinaten fu¨r die Dimere (H2O)2, (NH3)2 und (CH4)2 sind in Tabelle 5.3 angegeben. Fu¨r die
Edelgasdimere wurde jeweils ein Gitter von 0.5 a0 um den Gleichgewichtsabstand gewa¨hlt. Im
Falle der dreiatomigen Dimere NeHF und ArHF sind vier bzw. fu¨nf Absta¨nde fu¨r den Abstand
zwischen dem Edelgasatom und dem Massenzentrum des HF-Moleku¨ls gewa¨hlt worden (5.5,
6.0, 7.0 und 8.0 a0 bei NeHF und 6.0, 7.0, 8.0, 9.0 und 10.0 a0 bei ArHF) (siehe Abb.5.1(a)).
Das Koordinatensystem fu¨r die drei vieratomigen Dimere zeigt die Abbildung 5.1(b), wobei R
der Abstand zwischen den schwereren Atomen im Falle von (HF)2 und (CO)2 ist. Die unter-
schiedlichen Geometrien fu¨r die Dimere (H2O)2, (NH3)2 und (CH4)2 sind in den Abbildungen
5.2 und 5.3 dargestellt.
Tabelle 5.1: Monomer Geometrien

















Abbildung 5.1: Interne Dimer Koordinaten (3- und 4-atomige Dimere)
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Tabelle 5.2: Dimer Geometrien fu¨r die 2- bis 4-atomigen Dimere (siehe Abb.5.1 fu¨r eine Erla¨ute-
rung der Parameter)





NeHF I 5.5− 8.0 0.0
II 5.5− 8.0 45.0
III 5.5− 8.0 90.0
IV 5.5− 8.0 135.0
V 5.5− 8.0 180.0
ArHF I 6.0− 10.0 0.0
II 6.0− 10.0 45.0
III 6.0− 10.0 90.0
IV 6.0− 10.0 135.0
V 6.0− 10.0 180.0
(H2)2 I 4.0− 6.5 0.0 180.0 0.0
II 4.0− 6.5 90.0 135.0 0.0
III 4.06 9.93 80.07 0.0
5.05 7.97 82.03 0.0
6.54 6.15 83.85 0.0
(HF)2 I 5.2138 5.5 68.0 0.0
II 4.1476 51.9 128.1 0.0
III 5.3479 0.0 0.0 0.0
IV 5.2 107.8 107.8 78.0
(CO)2 I 9.58 37.24 142.76 0.0
II 6.14 237.15 57.15 0.0
III 8.00 135.0 225.0 0.0
IV 9.26 84.33 174.33 0.0
V 6.65 82.10 7.90 0.0
(a) (H2O)2 I-III (b) (H2O)2 IV (c) (H2O)2 V (d) (H2O)2 VI
(e) (NH3)2 C2h (f) (NH3)2 Cs (g) (NH3)2 Cs′
Abbildung 5.2: Geometrien fu¨r das Wasser- und Ammoniakdimer (vgl. Tabelle 5.3)
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Tabelle 5.3: Dimer Geometrien fu¨r die 6- bis 10-atomigen Dimere (siehe Abb.5.2 und 5.3;
Koordinaten in a.u. )
Dimer Atom x y z
(H2O)2 IIa O1 0.0 0.0 0.0
H1 0.0 0.0 1.836060
H2 1.776040 0.0 -0.465604
O2 -0.660554 0.0 4.595777
H3 -1.658210 -1.453630 5.108377
H4 -1.658210 1.453630 5.108377
IV O1 0.0 0.0 0.0
H1 0.076587 0.0 1.834502
H2 1.755114 0.0 -0.539294
O2 0.0 0.0 6.614040
H3 -0.076587 0.0 4.779538
H4 -1.755114 0.0 7.153334
V O1 0.0 0.0 0.0
H1 1.453647 -0.915850 -0.647604
H2 -1.453647 -0.915850 -0.647604
O2 0.0 0.0 5.58
H3 1.453647 0.915850 6.227604
H4 -1.453647 0.915850 6.227604
VI O1 0.0 0.0 0.0
H1 1.453647 -0.915850 -0.647604
H2 -1.453647 -0.915850 -0.647604
O2 0.0 0.0 5.58
H3 -1.453647 0.0 4.458317
H4 1.453647 0.0 4.458317
(NH3)2 C2h N1 0.098727 0.0 -3.021949
H1 -1.190316 0.0 -1.608199
H2 -0.271909 -1.534653 -4.102595
H3 -0.271909 1.534653 -4.102595
N2 -0.098727 0.0 3.021949
H4 1.190316 0.0 1.608199
H5 0.271909 -1.534653 4.102595
H6 0.271909 1.534653 4.102595
Cs N1 0.117395 0.0 -3.181583
H1 -0.336936 0.0 -1.323115
H2 -0.725587 -1.534653 -3.952645
H3 -0.725587 1.534653 -3.952645
N2 -0.055046 0.0 3.052128
H4 1.839475 0.0 2.785450
H5 -0.458843 -1.534653 4.120827
H6 -0.458843 1.534653 4.120827
C ′s N1 0.107274 0.0 -3.078265
H1 -0.843381 0.0 -1.417972
H2 -0.489547 -1.534653 -4.052411
H3 -0.489547 1.534653 -4.052411
N2 -0.085703 0.0 3.022501
H4 1.514996 0.0 1.974681
H5 0.003819 -1.534653 4.161424
H6 0.003819 1.534653 4.161424
(CH4)2 I C1 0.0 0.0 0.0
H1 -2.061 0.0 0.0
H2 0.687 0.0 1.943129
H3 0.687 -1.682799 -0.971565
H4 0.687 1.682799 -0.971565
C2 7.5 0.0 0.0
H5 9.561 0.0 0.0
H6 6.813 0.0 -1.943129
H7 6.813 -1.682799 0.971565
H8 6.813 1.682799 0.971565
Dimer Atom x y z
(CH4)2 II C1 0.0 0.0 0.0
H1 -2.061 0.0 0.0
H2 0.687 0.0 1.943129
H3 0.687 -1.682799 -0.971565
H4 0.687 1.682799 -0.971565
C2 8.0 0.0 0.0
H5 9.189919 0.0 1.682799
H6 9.189919 0.0 -1.682799
H7 6.810081 -1.682799 0.0
H8 6.810081 1.682799 0.0
III C1 0.0 0.0 0.0
H1 1.189919 0.0 1.682799
H2 1.189919 0.0 -1.682799
H3 -1.189919 -1.682799 0.0
H4 -1.189919 1.682799 0.0
C2 8.0 0.0 0.0
H5 9.189919 0.0 1.682799
H6 9.189919 0.0 -1.682799
H7 6.810081 -1.682799 0.0
H8 6.810081 1.682799 0.0
IV C1 0.0 0.0 0.0
H1 -2.061 0.0 0.0
H2 0.687 0.0 1.943129
H3 0.687 -1.682799 -0.971565
H4 0.687 1.682799 -0.971565
C2 8.0 0.0 0.0
H5 5.939 0.0 0.0
H6 8.687 0.0 -1.943129
H7 8.687 1.682799 0.971565
H8 8.687 -1.682799 0.971565
V C1 0.0 0.0 0.0
H1 -2.061 0.0 0.0
H2 0.687 0.0 1.943129
H3 0.687 -1.682799 -0.971565
H4 0.687 1.682799 -0.971565
C2 -8.0 0.0 0.0
H5 -6.810081 0.0 1.682799
H6 -6.810081 0.0 -1.682799
H7 -9.189919 -1.682799 0.0
H8 -9.189919 1.682799 0.0
VI C1 0.0 0.0 0.0
H1 -2.061 0.0 0.0
H2 0.687 0.0 1.943129
H3 0.687 -1.682799 -0.971565
H4 0.687 1.682799 -0.971565
C2 -8.0 0.0 0.0
H5 -5.939 0.0 0.0
H6 -8.687 0.0 -1.943129
H7 -8.687 -1.682799 0.971565
H8 -8.687 1.682799 0.971565
a Orientierungen der Monomere bei den Geometrien I
und III identisch, jedoch O-O Absta¨nde von 4.64 bzw.
6.53 a0
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(a) (CH4)2 I (b) (CH4)2 II (c) (CH4)2 III
(d) (CH4)2 IV (e) (CH4)2 V (f) (CH4)2 VI
Abbildung 5.3: Geometrien fu¨r das Methandimer (vgl. Tabelle 5.3)
Diese Auswahl aus sehr schwach (z.B. He2) und sehr stark (z.B. (HF)2) wechselwirkenden Di-
meren und die Beru¨cksichtigung von unterschiedlichen intermolekularen Anordnungen beinhal-
tet ein umfassendes Spektrum aus verschiedenen Arten von intermolekularen Wechselwirkun-
gen, und liefert damit einen guten U¨berblick u¨ber die Genauigkeit der BO-Wechselwirkungsbei-






Die verwendeten Monomer-Basissa¨tze sind die augmentierten korrelationskonsistenten Dop-
pel- bis Quadrupel-zeta Basissa¨tze von Dunning et al. (aug-cc-pVXZ, X=D,T,Q) [297]. Daru¨ber
hinaus wurden vier unterschiedliche Dimer Subbasissa¨tze benutzt, namentlich der monomerzen-
trierte Basissatz (MCBS), der dimerzentrierte Basissatz (DCBS), ein dimerzentrierter Basissatz
ohne die ho¨heren Drehimpulsfunktionen des jeweils anderen Monomers aber mit zusa¨tzlichen
Midbond-Funktionen [298, 299] (MC+BS), und schließlich ein dimerzentrierter Basissatz, wel-
cher mit zusa¨tzlichen Midbond-Funktionen augmentiert ist (DC+BS). Im Falle der Doppel-zeta
Basis wurde dabei ein unkontrahierter Satz [3s2p1d] von Midbond-Funktionen mit den Expo-
nenten s:0.553063,0.250866,0.117111 / p:0.392,0.142 / d:0.328 gewa¨hlt und im Falle der beiden
gro¨ßeren Basissa¨tze wurde zu diesem Satz eine zusa¨tzliche f-Funktion mit dem Exponenten
0.372 hinzugefu¨gt. Die Nu¨tzlichkeit einer solchen Unterteilung des Dimerbasissatzraumes und
ihre Anwendung zur Berechnung von verschiedenen Wechselwirkungsbeitra¨gen innerhalb der
MB-SAPT Methode ist Gegenstand von verschiedenen Vero¨ffentlichungen gewesen [300, 301].
Eine Gesamtu¨berblick u¨ber alle untersuchten Systeme und die entsprechenden Basissa¨tze,
mit denen sie berechnet wurden, gibt die Abbildung 5.4.
Aufgrund des großen Bereiches an unterschiedlichen Wechselwirkungsenergien werden die
verschiedenen Methoden in Abbildung 5.4 in einer logarithmischen Korrelationsauftragung mit-
einander verglichen. Im Falle der Coulombenergien wurden hierzu die Absolutbetra¨ge verwen-
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Tabelle 5.4: U¨berblick u¨ber die untersuchten Systeme
Subbasis Basis He2 Ne2 Ar2 NeAr (H2)2 NeHF ArHF (HF)2 (H2O)2 (NH3)2 (CH4)2 (CO)2
MC D • • • • • • • • • • • •
T • • • • • • • • • •
Q • • • • •
MC+ • • • • •
• • • •
• • •
DC • • • • • • • • • • • •
• • • • • • • • • •
• • • • •
DC+ • • • • • • • • •
• • • • • • • •
• • • •
det.
Eine erste Betrachtung der vier Diagramme in Abbildungen 5.4 zeigt, daß in den Diagram-
men 5.4(a) und 5.4(b) einige Punkte eine gro¨ßere Streuung aufweisen, was sich mehr in Abbil-
dung 5.4(a) bemerkbar macht. Diese Punkte stammen alle von den NeHF und ArHF Dimer-
Systemen im aug-cc-pVDZ Basissatz und sind durch den Einfluß eines Basissatzsuperpositions-
fehlers (BSSE) ho¨herer Ordnung [302, 303] zu erkla¨ren. Die Herkunft dieses Fehlers kann durch
die Verformung der Elektronendichte eines Monomers durch die Midbond-Funktionen interpre-
tiert werden und ist in einer Reihe von Vero¨ffentlichungen untersucht worden [302, 304, 305].
Offensichtlich fu¨hren die Midbond-Funktionen bei denjenigen NeHF und ArHF Geometrien, in
denen die Monomere einen gro¨ßeren Abstand voneinander haben, zu einem unregelma¨ßigen Pro-
fil der Elektronendichte in der Midbond-Region, so daß in diesem Falle sogar unphysikalische,
repulsive Coulombenergien zu beobachten sind. Eine Behebung dieses Problems ist dadurch zu
erreichen, daß man gro¨ßere (even tempered) Monomerbasissa¨tze benutzt, da damit der asympto-
tische Bereich der Elektronendichte besser beschrieben werden kann. Es ist auffa¨llig, daß dieses
Problem nicht die Austauschenergie betrifft, welche nicht durch die Elektronendichte, sondern
die Dichtematrizen der Monomere beschrieben wird. In der Tat hat sich herausgestellt, daß die
Benutzung von Midbond-Funktionen sehr wichtig zur Beschreibung von Austauschwechselwir-
kungen zwischen zwei Moleku¨len ist [300]. Es ist offensichtlich, daß die entsprechenden vom
BSSE ho¨herer Ordnung behafteten Systeme schlecht fu¨r einen direkten Vergleich von verschie-
denen Methoden geeignet sind, weshalb die gleiche Auftragung wie in Abbildung 5.4 nur fu¨r die
Werte aus den MCBS-Rechnungen wiederholt wurde (siehe Abbildung 5.5). Ein Vergleich mit
Abbildung 5.4 zeigt deutlich, daß die Werte mit einer gro¨ßeren Streuung nicht mehr auftauchen
und daß alle Werte sich nun in einem kleineren Energiebereich befinden.
Die Diagramme in den Abbildungen 5.4 und 5.5 zeigen deutlich, daß die mit der Brueckner
Referenzdeterminante (bezeichnet als BR) berechneten intermolekularen Wechselwirkungsbei-
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(a) HF ↔ MP3resp















(b) BR ↔ MP3resp













(c) HF ↔ CCSD













(d) BR ↔ CCSD
Abbildung 5.4: Vergleich der verschiedenen Methoden fu¨r alle berechneten Systeme/Geometrien
(siehe Tabelle 5.2) und allen entsprechenden (Sub-)Basissa¨tzen (siehe Tabelle 5.4)
tra¨ge in einer vernu¨nftigen U¨bereinstimmung mit den MP3resp und CCSD Werten sind, wobei
dieses mehr fu¨r die Austauschbeitra¨ge zutrifft, wa¨hrend die E
(1)
pol(MP3resp) Werte in der MCBS
Basis in der Regel ein wenig u¨bertrieben werden (siehe Abbildung 5.5(b)). Auf der anderen Seite
zeigen die Diagramme 5.5(a) und 5.5(c), daß Hartree-Fock die Elektrostatik- und Austausch-
beitra¨ge jeweils deutlich untertreibt. Dieses Ergebnis demonstriert anschaulich, daß es mo¨glich
ist, bereits mit einer einzelnen Brueckner Determinante große Teile des Korrelationseffektes von
Coulomb- und Austauschenergien wiedergeben zu ko¨nnen. Die Tatsache, daß im Falle der elek-
trostatischen Wechselwirkung eine weniger gute U¨bereinstimmung gefunden wird, mag daran
liegen, daß hier eher die MP3 Methode Schwierigkeiten hat, den zugrunde liegenden wahren
Korrelationseffekt zu erfassen und daß auf der anderen Seite sicherlich die Verwandtschaft der
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(a) HF ↔ MP3resp















(b) BR ↔ MP3resp
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(d) BR ↔ CCSD
Abbildung 5.5: Vergleich der verschiedenen Methoden fu¨r alle berechneten Systeme/Geometrien
(siehe Tabelle 5.2) in der MCBS Basis
Methoden BOX↔BCCD↔CCSD enger ist als die von BOX↔MP3. Inwieweit man mit der
MP3 Methode oder BOX elektrische Eigenschaften erster Ordnung aus CCSD(T) finite-field
Rechnungen reproduzieren kann, wird in Abschnitt 5.3 untersucht.
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5.2 Die Berechnung von intermolekularen Wechselwir-
kungsenergiebeitra¨gen 2.Ordnung mit der Brueck-
ner Determinante
Zur Berechnung von Induktions- und Dispersionsenergien und deren entsprechenden Austausch-
beitra¨ge mit dem Brueckner Ansatz beno¨tigt man die statischen und dynamischen Response-
Funktionen, welche durch Lo¨sen der BCC-Response Gleichungen [187, 188] oder vorzugswei-
se aus einer Response-Theorie, welche auf einem entsprechenden Optimized Coupled-Cluster
Doubles Ansatz basiert [184], gewonnen werden ko¨nnen. Eine Alterantive hierzu besteht in einer
Sto¨rentwicklung dieser Terme, ausgehend von den Brueckner Orbitalen und den entsprechenden
Orbitalenergien aus den Monomerrechnungen. Die letzte Variante soll in diesem Abschnitt in
nullter Ordnung untersucht werden, d.h. es werden einfach die entsprechenden kanonischen BOs
und deren Orbitalenergien anstelle der Hartree-Fock Orbitale und Orbitalenergien zur Berech-
nung der ungekoppelten Wechselwirkungsbeitra¨ge zweiter Ordnung verwendet. Da eine gewisse
Willku¨r in der Wahl der Diagonalbo¨cke der Brueckner Fock-Matrix liegt (siehe Abschnitt 2.3.2),
wurden zwei Varianten ausgewa¨hlt: in der einen wurden die Diagonalblo¨cke der Hartree-Fock
Fock-Matrix verwendet (f) [26], und in der anderen die Diagonalblo¨cke der HF Fock-Matrix mit
zusa¨tzlichen Korrelationstermen (f+c) [29]. Die exakten Induktionsenergien fu¨r die Brueckner-
Referenzdeterminantenwellenfunktion wurden mit Hilfe der finite-field Methode als erste Ab-
leitung der induzierten Felder der Monomere gewonnen, d.h. es wurden die Response-Effekte
auf die Sto¨rung des effektiven Feldes des jeweils anderen Monomers beru¨cksichtigt (welche mit
den Dichtematrizen aus der entsprechenden Brueckner Determinante berechnet wurden).
Zum Test des ungekoppelten BO-Ansatzes in zweiter intermolekularer Ordnung wurde eine
Untermenge der Dimersysteme aus Tabelle 5.2 ausgewa¨hlt, namentlich He2, Ne2, Ar2, NeAr,
NeHF, ArHF, (H2)2, (HF)2 und (H2O)2. Die internuklearen Absta¨nde fu¨r die Edelgasdime-
re wurden in der Na¨he des Gleichgewichtsabstandes gewa¨hlt: 5.5 (He2), 6.0 (Ne2), 7.0 (Ar2)
und 6.5 a0 (NeAr). Bei NeHF und ArHF wurde jeweils der Abstand von 6.0 bzw. 7.0 a0 zwi-
schen jeweils dem Edelgasatom und dem Massenzentrum des HF Moleku¨ls gewa¨hlt. Fu¨r die-
se Dimere wird die lineare Anordnung Eg-HF als Geometrie I, die T-fo¨rmige Anordnung als
Geometrie II und die lineare Anordnung Eg-FH als Geometrie III bezeichnet. Im Falle des
Wasserstoffmoleku¨ldimers werden nur planare Strukturen mit einem Abstand der Massenzen-
tren von 5.0 a0 betrachtet. Hier bezeichnet die Geometrie I eine lineare Anordnung aller vier
Wasserstoffatome, Geometrie II eine Struktur mit parallelen Wasserstoffmoleku¨len und Geo-
metrie III die T-fo¨rmige Anordnung. Im Falle des Fluorwasserstoffdimers ist Geometrie I die
absolute Minimumsgeometrie aus Lit.[243], wa¨hrend die Geometrien II, III und IV den C2h
und C∞v U¨bergangsstrukturen bzw. der ’magischen’ Orientierung (mit einem F-F Abstand von
5.2 a0) aus Lit.[306] entsprechen. Schließlich entsprechen die Wasserdimergeometrien I, II und
III einer relativen Orientierung der (schwingungsgemittelten) Monomere wie in der absoluten
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Minimumsgeometrie aus Lit.[307], mit O-O Absta¨nden von 4.64, 5.58 und 6.53 a0. Geometrie
IV ist eine Cs Struktur, in der ein lone-pair eines Wassermoleku¨ls in die Mitte zwischen den
Wasserstoffatomen des anderen Wassermoleku¨ls zeigt (RO−O=5.58 a0). Die Geometrien V und
VI bezeichnen diejenigen C2v Strukturen, in denen zwei Wasserstoffe (RO−O=6.61 a0) oder zwei
ungebundene Elektronenpaare (RO−O=5.58 a0) aufeinander zeigen. Diese sechs Geometrien fu¨r
das Wasserdimer wurden einer Untersuchung u¨ber den Einfluß von Bond-Funktionen auf die
Wasserdimer Wechselwirkungsenergie entnommen [301]. Im Falle der Edelgasdimere und dem
Wasserstoffmoleku¨ldimer wurden die vollen dimerzentrierten Basissa¨tze, bestehend aus den aug-
cc-pVQZ Atombasisfunktionen benutzt, wa¨hrend die anderen Dimere mit einer aug-cc-pVTZ
DCBS Basis beschrieben wurden.
Die Brueckner Coupled-Cluster Rechnungen wurden mit dem Quantenchemieprogramm
Molpro [308, 28] durchgefu¨hrt, wobei alle Elektronen korreliert wurden. Bei den finite-field
Rechnungen wurden die Feldsta¨rken jeweils in der Weise eingestellt, daß die Induktionsener-
gien von Hartree-Fock auf jeweils vier signifikante Stellen mit denen aus einer entsprechenden
Coupled Perturbed Hartree-Fock Rechnung u¨bereinstimmten. Zur Berechnung der intermoleku-
laren Wechselwirkungsbeitra¨ge ist das SAPT Programm von Jeziorski und Mitarbeitern [309]
benutzt worden.
Die Induktions-, Dispersions- bzw. deren Austauschbeitra¨ge sind in den Tabellen 5.5 bis 5.8
gezeigt. Die Werte fu¨r HF(resp) (resp: gekoppelte Werte, d.h. mit der Coupled Perturbed HF-
Methode berechnet) und MP2 sind aus einer gewo¨hnlichen MB-SAPT Rechnung entnommen
worden. Dabei ist anzufu¨hren, daß in der gegenwa¨rtigen Implementierung keine Korrelations-
korrektur zu der Austauschdispersionsenergie existiert, so daß sich hier der Vergleich auf die
uncoupled HF Werte beschra¨nkt. In Tabelle 5.5 sind in der letzten Spalte zusa¨tzlich noch die
BO-Induktionsenergien aus den finite-field Rechnungen angegeben.
Die Tabelle 5.5 zeigt, daß der Korrelationseffekt E
(2)
ind(MP2) − E(2)ind(HFresp) in der Regel
negativ ist, d.h. die Beru¨cksichtigung der Elektronenkorrelation fu¨hrt zu einer attraktiveren
Induktionswechselwirkung. Ein anderer Trend, welcher aus Tabelle 5.5 ersichtlich wird, ist das
Verha¨ltnis zwischen coupled (Spalte: HF) und uncoupled (Spalte: HFresp). Es zeigt sich, daß die
HFresp Werte in allen Fa¨llen negativer als die HF Werte sind. Dieses la¨ßt sich besonders beob-
achten bei dem System (H2O)2/I, in welchem ein verku¨rzter intermolekularer Abstand vorliegt.
Betrachtet man nun die Werte fu¨r BO(f), so sieht man, daß diese in den meisten Fa¨llen weder
die HFresp noch die MP2 Werte reproduzieren ko¨nnen. Dieses zeigt, daß die Beru¨cksichtigung
von Response-Effekten bei der Induktionsenergie von entscheidender Bedeutung ist. Vergleicht
man na¨mlich die BO(f) Werte mit den ungekoppelten HF Werten, so findet man durchaus in
der Regel eine Verbesserung, in dem Sinne, daß die Energien negativer werden. Es liegt also die
Vermutung nahe, daß zumindest der Korrelationseffekt durch die BO(f) Werte wiedergegeben
wird. In der Tat findet man bei Vergleichen der Differenzen E
(2)
ind(MP2)− E(2)ind(HFresp) auf der
einen Seite und E
(2)
ind(BO(f))−E(2)ind(HF) auf der anderen Seite in vielen Fa¨llen noch relativ gute
U¨bereinstimmungen, z.B.: NeHF/I → -0.0331 mH gegenu¨ber -0.0299 mH, (HF)2 → -0.68 mH
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Tabelle 5.5: B-SAPT: Induktionsenergiebeitra¨ge E
(2)
ind (in mHartree)
Dimer Geom. HF HFresp MP2 BO(f) BO(f+c) BOresp
He2 −0.00097 −0.00106 −0.00111 −0.00104 −0.00103 −0.00115
Ne2 −0.0139 −0.0151 −0.0228 −0.0209 −0.0202 −0.0237
Ar2 −0.263 −0.299 −0.321 −0.276 −0.263 −0.314
NeAr −0.0896 −0.0990 −0.112 −0.0993 −0.0955 −0.111
NeHF I −0.358 −0.427 −0.493 −0.398 −0.380 −0.495
II −0.0694 −0.0779 −0.111 −0.0993 −0.0956 −0.116
III −0.0411 −0.0461 −0.0543 −0.0464 −0.0448 −0.0535
ArHF I −0.505 −0.579 −0.582 −0.503 −0.471 −0.588
II −0.0815 −0.0903 −0.108 −0.098 −0.0934 −0.112
III −0.0725 −0.0781 −0.0767 −0.07105 −0.0675 −0.0775
(H2)2 I −0.402 −0.500 −0.487 −0.380 −0.368 −0.470
II −0.0834 −0.0996 −0.0944 −0.0751 −0.0729 −0.0893
III −0.0442 −0.0539 −0.0512 −0.0400 −0.0387 −0.0481
(HF)2 I −3.24 −3.91 −4.55 −3.60 −3.43 −4.52
II −2.03 −2.49 −3.17 −2.51 −2.38 −3.25
III −2.07 −2.38 −2.66 −2.19 −2.09 −2.61
IV −0.800 −0.922 −1.25 −1.06 −1.01 −1.28
(H2O)2 I −20.8 −25.1 −28.4 −22.4 −21.4 −27.9
II −3.38 −4.11 −4.71 −3.72 −3.52 −4.68
III −0.685 −0.844 −0.958 −0.755 −0.708 −0.960
IV −1.87 −2.25 −2.80 −2.25 −2.13 −2.76
V −2.00 −2.54 −2.82 −2.13 −1.98 −2.84
VI −1.09 −1.24 −1.52 −1.30 −1.24 −1.53
Tabelle 5.6: B-SAPT: Austauschinduktionsenergiebeitra¨ge E
(2)
exch−ind (in mHartree)
Dimer Geom. HF HFresp MP2 BO(f) BO(f+c)
He2 0.00075 0.00088 0.00092 0.00082 0.00079
Ne2 0.0140 0.0154 0.0232 0.0211 0.0203
Ar2 0.258 0.294 0.315 0.270 0.257
NeAr 0.0914 0.102 0.116 0.101 0.0969
NeHF I 0.123 0.141 0.163 0.160 0.153
II 0.0566 0.0631 0.0898 0.0878 0.0844
III 0.0254 0.0277 0.0326 0.0332 0.0320
ArHF I 0.106 0.129 0.130 0.124 0.117
II 0.0496 0.055 0.0660 0.0690 0.066
III 0.0315 0.0340 0.0334 0.0369 0.0356
(H2)2 I 0.156 0.218 0.212 0.147 0.139
II 0.0574 0.0759 0.0719 0.0519 0.0494
III 0.0186 0.0248 0.0236 0.0169 0.0159
(HF)2 I 1.50 1.83 2.133 1.86 1.77
II 1.27 1.55 1.97 1.73 1.64
III 0.794 0.935 1.05 0.956 0.915
IV 0.637 0.731 0.988 0.899 0.861
(H2O)2 I 12.9 16.3 18.4 14.5 13.7
II 1.76 2.18 2.50 2.10 1.99
III 0.230 0.281 0.319 0.298 0.281
IV 1.35 1.64 2.04 1.74 1.64
V 0.672 0.885 0.979 0.774 0.717
VI 0.727 0.814 0.998 0.958 0.915
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Tabelle 5.7: B-SAPT: Dispersionsenergiebeitra¨ge E
(2)
disp (in mHartree)
Dimer Geom. HF MP2 BO(f) BO(f+c)
He2 −0.0566 −0.0707 −0.0574 −0.0559
Ne2 −0.162 −0.201 −0.177 −0.169
Ar2 −1.09 −1.036 −1.09 −1.01
NeAr −0.408 −0.448 −0.425 −0.402
NeHF I −0.510 −0.648 −0.568 −0.539
II −0.270 −0.336 −0.300 −0.286
III −0.260 −0.306 −0.279 −0.266
ArHF I −0.716 −0.810 −0.763 −0.714
II −0.412 −0.454 −0.438 −0.412
III −0.405 −0.422 −0.419 −0.393
(H2)2 I −1.56 −1.807 −1.54 −1.48
II −0.904 −1.072 −0.865 −0.831
III −0.520 −0.619 −0.503 −0.482
(HF)2 I −2.56 −3.15 −2.80 −2.66
II −2.22 −2.80 −2.488 −2.36
III −1.98 −2.36 −2.13 −2.02
IV −1.37 −1.71 −1.53 −1.45
(H2O)2 I −11.9 −13.1 −12.5 −11.87
II −3.69 −4.31 −3.95 −3.71
III −1.25 −1.51 −1.35 −1.26
IV −3.01 −3.60 −3.30 −3.10
V −2.21 −2.67 −2.37 −2.21
VI −1.89 −2.22 −2.05 −1.93
Tabelle 5.8: B-SAPT: Austauschdispersionsenergiebeitra¨ge E
(2)
exch−disp (in mHartree)
Dimer Geom. HF BO(f) BO(f+c)
He2 0.00156 0.00163 0.00159
Ne2 0.00497 0.00669 0.00635
Ar2 0.0732 0.0746 0.0695
NeAr 0.0222 0.0246 0.0233
NeHF I 0.0325 0.0412 0.0392
II 0.0143 0.0199 0.0190
III 0.00926 0.0114 0.0109
ArHF I 0.0365 0.0423 0.0398
II 0.0190 0.0231 0.0217
III 0.0144 0.0158 0.0148
(H2)2 I 0.174 0.171 0.166
II 0.112 0.104 0.100
III 0.0471 0.0446 0.0429
(HF)2 I 0.381 0.451 0.429
II 0.338 0.426 0.404
III 0.225 0.259 0.246
IV 0.193 0.246 0.233
(H2O)2 I 2.90 3.13 2.96
II 0.644 0.726 0.684
III 0.128 0.152 0.142
IV 0.524 0.626 0.588
V 0.206 0.236 0.224
VI 0.318 0.377 0.353
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gegenu¨ber -0.48 mH. Mit dem Unterschied, daß hier Response- und Korrelationseffekte in der
Regel repulsiv sind, la¨ßt sich gleiches auch beobachten fu¨r die Austauschinduktionsenergie, d.h.
fu¨r die Differenzen E
(2)
exch−ind(MP2)− E(2)exch−ind(HFresp) und E(2)exch−ind(BO(f))− E(2)exch−ind(HF),
z.B.: NeAr → 0.014 mH gegenu¨ber 0.0096 mH, (H2O)2/II → 0.32 mH gegenu¨ber 0.34 mH.
Die BO(f+c) Werte fu¨r die Induktions- und Austauschinduktionsenergien sind eine Ver-
schlechterung gegenu¨ber den BO(f) Werten, da sie in allen Fa¨llen vom Betrag nach kleiner als




exch−ind sind, und damit zu einer Da¨mpfung des
zugrunde liegenden Korrelationseffektes fu¨hren. Der Grund hierfu¨r ist elementar (vgl. Abschnitt
2.3.2): die Hinzunahme der Korrelationsterme in die Diagonalblo¨cke der Brueckner Fock-Matrix
fu¨hrt zu einer Vergro¨ßerung des HOMO-LUMO Abstandes und entsprechend weiterer ungekop-
pelter U¨berga¨nge (Orbitalenergiedifferenzen). Da diese in den sto¨rungstheoretischen Formulie-
rungen fu¨r die Wechselwirkungsbeitra¨ge in zweiter Ordnung im Nenner auftauchen, fu¨hrt dieses
zu einer Verkleinerung des absoluten Betrages fu¨r die einzelnen Terme.
Ein Vergleich der BOresp Induktionsenergien aus der letzten Spalte in Tabelle 5.5 mit den
entsprechenden MP2 Werten zeigt eine außerordentlich gute U¨bereinstimmung mit Abweichun-
gen im Prozentbereich. Damit zeigt sich, daß im Grunde sowohl die Korrelationseffekte, als
auch die Response-Effekte in einem echten Response-Formalismus fu¨r die BCCD Methode be-
reits mit einer hohen Genauigkeit durch die induzierte Verformung der Elektronendichte einer
einzelnen Brueckner Determinante beschrieben werden ko¨nnen.
Bezu¨glich der Dispersionsenergien, welche in Tabelle 5.7 gezeigt sind, gelten die gleichen Re-
lationen, wie bei der Induktionsenergie, d.h. der Elektronenkorrelationseffekt fu¨hrt in der Regel
zu einer betragsma¨ßigen Vergro¨ßerung dieses Beitrages (vgl. Spalte ’HF’ mit Spalte ’MP2’ in
Tabelle 5.7). Da anders als bei den Induktionsenergien die Response-Effekte nicht, bzw. nur
indirekt durch die sto¨rungstheoretische Erfassung einzelner Response-Diagramme in den MP2
Werten beru¨cksichtigt sind, ist hier ein direkterer Vergleich mit den ungekoppelten BO(f,f+c)
Werten mo¨glich. Es zeigt sich in den allermeisten Fa¨llen, daß die BO(f) Werte wenigstens et-
wa 40% des MP2-Korrelationseffektes wiedergeben, wa¨hrend die BO(f+c) Dispersionsenergien
wiederum etwas schlechter sind. Damit ist die U¨bereinstimmung der Korrelationseffekte von
MP2 und BO(f) ein wenig schlechter als bei der Induktionsenergie, was damit begru¨ndet wer-
den kann, daß sich die zu großen Orbitalenergiedifferenzen im ungekoppelten Spektrum des
BO(f,f+c) Ansatzes hier noch sta¨rker bemerkbar machen. Fu¨r die Austauschdispersionsenergie
gibt es in der gegenwa¨rtigen Implementierung von SAPT noch keine Korrelationsbeitra¨ge, so
daß nur der Vergleich mit den HF Werten bleibt. Es ist zu vermuten, daß ebenso wie bei den
Induktionsbeitra¨gen die intramolekulare Elektronenkorrelation zu einer insgesamt repulsiveren
Austauschdispersion fu¨hrt. Da dieser Effekt in den meisten Fa¨llen durch die BO(f,f+c) Wer-
te wiedergegeben wird, ist zu vermuten, daß diese die wahre korrelierte Austauschdispersion
besser beschreiben als HF.
Insgesamt la¨ßt sich damit festhalten, daß der ungekoppelte BO Ansatz quantitativ bes-
sere Ergebnisse zur Berechnung von Wechselwirkungsenergien zweiter Ordnung liefert als ein
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ungekoppelter HF Ansatz, da er in der Lage ist, zumindest bis zu einem gewissen Grad die
Elektronenkorrelationseffekte fu¨r die einzelnen Terme zu beschreiben. Dabei ha¨ngt die Gu¨te
der BO Werte in besonderer Weise von dem Orbitalenergiespektrum ab, und es ist zu erwar-
ten, daß durch die Hinzunahme von Relaxationstermen in die Diagonalelemente der Brueckner
Fock-Matrix (siehe Abschnitt 2.3.2) dieser Ansatz noch verbessert werden kann. Im Falle der
Induktions- und Austauschinduktionsenergiebeitra¨ge hat sich jedoch gezeigt, daß die Beru¨ck-
sichtigung der Response-Effekte mindestens ebenso wichtig sind, wie die Elektronenkorrelation
(wenngleich eine strikte Trennung beider Effekte nicht unmittelbar mo¨glich ist (s.o.)). Um die-
ses Problem dennoch in einem uncoupled BO Ansatz in den Griff zu bekommen, ko¨nnte man
die unkorrelierten Responsebeitra¨ge durch die CPHF Werte abscha¨tzen, so daß man etwa die
Induktionsenergie in der folgenden Weise berechnet:
E
(2)





Eine alternative Variante ist mo¨glich fu¨r E
(2)
disp, wenn man die nichtentwickelte coupled Disper-
sionsionsenergie mit Hilfe des TDHF Verfahrens berechnet.
5.3 Coupled-Cluster Erwartungswertansa¨tze zur Berech-
nung von elektrischen Eigenschaften erster Ordnung
Die langreichweitigen Coulombwechselwirkungen zwischen zwei Moleku¨len werden im wesent-
lichen durch eine Entwicklung in den Multipolen der beiden Monomere beschrieben. Daher
ist eine Analyse der elektrischen Multipolmomente der Monomere ein wichtiges Indiz fu¨r die
Art der elektrostatischen Wechselwirkung in einem Dimersystem. Bei ku¨rzeren Absta¨nden muß
allerdings zusa¨tzlich die intermolekulare Ladungsdurchdringung beru¨cksichtigt werden, so daß
allein durch eine Betrachtung der Multipolmomente der Monomere eine Aussage u¨ber die bei
der Elektrostatik auftretenden Effekte nicht mehr so einfach mo¨glich ist (vgl. Lit.[310] und
[311]). Nichtsdestotrotz sind Betrachtungen der elektrischen Monomereigenschaften ha¨ufig ein
erster Anhaltspunkt, wie gut eine bestimmte quantenchemische Methode die elektrostatischen
Wechselwirkungen zwischen zwei Moleku¨len beschreiben kann
Aus diesem Grund sind molekulare Eigenschaften erster Ordnung mit HF- und BO-basierten
Coupled-Cluster Erwartungswerten untersucht worden, wobei die Erwartungswerte jeweils bis
zur zweiten Ordnung in der Wellenfunktion entwickelt wurden (siehe Abschnitt 3.1). Als Ver-
gleich dienen dabei finite-field Werte aus Møller-Plesset Sto¨rungstheorie und Coupled-Cluster
Rechnungen. Die Benutzung eines weiten Spektrums an Moleku¨len (He, Ne, Ar, H2, HF, CO,
BH, N2, NO
+, BeO, CuH, HCN, H2O, NH3, CH3OH) und großen Basissa¨tzen ermo¨glicht hierbei
die Beleuchtung von Vor- und Nachteilen dieses Ansatzes.
Die Geometrien von HF, CO, N2, NO
+,CuH, HCN, H2O, NH3 und CH3OH sind aus Lit.[96]
entnommen worden. Ferner wurde fu¨r das H2 Moleku¨l ein Bindungsabstand von 1.4 a0 [244], fu¨r
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BH ein Bindungsabstand von 2.3289 a0 und im Falle von BeO ein Bindungsabstand von 2.5149
a0 [157] genommen (alles Gleichgewichtsgeometrien). In allen Fa¨llen ist der Koordinatenur-
sprung in das Massenzentrum des Moleku¨ls gelegt worden. Die Berechnung der Wellenfunktio-
nen ist mit dem QuantenchemieprogrammMolpro [308] durchgefu¨hrt worden. Im Falle von CuH
und BeO sind alle Elektronen korreliert worden. Mit Ausnahme von CuH und BeO wurden die
augmentierten korrelationskonsistenten X-tuple Atombasissa¨tze von Dunning et al. [312] ver-
wendet (X: 2-5). Bei CuH wurden ein (15s10p6d4f)/[6s4p3d2f] kontrahierter double-zeta und
ein (18s12p7d4f2g)/[7s5p4d3f2g] kontrahierter triple-zeta Basissatz aus Lit.[96] benutzt. Fu¨r
BeO wurde der nichtaugmentierte cc-pVXZ Basissatz von Dunning et al. [313, 297] verwendet.
Im Falle von CuH und CH3OH ist die maximale Basissatzgro¨ße auf triple-zeta Niveau und
bei BH3 und HCN auf quadruple-zeta Niveau eingeschra¨nkt worden. Bei den finite-field Rech-
nungen sind die Feldsta¨rken in Abha¨ngigkeit von den Abweichungen der HF Werte von den
entsprechenden Erwartungswerten zwischen 0.00025 und 0.000025 a.u. variiert worden. Alle
Energien sind bis auf zehn Stellen konvergiert worden.
In den Tabellen 5.9-5.11 werden die Ergebnisse fu¨r die Dipol-, Quadrupol- und radialen
r2-Momente pra¨sentiert. Im Falle der Dipol- und Quadrupolmomente sind jeweils die Haupt-
drehachsenkomponenten angegeben (die Hauptdrehachse ist jeweils in die z-Achse gelegt wor-
den). Die Werte entsprechen in allen Fa¨llen denjenigen fu¨r den gro¨ßten Basissatz (s.o.). Im
folgenden werden die Resultate mit Bezug auf die CCSD(T) [16] Werte als Referenzwerte be-
trachtet.
In Tabelle 5.9 ist deutlich zu erkennen, daß Hartree-Fock die korrelierten Dipolmomen-
te sowohl in positiver als auch in negativer Richtung u¨berscha¨tzt, wa¨hrend im Falle des CO
Moleku¨ls Hartree-Fock bekanntlich ein falsches Vorzeichen fu¨r das Dipolmoment liefert. Die
Møller-Plesset (MP) Werte liefern deutlich bessere Resultate fu¨r das Dipolmoment. Fu¨r die
drei Methoden MP2, MP3 und MP4(SDQ) liefert erstaunlicherweise (mit Ausnahme von drei
Moleku¨len, na¨mlich CO, NO+ und BH) immer MP2 die besten Na¨herungen fu¨r die CCSD(T)
Resultate. Dagegen bekommt man mit MP3 immer die schlechtesten Ergebnisse, so daß man
ein oszillierendes Verhalten mit aufsteigender Sto¨rordnung findet. Die MP4 Dipolmomente sind
augenscheinliche Verbesserungen zu den MP4(SDQ) Werten, da in den meisten Fa¨llen die
CCSD(T) Werte mit bis zu wenigen Prozent Abweichungen reproduziert werden ko¨nnen (z.B.
HCN: 0.17%). Jedoch, in Fa¨llen wo der Korrelationseffekt groß ist, wie etwa bei CO, NO+,
CuH und BeO, ko¨nnnen die MP4 Werte schlechter werden als die entsprechenden MP2 oder
MP4(SDQ) Werte, z.B. wird bei CuH der Korrelationseffekt um nahezu 50% u¨berscha¨tzt. Er-
staunlicherweise erha¨lt man mit der CCSD Methode keine Verbesserung gegenu¨ber den MP
Werten, und die Dipolmomente liegen ha¨ufig dicht bei den MP4(SDQ) Resultaten. Die einzige
Ausnahme hierzu ist das BH Moleku¨l, wo die Gesamtdifferenz zum CCSD(T) Dipolmoment
-0.0009 a.u. bei CCSD und -0.041 a.u bei MP4 entspricht. Vor diesem Hintergrund sollte man
bedenken, daß bei der Betrachtung der Erwartungswerte, welche hier auf Doppelanregungsbei-
tra¨ge beschra¨nkt sind, ein Vergleich mit den CCSD Werten am angemessensten ist. Allerdings
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Tabelle 5.9: Dipolmomente / µz (in a.u.)
Moleku¨l HF MP2 MP3 MP4(SDQ) MP4 CCSD CCSD(T) BO 〈CCSD〉 〈BCCD〉
HF 0.756 0.711 0.721 0.713 0.703 0.715 0.707 0.718 0.703 0.704
H2O -0.779 -0.732 -0.743 -0.735 -0.723 -0.737 -0.728 -0.743 -0.726 -0.728
NH3 0.636 0.601 0.608 0.604 0.594 0.604 0.596 0.610 0.599 0.600
CO 0.104 -0.107 -0.013 -0.039 -0.084 -0.022 -0.045 -0.051 -0.098 -0.083
NO+ 0.254 0.075 0.153 0.144 0.130 0.144 0.139 0.122 0.083 0.094
HCN -1.295 -1.195 -1.209 -1.204 -1.183 -1.203 -1.185 -1.210 -1.174 -1.180
CuH 1.594 1.161 1.390 1.084 0.944 1.243 1.165 1.212 1.143 1.185
CH3OH -0.586 -0.553 -0.559 -0.554 -0.546 -0.555 -0.549 -0.558 -0.545 -0.546
BH -0.685 -0.637 -0.610 -0.591 -0.589 -0.557 -0.548 -0.603 -0.557 -0.563
BeO 2.946 2.478 2.756 2.524 2.299 2.609 2.463 2.555 2.403 2.472
Tabelle 5.10: Quadrupolmomente / Qzz (in a.u.)
Moleku¨l HF MP2 MP3 MP4(SDQ) MP4 CCSD CCSD(T) BO 〈CCSD〉 〈BCCD〉
H2 -0.494 -0.472 -0.464 -0.460 -0.456 -0.470 -0.456 -0.456
HF -1.732 -1.734 -1.717 -1.715 -1.715 -1.715 -1.712 -1.729 -1.713 -1.714
H2O 0.103 0.110 0.103 0.107 0.111 0.105 0.107 0.106 0.108 0.108
NH3 2.143 2.234 2.176 2.177 2.195 2.176 2.186 2.196 2.194 2.192
CO 1.530 1.491 1.443 1.481 1.505 1.458 1.461 1.466 1.463 1.461
N2 0.926 1.187 1.068 1.102 1.133 1.099 1.115 1.084 1.142 1.134
NO+ -0.519 -0.400 -0.482 -0.443 -0.410 -0.459 -0.448 -0.464 -0.431 -0.438
HCN -2.093 -1.641 -1.813 -1.735 -1.667 -1.741 -1.699 -1.790 -1.684 -1.700
CuH 1.969 0.162 1.376 -0.265 -0.969 0.783 0.463 0.533 0.285 0.454
CH3OH -1.137 -1.138 -1.117 -1.117 -1.117 -1.116 -1.114 -1.128 -1.119 -1.119
BH 2.679 2.504 2.448 2.417 2.409 2.352 2.328 2.438 2.287 2.302
BeO -5.033 -4.757 -4.971 -4.719 -4.506 -4.819 -4.661 -4.777 -4.699 -4.754
Tabelle 5.11: Radialmomente / r2 (in a.u.)
Moleku¨l HF MP2 MP3 MP4(SDQ) MP4 CCSD CCSD(T) BO 〈CCSD〉 〈BCCD〉
He 2.370 2.379 2.385 2.388 2.389 2.377 2.389 2.389
Ne 9.374 9.622 9.531 9.563 9.607 9.553 9.583 9.540 9.610 9.606
Ar 26.038 26.085 26.020 26.001 26.038 26.003 26.033 25.940 26.004 26.007
H2 4.168 4.123 4.117 4.117 4.116 4.096 4.116 4.116
HF 10.948 11.367 11.178 11.251 11.344 11.228 11.288 11.206 11.330 11.321
H2O 13.248 13.735 13.488 13.567 13.689 13.546 13.626 13.494 13.650 13.641
NH3 16.013 16.406 16.195 16.231 16.340 16.223 16.302 16.125 16.278 16.274
CO 24.306 24.494 24.283 24.310 24.396 24.291 24.340 24.201 24.281 24.284
N2 24.098 24.065 23.978 23.990 24.052 23.991 24.035 23.809 23.851 23.871
NO+ 16.983 16.907 16.865 16.864 16.874 16.864 16.870 16.790 16.805 16.814
HCN 24.599 24.597 24.460 24.470 24.572 24.474 24.541 24.298 24.382 24.403
CuH 32.871 33.508 32.195 34.286 35.040 32.915 33.064 33.299 33.799 33.628
CH3OH 28.726 29.287 29.004 29.080 29.238 29.052 29.165 28.899 29.141 29.132
BH 17.740 17.509 17.404 17.344 17.354 17.258 17.262 17.234 17.180 17.213
BeO 17.709 19.110 18.006 18.742 19.447 18.437 18.822 18.521 19.009 18.844
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stellt sich heraus, daß man a¨hnlich wie bei BOX [96], wo die Vernachla¨ssigung von Doppel-
anregungen in der korrelierten Dichte nur eine kleine A¨nderung zum Gesamtkorrelationseffekt
ausmacht, mit der 〈CCSD〉 und 〈BCCD〉 Methode bereits recht gute Na¨herungen fu¨r die Dich-
ten der ho¨her korrelierten CCSD(T) Methode erha¨lt. Ein gutes Beispiel fu¨r diesen Befund ist
das Dipolmoment des HCN Moleku¨ls, bei welchem BOX sehr gut den CCSDWert mit einer Ab-
weichung von ∼0.6% reproduziert, wa¨hrend 〈CCSD〉 und 〈BCCD〉 das CCSD(T) Dipolmoment
mit Abweichungen von nur ∼0.9 und 0.4% wiedergeben. Dieses ist natu¨rlich nur begru¨ndet
in einer glu¨cklichen Fehlerkompensation von Termen ho¨herer Ordnung, welche nicht in den
Erwartungswerten enthalten sind, und man sollte bei einer Verallgemeinerung dieser Aussage
vorsichtig sein. Ein gutes Beispiel ist das CO Moleku¨l, welches ein Kandidat ist, bei welchem
bekannt ist, daß Dreifachanregungen von großer Wichtigkeit zur Beschreibung der elektroni-
schen Struktur sind [153, 314, 198]. Hier verschlechtern 〈CCSD〉 und 〈BCCD〉 sogar das BOX
Dipolmoment von -0.051 a.u., welches recht nahe bei dem CCSD(T) Wert von -0.045 a.u. liegt.
In Fa¨llen, wo der Korrelationseffekt einen großen Anteil am Dipolmoment besitzt, sind die
Ergebnisse fu¨r die Erwartungswerte uneinheitlich: bei dem NO+ Moleku¨l schneiden 〈CCSD〉
und 〈BCCD〉 recht schlecht ab, mit einer U¨bertreibung des Korrelationseffektes von ∼49 bzw.
39%, wa¨hrend im Falle des CuH die relativen Abweichungen nur bei ∼ -2 und +2% liegen. Er-
staunlicherweise sind gerade in solchen Fa¨llen, wo die ’Doppelanregungserwartungswerte’ bei
der Beschreibung des vollen CCSD(T) Korrelationseffektes scheitern, was bei CO und NO+ der
Fall ist, die BOX Resultate ausgesprochen gut (siehe Tabelle 5.9), was wiederum aus einem
glu¨cklichen Herausheben von Termen ho¨herer Ordnung resultiert. Mit nur wenigen Ausnahmen
unterscha¨tzt BOX meist den Korelationseffekt, wa¨hrend bei 〈CCSD〉 und 〈BCCD〉 der Trend
mehr in die andere Richtung geht. Interessant ist, daß bei solchen Fa¨llen, wo das CCSD Dipol-
moment recht schlecht ist, wie z.B. fu¨r H2O oder HCN, die Erwartungswertmethoden zweiter
Ordnung bessere Resultate liefern als jede andere ’Nichtdreifach’-Anregungsmethode. Abgese-
hen von der Tatsache, daß man beobachten kann, daß die 〈CCSD〉 und 〈BCCD〉 Ansa¨tze recht
a¨hnliche Ergebnisse liefern, ist deutlich zu erkennen, daß der Brueckner Ansatz in den meisten
Fa¨llen besser abschneidet, am deutlichsten zu sehen bei BeO. Letzteres ist auf den Effekt von
Einfachanregungstermen ho¨herer Ordnung zuru¨ckzufu¨hren.
In Tabelle 5.10 sind die zz-Komponenten des Quadrupolmomentes dargestellt. Erneut ist
zu beobachten, daß Hartree-Fock hier in den meisten Fa¨llen die CCSD/CCSD(T) Werte u¨bert-
reibt, wenigstens bei den Moleku¨len, wo der Korrelationseffekt groß ist. Betrachtet man die
MP Werte, so ist wierderum zu sehen, daß ha¨ufig ein oszillierender Trend in der Reihe MP2-
MP3-MP4(SDQ) vorliegt, allerdings ist mit Ausnahme von CuH das MP2 Quadrupolmoment
nicht die beste Na¨herung fu¨r die CCSD(T) Referenzwerte. In einigen Fa¨llen hat MP4(SDQ) die
geringsten Abweichungen und in einigen Fa¨llen MP4, und in nicht wenigen Beispielen ist eine
gute U¨bereinstimmung zwischen MP4(SDQ) und CCSD zu erkennen, z.B. bei HF, NH3 und
HCN. Jedoch, im Falle des CuH Moleku¨ls, wo ein dramatischer Korrelationseffekt von mehr
als 320% vorliegt, scheitern die MP-Methoden bei der Beschreibung des Quadrupolmomentes
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vo¨llig, und es wird bei MP4(SDQ) und MP4 sogar ein falsches Vorzeichen fu¨r das Quadrupol-
moment gefunden. Dies zeigt die augenscheinliche Schwa¨che der Sto¨rungstheoriemethoden in
Fa¨llen, wo der Korrelationseffekt nicht mehr als kleine Sto¨rung betrachtet werden kann, und ist
zu einem gewissen Grade auch schon beim Dipolmoment beobachtet worden. Auf der anderen
Seite konvergiert die MP Reihe recht schnell, wenn der Korrelationseffekt im Verha¨ltnis zum
Gesamtquadrupolmoment klein ist, wie z.B. bei HF oder CH3OH, wo die MP3 Werte bereits
eine gute Abscha¨tzung fu¨r das CCSD(T) Quadrupolmoment liefern. Allerdings sind in diesen
Beispielen die MP2 Werte sogar schlechter als Hartree-Fock. CCSD unterscha¨tzt die CCSD(T)
Quadrupolmomente immer ein wenig, und es scheint, daß die Triples-Korrelationseffekte in den
gewa¨hlten Besipielen vernachla¨ssigbar sind, mit Ausnahme von CuH und BeO, wo der Triples-
Korrelationseffekt mit ∼21 bzw. 42% zum gesamten Korrelationseffekt beitra¨gt. Ein wenig un-
einheitlicher sind die BOX Werte, welche eine gro¨ßere Abweichung von den CCSD/CCSD(T)
Referenzwerten haben ko¨nnen, wenn der Korrelationseffekt klein ist (z.B. HF und CH3OH),
auf der anderen Seite aber sehr gut die CC finite-field Werte reproduzieren, wenn der Korrela-
tionseffekt groß ist, wie etwa bei CuH und BeO. Eine Ausnahme bildet das Quadrupolmoment
von H2O, wo der Korrelationseffekt lediglich 4% betra¨gt, und wo das BOX Ergebnis dennoch
zwischen dem CCSD und CCSD(T) Resultat liegt. Eine deutliche Verbesserung zu BOX erha¨lt
man mit den Erwartungswerten ’ho¨herer’ Ordnung, wie die Tabelle 5.10 zeigt. Wa¨hrend die
Methoden bereits hochgenau sind fu¨r Zweielektronensysteme (〈BCCD〉 ist hier sogar exakt),
wie das H2 Moleku¨l, ist es auffa¨llig, daß, wie oben bereits angesprochen, 〈CCSD〉 und 〈BCCD〉
in einigen Fa¨llen sogar bessere Resultate liefern als CCSD (sehr deutlich zu sehen im Fall von
HCN). Die Verbesserung gegenu¨ber BOX kann am deutlichsten bei Moleku¨len mit kleinen Kor-
relationseffekten beobachtet werden, wie z.B. bei HF und CH3OH. Eine wahre Verbesserung
gegenu¨ber den MP Methoden liegt beim CuH Moleku¨l vor, wo 〈BCCD〉 die beste Na¨herung
an das CCSD(T) Quadrupolmoment liefert. Wiederum ist festzuhalten, daß im Schnitt die
〈BCCD〉 Werte bessere Abscha¨tzungen geben als die 〈CCSD〉 Werte.
Die meisten der fu¨r das Dipolmoment und das Quadrupolmoment gemachten Beobachtun-
gen treffen auch fu¨r die radialen r2-Werte zu, so daß an dieser Stelle nur einige wenige zusa¨tzliche
Punkte herausgehoben werden sollen. Zuna¨chst erkla¨rt die Tatsache, daß die Korrelationseffek-
te jeweils recht klein sind, das gute Abschneiden von MP4 (mit und ohne Dreifachanregun-
gen) im Vergleich zu CCSD(T). Die einzige Ausnahme ist wiederum das CuH Moleku¨l, wo
MP2 mit der kleinsten absoluten Abweichung von allen MP-Werten zu CCSD(T) schlechter
ist, als selbst Hartree-Fock. Die 〈CCSD〉 und 〈BCCD〉 Werte verbessern die BOX Werte in
den meisten Fa¨llen, insbesondere bei NH3, CO und CH3OH, wo die BOX Na¨herung relativ
entta¨uschende r2-Momente liefert. Ein interessantes Beispiel ist das Ar Atom, wo ein signifi-
kanter Triples-Korrelationseffekt zu einem Netto-Korrelationseffekt fu¨hrt, welcher nahezu ver-
schwindet. Wa¨hrend in diesem Fall BOX die CCSD und CCSD(T)-Momente stark u¨berscha¨tzt,
reproduzieren 〈CCSD〉 und 〈BCCD〉 lediglich den CCSD Wert.
Die Abbildungen 5.6(a) bis 5.6(c) liefern einen U¨berblick u¨ber die Genauigkeit der unter-





































































































































































































Abbildung 5.6: Elektrische molekulare Eigenschaften erster Ordnung: Vergleich der Methoden
(siehe Text fu¨r eine Erkla¨rung der Auftragung)
schiedlichen Methoden in dem jeweiligen Basissatz. Die Auftragungen auf der Ordinate sind












wobei pM den Wert der Methode M fu¨r die jeweilige Eigenschaft angibt, pCCSD(T) steht fu¨r
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die entsprechenden mit CCSD(T) berechneten Werte und pM(worst) entspricht jeweils derjenigen
Methode, deren aktuelle Fehlerquadratabweichung zu CCSD(T) die gro¨ßte unter allen Metho-
den M ist. Diese Darstellung ermo¨glicht einen von dem System unabha¨ngigen Vergleich der
verschiedenen Methoden, da solche Fa¨lle, wo der Korrelationseffekt groß ist, in derselben Weise
gewichtet werden, wie solche, wo der Korrelationseffekt klein ist. Dabei ist zu beachten, daß
der gro¨ßte Ausschlag fu¨r ein Moleku¨l mit 1 in den Ordinatenwert eingehen kann, so daß im Fall
des Dipolmomentes leicht zu sehen ist, daß Hartree-Fock immer das schlechteste Resultat im
Vergleich mit den anderen hier betrachteten Methoden liefert (siehe Abb.5.6(a)). Ein Vergleich
der Trends mit der Gro¨ße des Basissatzes ist nur bedingt mo¨glich, da nicht alle Moleku¨le mit
den gro¨ßten Basissa¨tzen berechnet wurden (siehe Angaben u¨ber die Anzahl der berechneten
Systeme in den jeweiligen Diagrammen in Abb.5.6(a)-5.6(c)). Zusa¨tzlich zu den in den Tabellen
betrachteten Methoden sind in den Diagrammen in Abb.5.6 auch BCCD und BCCD(T) finite-
field Ansa¨tze sowie ein weiterer CCSD Triples-Ansatz (CCSD-T) von Deegan und Knowles [16]
als Vergleichsmethode aufgenommen worden.
In Abb.5.6(a) sieht man, daß alle korrelierten Methoden das Hartree-Fock Dipolmoment
deutlich verbessern. Im Falle der Møller-Plesset Verfahren ist dabei MP3 immer eine leichte Ver-
schlechterung gegenu¨ber MP2, wa¨hrend man eine deutliche Verbesserung mit den MP4(SDQ)
als auch den vollen MP4 Werten erha¨lt. Dies scheint dem zu widersprechen, was oben bezu¨glich
des Verha¨ltnisses zwischen den MP2 und MP4(SDQ) Dipolmomenten angefu¨hrt wurde, jedoch
ist zu beachten, daß die gewa¨hlte Auftragung in den Diagrammen auch punktuell sehr star-
ke Abweichungen einer Methode “bestraft”. Z.B. liefert MP2 fu¨r CO, NO+ und BH in der
quintuple-zeta Basis ein sehr schlechtes Dipolmoment (siehe Tabelle 5.9). U¨berraschend ist die
Tatsache, daß in allen Basissa¨tzen MP4(SDQ) jeweils ein wenig besser ist als MP4, was durch
ein paar wenige Fa¨lle erkla¨rt werden kann, z.B. hat beim CO Moleku¨l das MP4 Dipolmoment ei-
ne Abweichung von 87% von dem CCSD(T) Dipolmoment. Vergleicht man die MP2 und MP3
Werte mit allen anderen korrelierten Werten, so sind letztere in allen Fa¨llen eine deutliche
Verbesserung. Insbesondere die Unterschiede zwischen CCSD(T) und den beiden anderen CC
Triples-Methoden CCSD-T und BCCD(T) sind minimal. Bezu¨glich der Erwartungswertansa¨tze
ist zu beobachten, daß 〈CCSD〉 und 〈BCCD〉 mit Ausnahme beim aug-cc-pVDZ Basissatz im-
mer die BOX Werte verbessern und im Unterschied zu den entsprechenden finite-field Werten
schneidet der Brueckner Ansatz immer ein wenig besser ab als 〈CCSD〉.
Ein wenig anders sieht dies beim Quadrupolmoment aus (siehe Abb.5.6(b)). Hier kann man
sehen, daß mit Ausnahme von MP4(SDQ) alle MP Methoden deutlich gro¨ßere Abweichungen
liefern als die Coupled-Cluster Werte, einschließlich der CC Erwartungswertmethoden. Im Un-
terschied zum Dipolmoment ist nun MP3 etwas besser als MP2. Im Falle der Erwartungswerte
kann man deutlich erkennen, daß die BOX Werte im Vergleich zu 〈CCSD〉 und 〈BCCD〉 bei
gro¨ßeren Basissa¨tzen tendenziell schlechter werden, was beim Dipolmoment nicht so deutlich zu
sehen ist. Interessant ist ferner, daß die Abweichungen von BOX und BCCD sehr a¨hnlich sind,
wa¨hrend die 〈CCSD〉 und 〈BCCD〉 Ansa¨tze sogar besser abschneiden als die CCSD finite-field
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Werte (siehe Abb.5.6(b)).
Bei den radialen r2-Momenten ist BOX die schlechteste von allen Korrelationsmethoden
(siehe Abb.5.6(c)). Wa¨hrend dies bei der double-zeta Basis noch nicht so dramatisch ist, wird
es sehr augenscheinlich bei den gro¨ßeren Basissa¨tzen, wo auf der anderen Seite 〈CCSD〉 und
〈BCCD〉 mit den entsprechenden CCSD und BCCD finite-field Werten konkurrieren ko¨nnen.
Eine weitere interessante Tendenz ist, daß MP2 verha¨ltnisma¨ßig geringe Fehler bei dem kleinsten
Basissatz liefert, wa¨hrend sich dieses bei den gro¨ßeren Basissa¨tzen umdreht, wo wiederum ein
nicht unbetra¨chtlicher Sprung zwischen MP2 und MP3 auf der einen Seite und MP4(SDQ) und
MP4 auf der anderen Seite vorliegt.
In den Abbildungen 5.7(a)-5.7(c) ist eine Analyse verschiedener Beitra¨ge zu den 〈CCSD〉 und
〈BCCD〉 Erwartungswerten fu¨r das Dipolmoment, das Quadrupolmoment und das r2-Moment
zu sehen. Die prozentualen Beitra¨ge sind dabei jeweils u¨ber alle berechneten Systeme gemittelt
worden, so daß es einige Fa¨lle gibt, wo das Vorzeichen anders ist, als das des gemittelten Wertes,
jedoch ist dieses nur bei ganz wenigen Ausnahmen gefunden worden. In allen drei Diagrammen
kann man deutlich erkennen, daß der unsymmetrische Singles-Beitrag, bezeichnet mit 〈T1 〉,
bei weitem den wichtigsten Beitrag zum Gesamtkorrelationseffekt darstellt, was ein gutes An-
zeichen dafu¨r ist, daß BOX bereits eine gute Na¨herung ist. Tatsa¨chlich sieht man in Abb.5.7,
daß der BOX Korrelationsbeitrag jeweils in guter U¨bereinstimmung mit dem 〈T1 〉 Beitrag ist,
so daß man schlußfolgern kann, daß die Terme ho¨herer Ordnung in BOX, einschließlich des “im-
pliziten” 〈T1 T1〉 Termes, sich gegenseitig aufheben oder gar vernachla¨ssigbar klein sind. Die
na¨chstwichtigen Beitra¨ge sind die 〈T2 T2〉 Terme, welche beim Vergleich der HF basierten und
der BO basierten Variante nur geringe Unterschiede zeigen. Es ist festzuhalten, daß die Summe
〈T1 〉+〈T2 T2〉 auf der einen Seite und BOX+〈T2 T2〉 auf der anderen Seite bereits sehr gute
Na¨herungen des Gesamtkorrelationseffektes sind. Dieses trifft in der Tat fu¨r den BO Ansatz zu,
da der einzige verbleibende 〈T2T2 T2T2〉 Term in allen drei Fa¨llen verschwindend gering ist.
Dieses ist insbesondere im Hinblick auf den Rechenaufwand von Bedeutung, da der quadratische
T2-Term mit Abstand der aufwendigste Beitrag in zweiter Ordnung ist. Bei dem HF basierten
Ansatz ist zu beru¨cksichtigen, daß, wa¨hrend sich die Summe 〈T1 T1〉+〈T1 T2〉 beim Dipolmo-
ment gegenseitig weghebt, im Falle des r2-Momentes der (negative) unsymmetrische 〈T1 T2〉
Term sta¨rker dominiert, so daß die obere Abscha¨tzung im Schnitt zu einer U¨bertreibung des
Korrelationseffektes fu¨hrt. Schließlich bleibt die Frage zu kla¨ren, warum BOX angesichts von
Diagramm 5.7(c), wo der BOX Korrelationseffekt nahezu 80% des gesamten Korrelationsef-
fektes in der gegebenen (triple-zeta) Basis ausmacht, so schlechte radiale r2-Momente liefert,
wie oben gezeigt wurde. Dieses ist durch die hier gewa¨hlte Auftragung zu erkla¨ren, denn, wie
man aus Tabelle 5.11 erkennen kann, ist der prozentuale Korrelationseffekt bei den r2-Werten
jeweils sehr klein, so daß ein strikter Vergleich zwischen einzelnen Methoden, wie in Abb.5.6(c),
in einigen Fa¨llen zu sta¨rkeren Abweichungen fu¨r die BOX Methode fu¨hrt, welche jedoch nicht
in einer gemittelten Auftragung wie in Abb.5.7(c) zu beobachten sind.
Die Ergebnisse dieser Untersuchungen zeigen, daß die CC Erwartungswertansa¨tze nicht nur
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Abbildung 5.7: Gemittelte prozentuale Beitra¨ge der Erwartungswertterme zu dem Gesamtkor-
relationseffekt (Pcorr)
einfache, sondern auch erfolgreiche Mo¨glichkeiten anbieten, um korrelierte elektrische molekula-
re Eigenschaften erster Ordnung zu berechnen. Es ist gezeigt worden, daß die jeweiligen 〈CCSD〉
und 〈BCCD〉 Ansa¨tze a¨hnliche Abweichungen zu den CCSD(T) Referenzwerten aufweisen, wie
die entsprechenden CCSD und BCCD finite-field Werte, und daß sie deutlich bessere Resul-
tate liefern, als die Eigenschaften, welche aus Møller-Plesset Sto¨rungstheorie erhalten werden,
zumindest in solchen Fa¨llen, wo der Korrelationseffekt aus der CCSD(T) Rechnung groß ist.
Die Ergebnisse der Møller-Plesset Rechnungen zeigen sehr uneinheitliche Trends, da gefunden
wurde, daß MP3 manchmal die Werte von MP2 verschlechtert und daß zudem die Beru¨cksich-
tigung von Dreifachanregungsbeitra¨gen in MP4 nicht immer zu einer Verbesserung gegenu¨ber
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MP4(SDQ) fu¨hrt. Dies zeigt deutlich, daß die Berechnung elektrostatischer Wechselwirkungen
mit Hilfe von unrelaxierten CC Erwartungswerten sicherlich eine erfolgsversprechende Alterna-
tive zu den relaxierten MP-Korrelationsbeitra¨gen in der Standard-SAPT Variante darstellt.
5.4 Die Berechnung von Wechselwirkungsenergien er-
ster Ordung mit Hilfe von Brueckner-Coupled-Cluster
Erwartungswertbeitra¨gen
Die Korrelationsbeitra¨ge der Coulomb- und Coulomb-Austauschenergien sind, ausgehend von
dem BO-Ansatz aus Abschnitt 5.1, mit Hilfe von konvergierten BCCD-Zweifachanregungsampli-
tuden, statt mit sto¨rungstheoretischen Zweifachanregungsamplituden (wie im Standard-SAPT









exch Ausdru¨cke (siehe [248]) eingesetzt worden. Ein analoger Ansatz existiert
bereits im Standard-SAPT Verfahren fu¨r die Berechnung der Coulomb-Austauschenergien, wo
konvergierte Ein- und Zweifachanregungsamplituden aus CCSD Rechnungen benutzt werden,
um die ma¨ßige Konvergenz der MP-Entwicklung zu verbessern [246]. Dieser Ansatz entspricht
im Grunde dem Brueckner-CC Erwartungswertansatz aus dem vorangegangenen Abschnitt
(allerdings unter Vernachla¨ssigung der 〈T2T2 T2T2〉 Beitra¨ge) und ist darum im Falle der
elektrostatischen Wechselwirkung analog zu der Berechnung von E
(1)
pol mit Hilfe von BCCX-
Dichtematrizen (siehe Abb.3.1).
Zu einer Abscha¨tzung der 〈BCCD〉-Coulombenergien ist die elektrostatische Wechselwir-
kung u¨ber die Standard-SAPT MP2resp und MP3resp Beitra¨ge hinaus ferner auch mit Hilfe
von relaxierten CCSD- (siehe auch [287]) und CEPA-1 [315, 210] -Dichtematrizen berechnet
worden.
Die untersuchten Dimersysteme und verwendeten Basissa¨tze sind die gleichen wie in Ab-
schnitt 5.2. Es wurde außerdem das dreiatomige HeH2 System in der linearen Anordnung
(Bezeichnung identisch mit der von NeHF, ArHF) bei zwei gewa¨hlten Absta¨nden der Mas-
senzentren von 4.0 und 5.0 a0 in den Satz aufgenommen. Dieses wurde ebenso wie die anderen
4-Elektronendimere in der DCBS/aug-cc-pVQZ Basis berechnet.
In Tabelle 5.12 sind die Ergebnisse fu¨r die Coulombenergien zu sehen. Ein Vergleich der Wer-
te fu¨r die unterschiedlichen Systeme zeigt deutlich, daß sich die elektrostatische Wechselwirkung
je nach System und Dimer-Geometrie in einem breiten Gro¨ßenordnungsbereich bewegt. Sehr
kleine Wechselwirkungen findet man bei den Edelgasdimeren und NeHF bzw. ArHF, wa¨hrend
im Falle von (HF)2 und (H2O)2 die Coulombenergien um bis zu vier Gro¨ßenordnungen gro¨ßer
sein ko¨nnen. Bei Geometrie V (H-H Geometrie [301]) und Geometrie VI (Lonepair-Lonepair
Geometrie [301]) des Wasser Dimers ist die elektrostatische Wechselwirkung sogar postitiv.
Betrachtet man die Werte fu¨r die Dimere He2 und HeH2, so sieht man, daß insgesamt je-
weils ein sehr geringer Korrelationseffekt vorliegt, welcher bei gro¨ßeren Dimer-Absta¨nden rasch
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Tabelle 5.12: Coulombenergiebeitra¨ge E
(1)
pol (in mHartree)
Dimer Geom. HF MP2resp MP3resp BO 〈BCCD〉 CCSD CEPA-1
He2 5.0 −0.0228 −0.0240 −0.0244 −0.0240 −0.0246 −0.0247
5.5 −0.0064 −0.0068 −0.0069 −0.0068 −0.0070 −0.0070
6.0 −0.0018 −0.0019 −0.0020 −0.0019 −0.0020 −0.0020
(H2)2 I/4.0 −2.15 −2.38 −2.47 −2.35 −2.50 −2.57
I/5.0 −0.233 −0.279 −0.299 −0.269 −0.303 −0.319
I/6.5 0.0881 0.0772 0.0730 0.0777 0.0721 0.0694
II/5.0 −0.307 −0.292 −0.290 −0.279 −0.287 −0.291
HeH2 I/4.0 −1.56 −1.57 −1.57 −1.55 −1.58 −1.59
I/5.0 −0.198 −0.198 −0.199 −0.195 −0.199 −0.200
Ne2 −0.0203 −0.0310 −0.0261 −0.0290 −0.0309 −0.0281 −0.0311
Ar2 −0.231 −0.256 −0.245 −0.238 −0.245 −0.256 −0.246
NeAr −0.0888 −0.108 −0.0994 −0.0999 −0.104 −0.116 −0.105
NeHF I −0.0995 −0.163 −0.134 −0.150 −0.163 −0.145 −0.163
II −0.0611 −0.0991 −0.0803 −0.0923 −0.0990 −0.0886 −0.100
III −0.0313 −0.0470 −0.0394 −0.0434 −0.0466 −0.0423 −0.0466
ArHF I −0.0583 −0.0970 −0.0816 −0.0875 −0.0955 −0.0865 −0.0963
II −0.0670 −0.0921 −0.0804 −0.0852 −0.0900 −0.0842 −0.0909
III −0.0461 −0.0556 −0.0516 −0.0513 −0.0539 −0.0520 −0.0539
(HF)2 I −10.0 −9.64 −9.57 −9.63 −9.46 −9.55 −9.45
II −8.38 −8.62 −8.31 −8.49 −8.43 −8.37 −8.43
III −7.16 −6.16 −6.34 −6.30 −6.01 −6.26 −6.00
IV −0.541 −0.949 −0.759 −0.853 −0.938 −0.831 −0.944
(H2O)2 I −33.5 −33.6 −33.1 −33.2 −33.2 −33.2 −33.2
II −12.3 −12.1 −11.9 −12.0 −11.9 −11.9 −11.8
III −5.82 −5.55 −5.51 −5.56 −5.42 −5.47 −5.40
IV −5.72 −5.88 −5.64 −5.74 −5.72 −5.69 −5.72
V 8.44 8.04 7.95 8.08 7.78 7.84 7.75
VI 3.06 2.43 2.65 2.59 2.41 2.55 2.39
abnimmt. Alle Korrelationsverfahren sind hier in der Lage, die E
(1)
pol(CCSD) Werte gut zu re-
produzieren, jedoch mit Ausnahme der BO Werte fu¨r HeH2, welche sogar eine Verschlechte-
rung der Hartree-Fock Werte darstellen. Dieses kann dadurch erkla¨rt werden, daß eine einzelne
Brueckner-Determinante nicht in der Lage ist, die Wellenfunktion eines Wasserstoffmoleku¨ls,
welche qualitativ aus einer Kombination eines (1σg)
2 und eines (1σu)
2 Zustandes gebildet wird,
hinreichend zu beschreiben. Dieses ist auch an den Werten fu¨r das H2-Dimer erkennbar, wo
in Geometrie II/6.5 ebenfalls ein sehr kleiner Korrelationseffekt vorliegt, und wo der BO Wert
den CCSD-Korrelationseffekt um nahezu 80% u¨bertreibt. In den drei linearen Anordnungen
des H2-Dimers, wo der prozentuale Korrelationseffekt recht groß ist, sind die BO Werte im-
merhin in der Lage, die MP2-Coulombenergien zu reproduzieren. Jedoch ist hier deutlich zu
erkennen, daß die 〈BCCD〉 Werte eine starke Verbesserung gegenu¨ber den BO Werten sind
und in nahezu allen 4-Elektronensystemen (hier: System ∼= Dimer+Dimergeometrie) sind die
E
(1)
pol(〈BCCD〉) Werte bessere Na¨herungen zu den entsprechenden E(1)pol(CCSD) Werten als die
E
(1)
pol(MP3resp) Werte. Dimersysteme mit einem starken Korrelationseffekt fu¨r die elektrosta-
tische Wechselwirkung sind das Ne2-Dimer und das NeHF-Dimer. Hier ist gut zu erkennen,
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daß MP3 jeweils den CCSD- bzw. CEPA-1-Korrelationseffekt deutlich unterscha¨tzt, wa¨hrend
die MP2 Energien in allen Fa¨llen eine gute U¨bereinstimmung mit den CEPA-1 Werten zeigen.
Dieses ist wiederum ein Beleg dafu¨r, daß die MP-Entwicklung nicht zur Beschreibung von Sy-
stemen mit großen Korrelationseffekten geeignet ist (siehe auch vorangegangenen Abschnitt).
Die BO- und 〈BCCD〉-Energien sind auf der anderen Seite hier sehr gute Na¨herungen fu¨r die
CCSD- und CEPA-1-Referenzenergien, wobei auffa¨llt, daß die BO-Werte jeweils na¨her an den
CCSD-Werten und die 〈BCCD〉-Werte na¨her an den CEPA-1 Werten liegen, welche jeweils
den CCSD-Korrelationseffekt um etwa 30% u¨bertreiben. Dieser Trend ist auch beim HF-Dimer
zu beobachten, im besonderen bei Geometrie IV (“magic orientation” [306]), wo ein starker
Korrelationseffekt von etwa 53 (CCSD) bis 74% (CEPA-1) vorliegt. Auch hier unterscha¨tzt
MP3 den Korrelationseffekt um etwa 13% gegenu¨ber CCSD. Die Geometrien I-III des Was-
serdimers entsprechen der Minimumsgeometrie bei drei verschiedenen O-O Absta¨nden. Man
kann hier deutlich sehen, daß alle Korrelationsmethoden in etwa die gleiche elektrostatische
Wechselwirkungsenergie liefern, was unter anderem dadurch zu erkla¨ren ist, daß der wichtigste
langreichweitige elektrostatische Beitrag die Dipol-Dipol Wechselwirkung ist, wobei das Dipol-
moment des Wasser-Monomers von allen hier betrachteten Korrelationsmethoden mit etwa der
gleichen Gu¨te wiedergegeben wird (siehe Tabelle 5.9). Bei der Geometrie I mit einem kurzen O-
O-Abstand, wo ein sehr kleiner Korrelationseffekt von nur 0.9% vorliegt, kann man beobachten,
daß MP2 bzw. MP3 den Korrelationseffekt stark unter- bwz. u¨bertreiben, wa¨hrend alle anderen
Korrelationsmethoden den E
(1)
pol(CCSD) Wert reproduzieren. Dies zeigt, daß die MP-Methoden
auch bei sehr kleinen Korrelationseffekten Schwa¨chen offenbaren ko¨nnen. Genau der gleiche
Trend la¨ßt sich auch bei Geometrie IV des Wasser-Dimers beobachten. Bei Geometrie III ist
wieder gut zu sehen, daß 〈BCCD〉 und CEPA-1 den CCSD-Korrelationseffekt etwas u¨bertrei-
ben. Insgesamt ist jeweils wieder eine gute U¨bereinstimmung zwischen den Coulombenergien
von BO und CCSD auf der einen Seite und 〈BCCD〉 und CEPA-1 auf der anderen Seite zu
finden.
In Tabelle 5.13 sind die Coulombaustauschenergiebeitra¨ge angegeben. Auch hier ist zu be-
obachten, daß die BO Determinante nicht in der Lage ist, den Elektronenkorrelationseffekt
des H2-Dimers richtig zu beschreiben, da hier wiederum in den meisten Geometrien von (H2)2
und HeH2 der BO-Korrelationseffekt der Coulombaustauschenergie ein falsches Vorzeichen hat.
Dagegen liefert die BO Determinante in allen anderen Fa¨llen bereits eine gute Na¨herung der
CCSD-Referenzwerte, insbesondere dort, wo der prozentuale Korrelationseffekt groß ist, wie bei
Ne2, (HF)2/IV oder (H2O)2/VI. Interessanterweise ist genau in den zuletzt genannten Fa¨llen
der Effekt der hinzukommenden Zweifachanregungungsbeitra¨ge bei den BCCD Austauschener-
gien sehr gering, so daß hierbei die BO und BCCD Werte nahezu die gleichen Resultate fu¨r
E
(1)
exch liefern. Ein Vergleich der BCCD Werte mit den CCSD Werten zeigt, daß die BCCD Cou-
lombaustauschenergien in allen Fa¨llen eine nahezu 100%-ige U¨bereinstimmung mit den ent-
sprechenden CCSD Energien haben. Dieses ist dadurch zu erkla¨ren, daß sich beide Methoden
nur durch aus Einfachanregungen bestehende nichtverknu¨pfte Anregungen ho¨herer Ordnung
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Tabelle 5.13: Coulombaustauschenergiebeitra¨ge E
(1)
exch (in mHartree)
Dimer Geom. HF MP2 CCSD BO BCCD
He2 5.0 0.156 0.163 0.169 0.166 0.169
5.5 0.0456 0.0477 0.0500 0.0490 0.0501
6.0 0.0132 0.0139 0.0146 0.0143 0.0146
(H2)2 I/4.0 23.0 23.6 23.5 22.4 23.6
I/5.0 4.00 4.13 4.10 3.83 4.11
I/6.5 0.252 0.258 0.254 0.234 0.254
II/5.0 2.14 2.14 2.05 1.96 2.05
HeH2 I/4.0 8.27 8.42 8.48 8.23 8.49
I/5.0 1.11 1.13 1.13 1.10 1.14
Ne2 0.0843 0.116 0.119 0.119 0.120
Ar2 0.789 0.829 0.830 0.809 0.832
NeAr 0.313 0.357 0.360 0.357 0.360
NeHF I 0.628 0.822 0.830 0.801 0.830
II 0.233 0.327 0.338 0.337 0.342
III 0.148 0.193 0.194 0.194 0.194
ArHF I 0.550 0.650 0.655 0.623 0.653
II 0.222 0.279 0.287 0.284 0.288
III 0.162 0.187 0.188 0.188 0.187
(HF)2 I 7.29 8.89 8.94 8.60 8.88
II 5.44 6.93 7.04 6.82 7.03
III 4.17 5.03 5.01 4.82 4.97
IV 2.72 3.52 3.59 3.54 3.59
(H2O)2 I 54.9 59.9 60.1 58.7 59.8
II 9.52 11.0 11.1 10.7 11.05
III 1.57 1.94 1.96 1.88 1.96
IV 6.13 7.46 7.57 7.33 7.56
V 4.20 4.96 4.94 4.66 4.92
VI 3.30 4.00 4.08 4.07 4.08
unterscheiden, welche erfahrungsgema¨ß sehr klein sind (siehe Abschnitt 5.3). Damit lassen sich
nun auch die 4-Elektronensysteme (H2)2 und HeH2 akkurat mit Hilfe des Brueckner Ansatzes
beschreiben, wie Tabelle 5.13 deutlich zeigt.
Die Ergebnisse dieses Abschnittes zeigen, daß die Erweiterung der Brueckner-SAPT Metho-
de in erster intermolekularer Ordnung mit Hilfe von BCCD-Zweifachanregungsamplituden eine
akkurate Berechnung von Coulomb- und Coulombaustauschenergien ermo¨glicht. Im Falle der
Coulombenergiebeitra¨ge konnten so mit geringerem rechnerischen Aufwand die Beitra¨ge von re-
laxierten CCSD Dichten mit guter Genauigkeit reproduziert werden. Bezu¨glich der Austausch-
energien erster Ordnung konnten die entsprechenden CCSD Beitra¨ge aus dem Standard-SAPT
Verfahren nahezu identisch wiedergegeben werden. Die Berechnung der Wechselwirkungsener-
giebeitra¨ge mit BCCD Amplituden ist besonders dort von Vorteil, wo eine einzelne Brueckner-
Determinate nicht zur Beschreibung der Dichte bzw. Dichtematrix eines Monomers ausreicht,
wie etwa im Falle der Dimere (H2)2 und HeH2. Auf der anderen Seite zeigt sich, daß bei Dimeren
mit großen intramolekularen Korrelationseffekten die BO-Energiebeitra¨ge die entsprechenden
〈BCCD〉 bzw. CCSD Werte bereits mit einer guten U¨bereinstimmung reproduzieren ko¨nnen.
Eine Erweiterung und damit Verbesserung der Resultate ließe sich, analog zu einem BCCX
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Ansatz fu¨r die Berechnung von molekularen Eigenschaften, im Prinzip dadurch bewerkstelli-
gen, daß Beitra¨ge aus Dreifachanregungstermen beru¨cksichtigt werden, insbesondere die Terme
〈T3 T3〉 und 〈T2 T3〉.
Kapitel 6
Kohn-Sham-SAPT Verfahren
Mit einem sto¨rungstheoretischen Ansatz kann man die Wechselwirkungsenergie zwischen zwei
Moleku¨len als eine Summe von elektrostatischen, Induktions- und Dispersionsenergien nebst je-
weils zugeho¨rigen Pauli-Repulsionstermen ausdru¨cken. In Abschnitt 4.2 konnte gezeigt werden,
daß sich alle diese Terme aus den statischen und induzierten Ladungsverteilungen sowie entspre-
chenden Dichtematrizen der einzelnen Moleku¨le ermitteln lassen. Bei deren Berechnung wie-
derum ist man nicht daran gebunden, traditionelle ab-initio Verfahren zu verwenden, sondern
man kann sie auch aus Dichtefunktionalrechnungen entnehmen, wie in Abschnitt 4.3 bereits
erla¨utert wurde. Ein solches kombiniertes Dichtefunktional-Sto¨rungstheorieverfahren ist des-
wegen von großem Interesse, weil es die bekannten Schwierigkeiten der existenten Dichtefunk-
tionalmethoden bei der Beschreibung von intermolekularen Wechselwirkungen (insbesondere
dem Dispersionsterm) umgeht und dennoch weit weniger aufwendig ist, als das hergebrachte
ab-initio SAPT-Verfahren.
In diesem Kapitel sollen nun die Ergebnisse dieses Kohn-Sham SAPT (KS-SAPT) Ansatzes
pra¨sentiert und erla¨utert werden. Hierzu wird zuna¨chst in Abschnitt 6.1 analysiert, wie gut
man mit gegenwa¨rtigen Dichtefunktionalen statische und dynamische molekulare Eigenschaf-
ten berechnen kann. Dabei wird unter anderem ein Modell-Austausch-Korrelationspotential
vorgestellt, welches die Elektronendichte sowohl im Valenzbereich als auch im asymptotischen
Bereich eines Moleku¨ls mit einer guten Genauigkeit beschreibt. In den Abschnitten 6.2-6.5 wer-
den die Ergebnisse der KS-SAPT Rechnungen fu¨r verschiedene Dichtefunktionale pra¨sentiert.
In Abschnitt 6.6 wird am Beispiel einiger Edelgasdimere gezeigt, wie genau man mit Hilfe
von KS-SAPT einzelne Wechselwirkungsenergiebeitra¨ge und Gesamtwechselwirkungsenergien
erhalten kann, wenn man exakte oder nahezu exakte, aus korrelierten ab-initio Dichten kon-
struierte Austausch-Korrelationspotentiale in den Monomerrechnungen verwendet. In Abschnitt
6.7 schließlich werden die Ergebnisse einiger gro¨ßerer Testrechnungen mit dem KS-SAPT Ver-
fahren gezeigt, welche demonstrieren, daß auch in der konventionellen Implementierung des
Verfahrens (d.h. nicht mit Dichte-Anpassung der Zweielektronenintegrale [316, 317] und nicht
integral-direkt) Rechnungen mit relativ großen Monomeren und Basissa¨tzen durchgefu¨hrt wer-
den ko¨nnen.
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6.1 Die Modellierung eines asymptotisch korrigierten Aus-
tausch-Korrelationspotentials
Die genaue Bestimmung von elektrischen molekularen Eigenschaften ha¨ngt sehr stark von den
Effekten der Elektronenkorrelation ab, wie in Abschnitt 5.3 bereits gezeigt werden konnte. Hinzu
kommt die Tatsache, daß in der Regel sehr flexible, diffuse Atombasissa¨tze beno¨tigt werden, um
die Response-Effekte auf ein a¨ußeres elektrisches Feld genau beschreiben zu ko¨nnen. Gerade der
letzte Aspekt wird bedeutsam, wenn man ho¨her korrelierte Verfahren wie Coupled-Cluster mit
Dreifachanregungen (CCSD(T)) benutzt, und es werden heutzutage ha¨ufig Extrapolationsver-
fahren angewandt, um das Basissatzlimit einer bestimmten Eigenschaft fu¨r eine Korrelations-
methode abzuscha¨tzen [318]. Allgemein hat sich herausgestellt, daß der Fehler eines endlichen
Basissatzes in der Regel gro¨ßer ist, als der Fehler, den man durch die nicht vollsta¨ndige Wellen-
funktion macht. Diese Probleme der konventionellen ab-initio Methoden lassen sich prinzipiell
mit Hilfe der Kohn-Sham Dichtefunktionaltheorie beheben, da hier die atomaren Basisfunktio-
nen nicht zur Beschreibung einer von 3 · N Elektronenkoordinaten abha¨ngenden korrelierten
Wellenfunktion beno¨tigt werden, sondern lediglich zur Beschreibung der molekularen Elek-
tronendichte, welche von den drei Raumkoordinaten abha¨ngt. Damit sind in der Regel viel
weniger Basisfunktionen in DFT-Rechnungen notwendig, um nahe an das Basissatzlimit her-
anzukommen. Daru¨ber hinaus entha¨lt Kohn-Sham DFT die potentielle Mo¨glichkeit, die exakte
Dichte eines Mehrelektronensystems zu liefern, sofern das zugrunde liegende exakte Austausch-
Korrelationspotential (XC-Potential) bekannt ist (entsprechendes gilt fu¨r die Response-Dichte
in einem zeitabha¨ngigen Kohn-Sham Verfahren (TDDFT), sofern das exakte XC-Potential und
der exakte Response-Kernel bekannt sind).
Bis zum heutigen Tage ist es jedoch nicht gelungen, eine systematische Verbesserung der
Dichtefunktionale hin zu dem von dem zweiten Hohenberg-Kohn Theorem geforderten exakten
XC-Funktional zu erreichen, und so existieren zur Zeit eine Reihe von gena¨herten Funktionalen,
welche mehr oder weniger durch das Anpassen an energetische Eigenschaften oder auch theoreti-
sche Schranken fu¨r das XC-Loch bestimmt wurden. Dabei sind insofern durchaus Erfolge erzielt
worden, als sich zeigt, daß neuere Funktionale wie B97 oder HCTH mit einer ho¨heren Genauig-
keit elektrische molekulare Eigenschaften fu¨r eine Reihe von Moleku¨len beschreiben ko¨nnen, als
entsprechend a¨ltere Funktionale wie z.B. BLYP [319]. Allerdings hat sich auch herausgestellt,
daß fu¨r die Berechnung von molekularen Response-Eigenschaften, wie Dipol-Polarisierbarkeiten
oder Hyperpolarisierbarkeiten, der asymptotische Bereich des zugrunde liegenden XC-Potentials
von entscheidender Bedeutung ist, da diese Eigenschaften zu großen Teilen durch die Elektro-
nendichte im langreichweitigen Bereich bestimmt werden [320]. Die grundlegende Schwa¨che von
den derzeit verbreiteten GGA’s, das richtige langreichweitige −1/r Verhalten des XC-Potentials
wiederzugeben, ist in Abschnitt 2.4.2 beschrieben worden. Diese kann in einem konventionellen
KS-DFT Verfahren nur auf zwei Weisen behoben werden: zum einen durch die Einfu¨hrung von
∇2ρ enthaltenden Termen in das XC-Funktional oder durch eine direkte Modellierung des XC-
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Potentials selbst. Im ersten Fall wird jedoch nicht nur der Rechenaufwand ungleich gro¨ßer, da
zur numerischen Integration u¨ber die XC-Dichte die zweiten Ableitungen der Basisfunktionen
beno¨tigt werden, sondern es mu¨ssen auch große even-tempered Basissa¨tze verwendet werden,
da die numerische Berechnung der zweiten Ableitung der Dichte ansonsten gewisse Instabi-
lita¨ten aufweist [61, 62]. Die direkte Modellierung des XC-Potentials hat dagegen den Vorteil,
daß wichtige bekannte Eigenschaften des exakten XC-Potentials, wie etwa das langreichweitige
−1/r Verhalten oder der Intershell-Peak (s. Abschnitt 2.4.2), direkt angepasst werden ko¨nnen.
Allerdings sind die so gewonnenen XC-Potentiale nicht mehr die Funktionalableitungen eines
entsprechenden XC-Funktionals, welches dann nur indirekt, etwa u¨ber das Virial-Theorem, er-
mittelbar ist [67, 56].
In diesem Abschnitt soll ein XC-Potential pra¨sentiert werden, das sowohl das richtige lang-
reichweitige −1/r Verhalten besitzt, als auch eine gute Beschreibung der Elektronendichte im
Kern- und Valenzbereich liefert. Letzteres ist insbesondere fu¨r die genaue Beschreibung von
molekularen Multipolmomenten wichtig. Zahlreiche Vero¨ffentlichungen haben gezeigt, daß die
sogenannten Hybrid-Funktionale, d.h. Funktionale, deren Austauschbeitrag teilweise aus einem
gena¨herten lokalen X-Funktional gebildet wird und teilweise aus exaktem, nichtlokalen Aus-
tausch (meist 20-30%), Ein- und Zweielektroneneigenschaften aus korrelierten ab-initio Rech-
nungen am besten reproduzieren ko¨nnen (siehe [190], Kapitel 10 fu¨r einen U¨berblick). Die
Einfu¨hrung von exaktem, nichtlokalen Austausch u¨ber die adiabatische Verknu¨pfung [321, 322]
stellt einen gewissen Kompromiß dar: zum einen werden durch den exakten Austausch zu ei-
nem gewissen Grade die Selbstwechselwirkungsenergiebeitra¨ge des Coulomb-Termes korrigiert,
zum anderen garantiert der gro¨ßere Beitrag des lokalen Austauschfunktionals, daß das XC-Loch
nicht zu stark delokalisiert wird, so daß auch dynamische Korrelation beschrieben werden kann.
Offenbar fu¨hrt der erstgenannte Aspekt der Selbstwechselwirkungsenergiekorrektur in den mei-
sten Fa¨llen bei den gegenwa¨rtigen XC-Funktionalen zu einer Verbesserung in der Beschreibung
der Elektronendichte nicht nur im langreichweitigen Bereich, sondern auch im Valenzbereich der
Moleku¨le (s.u.). Im Asymptotikbereich liefern die Hybrid-Funktionale nur zu einem gewissen
Teil (20-30%) das geforderte −1/r Verhalten, so daß dieser Bereich nach wie vor einer Korrektur
bedarf. Es ist darum notwendig, das entsprechende lokale Austauschpotential zu modifizieren,
wobei solche Verfahren, wie sie in Abschnitt 2.4.2 beschrieben wurden, benutzt werden ko¨nnen.
In dieser Arbeit wird das Bulk-Potential, d.h. das Potential im Kern- und Valenzbereich
durch das PBE0 XC-Potential beschrieben. Das PBE0-Funktional ist die Hybrid-Variante des
PBE-Funktionals von Perdew, Burke und Ernzerhof, welches allein mit Hilfe von exakten Eigen-
schaften des XC-Funktionals entwickelt wurde und keine empirischen Parameter entha¨lt [323].







(Enonlocalx − EPBEx ), n = 4 (6.1)
Der optimale Wert von n = 4 in Gl.6.1 entspricht na¨herungsweise dem aus der niedrigsten
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Ordnung der Go¨rling-Levy Sto¨rungstheorie erhaltenen Wert und liefert a priori, d.h. ohne eine
weitere Anpassung, hinreichend genaue Atomisierungsenergien fu¨r eine Reihe von kleinen Mo-
leku¨len [325]. Damit entha¨lt das PBE0-Funktional im Gegensatz zu einer Reihe von anderen
modernen XC-Funktionalen keine einstellbaren Parameter. Nichtsdestotrotz hat sich gezeigt,
daß dieses Funktional neben einer Reihe von anderen Eigenschaften [324, 326] mit einer a¨ußerst
hohen Genauigkeit molekulare elektrische Eigenschaften liefert [327] (s.u.). Es erfu¨llt damit das
Kriterium einer guten Beschreibung des kurz- und mittelreichweitigen Verhaltens fu¨r das Mo-
dellpotential. Im langreichweitigen Teil des XC-Potentials wird in dieser Arbeit mit einem Anteil
von 3/4 das asymptotisch korrigierte LB94 XC-Potential von Leeuwen und Baerends [57] einge-
schaltet, so daß das Modellpotential PBE0AC (PBE0 Asymptotic Corrected) wie folgt definiert
ist:
vPBE0ACxc (r, r




vPBEx (r) + v
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0 fu¨r r→ 0
1 fu¨r r→∞ (6.3)
wobei die Funktion f(r) an einer geeigneten Stelle einen glatten U¨bergang vom Bulk-Potential










Diese Funktion wird zu 1 im asymptotischen Bereich, denn r→∞⇒ x(r)→∞, und fa¨llt, in
Abha¨ngigkeit von den empirischen Parametern α und β, im Bulk-Bereich auf 0 ab. Gru¨ning et
al. haben das Argument x(r) fu¨r eine Reihe von Atomen gegen r aufgetragen und gefunden,
daß eine optimale Wahl der Paramter α = 0.5 und β = 40 ist [72]. Mit dem Wert β = 40
liegt der Wendepunkt der Funktion f [x(r)] fu¨r die Atome der ersten und zweiten Periode in
einem Bereich von etwa 3.5-5.0 a0 und der Wert α = 0.5 garantiert, daß f [x(r)] in der Bulk-
Region verschwindet. Der Vorteil dieses Ansatzes von Gru¨ning et al., bezeichnet als GRAC
(Gradient Regulated Asymptotic Correction), ist die Tatsache, daß die Funktion f nur von
der Dichte und dem Dichtegradienten abha¨ngt, so daß das XC-Potential nach wie vor ein
echtes Dichtefunktional ist und eine analytische Darstellung besitzt. Der konstante Shift um
−(I + ²homo) des Bulk-Potentials ist aufgrund des in Abschnitt 2.4.2 beschriebenen Pha¨nomens
der Derivative Discontinuity notwendig.
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Tabelle 6.1: Ionisierunsenergien und HOMO-Orbitalenergien fu¨r verschiedene Dichtefunktionale
(aug-cc-pVQZ / Werte in a.u.)
System Funktional I.P. ²HOMO Expt.
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Ionisierungspotentiale und HOMO-Energien
In Tabelle 6.1 sind die Ionisierungsenergien und HOMO-Orbitalenergien fu¨r eine Reihe von
Dichtefunktionalen fu¨r einige Atome und Moleku¨le angegeben (siehe [328] fu¨r eine Erla¨ute-
rung der einzelnen Funktionale; BHHLYP bezeichnet das Becke Half und Half Funktional mit
einem Anteil von 50% exakten Austauschs [321] und LB94 ist das asymptotisch korrekte XC-
Potential von Leeuwen und Baerends [57]). Die Ionisierungsenergien sind hierbei als Differenz
zwischen der Energie fu¨r das neutrale System und der Energie fu¨r das entsprechende Kati-
on berechnet worden (dort wo keine Werte angegeben sind, konnte die Kationen-Rechnung
nicht konvergiert werden bzw. war eine Berechnung der XC-Energie nicht mo¨glich (→ LB94);
die experimentellen Vergleichsdaten stammen aus [329]). Die verwendeten Funktionale lassen
sich in jeweils 3 Gruppen einteilen: in reine GGA’s (LDA, BLYP, BPW91, PBE, HCTH147,
TH1, THGFC, PW91), in Hybrid-Funktionale (B3LYP, PBE0, B97, BHHLYP) und in mo-
dellierte XC-Potentiale (LB94). Vergleicht man die berechneten Ionisierungsenergien mit den
entsprechenden HOMO-Energien in Tabelle 6.1, so sieht man sehr deutlich, daß in den mei-
sten Fa¨llen recht große Differenzen zwischen den jeweiligen Werten existieren, wobei in der
Regel die berechnete Ionisierungsenergie eine bessere U¨bereinstimmung mit der experimentel-
len Ionisierungsenergie zeigt, als die jeweiligen negativen HOMO-Orbitalenergien. Dabei liegen
bei den meisten Funktionalen die HOMO-Energien zu hoch, so daß die geforderte Bedingung
I − ²HOMO = 0 des exakten XC-Funktionals nicht erfu¨llt werden kann. Allerdings ist beim
Vergleich der HOMO-Energien der GGA’s und der Hybrid-Funktionale zu beobachten, daß
die Werte fu¨r die Hybrid-Funktionale deutlich negativer sind, wobei jeweils die Reihenfolge
²HOMO(B3LYP) ≈ ²HOMO(B97) > ²HOMO(PBE0) > ²HOMO(BHHLYP) festgestellt werden kann.
Dieses ist offensichtlich eine direkte Folge des Mischens von exaktem Austausch, denn der
prozentuale Anteil an exaktem Austausch ist in der oben genannten Reihenfolge der Funk-
tionale 20%≈19.4%<25%<50%, wodurch im asymptotischen Bereich jeweils eine Selbstwech-








eingeschaltet wird. Dennoch ist
auch bei BHHLYP die HOMO-Energie meist noch zu hoch und dies kann nur durch eine effek-
tive Selbstwechselwirkungsenergiekorrektur von −1
r
im Asymptotikbereich verbessert werden,
wie die HOMO-Energien des LB94 XC-Potentials in Tabelle 6.1 zeigen. Dieses liefert HOMO-
Orbitalenergien, die maximal um 6% von den entsprechenden negativen Ionisierungsenergien
abweichen, was zeigt, daß in der Tat das asymptotische Verhalten des XC-Potentials die La-
ge des Energieniveaus fu¨r das oberste besetzte Orbital bestimmt. Gleichung 2.61 zeigt, daß
letzteres ebenfalls unmittelbar mit dem asymptotischen Verlauf der Elektronendichte zusam-
menha¨ngt (s.u.). Interessant ist, daß auch die HOMO-Energien des THGFC GGA-Funktionals
von Handy et al. recht vernu¨nftige Abscha¨tzungen fu¨r die Ionisierungspotentiale liefert, ob-
wohl dieses keine explizite Asymptotikkorrektur entha¨lt. Dies ist dadurch zu erkla¨ren, daß das
THGFC XC-Potential direkt an ab-initio XC-Potentiale angepaßt wurde, wobei im Funktional
auch ho¨here Potenzen von ρ als ρ1/3 zugelassen wurden, wodurch der Asymptotikbereich besser
modelliert werden konnte [330]. Dieses fu¨hrt aber auch dazu, daß das Funktional nicht mehr
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das exakte lokale Dichtelimit erfu¨llt und kann zu stark fehlerhaften Energien fu¨hren, wie die
Ionisierungsenergien von THGFC in Tabelle 6.1 zeigen.
In dem PBE0AC Modellpotential sind nun die vertikalen Verschiebungen −(I + ²homo) des
Bulk-Potentials mit Hilfe der HOMO-Energien des PBE0 Funktionals sowie den entsprechen-
den experimentellen Ionisierungsenergien aus Lit.[329] berechnet worden. Im allgemeinen Fall
mag es sein, daß fu¨r die zu berechnenden Systeme keine experimentellen Ionisierungspoten-
tiale zur Verfu¨gung stehen, so daß sie mit Hilfe von ab-initio oder Dichtefunktional-Verfahren
in einem separaten Rechenschritt ermittelt werden mu¨ssen. Hierbei sei anzumerken, daß es
Probleme bei der Berechnung von schwach gebundenen molekularen Komplexen mit unter-
schiedlichen Elektronegativita¨ten geben mag. In diesem Fall mu¨ßte man das gesamte System
in unterschiedliche molekulare Ra¨ume aufteilen und das Potential in Gl.6.2 mit jeweils unter-
schiedlichen Werten fu¨r I und ²homo in den jeweiligen Fragmentregionen berechnen [72]. Um
die separate PBE0-Rechnung zur Ermittlung der HOMO-Energie zu vermeiden, ko¨nnte man
die Verschiebung −(I + ²homo) auch in jedem Iterationsschritt einer PBE0AC-Rechnung ermit-
teln, wobei man ausgeht von der HOMO-Energie von PBE0 in der ersten Iteration. Es wurden
mit dieser Methode jedoch verschiedentliche numerische Instabilita¨ten festgestellt, so daß das
vorher beschriebene Verfahren vorgezogen wurde.
Vergleich mit ab-initio Dichten
In Abbildung 6.1 sind die radialen Dichten (a¨ußerer Bereich) bzw. Differenzdichten zu CCSD(T)
(innerer Bereich) verschiedener Methoden fu¨r das Neon-Atom aufgetragen. Die CCSD(T)-
Dichten wurden dazu u¨ber eine finite-field Technik mit einer δ-Funktions-Sto¨rung ermittelt.
Hierbei kann der Verlauf der HF-Kurve im linken Diagramm als (negativer) Korrelationsef-
fekt der CCSD(T) Methode bezu¨glich der radialen Dichte aufgefaßt werden. Betrachtet man
nun die entsprechende Differenzdichte fu¨r das LB94 XC-Potential, so kann man starke Ab-
weichnungen im Vergleich zu der HF-Kurve erkennen, insbesondere in dem Bereich von 0-1 a0,
wa¨hrend etwa ab 1.5 a0 LB94 eine geringere Abweichung von der CCSD(T)-Dichte aufweist als
HF. Dies ist ein Beleg dafu¨r, daß das LB94 Modellpotential keine geeignete Beschreibung fu¨r
das XC-Potential im Kernbereich liefert [57] und es ist zu erwarten, daß sich dies in fehlerhaf-
ten Multipolmomenten des LB94-Potentials fu¨r verschiedene Moleku¨le auswirken wird (s.u.).
Das PBE0 Funktional zeigt a¨hnliche Fehler in der radialen Differenzdichte in dem Bereich von
0-0.5 a0 wie HF, jedoch mit einem umgedrehten Vorzeichen. Ab etwa 0.5 a0 ist die Dichte-
differenz zwischen PBE0 und CCSD(T) jedoch minimal und in dem Bereich von 1.8-2.5 a0
sind die Dichten von PBE0 und CCSD(T) praktisch ununterscheidbar. Das linke Diagramm in
Abb.6.1 zeigt, daß das PBE0AC XC-Potential in dem inneren Bereich des Neon-Atoms nahezu
exakt die gleiche Differenzdichte zu CCSD(T) wie PBE0 liefert, was genau entsprechend der
Konstruktion gema¨ß Gl.6.2 zu erwarten war. Betrachtet man jedoch die radialen Dichten im
asymptotischen Bereich im rechten Diagramm von Abb.6.1, so sieht man, daß das hier zu we-
nig attraktive PBE0 XC-Potential eine zu diffuse Elektronendichte im Vergleich zu CCSD(T)

































Abbildung 6.1: Neon Atom: Radiale Differenzdichte zu CCSD(T) (innerer Bereich) und radiale
Dichte (asymptotischer Bereich) fu¨r verschiedene Methoden












































































































Abbildung 6.2: H2O Moleku¨l: Differenzdichten zu CCSD entlang der drei Raumachsen multi-
pliziert mit der vierten Potenz des Abstandes vom Massenzentrum (Moleku¨l in yz-Ebene mit
O: y=0.0000, z=-0.1239 / H: y=1.4308, z=0.9837; aug-cc-pVQZ Basis)
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Abbildung 6.3: Verha¨ltnis der HF-, BLYP- und BHHLYP-Dichte zur CCSD-Dichte entlang der
z-Achse im H2O Moleku¨l (vgl. Abb.6.2)
liefert, wa¨hrend die beiden asymptotisch korrigierten XC-Potentiale die CCSD(T)-Dichte, die
aufgrund der Elektronenkorrelation natu¨rlicherweise diffuser ist als die HF-Dichte, recht gut re-
produzieren ko¨nnen. Dieses Beispiel zeigt damit anschaulich, wie die asymptotische Korrektur
in Gl.6.2 funktioniert: im Bulk-Bereich werden im wesentlichen die Eigenschaften des zugrunde
liegenden GGA-Potentials bzw. Hybrid-Potentials reproduziert, wa¨hrend der −1
r
-Verlauf des
Modellpotentials im Asymptotik-Bereich zu einer Korrektur der meist zu diffusen Dichten des
entsprechenden GGA- oder Hybrid-Potentials fu¨hrt.
Dieses wird auch sehr gut in Abb.6.2 demonstriert, wo am Beispiel des Wassermoleku¨les die
mit der vierten Potenz des Abstandes vom Massenzentrum skalierte Differenzdichte zu CCSD
fu¨r verschiedene Korrelationsmethoden aufgetragen ist. Dabei sind die Auftragungen in den
Diagrammen 6.2(c) und 6.2(d) jeweils entlang der C2-Hauptdrehachse, wa¨hrend die Diagram-
me 6.2(a) und 6.2(b) den Verlauf der entsprechenden Werte entlang den beiden orthogonal dazu
verlaufenden Raumachsen wiedergeben. Die Abbildungen 6.2(a)-6.2(c) zeigen, daß jeweils im
inneren Bereich des Wassermoleku¨ls, also dort, wo die Elektronendichte sehr groß ist, PBE0
und PBE0AC prinzipiell ununterscheidbare Dichten liefern, wa¨hrend jeweils eine Aufspaltung
beider Kurven in einem Bereich von 3-4 a0 zu beobachten ist. Dabei ist zu beobachten, daß
die PBE0 Dichte in allen Raumrichtungen die CCSD Dichte im asymptotischen Bereich stark
u¨berscha¨tzt. Das PBE0AC XC-Potential liefert dagegen im asymptotischen Bereich des Was-
sermoleku¨ls Dichten, welche gut im Bereich der anderen ab-initio Dichten von BO und MP2
liegen. Dabei fa¨llt auf, daß auch die MP2-Dichte im asymptotischen Bereich im Vergleich zu
CCSD zu diffus ist und dort im Vergleich zu PBE0AC eine schlechtere Beschreibung der Elek-
tronendichte liefert. Im inneren Bereich des Wassermoleku¨ls ist die Differenzdichte zwischen
PBE0AC und CCSD gut vergleichbar mit der Differenzdichte von BO sowie der Differenz-
dichte von MP2, was zeigt, daß das PBE0 XC-Potential eine gute Na¨herung fu¨r das exakte
XC-Potential (des Hartree-Fock Kohn-Sham (HFKS) Pseudoteilchensystems [331] mit einem
Anteil von 1/4 exakten Austauschs) in dieser Region ist.
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In Abb.6.2(d) ist die Auftragung der mit z4 multiplizierten Differenzdichten zu CCSD ent-
lang der z-Achse fu¨r drei weitere XC-Potentiale gezeigt, namentlich B3LYP, BHHLYP und
LB94. Um eine bessere Vergleichbarkeit mit Diagramm 6.2(c) zu ermo¨glichen, sind hier zusa¨tz-
lich die Differenzdichten von BO, MP2 und PBE0AC aufgetragen. Im asymptotischen Bereich
ist deutlich zu sehen, daß die drei Methoden B3LYP, BHHLYP und LB94 sehr unterschiedliche
Dichten liefern: wa¨hrend B3LYP die CCSD Dichte in diesem Bereich stark u¨bertreibt, sind
die Differenzdichten fu¨r BHHLYP und LB94 recht gering, wobei allerdings die LB94 Dichte
kompakter als die BHHLYP Dichte ist und die CCSD Dichte etwas untertreibt. Im Kernbereich
weist die LB94 Dichte jedoch starke Fehler auf, was deutlich an den zwei scharfen Peaks bei -1
a0 in Abb.6.2(d) zu sehen ist. Im Falle von B3LYP fu¨hrt die zu diffuse Dichte in den a¨ußeren
Regionen zu einem ’Ladungsverlust’ im Valenzbereich, was durch die zwei Peaks bei -2 und +2
a0 gezeigt wird. Am besten wird die CCSD Dichte im inneren Bereich durch das BHHLYP XC-
Potential wiedergegeben. Dieses Ergebnis deutet an, daß die Beimischung exakten Austausches
in den Hybrid-Funktionalen nicht nur zu einer Verbesserung in der Beschreibung der asymptoti-
schen Dichte fu¨hrt, sondern auch der Valenzdichte. Wenngleich die exakte Austauschmatrix bei
den Hybrid-Funktionalen nicht mit der Austauschmatrix von Hartree-Fock u¨bereinstimmt, kann
man argumentieren, daß dieses eine Folge der Mittelung zwischen zwei Grenzen ist, na¨mlich der
aufgrund der fehlenden Elektronenkorrelation lokal mal zu kleinen oder zu großen HF-Dichte
und der GGA-Dichte, die einen zur HF-Dichte genau umgekehrten Fehler liefern kann, da die
allgemein zu diffuse Dichte im asymptotischen Bereich durch ein entsprechendes Dichtedefizit
im inneren Bereich ausgeglichen werden muß. Dabei darf natu¨rlich nicht vergessen werden, daß
der entsprechende Anteil sehr gering ist, da die Dichte im Asymptotikbereich um Gro¨ßenord-
nungen kleiner ist als im Valenzbereich. Dennoch zeigt die Auftragung in 6.3, daß genau solch
ein gegenla¨ufiger Fehler zur CCSD Dichte bei dem Vergleich zwischen HF und BLYP vorliegt.
Das BHHLYP XC-Potential kann man in gewisser Weise als eine Mittelung des BLYP-XC- und
des nichtlokalen HF-X-Potentiales sehen, und dieses fu¨hrt, wie in Abb.6.3 gut zu sehen, zu einer
Verbesserung in der Beschreibung der Dichte im Valenzbereich.
Vergleich mit der Brueckner Determinante
In Abschnitt 2.5 ist untersucht worden, ob es abgesehen von offensichtlichen Gemeinsamkeiten,
wie bei der Beschreibung der Gesamtelektronendichte oder bezu¨glich der Lokalita¨t des XC-
Loches, auch eine theoretische Verknu¨pfung zwischen Brueckner Orbitalen und Kohn-Sham
Orbitalen gibt. Das Ergebnis dieser Fragestellung ist in Abb.2.9 zusammengefaßt worden, je-
doch gibt dieses keine quantitative Aussage u¨ber die Gleichheit zwischen BO’s und KSO’s. Da
BO’s in gewisser Weise echte korrelierte Orbitale repra¨sentieren, die in der Lage sind, mit einer
guten Genauigkeit molekulare Eigenschaften erster und zweiter Ordnung aus Coupled-Cluster
finite-field Rechnungen zu reproduzieren [96] (siehe auch Abschnitt 5.3), ist ein direkter Ver-
gleich zwischen letzteren und verschiedenen KSO’s aus gena¨herten Dichtefunktionalen hier von
besonderem Interesse. Hierzu sind in Abb.6.4 in indirekter Weise die Determinantenu¨berlap-
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Abbildung 6.4: 1−U¨berlappung der Determinanten verschiedener Methoden mit der Brueckner
Determinante (die Werte von CH4 und CuH sind jeweils mit 10
−1 multipliziert / aug-cc-pVQZ
Basis)
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pungen zwischen der Brueckner und der Hartree-Fock sowie verschiedenen KS-Determinanten
fu¨r diverse Moleku¨le aufgetragen worden. Da in jedem Fall der Wert der U¨berlappung nahe bei
1 liegt, sind zur besseren U¨bersicht die folgenden Werte in den Diagrammen 6.4(a) und 6.4(b)
dargestellt worden:
1−OV = 1− 〈ΦBO|ΦKS〉 = 1− 〈ΦA|ΦB〉 = 1− Dab√
DaaDbb
(6.6)
mit Dab = det |〈a1|b1〉 〈a2|b2〉 . . . 〈aN |bN〉|. Je kleiner damit die Werte in den Diagrammen 6.4(a)
und 6.4(b) sind, desto gro¨ßer ist die Determinantenu¨berlappung und desto gro¨ßer ist die A¨hn-
lichkeit mit Brueckner Orbitalen in dem jeweiligen Fall. Betrachtet man nun Abb.6.4(a), in
der verschiedene nichtpolare Atome und Moleku¨le zusammengefaßt sind, so fa¨llt auf, daß im
Vergleich zu den meisten KS-Determinanten die HF-Determinante eine sehr gute U¨bereinstim-
mung mit der Brueckner Determinate hat, insbesondere bei Helium und Argon, wo alle hier
betrachteten KS-Determinanten eine geringere U¨berlappung mit der BO-Determinante haben.
Dieses ist offensichtlich eine Folge des zugrunde liegenden Korrelationseffektes bei dem jewei-
ligen Moleku¨l, denn betrachtet man die Ausschla¨ge der HF-Werte bei Neon oder CO und
CuH in Abb.6.4(b), welches Systeme mit einem starken Anteil an Elektronenkorrelationsef-
fekt sind, so sieht man eine sehr deutliche Abweichung. Vergleicht man die Werte der ver-
schiedenen KS-Determinanten untereinander, so erkennt man, daß in allen Fa¨llen die BLYP
Determinante nur sehr schwach mit der BO-Determinante u¨berlappt, wa¨hrend das Mischen
von exaktem Austausch in B3LYP (20%), PBE0 (25%) und BHHLYP (50%) die Determi-
nantenu¨berlappung systematisch vergro¨ßert, wobei die BHHLYP Determinante in den meisten
Fa¨llen, insbesondere bei den polaren Moleku¨len (Abb.6.4(b), eine deutlich gro¨ßere U¨berlappung
mit der BO-Determinante zeigt als die HF-Determinante. Das LB94 XC-Potential, welches kei-
nen exakten Austausch entha¨lt, liefert dagegen eine Wellenfunktion, die mit Ausnahme des
Helium-Atomes meist selbst eine schwa¨chere U¨berlappung mit der BO-Wellenfunktion hat, als
die BLYP Determinante. Dieses ist nicht weiter verwunderlich, denn beru¨cksichtigt man, daß
die U¨berlappung im wesentlichen von der A¨hnlichkeit der Orbitale im Kern- und Valenzbereich
abha¨ngt, so wirkt sich die asymptotische Korrektur des LB94-HOMO-Orbitals mit Ausnahme
des Helium-Atomes, wo das HOMO zugleich das einzige besetzte Orbital repra¨sentiert, nicht
auf die U¨berlappung mit der Brueckner Determinante aus (zwar betrifft die asymptotische Kor-
rektur nicht nur das HOMO, aber dieses ist das einzige Orbital, welches im langreichweitigen
Bereich einen signifikanten Beitrag zur Gesamtelektronendichte liefert). Die Diagramme 6.1
und 6.2(d) haben gezeigt, daß LB94 im Valenzbereich starke Abweichungen von korrelierten
und selbst unkorrelierten ab-initio Dichten liefert. Interessant ist nun, wie sich die Asympto-
tikkorrektur im Vergleich zwischen PBE0 und PBE0AC auf die U¨berlappung mit der BO-
Determinante auswirkt. Ein Vergleich der jeweiligen Ausschla¨ge in den beiden Diagrammen in
Abb.6.4 zeigt, daß die PBE0AC Determinante in nahezu allen Fa¨llen eine gro¨ßere U¨berlappung
mit der BO-Determinante hat als die PBE0-Determinante, was hier, analog zu LB94, auf eine
bessere U¨bereinstimmungen der HOMO-Orbitale zuru¨ckzufu¨hren ist. Dieses gilt im besonderen
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bei den kleineren Systemen, wie He, Ne oder H2, wa¨hrend bei den gro¨ßeren Moleku¨len CH4
und CuH die Determinantenu¨berlappung von PBE0AC mit der BO-Determinante sogar etwas
geringer ist, als fu¨r die PBE0-Determinante. Daß bei den gro¨ßeren Moleku¨len die U¨berlappung
der verschiedenen KS-Determinanten mit der BO-Determinante insgesamt geringer wird (die
Werte bei CH4 und CuH sind mit einen Faktor von 10
−1 multipliziert), hat keine besondere
Bedeutung, da in dem Limit eines unendlich großen Systems zwei Determinanten mit einer
U¨berlappung von nahezu 0 fast die gleiche physikalische Situation beschreiben ko¨nnen, d.h. der
Vergleich von Determinantenu¨berlappungen hat eine umso geringere Bedeutung, je gro¨ßer das
System ist [40].
Zusammenfassend la¨ßt sich sagen, daß auf der Basis der Determinantenu¨berlappung die
hier betrachteten Kohn-Sham Orbitale aus gena¨herten XC-Potentialen durchaus eine große
A¨hnlichkeit mit Brueckner Orbitalen haben, besonders jene mit einer Beimischung von exaktem
Austausch. Diese liefern in vielen Fa¨llen selbst eine gro¨ßere U¨bereinstimmung mit der BO-
Determinante als die HF-Determinante. Es ist darum zu erwarten, daß die Funktionale mit
der gro¨ßten Determinantenu¨berlappung zu der BO-Determinante, namentlich BHHLYP und
PBE0AC, auch akkurate molekulare Eigenschaften liefern. Dieses soll im folgenden untersucht
werden.
Molekulare Eigenschaften
Molekulare Eigenschaften erster (Dipol- und Quadrupolmomente) und zweiter (isotrope und
anisotrope Dipolpolarisierbarkeiten) Ordnung sind fu¨r eine Auswahl von sechs Moleku¨len (HF,
CO, N2, H2O, NH3 und HCN; siehe [96] fu¨r eine genaue Erla¨uterung der Geometrien) mit ver-
schiedenen Dichtefunktionalen berechnet worden. Als Basissatz wurde dabei durchga¨ngig die
aug-cc-pVQZ Basis von Dunning et al. verwendet [297]. Der Massenschwerpunkt des jeweiligen
Moleku¨les wurde dabei in den Koordinatenursprung gelegt und die z-Achse als Hauptdrehachse
des Moleku¨ls gewa¨hlt. Die Dipolpolarisierbarkeiten sind als numerische Ableitungen der indu-
zierten Dipolmomente berechnet worden, welche bei einer Feldsta¨rke von 0.0025 a.u. gewonnen
wurden.
Die Ergebnisse der Rechnungen sind in Tabelle 6.2 zusammengefaßt, wobei zum Vergleich
in den jeweils ersten drei Zeilen die entsprechenden molekularen Eigenschaften fu¨r Hartree-
Fock, MP2 und CCSD(T) angegeben sind. Die Tabellenwerte zeigen, daß der absolute Elek-
tronenkorrelationseffekt in vielen Fa¨llen sehr gering ist, so daß zum Beispiel bezu¨glich der
Quadrupolmomente oder r2-Momente von H2O eine recht starke Streuung der einzelnen Wer-
te fu¨r die Dichtefunktionale zu beobachten ist. Um hierbei nicht allzusehr in einzelne Details
zu versinken, werden hier darum nur einige wesentliche Punkte herausgestellt, um den Effekt
der Asymtotikkorrektur des PBE0AC-Potentials zu verdeutlichen. Insgesamt zeigt sich, daß
bezu¨glich der Dipol- und Quadrupolmomente die meisten Funktionale durchaus in der Lage
sind, den Elektronenkorrelationseffekt der CCSD(T)-Methode zu reproduzieren, wobei wieder
sehr auffa¨llig ist, wie sehr die einzelnen Werte von dem Beimischen exakten Austauschs in
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Tabelle 6.2: Ein- und Zweielektroneneigenschaften fu¨r verschiedene Dichtefunktionale (aug-cc-
pVQZ / Werte in a.u.)
System Funktional µz Qzz Qxx r2 α ∆α
H2O HF 0.779 -0.102 -1.797 13.253 8.506 1.159
MP2 0.733 -0.109 -1.841 13.746 9.638 0.494
CCSD(T) 0.729 -0.106 -1.807 13.639 9.490 0.630
LDA 0.730 -0.114 -1.820 14.010 10.471 0.156
BLYP 0.707 -0.112 -1.780 14.087 10.572 0.204
BPW91 0.707 -0.110 -1.778 13.828 10.312 0.237
PBE 0.706 -0.111 -1.786 13.964 10.434 0.210
TH1 0.702 -0.112 -1.758 13.630 10.073 0.381
HCTH 0.706 -0.109 -1.780 13.783 10.236 0.291
THGFC 0.700 -0.110 -1.743 13.604 9.939 0.470
PW91 0.708 -0.111 -1.785 13.958 10.415 0.239
B3LYP 0.729 -0.110 -1.782 13.816 9.904 0.515
PBE0 0.731 -0.108 -1.787 13.646 9.655 0.573
B97 0.724 -0.109 -1.779 13.698 9.811 0.518
BHHLYP 0.754 -0.107 -1.787 13.531 9.175 0.853
LB94 0.774 -0.110 -1.706 13.453 8.162 1.239
PBE0AC 0.732 -0.109 -1.776 13.577 9.462 0.656
HCN HF 1.295 2.093 -1.047 24.599 16.755 8.581
MP2 1.195 1.641 -0.821 24.566 16.534 7.937
CCSD(T) 1.188 1.697 -0.848 24.512 16.682 8.306
LDA 1.183 1.716 -0.858 24.752 17.537 8.529
BLYP 1.164 1.590 -0.795 24.888 17.749 8.655
BPW91 1.159 1.639 -0.820 24.496 17.392 8.620
PBE 1.159 1.644 -0.822 24.680 17.540 8.619
TH1 1.156 1.636 -0.818 24.325 17.218 8.665
HCTH 1.162 1.642 -0.821 24.504 17.415 8.665
THGFC 1.154 1.553 -0.777 24.271 17.026 8.794
PW91 1.160 1.650 -0.825 24.677 17.504 8.629
B3LYP 1.195 1.721 -0.861 24.701 17.314 8.542
PBE0 1.197 1.794 -0.897 24.470 17.052 8.495
B97 1.189 1.757 -0.878 24.536 17.215 8.522
BHHLYP 1.237 1.887 -0.944 24.558 16.888 8.499
LB94 1.188 1.363 -0.682 24.394 14.875 8.830
PBE0AC 1.196 1.789 -0.895 24.409 16.859 8.459
CO HF -0.105 -1.530 0.765 24.314 12.341 3.211
MP2 0.108 -1.492 0.746 24.506 13.151 3.644
CCSD(T) 0.048 -1.466 0.733 24.357 13.056 3.597
LDA 0.090 -1.478 0.739 24.666 13.701 3.299
BLYP 0.073 -1.525 0.762 24.697 13.737 3.456
BPW91 0.086 -1.509 0.754 24.394 13.496 3.440
PBE 0.086 -1.501 0.751 24.556 13.630 3.435
TH1 0.070 -1.502 0.751 24.196 13.294 3.458
HCTH 0.070 -1.506 0.753 24.374 13.491 3.444
THGFC 0.061 -1.545 0.773 24.137 13.137 3.528
PW91 0.083 -1.498 0.749 24.548 13.582 3.413
B3LYP 0.035 -1.510 0.755 24.519 13.277 3.385
PBE0 0.038 -1.489 0.744 24.348 13.092 3.363
B97 0.041 -1.494 0.747 24.374 13.186 3.401
BHHLYP -0.024 -1.499 0.749 24.359 12.760 3.308
LB94 -0.062 -1.558 0.779 23.980 11.400 3.372
PBE0AC 0.036 -1.486 0.743 24.294 12.949 3.344
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Fortsetzung von Tabelle 6.2:
System Funktional µz Qzz Qxx r2 α ∆α
N2 HF -0.926 0.463 24.098 11.567 5.198
MP2 -1.189 0.595 24.043 11.496 4.167
CCSD(T) -1.118 0.559 24.016 11.727 4.584
LDA -1.133 0.567 24.251 12.263 4.634
BLYP -1.162 0.581 24.294 12.358 4.769
BPW91 -1.144 0.572 23.993 12.134 4.752
PBE -1.142 0.571 24.145 12.239 4.747
TH1 -1.127 0.563 23.832 12.016 4.790
HCTH -1.132 0.566 23.961 12.118 4.799
THGFC -1.162 0.581 23.790 11.914 4.853
PW91 -1.139 0.569 24.138 12.199 4.740
B3LYP -1.104 0.552 24.160 12.039 4.798
PBE0 -1.073 0.537 23.991 11.873 4.797
B97 -1.082 0.541 24.017 11.959 4.801
BHHLYP -1.025 0.512 24.063 11.717 4.904
LB94 -1.256 0.628 23.753 10.436 4.526
PBE0AC -1.071 0.536 23.947 11.779 4.790
HF HF -0.756 1.735 -0.867 10.956 4.866 1.319
MP2 -0.712 1.736 -0.868 11.378 5.556 1.172
CCSD(T) -0.708 1.714 -0.857 11.302 5.482 1.239
LDA -0.706 1.709 -0.854 11.629 6.071 1.131
BLYP -0.689 1.674 -0.837 11.687 6.140 1.199
BPW91 -0.687 1.673 -0.836 11.507 6.015 1.169
PBE -0.687 1.677 -0.839 11.606 6.074 1.181
TH1 -0.686 1.665 -0.833 11.323 5.888 1.183
HCTH -0.690 1.677 -0.838 11.438 5.924 1.205
THGFC -0.686 1.660 -0.830 11.318 5.836 1.177
PW91 -0.689 1.677 -0.838 11.596 6.049 1.200
B3LYP -0.708 1.689 -0.845 11.466 5.746 1.234
PBE0 -0.709 1.694 -0.847 11.343 5.610 1.224
B97 -0.703 1.684 -0.842 11.380 5.698 1.228
BHHLYP -0.731 1.710 -0.855 11.225 5.304 1.276
LB94 -0.762 1.695 -0.848 11.095 4.730 1.237
PBE0AC -0.710 1.691 -0.845 11.283 5.508 1.203
NH3 HF -0.636 -2.143 1.071 16.013 12.927 0.475
MP2 -0.603 -2.233 1.116 16.385 14.201 1.745
CCSD(T) -0.599 -2.185 1.092 16.283 14.016 1.581
LDA -0.600 -2.246 1.123 16.679 15.436 2.704
BLYP -0.579 -2.206 1.103 16.767 15.520 2.772
BPW91 -0.581 -2.192 1.096 16.427 15.100 2.526
PBE -0.580 -2.207 1.104 16.597 15.301 2.645
TH1 -0.575 -2.152 1.076 16.214 14.700 2.101
HCTH -0.577 -2.193 1.097 16.420 15.093 2.508
THGFC -0.573 -2.121 1.060 16.166 14.444 1.827
PW91 -0.580 -2.203 1.101 16.597 15.286 2.578
B3LYP -0.597 -2.180 1.090 16.489 14.645 1.965
PBE0 -0.600 -2.177 1.088 16.274 14.289 1.733
B97 -0.594 -2.176 1.088 16.340 14.510 1.911
BHHLYP -0.616 -2.155 1.078 16.213 13.708 1.144
LB94 -0.609 -1.965 0.982 16.304 12.240 0.097
PBE0AC -0.600 -2.167 1.084 16.284 14.114 1.592
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dem Funktional abha¨ngen. So ist etwa zu beobachten, daß im Falle von H2O, HF und NH3
die GGA’s (jeweils die ersten 8 Funktionale in der jeweiligen Spalte, d.h. LDA bis PW91) den
CCSD(T)-Korrelationseffekt jeweils u¨bertreiben, wa¨hrend BHHLYP mit 50% exaktem Aus-
tausch den Korrelationseffekt in diesen Beispielen untertreibt. Im Falle des CO-Moleku¨les lie-
fert das BHHLYP Funktional sogar das falsche Vorzeichen fu¨r das Dipolmoment. Offensichtlich
ist eine Beimischung von 20-25% an exaktem Austausch ideal, denn in allen Fa¨llen liefern die
Funktionale B3LYP, PBE0 und B97 die besten Na¨herungen an die elektrischen Momente der
CCSD(T)-Methode. Das LB94 XC-Potential liefert dagegen in vielen Fa¨llen schlechte Dipol-
(z.B. bei CO und HF) und Quadrupolmomente (z.B. bei H2O/xx-Komponente oder N2/zz-
und xx-Komponente). Vergleicht man nun die Dipol- und Quadrupolmomente von PBE0 und
PBE0AC, so ist in allen Fa¨llen eine nahezu 100%-ige U¨bereinstimmung zu finden, was der Beleg
dafu¨r ist, daß die Elektronendichte aus beiden XC-Potentialen im Valenzbereich, also in dem
Bereich, welcher hauptsa¨chlich fu¨r die Ausbildung von Dipolen und Quadrupolen verantwort-
lich ist, de facto identisch ist. Dieses trifft jedoch nicht zu fu¨r die radialen r2-Momente, denn die
Asymptotikkorrektur bei PBE0AC fu¨hrt dazu, daß die Elektronendichte in den a¨ußeren Regio-
nen der Moleku¨le kompakter wird, womit die r2-Momente jeweils etwas kleiner werden. Da nun
das PBE0-Funktional a¨ußerst gute r2-Momente im Vergleich zu CCSD(T) liefert (siehe Tabelle
6.2), was darauf hindeutet, daß PBE0 in den mittelgroßen Absta¨nden die Elektronendichten
recht gut beschreibt, bedeutet dies bei PBE0AC eine Verschlechterung gegenu¨ber CCSD(T)
(mit Ausnahme von NH3, wo PBE0AC das r
2-Moment von PBE0 in richtiger Weise korrigiert).
Mo¨glicherweise ist dies auch eine Folge der Tatsache, daß in den jeweiligen Fa¨llen die Asym-
ptotikkorrektur bei PBE0AC zu schnell einschaltet, oder es mag zu Unregelma¨ßigkeiten in der
Elektronendichte an dem Wendepunkt der Umschaltfunktion in Gl.6.2 kommen, die sich auf
den r2-Wert auswirken ko¨nnen.
Deutliche Schwa¨chen weisen die meisten Dichtefunktionale in der Beschreibung der Dipol-
polarisierbarkeit auf, wie die Werte in Tabelle 6.2 demonstrieren. Dabei ist auffa¨llig, daß die
isotropen CCSD(T)-Polarisierbarkeiten meist mehr oder weniger deutlich u¨bertrieben werden,
was eine direkte Folge der zu diffusen Elektronendichte bei den einzelnen Funktionalen ist.
Dieser Trend ist bei LB94 drastisch ins Gegenteil verkehrt. Hier sind die Dipolpolarisierbar-
keiten in allen Beispielen deutlich kleiner als bei CCSD(T) (und selbst als bei HF, dessen
Dipolpolarisierbarkeiten aufgrund der kompakteren Elektronendichte im asymptotischen Be-
reich jeweils kleiner sind als die der CCSD(T)-Methode). Ein Vergleich zwischen den α-Werten
von CCSD(T), PBE0 und PBE0AC zeigt nun, daß die Asymptotikkorrektur eine starke Ver-
besserung der PBE0 Werte bewirkt und die relativen Fehler der Dipolpolarisierbarkeiten von
PBE0AC zu den CCSD(T) Werten sind in allen sechs Beispielen unter 1.1%.
Ein wenig schlechter ist die U¨bereinstimmung zwischen CCSD(T) und PBE0AC bei der Be-
schreibung der Anisotropie der Dipolpolarisierbarkeit, welche bei CO, N2 und HF durch andere
Funktionale etwas besser beschrieben werden als mit PBE0AC. Allerdings sind die anisotropen
Dipolpolarisierbarkeiten sehr viel empfindlicher bezu¨glich der Elektronenkorrelationseffekte als
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Abbildung 6.5: Mittlere Fehlerquadratabweichungen von molekularen Eigenschaften verschie-
dener Dichtefunktionale zu CCSD(T)-finite-field Werten (betrachtete Moleku¨le: HF, CO, N2,
H2O, NH3 und HCN)
Um einen Gesamtu¨berblick u¨ber den Vergleich zwischen DFT und CCSD(T) bezu¨glich der
einzelnen molekularen Eigenschaften zu erhalten, sind in Abb.6.5 die gemittelten Fehlerqua-
dratabweichungen jeweils zu den CCSD(T) finite-field Werten fu¨r die 6 untersuchten Systeme
aufgetragen. In Diagramm 6.5(a) ist zu erkennen, daß alle Funktionale im Mittel ein Dipolmo-
ment liefern, das eine geringere Abweichung zu dem CCSD(T)-Dipolmoment hat, als Hartree-
Fock. Dabei ist eindeutig die Gruppe der vier Funktionale B3LYP, PBE0, B97 und PBE0AC
herauszuheben, deren Dipolmomente im Schnitt deutlich weniger als 0.5% von den CCSD(T)
Referenzwerten abweichen, was selbst bei den BO- oder MP2-Dipolmomenten nicht der Fall
ist (siehe Abb.6.5(a)). Recht große Abweichungen findet man dagegen fu¨r BHHLYP und LB94.
Bei den Quadrupolmomenten sind mit wenigen Ausnahmen (THG, BHHLYP und LB94) die
gemittelten Abweichungen in allen Fa¨llen mit Werten zwischen 1 und 1.5% etwa gleich, was
jeweils eine erhebliche Verbesserung gegenu¨ber den HF Quadrupolmomenten ist, die im Schnitt
eine Abweichung von u¨ber 6% von den CCSD(T) Quadrupolmomenten haben. Daß hier, an-
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ders als bei den Dipolmomenten, keine deutlichen Unterschiede zwischen GGA’s und Hybrid-
Funktionalen festzustellen sind, mag daran liegen, daß in den meisten Fa¨llen der prozentuale
Korrelationseffekt bei den Quadrupolmomenten sehr klein ist (siehe Tabelle 6.2), so daß sich
Unterschiede der Dichtefunktionale untereinander nicht so stark hervorheben. Anders sieht dies
wieder bei den r2-Werten und den Dipolpolarisierbarkeiten aus (Abb.6.5(c) und (d)), wo die
Hybrid-Funktionale PBE0(AC), B97 und BHHLYP deutlich am besten abschneiden. Hervorzu-
heben ist in diesen Beispielen auch, daß die prozentualen Gesamtabweichungen zu CCSD(T) bei
den r2 und α-Werten sehr viel gro¨ßer sind als bei den Dipol- und Quadrupolmomenten, woraus
sich folgern la¨ßt, daß die verschiedenen Funktionale die Elektronendichte im Kernbereich besser
beschreiben ko¨nnen, als in den a¨ußeren Bereichen des Moleku¨ls.
Im Vergleich zwischen PBE0 und PBE0AC la¨ßt sich in U¨bereinstimmung mit den obe-
ren Ausfu¨hrungen feststellen, daß beide Methoden fu¨r das Dipol- und Quadrupolmoment die
gleichen Fehler zu den CCSD(T) Referenzwerten liefern (Abb.6.5(a) und (b)), wa¨hrend bei
den r2-Momenten die PBE0AC-Werte etwas schlechter sind. Die Abb.6.5(c) zeigt aber auch,
daß die r2-Momente von PBE0AC im Mittel der 6 Moleku¨le eine deutlich geringere Abwei-
chung zu den CCSD(T)-Werten haben als BO und MP2. Schließlich besta¨tigt das Diagramm in
Abb.6.5(d), daß die Asymptotikkorrektur bei PBE0AC zu einer signifikanten Verbesserung der
PBE0-Polarisierbarkeiten fu¨hrt, wobei mit einer Fehlerquadratabweichung von knapp 4% das
PBE0AC XC-Potential von allen hier betrachteten Dichtefunktionalen die deutlich geringsten
Fehler zu den CCSD(T)-Referenzwerten hat. Selbst die α-Werte von BO und MP2 haben mit
jeweils 6 bzw. 8% eine gro¨ßere Abweichung von den Dipolpolarisierbarkeiten von CCSD(T).
Die langreichweitige Wechselwirkung zwischen zwei Moleku¨len wird zu großen Teilen durch
die Dispersionswechselwirkung beschrieben, die gema¨ß Gl.4.42 in Potenzen von 1/rn entwickelt
werden kann, mit dem fu¨hrenden Term C6/r
6. Die sogenannten isotropen und anisotropen Di-
spersionskoeffizienten Cn bzw. Γ und ∆ ko¨nnen als Integral u¨ber die entsprechenden isotropen
und anisotropen Polarisierbarkeiten der beteiligten Monomere bei imagina¨ren Frequenzen ge-
wonnen werden (siehe Gl.4.43,4.49 und 4.50). Ein Vergleich der Dispersionskoeffizienten aus
TDDFT-Rechnungen mit korrelierten ab-initio oder experimentellen Daten kann darum einen
Aufschluß daru¨ber geben, wie gut man mit Hilfe von einzelnen Dichtefunktionalen das langreich-
weitige Verhalten der Wechselwirkung zwischen zwei Moleku¨len beschreiben kann. Hierzu sind
fu¨r eine Reihe von Dichtefunktionalen und Dimersystemen (siehe Tablelle 6.3) die isotropen und
anisotropen Polarisierbarkeiten bei jeweils 12 imagina¨ren Frequenzen an den Stu¨tzpunkten einer
Gauss-Chebyshev Quadratur (siehe [252] fu¨r Einzelheiten der Integration) in der aug-cc-pVQZ
Basis berechnet worden. Dieses reicht vollkommen fu¨r eine hinreichend genaue numerische In-
tegration aus, da die Polarisierbarkeit meist monoton von der imagina¨ren Frequenz abha¨ngt
und schnell bei gro¨ßeren Werten von iω auf Null abfa¨llt. Die KS-Response-Rechnungen sind mit
einem ALDA-Kernel durchgefu¨hrt worden, wobei im Fall der Hybrid-Funktionale ein Teil des
lokalen Kernels mit einem entsprechenden prozentualen Anteil des exakten Austausch-Kernels
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Tabelle 6.3: Isotrope und Anisotrope Dispersionskoeffizienten (aug-cc-pVQZ / Werte in a.u.)
System HF BLYP B3LYP PBE0 LB94 PBE0AC CCSD DOSD a
C6 He-He 1.375 1.749 1.652 1.602 1.466 1.495 1.463 1.458
He-Ne 2.714 3.555 3.322 3.204 2.943 3.056 3.010 3.029
He-Ar 9.091 11.12 10.55 10.15 9.735 9.692 9.644 9.538
Ne-Ne 5.473 7.340 6.799 6.527 6.019 6.349 6.290 6.383
Ne-Ar 17.54 22.23 20.84 19.94 19.15 19.46 19.47 19.50
Ar-Ar 61.95 72.54 69.13 65.93 66.71 64.64 65.35 64.30
Ne-HF 9.358 12.59 11.63 11.13 10.30 10.84 10.84 10.87
Ar-HF 31.60 39.92 37.34 35.62 34.47 34.82 35.22 34.73
H2-H2 12.29 13.78 13.33 12.90 13.64 12.53 12.06 12.09
HF-HF 16.45 22.21 20.43 19.50 18.12 19.02 19.22 19.00
H2O-H2O 39.54 51.74 47.84 45.56 43.42 44.52 45.36 45.37
Γ H2-H2 0.1021 0.0993 0.0998 0.0996 0.1024 0.1007 0.1014 0.1006
HF-HF 0.0729 0.0600 0.0630 0.0641 0.0693 0.0649 0.0671
H2O-H2O 0.0499 0.0284 0.0342 0.0364 0.0491 0.0385 0.0388
Ne-HF 0.0694 0.0579 0.0607 0.0616 0.0661 0.0623 0.0644
Ar-HF 0.0759 0.0613 0.0647 0.0658 0.0719 0.0667 0.0688
∆ H2-H2 0.0110 0.0103 0.0104 0.0104 0.0111 0.0107 0.0108 0.0108
HF-HF 0.0058 0.0038 0.0042 0.0044 0.0052 0.0045 0.0047
H2O-H2O 0.0026 0.0010 0.0013 0.0014 0.0025 0.0016 0.0016
aMeath et al. [269, 270, 261]
ausgetauscht wurde.
Die Werte fu¨r die isotropen und anisotropen Dispersionskoeffizienten fu¨r Hartree-Fock und
eine Reihe von Dichtefunktionalen sind in Tabelle 6.3 angegeben. Als Vergleichswerte sind fu¨r
die jeweiligen Systeme die Dispersionskoeffizienten mit dem Linear-Response CCSD Modul des
Quantenchemieprogrammes Dalton [332] berechnet worden, wobei die jeweiligen imagina¨ren
Polarisierbarkeiten durch eine Entwicklung der Cauchy-Momente gewonnen wurden (im hoch-
frequenten Bereich ist dabei eine Pade´ Fortsetzung benutzt worden) [266, 262]. In der letzten
Spalte sind DOSD (Direct Oszillator Strength Distribution) -Referenzwerte aus den Arbeiten
von Meath et al. aufgefu¨hrt.
Ein Vergleich der C6-Werte von HF mit den CCSD- und DOSD-Refernzdaten zeigt, daß
analog zu den isotropen Polarisierbarkeiten in den meisten Fa¨llen eine Unterscha¨tzung durch
die HF-Werte vorliegt, was dadurch erkla¨rt werden kann, daß die Polarisierbarkeiten bei niedri-




beitragen und bekannt ist, daß die statischen Dipol-Polarisierbarkeiten mit HF unterscha¨tzt
werden. Entsprechend findet man bei BLYP eine jeweilige systematische U¨bertreibung der
CCSD und DOSD Dispersionskoeffizienten um 14-20%. Die Hybrid Funktionale korrigieren die-
ses Verhalten, wobei PBE0 im Schnitt nur noch um etwa 4% zu große C6-Koeffizienten relativ zu
DOSD liefert. Sehr uneinheitlich sind dagegen die isotropen Dispersionskoeffizienten von LB94,
welche die CCSD- oder DOSD-Werte mal u¨ber- und mal untertreiben, zum Teil recht deutlich,
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wie z. B. bei HF-HF um 5-6% oder Ne-Ne um 4-6%. Die deutlich besten Abscha¨tzungen fu¨r
die Dispersionskoeffizienten liefert das PBE0AC XC-Potential, welches im Schnitt eine relative
Abweichung von 0.6% von den DOSD-Werten hat, wobei die gro¨ßte Abweichung bei H2-H2 mit
+4% vorliegt. In vielen Fa¨llen findet man sogar eine bessere U¨bereinstimmung mit den DOSD
C6-Koeffizienten als mit den CCSD Koeffizienten, wobei auch anzufu¨hren ist, daß die Berech-
nung der letzteren ungleich aufwendiger ist als eine entsprechende PBE0AC-Response Rechnung
(z.B. dauerte auf einem DEC-ALPHA Rechner mit 0.5 GHz die CCSD-Responserechnung fu¨r
das HF-Moleku¨l 4.49h, wa¨hrend die KS-Responserechnung auf dem gleichen Rechner nach 0.32h
beendet war, was einem Geschwindigkeitsfaktor von 14 entspricht).
Bei den anisotropen Dispersionskoeffizienten sind aufgrund der wenigen experimentellen Da-
ten fu¨r die anisotropen Polarisierbarkeiten nur fu¨r das H2-H2 System DOSD Daten verfu¨gbar,
so daß hier bei den anderen Systemen nur ein Vergleich mit den CCSD-Daten bleibt. Die
Werte in Tabelle 6.3 zeigen, daß Hartree-Fock im Gegensatz zu den isotropen Dispersionsko-
effizienten die Γ- bzw. ∆-Werte von CCSD jeweils deutlich u¨bertreibt, was am auffa¨lligsten
bei H2O-H2O ist, wo sich der große Korrelationseffekt der anisotropen Polarisierbarkeit von
H2O bemerkbar macht (siehe Tabelle 6.2). Entsprechend anders sieht dieses wiederum bei den
Funktionalen BLYP, B3LYP und PBE0 aus, wobei fu¨r die jeweiligen Werte von Γ und ∆
gilt: BLYP<B3LYP<PBE0<CCSD, wobei die gemittelte Abweichung von PBE0 bezu¨glich der
Γ-Werte -4% und bezu¨glich der ∆-Werte ewta -7% ist. Recht deutliche U¨bertreibungen der ani-
sotropen Dispersionskoeffizienten findet man hingegen fu¨r LB94, welche teilweise recht a¨hnlich
sind wie die HF-Werte. Das PBE0AC XC-Potential liefert hingegen Γ- bzw. ∆-Werte, die im
Schnitt nur um -2% bzw. -3% von den CCSD Referenzwerten abweichen. im Falle von Γ(H2-H2)
liefert PBE0AC sogar eine bessere Na¨herung fu¨r den DOSD-Wert als CCSD.
Der Vergleich der isotropen und anisotropen Dispersionskoeffizienten aus KS-Response-
rechnungen mit akkuraten CCSD- und DOSD-Referenzwerten zeigt damit, daß analog zu den
statischen Polarisierbarkeiten die Gu¨te des XC-Potentials von entscheidender Bedeutung ist, um
entsprechende ab-initio oder experimentelle Daten reproduzieren zu ko¨nnen. Dagegen scheint
die Benutzung des ALDA-Kernels vergleichsweise weniger Fehler hevorzurufen. Dieses mag
auch darin begru¨ndet sein, daß die ALDA-Na¨herung im statischen Limit sehr gute Dipolpola-
risierbarkeiten liefert, wenn man genaue XC-Potentiale benutzt [173], wa¨hrend die Fehler von
ALDA bei ho¨heren Frequenzen sich nicht so sehr auf das Integral in den Gl.4.43,4.49 und 4.50
auswirken, da die imagina¨ren isotropen und anisotropen Polarisierbarkeiten jeweils schnell mit
ho¨heren Frequenzen verschwinden.
Fazit
Zusammenfassend la¨ßt sich sagen, daß das asymptotisch korrigierte PBE0AC XC-Potential
a¨ußerst verla¨ßliche statische und dynamische molekulare Eigenschaften liefert und somit ein
geeigneter Kandidat zur Beschreibung der einzelnen Beitra¨ge von intermolekularen Wechsel-
wirkungen ist. Die Konstruktion des XC-Potentials gema¨ß Gl.6.2 ist hierbei so gewa¨hlt worden,
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daß das innere Bulk-Potential bereits gute elektrische Eigenschaften erster Ordnung liefert, wie
dies beim PBE0-Funktional im Gegensatz zu einer großen Vielzahl von anderen zur Zeit ga¨ngi-
gen Dichtefunktionalen der Fall ist. Dieses ist insofern auch ein bemerkenswerter Befund, als
das PBE0 Funktional anders als viele andere Funktionale keine gefitteten Parameter entha¨lt.
Zwar ließe sich sicherlich durch Anpassung eines geeignet gewa¨hlten Dichtefunktionals an direkt
von der Elektronendichte abha¨ngende Gro¨ßen, welche etwa aus CCSD(T)-Rechnungen erhalten
werden ko¨nnen, noch Verbesserungen in der Beschreibung des Kernbereiches erzielen, jedoch
la¨uft man bei solchen Fits immer Gefahr, die Beschreibung einzelner Systeme zu verschlechtern,
was sowohl durch die Wahl eines zu großen oder zu kleinen Fit-Satzes passieren kann.
Wa¨hrend nun bezu¨glich der Dipol-und Quadrupolmomente PBE0 und PBE0AC nahezu
identische Ergebnisse liefern, fu¨hrt die Asymptotik-Korrektur des PBE0AC XC-Potentials zu
einer deutlichen Verbesserung der statischen und dynamischen Polarisierbarkeiten, so daß zu
erwarten ist, daß insbesondere Induktions- und Dispersionsbeitra¨ge innerhalb des KS-SAPT
Ansatzes sehr gut durch das PBE0AC-Potential wiedergegeben werden ko¨nnen.
6.2 Kohn-Sham-SAPT in erster intermolekularer Ord-
nung
In Abschnitt 5.1 ist gezeigt worden, daß die Monomer-Elektronenkorrelationseffekte der Cou-
lomb- und Austauschwechselwirkungsbeitra¨ge erster Ordnung aus der Vielteilchen Symmetrie-
adaptierten Sto¨rungstheorie (SAPT) sehr gut mit einem Eindeterminantenansatz beschrieben
werden ko¨nnen, in dem die besetzten Hartree-Fock (HF) Orbitale durch Brueckner Orbitale aus
einer Brueckner Coupled-Cluster Doubles Rechnung ersetzt wurden (siehe auch [296, 3]). Fu¨r
die Energie E
(1)
pol der Coulomb-Wechselwirkung zwischen den ungesto¨rten Ladungsverteilungen
der Monomere war dies kaum verwunderlich, da vorher gezeigt wurde, daß Brueckner Orbitale
bereits einen großen Anteil des Elektronenkorrelationseffektes von molekularen Eigenschaften
wie Multipolmomenten und radialen Erwartungswerten erfassen, welche von der Elektronen-
dichte abha¨ngen [96] (siehe auch Abschnitt 5.3). Auf der anderen Seite war der Erfolg des
BO-Determinantenansatzes bei der Berechnung der E
(1)
exch-Termes, welcher durch den Elektro-
nenaustausch zwischen den Monomeren hervorgerufen wird, weniger vorhersagbar, da dieser
nicht nur von den Elektronendichten, sondern auch von den Dichtematrizen der Monomere
abha¨ngt.
Der Vorteil der Benutzung von Brueckner Orbitalen ist, daß die Berechnung der Wechsel-
wirkungsenergiebeitra¨ge erster Ordnung nur so aufwendig ist wie mit Hartree-Fock Orbitalen,
jedoch die wichtigsten Anteile der Elektronenkorrelationseffekte der Wechselwirkungsenergie er-
faßt. Allerdings ist die Berechnung der Brueckner Determinante sehr viel teurer als die der HF
Determinante. Da Kohn-Sham (KS) Orbitale ebenso wie Brueckner Orbitale die Beschreibung
von Elektronenkorrelationseffekten der Elektronendichte auf Eindeterminantenniveau ermo¨gli-
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chen, fu¨hrt dies zu der unmittelbaren Frage, ob Orbitale, welche mit modernen Dichtefunk-
tionalansa¨tzen generiert wurden, mit vergleichbarer Genauigkeit die Korrelationseffekte der
Wechselwirkungsenergien erster Ordnung erfassen ko¨nnen. Bezu¨glich elektrischer Eigenschaften
erster Ordnung konnte bereits im letzten Abschnitt gezeigt werden, daß einige Dichtefunktio-
nale durchaus in der Lage sind, die Referenzwerte von hoch korrelierten ab-initio Methoden
zu reproduzieren, insbesondere solche mit einem 20-30%-igen Anteil an exaktem Austausch,
wie B3LYP, B97 oder PBE0(AC). Zudem konnte in Abschnitt 6.1 anhand der Determinan-
tenu¨berlappung gezeigt werden, daß bei solchen Fa¨llen, wo der Elektronenkorrelationseffekt
groß ist, viele KS-Determinanten, insbesondere solche aus Hybrid-Funktionalen, eine gro¨ßere
A¨hnlichkeit mit der Brueckner-Determinante zeigen, als die HF-Determinante.
In diesem Abschnitt soll nun demonstriert werden, daß die Wechselwirkungsenergien er-
ster Ordnung akkurat mit Hilfe des in Abschnitt 6.1 eingefu¨hrten asymptotisch korrigierten





den hierbei verglichen mit den entsprechenden Energien aus einer Reihe von anderen XC-
Potentialen, wie auch mit den entsprechenden BO- und Standard-SAPT-Werten.
Der Test-Satz von Dimeren ist der gleiche wie in Abschnitt 5.2 und umfaßt die Systeme
He2, Ne2, Ar2, NeAr, NeHF, ArHF, (H2)2, (HF)2 und (H2O)2, welche einen weiten Bereich
von Wechselwirkungsenergien umfassen (siehe Tabelle 5.2 oder Lit.[296] fu¨r eine Beschreibung
der einzelnen Geometrien und deren entsprechenden Notation). Es wurden ferner die gleichen
dimerzentrierten Basissa¨tze bestehend aus den aug-cc-pVQZ Gaußbasissa¨tzen [297] fu¨r die Edel-
gasdimere und (H2)2 sowie den aug-cc-pVTZ Basissa¨tzen fu¨r die anderen Systeme benutzt.
Alle DFT-Rechnungen sind mit dem Molpro-Programmpacket [308] durchgefu¨hrt worden.
Da im Falle der intermolekularen Wechselwirkungen die Gu¨te der Resultate stark von der Ge-
nauigkeit der numerischen Integration abha¨ngt, sind jeweils mo¨glichst feine radiale und angula-
re Grideinstellungen gewa¨hlt worden. Die Liste der Akronyme der verschiedenen verwendeten
Standard XC-Potentiale (XCPs) umfaßt PBE, BLYP, BP86, B3LYP, B3P86, BHandH (ab-
geku¨rzt als BHH) und BHandHLYP (BHHLYP) (siehe Molpro’s Benutzerhandbuch [328] fu¨r
vollsta¨ndige Referenzen). Obwohl einige dieser XCPs nicht standardma¨ßig in Molpro imple-
mentiert sind, ko¨nnen sie durch die flexible DFT-Inputstruktur des Programmes konstruiert
werden. Es sind ferner Routinen fu¨r LB94 [57] und PBE0AC (siehe Abschnitt 6.1) hinzugefu¨gt
worden. Molpro wurde ebenfalls dazu benutzt, um die Brueckner Orbitale mit Hilfe seiner ef-
fizienten Implementierung der Brueckner Coupled-Cluster-Doubles (BCCD) Methode [28] zu
generieren. Im Unterschied zu der Arbeit aus [296] sind dabei alle Elektronen korreliert worden.
Die verschiedenen Sa¨tze von Orbitalen sind daraufhin an das SAPT-Programm von Jeziorski
et al. [248] u¨bergeben worden. Die Coulombenergien erster Ordung E
(1)
pol(M) aus den Orbitalen














pol(M) mit M=MP2resp fu¨r die Møller-Plesset Korrelationskorrektur bis zur zwei-
ten Ordnung im Fluktuationspotential, und entsprechend M=MP3resp fu¨r die Korrektur in drit-
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ter Ordnung des Fluktuationspotentials, wobei beide Beitra¨ge Orbitalrelaxationseffekte bein-
halten [333, 244]. Die Austauschenergien erster Ordnung E
(1)














exch(M) mit M=MP2 wiederum fu¨r die
Korrelationskorrektur bis zur zweiten Ordnung im Fluktuationspotential der Monomere steht
(mit Ausschluß von Orbitalrelaxationseffekten), wa¨hrend M=CCSD fu¨r die Coupled-Cluster
Singles und Doubles Korrektur steht, in welcher durch die Benutzung von CCSD Anregungs-
amplituden Teile des Fluktuationspotentials bis ins Unendliche aufsummiert werden [246, 334].
Bei der Berechnung der verschiedenen Korrekturen sind immer alle Elektronen aktiv gewesen.
Coulomb-Wechselwirkungsenergien
Tabelle 6.4 zeigt die Resultate der Coulomb-Wechselwirkungsenergien fu¨r die meisten der unter-
suchten XCPs (die Resultate fu¨r BP86, B3P86 und BHH sind aus Gru¨nden der U¨bersichtlichkeit
weggelassen worden). Um einen Vergleich zu erleichtern, sind auch die entsprechenden HF und
korrelierten MP3resp Coulomb-Energien aus Tabelle 5.12 eingefu¨gt worden.
Das BLYP XCP scheitert dramatisch bei der Bestimmung von E
(1)
pol : im Vergleich zu
E
(1)
pol(MP3resp) liegen die Fehler in einem Bereich von 50-140% bei den Edelgasen (Eg) und
den Eg-HF Dimeren. Diese Dimere bilden eine Gruppe von zehn schwach wechselwirkenden
Systemen (wobei jede einzelne Struktur eines Dimers als ein ’System’ betrachtet wird), bei de-
nen wenigstens eines der Monomere keine permanenten Multipolmomente hat. Fu¨r die na¨chste
Gruppe, bestehend aus drei Geometrien von (H2)2, ein Repra¨sentant fu¨r ein mittelstark wechsel-
wirkendes System mit Quadrupolmomenten als den ersten nichtverschwindenden permanenten
Multipolmomenten, liegt die Abweichung von E
(1)
pol bei 20-100%. In der letzten Gruppe aus den
insgesamt zehn Geometrien der stark wechselwirkenden (HF)2 und (H2O)2 Dimere mit nicht-
verschwindenden Dipolmomenten sind die Abweichungen wiederum etwas kleiner und fallen
gro¨ßtenteils in einen Bereich von nur wenigen bis etwa 30%. Allerdings findet man selbst hier
einen Fehler von ∼90% fu¨r Geometrie IV von (HF)2, welche der “magischen” Orientierung
[306] entspricht, in der sich die multipolaren Wechselwirkungsenergien gegenseitig wegheben
und folglich die Coulombwechselwirkung in diesem Fall besonders klein ist.
Das Mischen von 20% exakten Austauschs in dem B3LYP XCP verringert die Abweichungen
von E
(1)
pol auf einen Bereich von 30-80% in der ersten Gruppe, 15-65% fu¨r (H2)2, und auf wenige
bis 20% in der dritten Gruppe, wiederum mit Ausnahme von Geometrie IV von (HF)2, bei
welcher ein Fehler von 50% vorliegt. Das PBE0 XCP mit 25% exakten Austauschs repra¨sentiert
eine weitere Verbesserung: die meisten der Coulombwechselwirkungsenergien in der Gruppe
der stark wechselwirkenden Systeme sind nun genau innerhalb von 0-10%, wobei die magische
(HF)2 Konfiguration mit einen Fehler von 30% zu verzeichnen ist. Jedoch findet man bei den
Dimeren bestehend aus Edelgasatomen und (H2)2 immer noch Abweichungen von 10-55%. Die
Vergro¨ßerung des Prozentanteils von exaktem Austauschs auf 50% durch die Benutzung des
BHHLYP XCP verringert die Abweichungen in der ersten und zweiten Gruppe auf 10-30%,
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Tabelle 6.4: KS-SAPT: Coulombenergiebeitra¨ge E
(1)
pol (in mHartree)
Dimer Geom. HF MP3resp BLYP B3LYP PBE0 LB94 PBE0AC
He2 −0.00639 −0.00694 −0.0141 −0.0116 −0.0106 −0.00714 −0.00687
Ne2 −0.0203 −0.0261 −0.0628 −0.0467 −0.0408 −0.0258 −0.0293
Ar2 −0.231 −0.244 −0.372 −0.319 −0.281 −0.243 −0.241
NeAr −0.0888 −0.0994 −0.171 −0.141 −0.124 −0.0976 −0.102
NeHF I −0.0995 −0.134 −0.275 −0.218 −0.19 −0.133 −0.162
II −0.0611 −0.0803 −0.174 −0.132 −0.116 −0.0765 −0.0905
III −0.0313 −0.0394 −0.0852 −0.066 −0.0573 −0.0382 −0.0458
ArHF I −0.0583 −0.0816 −0.159 −0.122 −0.105 −0.0463 −0.0842
II −0.067 −0.0804 −0.149 −0.118 −0.102 −0.0767 −0.0825
III −0.0461 −0.0516 −0.086 −0.071 −0.0618 −0.0498 −0.0522
(H2)2 I −0.233 −0.299 −0.595 −0.494 −0.416 −0.633 −0.391
II −0.307 −0.29 −0.434 −0.393 −0.361 −0.386 −0.329
III −0.287 −0.263 −0.309 −0.298 −0.29 −0.275 −0.275
(HF)2 I −10.0 −9.57 −9.78 −9.79 −9.65 −10.2 −9.58
II −8.38 −8.31 −8.77 −8.61 −8.46 −8.55 −8.31
III −7.16 −6.34 −6.24 −6.48 −6.41 −7.64 −6.4
IV −0.541 −0.759 −1.42 −1.13 −0.998 −0.697 −0.853
(H2O)2 I −33.5 −33.1 −34.3 −33.9 −33.3 −34.4 −33.1
II −12.3 −11.9 −12.1 −12.1 −11.9 −12.2 −11.8
III −5.82 −5.51 −5.4 −5.5 −5.47 −5.67 −5.43
IV −5.72 −5.64 −6.34 −6.11 −5.86 −6.02 −5.71
V 8.44 7.95 6.93 7.4 7.64 7.55 7.62
VI 3.06 2.65 1.78 2.19 2.36 2.78 2.5
Tabelle 6.5: KS-SAPT: Coulomb-Austauschenergiebeitra¨ge E
(1)
exch (in mHartree)
Dimer Geom. HF CCSD BLYP B3LYP PBE0 LB94 PBE0AC
He2 0.0456 0.05 0.109 0.0874 0.0798 0.0514 0.0476
Ne2 0.0843 0.119 0.244 0.186 0.164 0.107 0.119
Ar2 0.789 0.83 1.2 1.04 0.933 0.814 0.807
NeAr 0.313 0.36 0.591 0.492 0.438 0.349 0.36
NeHF I 0.628 0.83 1.28 1.06 0.957 0.782 0.821
II 0.233 0.338 0.59 0.463 0.412 0.289 0.326
III 0.148 0.194 0.342 0.275 0.244 0.182 0.194
ArHF I 0.55 0.655 0.929 0.795 0.712 0.616 0.623
II 0.222 0.287 0.471 0.379 0.334 0.253 0.271
III 0.162 0.188 0.303 0.252 0.222 0.182 0.185
(H2)2 I 4.0 4.1 5.29 4.87 4.58 4.72 4.28
II 2.14 2.05 2.75 2.54 2.39 2.3 2.18
III 0.813 0.799 1.17 1.04 0.97 0.922 0.858
(HF)2 I 7.29 8.94 11.2 10.0 9.31 8.43 8.87
II 5.44 7.04 8.97 7.87 7.31 6.32 6.8
III 4.17 5.01 6.5 5.78 5.34 4.96 5.05
IV 2.72 3.59 4.95 4.23 3.88 3.16 3.51
(H2O)2 I 54.9 60.1 66.1 62.7 59.8 59.7 59.4
II 9.52 11.1 13.3 12.1 11.3 10.6 10.9
III 1.57 1.96 2.63 2.27 2.07 1.77 1.91
IV 6.13 7.57 9.31 8.29 7.69 6.77 7.28
V 4.2 4.94 6.18 5.52 5.09 5.1 4.89
VI 3.3 4.08 5.43 4.73 4.33 3.5 4.01
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wa¨hrend in der dritten Gruppe die Abweichungen fu¨r die meisten Geometrien ein wenig gro¨ßer
werden als bei PBE0, aber auch homogener sind: bei Geometrie IV von (HF)2 ist der Fehler
nun lediglich 10%.
Die mit den KS-Orbitalen des LB94 XCP erhaltenen Coulombwechselwirkungsenergien fu¨r
die Gruppe der schwach wechselwirkenden Systeme sind, mit Ausnahme von Geometrie I von
ArHF, in ausgezeichneter U¨bereinstimmung mit E
(1)
pol(MP3resp). Auf der anderen Seite findet
man bei den mittel und stark wechselwirkenden Systemen, daß die LB94 Coulombenergien
sta¨rker von den E
(1)
pol(MP3resp) Werten abweichen als die Resultate von BHHLYP und PBE0.
Schließlich zeigt sich, daß das PBE0AC XCP die Vorteile seiner kurz- und langreichweiti-
gen XCP-Komponenten PBE0 und LB94 vereinigt: E
(1)
pol(PBE0AC) ist gleichfo¨rmig na¨her bei
E
(1)
pol(MP3resp) fu¨r alle drei Gruppen als dies bei irgendeinem der anderen XCPs der Fall ist,
auch wenn einige der anderen XCPs bessere Resultate fu¨r einzelne Gruppen der Systeme liefern.
Dieses wird in Abbildung 6.6 deutlich, in welcher die prozentualen Abweichungen δ fu¨r alle
untersuchten XCPs gemittelt u¨ber alle 23 Systeme zusammen mit den entsprechenden mittleren
absoluten prozentualen Abweichungen ² aufgetragen sind. Dabei sind die Abweichungen sowohl
bezu¨glich MP3resp, wie in der oberen Diskussion benutzt, als auch mit Bezug auf MP2resp be-
rechnet worden. MP3resp liefert nicht notwendigerweise immer bessere korrelierte Dichten als
MP2resp, wie z.B. fu¨r das Fluorwasserstoffmoleku¨l gezeigt wurde [10] (siehe auch die Diskussi-
on in Abschnitt 5.3). Fu¨r den hier betrachteten Satz von Dimeren unterscha¨tzt E
(1)
pol(HF) im




pol(MP2resp), wa¨hrend die meisten der
XCPs die Tendenz haben, sie stark zu u¨berscha¨tzen. Alle XCPs mit Ausnahme von LB94 und
PBE0AC stimmen mit wenigen bis 10% besser mit MP2resp u¨berein als mit MP3resp. Unter der
Forderung daß, um verwendbar zu sein, ein XCP zumindest die mit HF erhaltenen Resultate
systematisch verbessern sollte, demonstriert Abb.6.6, daß BLYP, BP86 und B3LYP bei weitem
damit scheitern, dieses Kriterium zu erfu¨llen. B3P86, PBE0 und BHH reproduzieren E
(1)
pol etwas
besser als HF wenn man einen Vergleich mit MP2resp anstellt und etwas schlechter als HF bei
einem Vergleich mit MP3resp, und BHHLYP stellt nicht wirklich eine Verbesserung zu E
(1)
pol(HF)
dar. PBE0AC ist das einzige XCP, welches die Coulombwechselwirkungsenergien aus korrelier-
ten Monomer-Elektronendichten mit einer insgesamt guten Genauigkeit reproduziert und es
erfu¨llt das obere Kriterium dieses signifikant besser zu tun als HF. Ferner zeigt Abb.6.6, daß,
a¨hnlich zu den mit der Brueckner Determinante berechneten Coulombenergien, E
(1)
pol(PBE0AC)
im Schnitt besser mit E
(1)




Tabelle 6.5 zeigt die mit einigen XCPs erhaltenen Austauschwechselwirkungsenergien, sowie




exch zeigen a¨hnliche Trends bezu¨glich der Variation der XCPs wie bereits fu¨r E
(1)
pol ge-
funden wurde: im Vergleich zu den CCSD Resultaten verringert sich der maximale Fehler mit























































Abbildung 6.6: Mittlere (δ) und mittlere absolute (²) prozentuale Abweichungen der Coulom-























































Abbildung 6.7: Mittlere (δ) und mittlere absolute (²) prozentuale Abweichungen der Austau-
schenergien erster Ordnung von den MP2 (oben) und CCSD (unten) Resultaten
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einer wachsenden Prozentzahl von exaktem Austausch im XCP von 120% bei BLYP u¨ber 75%
bei B3LYP und 60% bei PBE0 runter bis auf 30% bei BHHLYP. Auch hier sind die Fehler in
der Gruppe der schwach wechselwirkenden Systeme bedeutend gro¨ßer als diejenigen der stark
wechselwirkenden Systeme. Tatsa¨chlich erha¨lt man mit BHHLYP fu¨r die letzte Gruppe recht
gute Resultate, wobei alle Fehler unter 5% liegen, aber auch bei den schwach und mittelstark
wechselwirkenden Systemen ist E
(1)
exch(BHHLYP) ha¨ufig weniger fehlerhaft als E
(1)
exch(HF). Die
Genauigkeit von LB94 ist vergleichbar mit der von BHHLYP fu¨r diese Systeme, jedoch etwas
geringer bei den stark wechselwirkenden Systemen. Mit PBE0AC weichen die meisten Austau-
schenergien nur um wenige Prozent von den CCSD-Werten ab, wobei die maximale Abweichung
von 15% fu¨r die Geometrie II von ArHF gefunden wird.
Abb.6.7 faßt die globalen Trends in der Form von mittleren prozentualen Abweichungen δ
und mittleren absoluten prozentualen Abweichungen ² von E
(1)





exch(MP2) zusammen. Sie entha¨lt ebenso die durchschnittlichen Abweichungen der-
jenigen XCPs, die in Tabelle 6.5 ausgelassen wurden. Die mittleren Abweichungen a¨ndern sich
um weniger als 1% wenn man CCSD mit MP2 als Referenzmethode ersetzt, was lediglich eine
Konsequenz der A¨hnlichkeit der absoluten CCSD und MP2 Austauschwechselwirkungsenergien
ist [296], im Gegensatz zu den ha¨ufig deutlichen Unterschieden zwischen MP3resp und MP2resp
als Referenzmethoden fu¨r E
(1)
pol . Ersetzt man die HF-Orbitale durch KS-Orbitale aus BLYP,
BP86 und B3LYP, so erha¨lt man eine deutliche Verschlechterung der Resultate fu¨r E
(1)
exch und
eine Ersetzung durch Orbitale aus B3P86 und PBE0 fu¨hrt kaum zu einer Verbesserung. Ei-
ne gleichfo¨rmige Verbesserung erha¨lt man mit BHH, BHHLYP und LB94, jedoch kommt nur
E
(1)




exch(MP2) wie dies fu¨r E
(1)
exch(BO) der Fall ist.
Diskussion
Die steigende Gu¨te der XCPs mit einem anwachsenden Beimischen von exaktem Austausch
ist sicherlich zuru¨ckzufu¨hren auf die Reduktion der Fehler im Asymptotikbereich (s. Abschnitt
6.1): das XCP verschwindet exponentiell bei generalisierten Gradientenna¨herungen (GGAs),
wa¨hrend das exakte XCP wie −1/r verschwinden sollte (s. Abschnitt 2.4.2). Als Konsequenz
verschwinden Valenzorbitale und Elektronendichten aus konventionellen GGAs wie BLYP oder
BP86 zu langsam, d.h. sie sind zu diffus. Eine zu diffuse Elektronendichte fu¨hrt bei typischen
van der Waals Absta¨nden zu einer U¨berscha¨tzung des Betrages der Coulombwechselwirkung
zwischen Atomen, da hier die attraktiven Beitra¨ge zwischen dem Kern von A und der Elektro-
nenwolke von Atom B und umgekehrt die repulsiven Kern-Kern und Elektron-Elektron Beitra¨ge
u¨berwiegen. Durch die Anwesenheit des exakten Austauschterms verschwindet das B3LYP XCP
wie−1/5r, das PBE0 XCP wie −1/4r und das BHHLYP XCP wie −1/2r, wodurch das Problem
verringert wird. Das LB94 XCP ist konstruiert worden, um das exakte asymptotische Verhal-
ten bei großen Absta¨nden zu liefern, was ein wichtiger Faktor fu¨r dessen gutes Abschneiden
bei den Edelgasdimeren ist. Jedoch ist bekannt, daß das LB94 Potential gravierende Fehler in
der Valenzregion von atomaren Ladungsverteilungen liefert [57, 70], was als Konsequenz auch
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zu einer schlechten Beschreibung der molekularen Ladungsverteilungen, Multipolmomenten (s.
Abschnitt 6.1) und Coulombwechselwirkungsenergien zwischen Moleku¨len fu¨hrt. Das aus PBE0
und LB94 kombinierte PBE0AC XCP ist nicht von diesem Problem betroffen: es konserviert die
gute Beschreibung der Valenzregion, die man mit PBE0 erha¨lt, und verschwindet asymptotisch
korrekt mit −1/r in der asymptotischen Region.
In Abschnitt 4.3 wurde bereits erwa¨hnt, daß die Coulombwechselwirkungsenergie potentiell
exakt ist, d.h. exakt, wenn die exakten XCPs der Monomere bekannt sind und eingesetzt wer-
den. Dieses trifft nicht zu fu¨r die Austauschwechselwirkungsenergie, denn anders als bei E
(1)
pol ,
welcher von den Elektronendichten abha¨ngt, ha¨ngt E
(1)
exch von den Elektronendichtematrizen ab
(von den Ein- und Zweiteilchendichtematrizen wenn die Einteilchenaustauschna¨herung benutzt
wird [334]). Selbst wenn die exakten XCPs verwendet werden, ist es nicht nur der Fall, daß die
Kohn-Sham Einteilchendichtematrix nicht der exakten elektronischen Einteilchenmatrix ent-
spricht, sondern es kann noch nicht einmal garantiert werden, daß sie eine gute Na¨herung
fu¨r letztere ist (siehe [136], S.47 ff.). Allerdings, basierend auf dem Erfolg des Brueckner-
Determinantenansatzes zur Berechnung von Austauschwechselwirkungsenergien und der ver-
muteten A¨hnlichkeit zwischen Brueckner und KS-Orbitalen (s. Abschnitt 6.1), ko¨nnte man
spekulieren, daß die KS-Dichtematrizen die wahren elektronischen Dichtematrizen fu¨r die Be-
rechnung von Austauschwechselwirkungsenergien erster Ordnung gut genug wiedergeben. Ta-
belle 6.5 sowie das Diagramm in 6.7 liefern eine numerische Besta¨tigung dieser Vermutung,
abgesehen von den offensichtlichen Beschra¨nkungen der unvollsta¨ndigen Basissa¨tze und den
nicht-exakten XCPs. Die mittlere absolute Abweichung ² von E
(1)
exch(PBE0AC) zu den entspre-
chenden MP2 und CCSD Referenzwerten liegt bei nur 3%, und ist damit sogar etwas kleiner
als der Fehler ² von etwa 7% von E
(1)
pol(PBE0AC) zu den entsprechenden MP2resp und MP3resp
Referenzwerten. Auf a¨hnliche Weise tendieren auch die Austauschwechselwirkungsenergien von
LB94, BHHLYP und BHH zu einer besseren U¨bereinstimmung mit den Referenzwerten als die
entsprechenden Coulombenergien. In Anbetracht der vorangegangenen Diskussion ist dieses si-
cherlich erstaunlich, da E
(1)
pol potentiell exakt ist, wa¨hrend E
(1)
exch dies nicht ist. Man sollte jedoch
nicht vergessen, daß die Referenzresultate fu¨r diese Gro¨ßen selber nur Na¨herungen der exakten
Resultate sind, oder pra¨ziser der Full Configuration Interaction Resultate fu¨r den gegebenen
Basissatz. Bei BLYP, BP86, B3LYP, B3P86 und PBE0 liegen die mittleren absoluten prozen-
tualen Abweichungen von E
(1)
exch sowohl zu MP2 als auch CCSD zwischen den ² von E
(1)
pol zu
MP2resp auf der einen Seite als auch MP3resp auf der anderen. Dies zeigt, daß die mit einem
gegebenen XCP erhaltenen Austauschenergien insgesamt ungefa¨hr so genau oder ungenau sind
wie die entsprechenden Coulombenergien. Eine vorangegangene Beobachtung, daß die Coulom-
benergien in besserer U¨bereinstimmung mit Referenzwerten sind als die Austauschwechselwir-
kung, was fu¨r das B3LYP XCP gefunden wurde [335], wird nichtsdestotrotz besta¨tigt durch
die vorliegenden B3LYP Resultate im Falle der stark wechselwirkenden Systeme, was ho¨chst
wahrscheinlich auf die Dominanz der multipolaren Beitra¨ge zu E
(1)
pol(MP3) zuru¨ckzufu¨hren ist,
welche vergleichsweise einfach zu beschreiben sind.



































Abbildung 6.8: Gesamtwechselwirkungsenergien erster Ordnung E(1)(M) fu¨r verschiedene
Elektronenkorrelationsmethoden M=Mpol+Mexch (im Verha¨ltnis zu den Hartree-Fock Werten
E(1)(HF)). Die Werte fu¨r Geometrie IV von (H2O)2 sind mit einem Faktor von 10 geteilt wor-
den um in den Plot-Bereich zu passen (die Hartree-Fock Wechselwirkungsenergiebeitra¨ge heben
sich hier nahezu gegenseitig auf).
Am Schluß ist es interessant, einen Blick auf die gesamte Wechselwirkungsenergie erster Ord-




exch zu werfen. Abb. 6.8 vergleicht das Verha¨ltnis E
(1)(PBE0AC)/E(1)(HF)
mit den entsprechenden Verha¨ltnissen der MP2resp und MP2 Korrekturen bzw. MP3resp und
CCSD Korrekturen fu¨r die Coulomb- und Austauschenergien. Das Diagramm zeigt, daß, mit
Ausnahme von ArHF, die Gesamtwechselwirkungsenergien aus den PBE0AC KS-Orbitalen zwi-
schen oder sehr dicht bei den Referenzwerten liegen, a¨hnlich wie die Gesamtwechselwirkungs-
energien erster Ordnung, die mit Brueckner Orbitalen erhalten wurden [296].
Fazit




exch zeigen, daß diese mit ei-
ner guten Genauigkeit aus KS Orbitalen aus einem modernen, asymptotisch korrigierten XCP
erhalten werden ko¨nnen. Die mit PBE0AC KS-Orbitalen erzielten mittleren absoluten prozen-
tualen Abweichungen von korrelierten Vielteichen SAPT Resultaten liegen in einem Bereich
von Null bis wenigen Prozent, a¨hnlich wie die mittleren Abweichungen, die man mit Brueckner
Orbitalen aus BCCD Rechnungen erha¨lt. Dies ermo¨glicht eine schnelle und recht genaue Bestim-
mung von Wechselwirkungsenergien erster Ordnung mit Hilfe von DFT Monomer-Rechnungen.
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6.3 Induktions- und Austauschinduktionsbeitra¨ge mit dem
Kohn-Sham-SAPT Verfahren
In Abschnitt 4.3 wurde erla¨utert, daß anstelle der vollen Grundzustands- und Induktionswel-
lenfunktionen der Monomere zur Berechnung von Induktionsenergien E
(2)
ind lediglich statische li-
neare Dichte-Dichte Response-Funktionen (Ladungsdichte-Suszeptibilita¨tsfunktionen) beno¨tigt
werden [253]. Im Rahmen der Coupled Perturbed Kohn-Sham (CPKS) Theory sind die resul-
tierenden ’wechselwirkenden’ Responsefunktionen [168] potentiell exakt, d.h. exakt, wenn das
exakte XC-Potential und seine Funktionalableitung benutzt werden. Auf der anderen Seite
entha¨lt der Ausdruck fu¨r E
(2)
exch−ind das Operatorprodukt Vˆ P1 (s. Gl.4.74), von dem Teile wie
ein nichtlokaler Zweielektronenoperator fu¨r jedes Moleku¨l agieren. Damit werden anstelle der
vollen Grundzustands- und Induktionswellenfunktionen lediglich lineare Responsefunktionen
der Art Dichte-Dichte Matrix beno¨tigt, wobei diese ’Responsedichtematrizen’ die Korrekturen
in erster Ordnung der Ein- und Zweielektronendichtematrizen von Moleku¨l A als Reaktion auf
das elektrische Potential von Moleku¨l B sind, und umgekehrt. Sicherlich ko¨nnen die mit dem
CPKS Ansatz erhaltenen Responsedichtematrizen bestenfalls als Na¨herungen fu¨r ihre wahren
elektronischen Gegenstu¨cke angesehen werden.
Das Hauptaugenmerk in diesem Abschnitt liegt in der Frage, ob diese Na¨herungen fu¨r die





exch−ind fu¨r verschiedene XC-Potentiale fu¨r den gleichen Satz von Dimeren, bestehend aus
He2, Ne2, Ar2, NeAr, NeHF, ArHF, (H2)2, (HF)2 und (H2O)2, wie im letzten Abschnitt pra¨sen-
tiert und mit den entsprechenden Resultaten aus Vielteichen-SAPT Rechnungen verglichen.
Ferner wird ein Vergleich mit einem anderen ku¨rzlich vorgeschlagenen Hybrid DFT-SAPT An-
satz angestellt [335]. Dieser beruht auf einer ungekoppelten Darstellung der linearen Respon-
sefunktionen, so daß keine seiner Beitra¨ge in zweiter Ordnung potentiell exakt sind [290, 336].
Aus Rechnungen mit nahezu exakten XC-Potentialen ist bekannt, daß ungekoppelte Dipolpo-
larisierbarkeiten sowohl die gekoppelten als auch experimentelle Resultate stark u¨berscha¨tzen
ko¨nnen [173]. Es wird im folgenden untersucht, ob dies, wie hier betrachtet, auch fu¨r die nicht-
multipolexpandierten Induktionsenergien zutrifft,
Die Auswahl der Testdimere liefert einen guten U¨berblick u¨ber einen weiten Bereich von
induktiven Wechselwirkungen von recht schwach wechselwirkenden Systemen wie He2 bis zu
recht stark wechselwirkenden Dimeren wie (HF)2 oder (H2O)2. Die verwendeten Geometrien
und Basissa¨tze der Testsysteme sind die gleichen wie in Abschnitt 6.2.
Die DFT Monomerrechnungen sind mit dem Molpro Programmpacket [308] durchgefu¨hrt
worden, wobei eingebaute Routinen fu¨r BLYP, B3LYP und PBE0 sowie eigene Routinen fu¨r
LB94 und PBE0AC benutzt worden sind. Die CPKS Gleichungen sind numerisch gelo¨st wor-
den, wobei jeweils das elektrische Potential des Partnermonomers mit einem entsprechend ge-
eignet gewa¨hlten Skalierungsparameter als Sto¨rung addiert wurde. Das elektrische Potential
eines Monomers kann in einem dimer-zentrierten Basissatz einfach aus den Kernanziehungs-
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integralen und den mit den Dichtematrizen kontrahierten Zweielektronen-Coulombintegralen
erhalten werden. Die Orbitalkoeffizienten aus den gesto¨rten Rechnungen sind daraufhin in die
Basis der ungesto¨rten molekularen Orbitale transformiert worden, gefolgt von einer numeri-
schen Differentiation, um die CPKS Koeffizienten, die ein Mischen zwischen besetzten und
unbesetzten Orbitalen hervorrufen, zu erhalten (s. Gl.3.13). Dieser Ansatz hat den Vorteil, daß
er fu¨r jedes beliebige XC-Potential anwendbar ist, ohne daß eine entsprechende Funktional-
ableitung programmiert werden muß, so daß auf einfache Art und Weise neue XC-Potentiale
getestet werden ko¨nnen. Neben dem Aspekt der rechnerischen Effizienz ist der hauptsa¨chli-
che Nachteil dieses Verfahrens, daß eine hohe numerische Genauigkeit beno¨tigt wird, und daß
man willku¨rliche Orbitalrotationen zwischen entarteten Orbitalen bei den Berechnungen der
verschiedenen Skalierungsparamter eliminieren muß. All diese Aspekte sind in den Rechnungen
sorgfa¨ltig beru¨cksichtigt worden, indem extrem feine Integrationsgitter fu¨r die XC-Potentiale
gewa¨hlt wurden, nahezu alle Ein- und Zweielektronenintegrale bewahrt wurden, sehr niedrige
Konvergenzschwellen fu¨r die Dichtematrizen eingestellt wurden und schließlich das Orbitalrota-





aus der numerischen Differentiation mit denjenigen aus einer analytischen Differentiation durch
eine direkte Lo¨sung der Coupled Perturbed Hartree-Fock Gleichungen verglichen werden, wo-
durch die Skalierungsparameter kontrolliert werden konnten. Diese sind jeweils so eingestellt
worden, daß die Abweichungen von den analytischen Resultaten ho¨chstens einige Promille bei
allen betrachteten Testsysteme betrugen.
Die verschiedenen Sa¨tze von KS Orbitalen und CPKS Koeffizienten sind daraufhin an das
SAPT Programm u¨bergeben worden [248]. Die Induktionsenergien E
(2)
ind,c(M) der verschiede-













ind verglichen, wobei letzterer Term die ’wahre’ Møller-Plesset Allelektronen-
Korrelationskorrektur zweiter Ordnung ist [243, 247]. E
(2)
ind(MP2) repa¨sentiert das zur Zeit
ho¨chst verfu¨gbare Niveau zur Berechnung von korrelierten Induktionsenergien in SAPT. In
gleicher Weise werden die gekoppelten KS Austausch-Induktionsenergien E
(2)
exch−ind,c(M) mit




exch−ind,resp und den gesam-







exch−ind verglichen. Hierbei ist
anzumerken, daß der letzte Term zur Zeit noch nicht im SAPT Programm kodiert ist, so daß
anstelle dessen die Na¨herung aus Gl.4.78 [307] zu dessen Berechnung benutzt wurde. Die un-





wie in [335] berechnet worden, jedoch mit Hilfe der Schnittstelle zwischen Molpro und SAPT.
Schließlich wurden die Induktions- und Induktionsaustauschenergien fu¨r die verschiedenenen
XC-Potentiale auch mit Hilfe eines eigenen KS-Responseprogrammes berechnet, in dem der XC-
Kernel mit Hilfe des LDA-Kernels angena¨hert wird (s. G.3.34). Die erhaltenen Werte werden
mit den jeweiligen ’exakten’ Werten aus den numerischen Rechnungen verglichen.
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Resultate und Diskussion
Im folgenden werden die ungekoppelten und gekoppelten Kohn-Sham Induktions- und Induk-
tionsaustauschenergien miteinander verglichen, ihre Abweichungen von den entsprechenden
Vielteichen-SAPT Resultaten diskutiert, und die Frage gekla¨rt, ob die Summe aus der Cou-
lombenergie erster Ordnung und der Induktionsenergie zweiter Ordnung sowie deren jeweilige
Austauschkorrekturen gut durch den KS-SAPT Ansatz reproduziert werden kann. Ferner wird
die Na¨herung des LDA-Kernels bei der Berechnung der gekoppelten Induktions- und Induktions-
Austauschenergie untersucht werden. Aus Gru¨nden der U¨bersichtlichkeit erfolgen diese Verglei-
che hauptsa¨chlich in graphischer Form, und da die Wechselwirkungsenergien des vorliegenden
Satzes von Dimeren um einige Gro¨ßenordnungen variieren, werden meist prozentuale Gro¨ßen





HF und MP2 sowie fu¨r die verschiedenen XC-Potentiale.
Abb.6.9 zeigt das Verha¨ltnis zwischen den ungekoppelten Sum over States und den Coupled
PerturbedKohn-Sham und Hartree-Fock Beitra¨gen als eine Funktion des Systems (’System’ hier:
ein Dimer in einer bestimmten geometrischen Anordnung). Wie bereits vor langer Zeit festge-
stellt [337], werden mit dem Hartree-Fock Austauschpotential in der ungekoppelten Na¨herung
die Betra¨ge der Coupled Perturbed Hartree-Fock Resultate deutlich unterscha¨tzt: die ungekop-
pelten Induktionsenergien reproduzieren lediglich etwa 80-90% der entsprechenden gekoppelten
Werte, und einige der ungekoppelten Austauschinduktionsenergien sogar nur etwa 70%. Dieser
Trend ist bei dem LB94 XC-Potential umgekehrt, wo alle ungekoppelten Wechselwirkungsener-
gien die Betra¨ge der entsprechenden gekoppelten Werte um 5-15%, in einigen Fa¨llen jedoch
deutlich mehr, u¨berscha¨tzen. Mit einem konventionellen GGA XC-Potential wie BLYP (nicht
in Abb.6.9 gezeigt) liegt kein einheitlicher Trend vor: einige der gekoppelten Induktionsenergi-
en werden etwas unterscha¨tzt (um einige Prozent), die meisten werden um einiges u¨berscha¨tzt
(bis zu 20%) und die gekoppelten Austausch-Induktionsenergien werden mit einer Genauigkeit
von 5% reproduziert, mit einer leichten Tendenz zur Unterscha¨tzung. Nicht unerwartet a¨ndert
das Beimischen von 20% exakten Austausch in dem B3LYP XC-Potential dieses Resultat nicht
dramatisch, fu¨hrt jedoch zu einer Verschiebung der ungekoppelt/gekoppelt Quotienten nach
unten. Die erhaltene Tendenz der ungekoppelten B3LYP Induktions- und Austauschindukti-
onsenergien, ihre entsprechenden gekoppelten Gegenstu¨cke um einige Prozent zu untertreiben,
findet man auch fu¨r das PBE0 XC-Potential. Schließlich liegt bei PBE0AC eine Abweichung
der ungekoppelten von den gekoppelten Induktionsenergien von ±5% vor und bezu¨glich der
Austausch-Induktionsenergien eine Abweichung von 0 bis -10%.
Zwei interessante Punkte aus diesem Vergleich sollten hier das Augenmerk finden. Erstens
ist gefunden worden, daß bei Hartree-Fock die Betra¨ge der ungekoppelten Induktionsenergien
kleiner als die der gekoppelten sind, was genau dem entspricht, was man auch fu¨r die Dipolpola-
risierbarkeiten findet, welche fu¨r alle hier betrachteten Beispiele kleiner mit der ungekoppelten
Na¨herung sind. Mit dem PBE0 XC-Potential werden die Betra¨ge bei den meisten der Induk-
tionsenergien ebenfalls etwas unterscha¨tzt, wenngleich in diesem Fall gefunden wurde, daß die
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Tabelle 6.6: KS-SAPT: Induktionsenergiebeitra¨ge E
(2)
ind (in mHartree)
Dimer Geom. HF MP2 BLYP B3LYP PBE0 LB94 PBE0AC
He2 −0.0011 −0.0011 −0.0031 −0.0024 −0.0021 −0.0012 −0.0011
Ne2 −0.0151 −0.0228 −0.0667 −0.0452 −0.0382 −0.019 −0.0217
Ar2 −0.299 −0.321 −0.629 −0.496 −0.419 −0.286 −0.297
NeAr −0.099 −0.112 −0.229 −0.176 −0.15 −0.1 −0.106
NeHF I −0.427 −0.493 −0.724 −0.618 −0.569 −0.455 −0.496
II −0.0779 −0.111 −0.238 −0.174 −0.151 −0.0899 −0.106
III −0.0461 −0.0543 −0.0981 −0.0777 −0.0692 −0.0518 −0.0521
ArHF I −0.579 −0.582 −0.756 −0.685 −0.638 −0.564 −0.581
II −0.0903 −0.108 −0.223 −0.166 −0.143 −0.0947 −0.103
III −0.0781 −0.0767 −0.121 −0.103 −0.092 −0.0782 −0.0754
(H2)2 I −0.5 −0.487 −0.646 −0.597 −0.562 −0.546 −0.535
II −0.0996 −0.0944 −0.143 −0.127 −0.117 −0.105 −0.0994
III −0.0539 −0.0512 −0.0763 −0.068 −0.063 −0.0548 −0.0539
(HF)2 I −3.91 −4.55 −6.09 −5.34 −4.97 −4.14 −4.61
II −2.49 −3.17 −4.84 −4.01 −3.65 −2.76 −3.23
III −2.38 −2.66 −3.43 −3.07 −2.87 −2.53 −2.66
IV −0.922 −1.25 −2.16 −1.71 −1.52 −1.03 −1.22
(H2O)2 I −25.1 −28.4 −34.8 −31.6 −29.8 −26.6 −29.2
II −4.11 −4.71 −6.25 −5.49 −5.08 −4.19 −4.74
III −0.844 −0.958 −1.32 −1.14 −1.05 −0.826 −0.958
IV −2.25 −2.8 −4.24 −3.52 −3.17 −2.36 −2.8
V −2.54 −2.82 −3.5 −3.17 −2.96 −2.74 −2.84
VI −1.24 −1.52 −2.35 −1.93 −1.73 −1.2 −1.46
Tabelle 6.7: KS-SAPT: Induktions-Austauschenergiebeitra¨ge E
(2)
exch−ind (in mHartree)
Dimer Geom. HF MP2 BLYP B3LYP PBE0 LB94 PBE0AC
He2 0.00088 0.00092 0.0029 0.0021 0.0019 0.00098 0.00087
Ne2 0.0154 0.0232 0.0691 0.0467 0.0394 0.0193 0.0221
Ar2 0.294 0.315 0.623 0.49 0.414 0.281 0.292
NeAr 0.102 0.116 0.236 0.182 0.155 0.103 0.109
NeHF I 0.141 0.163 0.385 0.293 0.254 0.17 0.192
II 0.0631 0.0898 0.23 0.163 0.139 0.0752 0.0926
III 0.0277 0.0326 0.0824 0.0609 0.0525 0.0321 0.0353
ArHF I 0.129 0.13 0.296 0.23 0.197 0.137 0.148
II 0.0552 0.066 0.19 0.132 0.11 0.0603 0.0702
III 0.034 0.0334 0.0844 0.0641 0.0538 0.0332 0.0369
(H2)2 I 0.218 0.212 0.334 0.295 0.271 0.252 0.243
II 0.0759 0.0719 0.121 0.105 0.096 0.0807 0.078
III 0.0248 0.0236 0.0454 0.0378 0.034 0.0277 0.0264
(HF)2 I 1.83 2.13 3.86 3.16 2.83 2.1 2.46
II 1.55 1.97 3.77 2.98 2.65 1.83 2.22
III 0.935 1.05 1.94 1.59 1.42 1.08 1.22
IV 0.731 0.988 1.99 1.52 1.34 0.836 1.03
(H2O)2 I 16.3 18.4 25.5 22.5 20.7 17.8 20.2
II 2.18 2.5 4.26 3.52 3.14 2.34 2.78
III 0.281 0.319 0.704 0.541 0.468 0.296 0.375
IV 1.64 2.04 3.63 2.9 2.57 1.75 2.19
V 0.885 0.979 1.66 1.38 1.23 1.08 1.11
VI 0.814 0.998 1.97 1.53 1.33 0.79 1.05
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ind,c der ungekoppelten und gekoppelten Induktions-




exch−ind,c der entsprechenden Austausch-
Induktionsenergien (unten), in Prozent
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Abbildung 6.10: Verha¨ltnis zwischen den ’exakten’ Induktionsenergien und den Induktionsener-
gien berechnet mit einem LDA-Kernel
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Abbildung 6.11: Mittlere (δ) und mittlere absolute (²) prozentuale Abweichungen der









































Abbildung 6.12: Summe der Wechselwirkungsenergien erster Ordnung und der Induktions- und









Elektronenkorrelationsmethoden M (im Verha¨ltnis zu den entsprechenden Hartree-Fock Werten
E(1+2,ind)(HF)). Die Werte fu¨r Geometrie I von ArHF sind mit einem Faktor von 10 dividiert
um in den Plot-Bereich zu passen (die Hartree-Fock Wechselwirkungsenergiebeitra¨ge heben sich
nahezu gegenseitig auf).
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meisten ungekoppelten Dipolpolarisierbarkeiten u¨berscha¨tzt werden, was in U¨bereinstimmung
mit den Resultaten von Gisbergen et al. [173] ist. Anscheinend la¨ßt sich also nicht einmal qua-
litativ eine Folgerung fu¨r das Verha¨ltnis zwischen den gekoppelten und ungekoppelten Indukti-
onsenergien bei mittelgroßen Monomerabsta¨nden aus den entsprechenden Verha¨ltnissen der Di-
polpolarisierbarkeiten, welche deren langreichweitiges Verhalten bestimmen, machen. Zweitens
sind die Ergebnisse des letzten Absatzes in gewisser Weise eine Rechtfertigung fu¨r die Vermu-
tung [336], daß der Unterschied zwischen den gekoppelten und ungekoppelten Induktionstermen
in einem kombinierten DFT-SAPT Ansatz weniger wichtig sind als in dem konventionellen, auf
Hartree-Fock Orbitalen basierenden Vielteilchen-SAPT. Die Berechnung der ungekoppelten In-
duktionsenergien ist im Vergleich weniger teuer, hauptsa¨chlich aufgrund der Tatsache, daß keine
CPKS Gleichungen gelo¨st werden mu¨ssen. Damit ko¨nnen wichtige Einsparungen in Anwendun-
gen erreicht werden, wo eine Genauigkeit von wenigen Prozent als hinreichend angesehen wird.
Allerdings sollte man mit dieser Na¨herung vorsichtig sein, da einige Fa¨lle gefunden wurden,
wo der Fehler 10% u¨bersteigt. Es sollte ferner auch angemerkt werden, daß in Fa¨llen wie dem
Beryllium-Atom die ungekoppelte Dipolpolarisierbarkeit um einen Faktor von mehr als etwa
zwei u¨berscha¨tzt wird, selbst wenn ein nahezu exaktes XC-Potential benutzt wird [173]. Dieses
muß zu drastischen Fehlern bei großen intermolekularen Absta¨nden fu¨hren.
In Abb.6.10 ist das Verha¨ltnis zwischen den KS-Induktionsenergien aus einem LDA-Kernel
und dem exakten XC-Kernel fu¨r alle 23 Systeme dargestellt. In nahezu allen Fa¨llen sind die
jeweiligen Unterschiede mit Abweichungen von -3 bis +5% recht gering, mit Ausnahme von
LB94, wo die Abweichung der E
(2)
ind(LDA Kernel) zwischen +5 und +14% liegen. Auffa¨llig ist
hierbei, daß die Differenzen zwischen E
(2)
ind(LDA Kernel) und E
(2)
ind(exakter Kernel) bei den bei-
den asymptotisch korrigierten XC-Potentialen jeweils gro¨ßer sind als bei BLYP, B3LYP und
PBE0. Allerdings werden mit LB94 in allen Fa¨llen die ’exakten’ Induktionsenergien jeweils um
mindestens 5% u¨berscha¨tzt, wa¨hrend bei PBE0AC in der Gruppe der stark wechselwirkenden
Systeme die Unterschiede zwischen beiden Ansa¨tzen meist verschwindend gering sind. Dieses
ist sicherlich eine Folge der absoluten Gro¨ßen der Induktionsenergien (s. Tabelle 6.6), denn es
fa¨llt auf, daß bei den Edelgasdimeren und jeweils den Geometrien II und III der Dimere NeHF,
ArHF und (H2)2, alles Systeme mit sehr kleinen absoluten Induktionsbeitra¨gen, die Abweichun-
gen der E
(2)
ind(LDA Kernel) im Vergleich immer etwas gro¨ßer sind. Klammert man LB94 einmal
aus, so zeigt sich insgesamt, daß die Benutzung eines lokalen XC-Kernels nur kleinere Feh-
ler mit sich bringt, was insbesondere fu¨r Rechnungen mit gro¨ßeren Systemen von Wichtigkeit
ist, da hier die Berechnung der XC-Kopplungsmatrix zu einem rechenkritischen Faktor werden
kann. Der hier angestellte Vergleich zwischen E
(2)
ind aus einem LDA Kernel und einem exakten
Kernel ist auch in U¨bereinstimmung mit den Resultaten von Gisbergen et al., welche Polarisier-
barkeiten mit nahezu exakten XC-Potentialen und einem LDA Kernel berechnet haben, und
dabei jeweils eine gute U¨bereinstimmung mit korrelierten ab-initio und experimentellen Daten
gefunden haben [173].
Abb. 6.11 faßt die Abweichungen der mit den verschiedenen XC-Potentialen berechne-
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exch−ind(MP2) zusammen. Die Abweichungen sind in der Form von mittleren prozentualen
Abweichungen δ und mittleren absoluten prozentualen Abweichungen ², gemittelt u¨ber die
23 Systeme, sowohl fu¨r den gekoppelten als auch den ungekoppelten Ansatz angegeben. Die
Austausch-Induktionsenergien zeigen hauptsa¨chlich die gleichen Trends bezu¨glich der Variati-
on des XC-Potentials wie die Induktionsenergien, in U¨bereinstimmung mit den Resultaten fu¨r
die Beitra¨ge erster Ordnung (s. Abschnitt 6.2). Wa¨hrend die Hartree-Fock Resultate im Schnitt
die Betra¨ge der korrelierten Beitra¨ge unterscha¨tzt, kann man bei den meisten XC-Potentialen
eine U¨berscha¨tzung beobachten. Systematische Verbesserungen gegenu¨ber den Hartree-Fock
Induktionstermen erha¨lt man mit LB94 und PBE0AC, wa¨hrend BLYP, B3LYP und PBE0 bei
der Bestimmung der korrelierten Induktionsterme vollsta¨ndig versagen. Das LB94 XC-Potential
untertreibt im Durchschnitt die korrelierten Induktionsterme, wenn es in Verbindung mit dem
CPKS Ansatz benutzt wird. In der ungekoppelten Na¨herung wird dieses durch die relative
fu¨r LB94 gefundene U¨bertreibung der Induktionsterme u¨berkompensiert. Mit PBE0AC wei-
chen sowohl die gekoppelten als auch ungekoppelten Induktionsenergien im Schnitt um weniger
als 4% von E
(2)
ind(MP2) ab, und auch die maximalen Abweichungen liegen bei nur etwa 10%.
Auf den ersten Blick scheint PBE0AC im Falle der Austauschindunktionsenergien weniger gut
abzuschneiden, welche im Schnitt um 7% mit dem ungekoppelten und 10% mit dem gekop-
pelten Ansatz von E
(2)
exch−ind(MP2) abweichen. Allerdings sollte nicht u¨bersehen werden, daß
die Vielteichen-SAPT Werte E
(2)
exch−ind(MP2) auf einer Abscha¨tzung der ’wahren’ Korrelations-
korrektur basieren (s.o.), was diesen Vergleich etwas fragwu¨rdig macht. Ferner besteht keine
Garantie, daß die MP2 Na¨herung fu¨r die Induktionsenergien nahe genug bei den exakten kor-
relierten Werten liegen. Es mag sehr gut mo¨glich sein, daß sowohl die Induktions- als auch
die Austausch-Induktionsenergien aus PBE0AC genauer sind als die hier als Benchmarkwerte
benutzten E
(2)
ind(MP2) und die abgescha¨tzten E
(2)
exch−ind(MP2).
Schließlich ist es interessant, die Genauigkeit der Summe aus den Coulomb- und Austausch-
beitra¨gen erster Ordnung sowie den gekoppelten Induktions- und Austausch-Induktionsbeitra¨gen
in zweiter Ordnung fu¨r das KS-SAPT Verfahren mit dem PBE0ACModellpotential abzuscha¨tzen.
Abb.6.12 vergleicht die in dieser Summe enthaltenen prozentualen Korrelationseffekte mit ent-
sprechendenWerten bei zwei unterschiedlichen Niveaus fu¨r das Vielteilchen-SAPT. Diese beiden





wie hier beschrieben. Sie unterscheiden sich in der Behandlung der Beitra¨ge in erster Ordnung:
in einem Fall wird die Kombination MP2resp/MP2 fu¨r die Coulomb- bzw. Austauschenergien
benutzt, und in dem anderen Fall die Kombination MP3resp/CCSD (s. Abschnitt 6.2). Augen-
scheinlich funktioniert der KS-SAPT Ansatz sehr gut, wenn KS Orbitale und CPKS Koeffizien-
ten aus Rechnungen mit dem PBE0AC XC-Potential benutzt werden: die Resultate sind immer
zwischen oder liegen sehr dicht bei den zwei verschiedenen Vielteilchen-SAPT Resultaten.
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Fazit
In diesem Abschnitt konnte demonstriert werden, daß der kombinierte KS-SAPT Ansatz in der
Lage ist, mit einer guten Genauigkeit Induktions- und Austausch-Induktionsenergien zweiter
Ordnung vorherzusagen, vorausgesetzt man benutzt ein ausgewogenes, asymptotisch korrigier-
tes XC-Potential. Mit PBE0AC liegen die mittleren Fehler der Induktionsenergie bei nur we-
nigen Prozent, wenn man die Korrelationskorrekturen zweiter Ordnung im Vielteilchen-SAPT
zum Vergleich heranzieht. Die Fehler bei den Austausch-Induktionsenergien liegen bei etwa
10%, unter der Annahme, daß die herko¨mmliche Abscha¨tzung der Korrelationskorrektur zwei-
ter Ordnung in diesem Fall zula¨ssig ist. Wenngleich die Induktionsenergien nur im Rahmen
der CPKS Methode potentiell exakt sind, konnte in der Praxis gefunden werden, daß die un-
gekoppelte Sum over States Na¨herung recht gute Resultate liefert, wenn man XC-Potentiale
mit einer guten Qualita¨t benutzt. Im folgenden Abschnitt wird gezeigt werden, daß dies fu¨r die
Dispersionsbeitra¨ge nicht mehr zutrifft.
6.4 Dispersions- uns Austauschdispersionsbeitra¨ge mit
dem Kohn-Sham-SAPT Verfahren
Die Schwa¨che der derzeitigen Dichtefunktionale (im Standard Kohn-Sham Ansatz) bei der Be-
schreibung von schwachen intermolekularen Wechselwirkungen [190] kann zuru¨ckgefu¨hrt werden
auf die langreichweitige intermolekulare Korrelation, d.h. die Dispersionsenergiebeitra¨ge (siehe
Abschnitt 4.1). Trotz der potentiellen Mo¨glichkeit der vollsta¨ndigen Erfassung dieser wichtigen
Beitra¨ge in einem exakten Kohn-Sham Verfahren ist es bis heute nicht gelungen, dieses Problem
in einem gena¨herten KS-Ansatz zufriedenstellend zu lo¨sen (siehe Abschnitt 4.1).
Das KS-SAPT Verfahren (siehe Abschnitt 4.3) liefert einen vollkommen anderen Ansatz
fu¨r dieses Problem, da hier die Berechnung der einzelnen Wechselwirkungsenergiebeitra¨ge auf
einer DFT-Beschreibung der Monomere basiert. Zur Berechnung der Dispersionsenergie werden
hierbei die zeitabha¨ngigen Responsefunktionen beno¨tigt, welche mit Hilfe der TDDFT Methode
(siehe Abschnitt 3.2) erhalten werden ko¨nnen. Im Prinzip la¨ßt sich auf diesem Weg die (nicht-
entwickelte) Dispersionsenergie exakt berechnen, d.h. unter der Voraussetzung, daß das exakte
XC-Potential zur Berechnung der ungesto¨rten Moleku¨lorbitale und der exakte XC-Kernel zur
Lo¨sung der Responsegleichungen 3.15 (mit 3.30 und 3.31) benutzt werden. Als Sto¨rung wird
hierbei das effektive Potential des jeweils anderen Partnermonomers benutzt. Die Lo¨sungsvek-
toren U der TDKS Gleichungen werden schließlich benutzt, um die Dispersionsenergie gema¨ß
Gl.4.37 zu berechnen. Ein anderes Hybrid-DFT-SAPT Verfahren [335] verwendet dagegen einen
ungekoppelten Sum over States Ansatz fu¨r die Berechnung der Dispersionsenergie, welcher im
Gegensatz zu dem hier vorgeschlagenen Schema nicht potentiell exakt ist. Allerdings haben die
Ergebnisse des letzten Abschnitts gezeigt, daß die Vernachla¨ssigung der Response-Effekte eine
im Vergleich zu anderen Fehlern ertra¨gliche Na¨herung bei der Berechnung von Induktions- und
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Induktions-Austauschenergien ist, und es wird die Frage zu kla¨ren sein, ob dieses auch fu¨r die
Berechnung der Dispersionsenergie zutrifft.
Da der exakte frequenzabha¨ngige XC-Kernel nicht bekannt ist, wird hier fu¨r die Berechnung
der Responsefunktionen der ALDA (Adiabatic Local Density Approximation) -Kernel benuzt
(siehe Abschnitt 4.3). Im Falle der Hybrid-Funktionale wird dabei ein entsprechender Anteil des
nichtlokalen Austauschkernels beigemischt. Die ALDA-Na¨herung, welche sorgfa¨ltig untersucht
wurde und sich als recht zufriedenstellend herausgestellt hat [173], wurde zuvor in TDDFT
Rechnungen benutzt, um Dispersionskoeffizienten zu berechnen [267, 268] (siehe auch Abschnitt
6.1).
Die Austausch-Dispersionsenergien werden hier dagegen innerhalb des in Abschnitt 4.3 um-
rissenen KS-SAPT Verfahren wie im Standard-SAPT Verfahren nur in einer ungekoppelten
Variante (und mit der S2-Na¨herung) beschrieben. Dieser Ansatz ist dadurch zu rechtfertigen,
daß diese Beitra¨ge im Vergleich zu anderen intermolekularen Wechselwirkungsbeitra¨gen bei
mittleren und großen intermolekularen Absta¨nden recht klein sind, und damit zu erwarten ist,
daß diese Na¨herung im Vergleich zu anderen wenig Einfluß auf die Gesamtwechselwirkungsener-
gie hat. Wa¨hrend allerdings im Standard-SAPT Verfahren die Austausch-Dispersionsenergien
nur mit Hartree-Fock berechnet werden, d.h. ohne die Beru¨cksichtigung von intramolekula-
ren Korrelationseffekten, ist mit dem KS-SAPT Verfahren zu erwarten, daß diese Effekte in
Abha¨ngigkeit von dem gena¨herten XC-Potential mehr oder weniger gut beschrieben werden
ko¨nnen (siehe auch Abschnitt 5.2).
Die nichtentwickelten TDDFT-Dispersions- und Austausch-Dispersionsenergien sind analog
wie in den Abschnitten 6.1 und 6.2 fu¨r die Dimere He2, Ne2, Ar2, NeAr, NeHF, ArHF, (H2)2,
(HF)2, und (H2O)2 in den jeweils gleichen Geometrien und (Dimer-)Basissa¨tzen berechnet wor-
den.
Fu¨r die DFT-Rechnungen sind wiederum die XC-Potentiale BLYP, B3LYP, PBE0, LB94
und PBE0AC genommen worden. Die TDHF und TDDFT Rechnungen sind mit einem eigenen
Programm durchgefu¨hrt worden, welches mit den SCF- bzw. DFT-Modulen von Molpro [308]
interagiert.












disp(2), welche mit dem Vielteilchen-SAPT
Programmpacket berechnet wurden [248]. Hierbei ist E
(2)
disp,u(HF) die ungekoppelte, mit Hartree-
Fock Orbitalen berechnete Dispersionsenergie und ²
(2)
disp(2) ist die intramolekulare Møller-Plesset
Korrelationskorrekur zur Dispersionsenergie in zweiter Ordnung. Dieser Term beschreibt ne-
ben ’wahren’ intramolekularen Korrelationseffekten auch Teile der Orbitalrelaxationsbeitra¨ge.
Der Ausdruck E
(2)
disp(MP2) sollte nicht mit den Dispersionsenergiebeitra¨gen verwechselt wer-
den, welche in supermolekularenMP2 Wechselwirkungsenergien vorkommen, sondern er entha¨lt
vielmehr ebenfalls Terme, die erst in supermolekularen Vielteilchen-Sto¨rungstheorierechnungen
vierter Ordnung auftauchen [243]. Es sei an dieser Stelle erwa¨hnt, daß ebenfalls eine Coupled-
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Cluster Doubles (CCD) Methode zur Berechnung der Dispersionsenergie existiert, erga¨nzt durch
nicht-iterative Einfach- und Dreifach-Anregungsterme [256]. Fu¨r den großen Bereich von den in
[256] behandelten Dimersystemen stimmen alle Resultate dieser ho¨herstufigen Methode um 2%
und besser mit den E
(2)
disp(MP2) Werten u¨berein, was die Benutzung letzterer als Referenzwerte
in dieser Arbeit rechtfertigt.
Die ungekoppelten Austausch-Dispersionsenergien E
(2)
exch−disp,u(M) fu¨r die verschiedenen XC-





exch−disp verglichen, da zur Zeit noch keine sto¨rungstheoretischen Korrelationskorrekturen fu¨r
E
(2)
exch−disp im SAPT Programm existieren.
Resultate und Diskussion
Um den Vergleich der Gu¨te der verschiedenen Methoden zur Berechnung von nichtentwickel-
ten Dispersionsenergien hervorzuheben, werden die Resultate hier hauptsa¨chlich mit Hilfe von
graphischen Auftragungen diskutiert. Die numerischen Ergebnisse fu¨r die Dispersions- und
Austausch-Dispersionsenergien sind in den Tabellen 6.8 und 6.9 gezeigt. Dabei entsprechen die
HF-Werte in Tabelle 6.8 den gekoppelten TDHF-Dispersionsenergien, wa¨hrend die MP2 Werte
die Summe aus der ungekoppelten HF-Dispersionsenergie und der intramolekularen Korrelati-





exch−disp in einem Bereich von mehreren Zehnerpotenzen fu¨r die 23 Testsyste-
me bewegen. Ferner ist zu sehen, daß in allen Fa¨llen die Betra¨ge von E
(2)
exch−disp signifikant
kleiner sind als die jeweiligen Betra¨ge von E
(2)





Austausch-Induktionsenergie meist 50% und mehr von der Induktionsenergie wieder heraushebt
(siehe Tabelle 6.6 und 6.7).
Entsprechend dem analogen Vergleich zwischen gekoppelten und ungekoppelten E
(2)
(exch−)ind
ist es zuna¨chst einmal interessant zu untersuchen, in wiefern die ungekoppelten Dispersions-





disp,c fu¨r HF, BLYP und PBE0AC als eine Funktion des Systems aufgetra-
gen (hierbei entspricht ein System einer bestimmten geometrischen Anordnung eines Dimers).
Das Diagramm zeigt, daß die meisten der ungekoppelten HF-Werte in einem Bereich von 5%
von den gekoppelten TDHF Resultaten abweichen, augenscheinlich mit einer Tendenz, den Be-
trag der gekoppelten Werte zu unterscha¨tzen. In einigen Fa¨llen ist jedoch eine Abweichung von
15-20% zu beobachten. Dies ist noch schlechter fu¨r das BLYP Funktional: hier u¨berscha¨tzt die
ungekoppelte Na¨herung den Betrag der gekoppelten TDDFT Dispersionsenergien um 10-60%,
und typischerweise um mehr als 30%. Das gleiche findet man im wesentlichen auch fu¨r das
asymptotisch korrigierte LB94 XC-Potential (hier nicht gezeigt), bei welchem die Verha¨ltnis-
se ungekoppelt/gekoppelt praktisch dieselben sind wie bei BLYP (innerhalb von etwa 2%).
Mit PBE0AC werden die gekoppelten Werte ebenfalls konsistent von den ungekoppelten Wer-
ten u¨berscha¨tzt, typischerweise um mehr als 20%. Die entsprechenden Verha¨ltnisse fu¨r PBE0
(nicht gezeigt) stimmen innerhalb von etwa 1% mit denen von PBE0AC u¨berein, und diejenigen
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fu¨r B3LYP (ebenfalls nicht gezeigt) sind einheitlich um 2-3% gro¨ßer.
Um diese Ergebnisse zu verstehen, sollte hier angemerkt werden, daß in der Praxis alle
gekoppelten Rechnungen XC-Kernels verwenden, welche als eine Linearkombination zwischen
einem HF und einem ALDA Kernel angesehen werden ko¨nnen. Dabei repra¨sentieren die TDHF
Resultate ein Extrem, mit 100% exaktem nichtlokalen X-Kernel, die BLYP und LB94 Resul-
tate das andere, mit 100% ALDA-Kernel. Trotz den wichtigen Unterschieden bezu¨glich des
XC-Potentials ist das Verha¨ltnis von ungekoppelt/gekoppelt praktisch identisch fu¨r das BLYP
und das LB94 XC-Potential, was ein starkes Indiz dafu¨r ist, daß dieses Verha¨ltnis kaum vom
XC-Potential sondern nahezu ausschließlich vom XC-Kernel abha¨ngt. Ferner sind die Verha¨lt-
nisse zwischen den ungekoppelten und gekoppelten HF Dispersionsenergien ungefa¨hr parallel
zu denjenigen, welche mit einem reinen ALDA-Kernel erhalten wurden, jeweils mit einer Ver-
schiebung um 30-50% nach unten. Die Resultate fu¨r die ungekoppelt/gekoppelt Verha¨ltnisse bei
den Hybridfunktionalen PBE0 und PBE0AC liegen dazwischen und sind na¨her an den BLYP
und LB94 Resultaten, was die Tatsache wiederspiegelt, daß deren XC-Kernels eine Linearkom-
bination aus einem HF und einem ALDA Kernel sind, mit einem Beitrag von 75% ALDA. Wie
fu¨r einen Kernel mit einem Beitrag von 80% ALDA zu erwarten war, sind die Verha¨ltnisse fu¨r
B3LYP noch etwas na¨her an den Werten mit 100% ALDA, was wiederum zeigt, daß das Veha¨lt-
nis ungekoppelt/gekoppelt nicht von der Wahl des XC-Potentials, sondern eher vom XC-Kernel
dominiert wird. Der ALDA XC-Kernel entha¨lt einen expliziten Elektronenkorrelationsbeitrag,
wa¨hrend im nichtlokalen X-Kernel die Korrelationseffekte nur durch die eingesetzten Orbitale
beschrieben werden und somit nur teilweise beru¨cksichtigt werden. Man mag nun fragen, ob es
nicht sinnvoller ist, einen reinen ALDA XC-Kernel auch fu¨r die Hybridfunktionale zu benutzen.
Der nichtlokale X-Kernel hat auf der anderen Seite den Vorteil, daß er asymptotisch korrekt
und automatisch frequenzunabha¨ngig ist. Die Benutzung eines Hybrid-XC-Kernels entspricht
zudem formal eher dem Gedanken eines KS Schemas mit Hybrid XC-Potentialen. Im vorliegen-
den Fall ist deswegen ein Hybrid ALDA-XC-Kernel gewa¨hlt worden, wenngleich es in Zukunft
erstrebenswert wa¨re, ebenfalls den reinen ALDA Ansatz sowie die echten adiabatischen Na¨he-
rungen zu untersuchen, in denen die exakten Funktionalableitungen der jeweils betrachteten
XC-Potentiale benutzt werden [179, 177].
Die bis hierhin diskutierten Verha¨ltnisse zwischen den ungekoppelten und gekoppelten Di-
spersionsenergien sagen noch nichts aus u¨ber die Kapazita¨t der verschiedenen Methoden, die
korrelierten SAPT Werte zweiter Ordnung E
(2)
disp(MP2) zu reproduzieren. Abbildung 6.14 zeigt
die Abweichungen der TDHF und TDDFT Dispersionsenergien von E
(2)
disp(MP2) in Form von
mittleren prozentualen Abweichungen δ und mittleren absoluten prozentualen Abweichungen ²,
gemittelt u¨ber alle 23 Systeme, jeweils sowohl fu¨r die ungekoppelte Na¨herung als auch fu¨r den
gekoppelten Ansatz. Mit Ausnahme von BLYP sind die meisten der gekoppelten TDDFT Resul-
tate na¨her an E
(2)
disp(MP2) als die TDHF Dispersionsenergien, wa¨hrend alle der ungekoppelten
DFT Methoden sogar schlechter abschneiden als ungekoppeltes HF. Basierend auf HOMO-
LUMO Energieabstands-Betrachtungen ist spekuliert worden [335], daß die Benutzung eines
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Tabelle 6.8: KS-SAPT: Dispersionsenergiebeitra¨ge E
(2)
disp (in mHartree)
Dimer Geom. HF MP2 BLYP B3LYP PBE0 LB94 PBE0AC
He2 −0.0692 −0.0707 −0.0924 −0.0861 −0.0831 −0.0745 −0.0755
Ne2 −0.173 −0.201 −0.251 −0.227 −0.216 −0.193 −0.205
Ar2 −0.981 −1.04 −1.18 −1.12 −1.06 −1.06 −1.03
NeAr −0.403 −0.448 −0.537 −0.495 −0.469 −0.443 −0.449
NeHF I −0.545 −0.648 −0.786 −0.712 −0.674 −0.625 −0.645
II −0.284 −0.336 −0.407 −0.369 −0.35 −0.319 −0.332
III −0.265 −0.306 −0.353 −0.327 −0.312 −0.294 −0.299
ArHF I −0.708 −0.81 −0.927 −0.858 −0.811 −0.795 −0.788
II −0.398 −0.454 −0.528 −0.486 −0.46 −0.442 −0.442
III −0.377 −0.422 −0.467 −0.439 −0.418 −0.414 −0.406
(H2)2 I −1.79 −1.81 −2.07 −1.99 −1.93 −2.11 −1.89
II −1.09 −1.07 −1.21 −1.18 −1.14 −1.21 −1.11
III −0.623 −0.619 −0.724 −0.695 −0.67 −0.716 −0.651
(HF)2 I −2.67 −3.15 −3.56 −3.3 −3.15 −2.99 −3.08
II −2.34 −2.8 −3.24 −2.97 −2.83 −2.63 −2.74
III −2.01 −2.36 −2.62 −2.45 −2.34 −2.27 −2.29
IV −1.42 −1.71 −2.0 −1.83 −1.73 −1.59 −1.67
(H2O)2 I −11.8 −13.1 −13.8 −13.2 −12.8 −12.8 −12.7
II −3.8 −4.31 −4.77 −4.48 −4.28 −4.19 −4.21
III −1.31 −1.51 −1.74 −1.61 −1.52 −1.46 −1.48
IV −3.09 −3.6 −4.07 −3.77 −3.59 −3.42 −3.51
V −2.36 −2.67 −3.01 −2.8 −2.67 −2.72 −2.63
VI −1.91 −2.22 −2.54 −2.35 −2.23 −2.06 −2.16
Tabelle 6.9: KS-SAPT: Dispersions-Austauschenergiebeitra¨ge E
(2)
exch−disp (in mHartree)
Dimer Geom. HF BLYP B3LYP PBE0 LB94 PBE0AC
He2 0.0016 0.0042 0.0033 0.0030 0.0023 0.0021
Ne2 0.0050 0.0187 0.0133 0.0115 0.0082 0.0086
Ar2 0.0732 0.161 0.128 0.112 0.112 0.0983
NeAr 0.0222 0.0571 0.0438 0.0382 0.0333 0.0319
NeHF I 0.0325 0.0921 0.0702 0.062 0.0545 0.0538
II 0.0143 0.0489 0.0355 0.031 0.0237 0.0246
III 0.0093 0.028 0.0209 0.0183 0.0151 0.0147
ArHF I 0.0365 0.0918 0.0712 0.0622 0.0593 0.055
II 0.019 0.0564 0.0415 0.0358 0.0309 0.0295
III 0.0144 0.0357 0.0277 0.0239 0.0227 0.0204
(H2)2 I 0.174 0.284 0.251 0.235 0.277 0.226
II 0.112 0.184 0.161 0.15 0.17 0.142
III 0.0472 0.0852 0.0726 0.067 0.0772 0.0626
(HF)2 I 0.381 0.859 0.694 0.63 0.601 0.587
II 0.338 0.831 0.657 0.594 0.541 0.544
III 0.225 0.5 0.406 0.367 0.366 0.343
IV 0.193 0.507 0.394 0.353 0.31 0.316
(H2O)2 I 2.9 5.37 4.54 4.2 4.47 4.1
II 0.644 1.36 1.11 1.01 1.03 0.956
III 0.128 0.319 0.249 0.22 0.211 0.202
IV 0.524 1.21 0.969 0.874 0.838 0.818
V 0.206 0.45 0.363 0.325 0.335 0.307
VI 0.318 0.762 0.601 0.538 0.485 0.493
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Abbildung 6.14: Mittlere (δ) und mittlere absolute (²) prozentuale Abweichungen der unge-
koppelten (u) und gekoppelten (c) Dispersionsenergiebeitra¨ge zweiter Ordnung von den MP2
Resultaten
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Abbildung 6.15: Dispersionsenergiebetra¨ge E
(2)
disp fu¨r verschiedene Elektronenkorrelationsmetho-
den M (im Verha¨ltnis zu den entsprechenden Hartree-Fock Werten E
(2)
disp(HF))
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asymptotisch korrigierten XC-Potentials im ungekoppelten Sum over States Ansatz mo¨glicher-
weise die Genauigkeit der Dispersionsenergien erho¨ht. Die hier vorliegenden Resultate zeigen
deutlich, daß das asymptotische Verhalten des XC-Potentials nicht die hauptsa¨chliche Fehler-
quelle im ungekoppelten Ansatz ist: der mittlere absolute prozentuale Fehler fu¨r das PBE0
XC-Potential ist nur um 3% gro¨ßer als der Fehler von 23% fu¨r das entsprechend asymptotisch
korrigierte PBE0AC. Der Grund fu¨r das Scheitern des ungekoppelten Ansatzes ist eher die
vollsta¨ndige Vernachla¨ssigung des Coulomb- und XC-Kernels. In U¨bereinstimmung mit den
Ergebnissen von Gisbergen et al. [173] fu¨r Multipol-Polarisierbarkeiten verbessert sich die Gu¨te
der nicht-multipolentwickelten Dispersionsenergien dramatisch, wenn die Coulomb- und XC-
Abschirmung beru¨cksichtigt werden, d.h., wenn der gekoppelte Ansatz angewendet wird: im
Falle von BLYP und LB94 fu¨hrt die Benutzung von Coulombkopplung plus ALDA-Kernel zu
einer Reduktion der prozentualen Abweichung um 43% bzw. 32% und im Falle von B3LYP,
PBE0 und PBE0AC um 28-22%. Die verbleibenden mittleren absoluten prozentualen Abweich-
nungen von E
(2)
disp(MP2), welche mit PBE0 und PBE0AC im gekoppelten Ansatz erhalten wer-
den, sind 3.2% bzw. 2.6%, was als eine hervorragende U¨bereinstimmung angesehen werden
kann - und dies trotz der Tatsache, daß das PBE0 XC-Potential ein −1/4r Verhalten statt
des korrekten −1/r Verhaltens des LB94 oder PBE0AC XC-Potentials aufweist. Allerdings
zeigt Tabelle 6.8 sowie die Abbildung 6.15, in welcher die Verha¨ltnisse der Dispersionsenergi-
en von MP2 sowie den TDDFT-Dispersionsenergien aus PBE0, LB94 und PBE0AC zu den
TDHF-Dispersionsenergien als Funktion des Systems aufgetragen sind, daß es abha¨ngig von
dem betrachteten Dimer immer noch notwendig ist, ein asymptotisch korrigiertes XC-Potential
zu benutzen: das PBE0-Potential hat einige Defizite bei den Edelgasdimeren mit ihren lan-
gen intermolekularen Absta¨nden. Die maximale Abweichung von E
(2)
disp(MP2) in dieser Gruppe
liegt mit 18% bei He2 vor. Die asymptotische Korrektur in PBE0AC reduziert diese maximale
Abweichung bei He2 auf 7%.
Die ungekoppelten Austausch-Dispersionsenergien fu¨r HF und die verschiedenen XC-Poten-
tiale sind in Tabelle 6.9 angegeben. Die Tatsache, daß die einzelnen XC-Potentiale in allen Fa¨llen
gro¨ßere Austausch-Dispersionsenergien ergeben als ungekoppeltes Hartree-Fock, ist entspre-
chend den oberen Ausfu¨hrungen auf die kleineren Orbitalenergiedifferenzen (etwa den HOMO-
LUMO-Energieabsta¨nden) zuru¨ckzufu¨hren. Dabei ist deutlich zu erkennen, daß das asymptoti-
sche Verhalten des XC-Potentials einen wesentlichen Einfluß auf die Betra¨ge von E
(2)
exch−disp,u(M)
hat: BLYP u¨bertreibt die HF-Werte um bis zu 374%, wa¨hrend man mit B3LYP und PBE0
maximale Abweichungen zwischen 30-260% findet. Im Falle der asymptotisch korrigierten XC-
Potentiale LB94 und PBE0AC findet man schließlich positive Abweichungen von E
(20)
exch−disp
von etwa 30-70%. Die Tatsache, daß im Falle der Dispersionsenergien fu¨r die verschiedenen
XC-Potentiale die gekoppelten Werte vom Betrag her jeweils etwas kleiner sind als die unge-
koppelten, ließe vermuten, daß dies fu¨r die Austausch-Dispersionsenergien ebenfalls der Fall
ist.
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Fazit
Da die TDDFT Methode prinzipiell einen Weg liefert, die lineare Antwort auf ein wechsel-
wirkendes Vielteilchensystem exakt zu berechnen, bereitet sie somit auch einen Weg, um die
exakte nichtentwickelte Dispersionsenergie fu¨r schwach wechselwirkende Systeme zu berechnen
(die somit frei von den Nachteilen des multipolexpandierten Ansatzes fu¨r kleinere Absta¨nde ist).
In diesem Abschnitt konnte demonstriert werden, daß auch in der Praxis nichtentwickelte Di-
spersionsenergien recht genau mit der TDDFT Methode in der (Hybrid-) ALDA Na¨herung be-
rechnet werden ko¨nnen, vorausgesetzt, daß akkurate (Hybrid-) XC-Potentiale zur Bestimmung
der KS-Orbitale benutzt werden. Mit dem PBE0AC XC-Potential konnte eine Abweichung von
weniger als 3% von den entsprechenden Vielteichen-SAPT Werten mit einer intramolekularen
Korrelationskorrektur in zweiter Ordnung gefunden werden. Auf der anderen Seite versagt die
ungekoppelte Sum over States Na¨herung bei der Bestimmung von intramolekularen Korrela-
tionseffekten fu¨r die Dispersionsenergie vo¨llig: die kleinste mittlere absolute Abweichung von
23%, welche fu¨r ungekoppeltes PBE0AC gefunden wurde, ist immer noch gro¨ßer als der ent-
sprechende Wert von 15% bei ungekoppeltem HF - trotz der asymptotischen Korrektur des
PBE0AC XC-Potentials.
Die Austausch-Dispersionsenergien werden dagegen in der hier vorliegenden Arbeit nur in
einer ungekoppelten Na¨herung beschrieben. Trotz deren relativ geringer Beitra¨ge zu den Ge-
samtwechselwirkungsenergien ist es angesichts der dramatischen Effekte bezu¨glich der Beru¨ck-
sichtigung von Response-Effekten bei der Dispersionsenergie sicherlich eine wichtige zuku¨nftige
Aufgabe, die Austausch-Dispersionsenergien ebenfalls in einem gekoppelten TDDFT Ansatz zu





Beitrag nicht potentiell exakt ist, d.h. E
(2)
exch−disp kann innerhalb des KS-SAPT Verfahrens auch
bei Ausschluß aller anderen Fehler, wie Fehler im XC-Potential/Kernel oder auch der S2-Na¨he-
rung, nicht exakt berechnet werden. Die folgenden Abschnitte werden unter anderem zeigen,
ob das vorla¨ufige Niveau der Austausch-Dispersionsenergien und andere Na¨herungen in KS-
SAPT es erlauben, akkurate Gesamtwechselwirkungsenergien mit dem KS-SAPT-Verfahren zu
berechnen.
6.5 Gesamtwechselwirkungsenergien mit dem Kohn-Sham-
SAPT Verfahren
In den vorangegangenen Abschnitten 6.2-6.4 konnte gezeigt werden, daß die wichtigsten inter-
molekularen Wechselwirkungsbeitra¨ge in erster und zweiter Ordnung, namentlich Coulomb-,
Induktions und Dispersionsenergien nebst den entsprechenden Austauschbeitra¨gen mit einer
guten Genauigkeit mit Hilfe des KS-SAPT Verfahrens wiedergegeben werden ko¨nnen, voraus-
gesetzt man benutzt akkurate, asymptotisch korrigierte XC-Potentiale, wie z.B. das PBE0AC
Modellpotential. Da nun das konventionelle Vielteilchen-SAPT Verfahren bereits in mehreren
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Fa¨llen bewiesen hat, daß es in der Lage ist, mit hoher Genauigkeit hoch korrelierte supermoleku-
lare Resultate zu reproduzieren, steht nun die Frage im Raum, ob dieses auch fu¨r die KS-SAPT
Methode mit gena¨herten XC-Potentialen der Fall ist. Eine Abscha¨tzung der KS-SAPT Methode
mit nahezu exakten ab-initio XC-Potentialen erfolgt an spa¨terer Stelle.
Zum Vergleich der Gesamtwechselwirkungsenergien werden wieder die 23 Testsysteme aus
den Abschnitten 6.2-6.4 in den gleichen jeweiligen (Dimer-)Basissa¨tzen betrachtet. Die Wech-
selwirkungsenergien fu¨r KS-SAPT werden hierbei aus der Summe der Einzelbeitra¨ge aus den
Tabellen 6.4-6.9 sowie dem δ(HF) Term gebildet. Letzterer wird auch im Standard-SAPT Ver-
fahren zur Abscha¨tzung aller Induktions- und Austausch-Induktionsbeitra¨ge ho¨herer Ordnung
auf unkorreliertem Niveau benutzt (siehe Abschnitt 4.2.4). Damit wird die Gesamtwechselwir-














exch−disp,S2(KS) + δ(HF) (6.7)
Hierbei geben die Indizes ∞ bzw. S2 bei den Austauschbeitra¨gen an, inwieweit die jeweiligen
Terme in der U¨berlappungsmatrix entwickelt sind, und die Angaben [LDA] bzw. ALDA fu¨r die
gekoppelten Beitra¨ge in zweiter Ordnung bedeuten, daß diese mit einem (adiabatischen) lokalen
XC-Kernel berechnet werden (die eckigen Klammern bei [LDA] deuten an, daß hier die Wahl





aus Abschnitt 6.3 genommen worden).
Die Ergebnisse fu¨r die KS-SAPT Gesamtwechselwirkungsenergien sowohl mit dem PBE0
als auch dem PBE0AC XC-Potential sind in Tabelle 6.11 zusammengefaßt. Zum Vergleich
sind in Tabelle 6.10 fu¨r die gleichen Systeme und Basissa¨tze die Wechselwirkungsenergien fu¨r
Hartree-Fock, MP2, CCSD und CCSD(T), alle mit der Counterpoise-Korrektur auf den BSSE
hin korrigiert, sowie (Standard-)MB-SAPT angegeben. Schließlich entha¨lt Tabelle 6.2 auch noch
ebenfalls counterpoise-korrigierte supermolekulare BLYP, B3LYP und PBE0 Resultate.
Ein Vergleich der Hartree-Fock Energien in Tabelle 6.10 mit den korrelierten Energien von
MP2, CCSD und CCSD(T) zeigt, daß Eint(HF) in allen Fa¨llen zu repulsiv ist, was vor allem auf
die fehlenden Dispersionsbeitra¨ge bei Hartree-Fock zuru¨ckzufu¨hren ist. Bei den Edelgasdimeren
wirkt sich dieses besonders dramatisch aus, da hier das Fehlen der wichtigen intermolekularen
Korrelationsbeitra¨ge dazu fu¨hrt, daß Eint(HF) u¨berhaupt keine attraktive Wechselwirkung be-
schreibt. Die attraktivsten Wechselwirkungsenergien unter den vier Methoden liefert in den mei-
sten Fa¨llen CCSD(T). Mit MP2 und CCSD erha¨lt man fu¨r die Edelgas- und die Eg-HF Dimere
ha¨ufig eine Untertreibung der CCSD(T) Referenzwerte von etwa 10-30%, wa¨hrend bei den stark
wechselwirkenden H-Bru¨ckensysteme mit wenigen Ausnahmen die Abweichungen zu CCSD(T)
kleiner als 10% sind. Vergleicht man dagegen die MB-SAPTWerte mit CCSD(T), so findet man
in den allermeisten Fa¨llen eine U¨bereinstimmung bis auf wenige Prozent. Mit Ausnahme von
(H2)2/I-III und (H2O)2/I liegen die Abweichungen von Eint(SAPT) zu Eint(CCSD(T)) in einem
Bereich von -4 bis 11%. Insgesamt gesehen werden damit die CCSD(T) Referenzwerte durch
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Tabelle 6.10: Gesamtwechselwirkungsenergien Eint, ab-initio Verfahren (in mHartree)
Dimer Geom. HF MP2 CCSD CCSD(T) MB-SAPT
He2 0.0373 -0.015 -0.0231 -0.028 -0.028
Ne2 0.0626 -0.0709 -0.0849 -0.106 -0.104
Ar2 0.522 -0.437 -0.236 -0.359 -0.414
NeAr 0.214 -0.135 -0.114 -0.163 -0.175
NeHF I 0.185 -0.228 -0.24 -0.319 -0.308
II 0.149 -0.0388 -0.0635 -0.0958 -0.0924
III 0.0938 -0.126 -0.13 -0.161 -0.169
ArHF I -0.0376 -0.693 -0.614 -0.729 -0.731
II 0.113 -0.233 -0.205 -0.26 -0.278
III 0.0618 -0.299 -0.249 -0.298 -0.324
(H2)2 I 2.94 1.69 1.73 1.59 1.35
II 1.69 0.915 0.87 0.797 0.653
III 0.43 -0.0127 -0.0113 -0.0621 -0.13
(HF)2 I -5.77 -6.49 -6.46 -6.67 -6.8
II -4.18 -4.97 -5.02 -5.23 -5.24
III -5.02 -5.14 -5.19 -5.29 -5.68
IV 1.88 1.15 1.05 0.902 0.949
(H2O)2 I 5.57 1.22 2.25 1.51 -0.144
II -5.97 -7.63 -7.33 -7.68 -7.93
III -5.01 -5.58 -5.49 -5.62 -5.77
IV -0.507 -1.67 -1.73 -2.0 -2.21
V 10.5 8.27 8.31 7.84 8.08
VI 5.77 4.47 4.45 4.19 4.14
Tabelle 6.11: Gesamtwechselwirkungsenergien Eint, Dichtefunktional- und KS-SAPT Verfahren
(in mHartree)
Dimer Geom. BLYP B3LYP PBE0 SAPT(PBE0) SAPT(PBE0AC)
He2 0.141 0.0766 -0.0665 -0.0129 -0.0346
Ne2 0.211 0.0993 -0.0408 -0.0814 -0.107
Ar2 0.691 0.426 -0.0417 -0.33 -0.398
NeAr 0.365 0.197 -0.106 -0.125 -0.169
NeHF I 0.0132 -0.135 -0.383 -0.218 -0.294
II 0.293 0.141 -0.114 -0.042 -0.0928
III 0.237 0.103 -0.13 -0.128 -0.158
ArHF I -0.168 -0.315 -0.652 -0.662 -0.707
II 0.316 0.149 -0.175 -0.233 -0.265
III 0.268 0.119 -0.174 -0.282 -0.309
(H2)2 I 1.95 1.76 1.22 1.63 1.38
II 1.64 1.35 0.816 0.895 0.732
III 0.518 0.315 -0.0925 -0.0187 -0.10
(HF)2 I -5.96 -6.65 -7.13 -5.98 -6.34
II -4.12 -4.79 -5.41 -4.69 -5.01
III -4.26 -5.06 -5.45 -5.71 -5.33
IV 1.85 1.43 0.957 1.22 1.01
(H2O)2 I 2.99 1.56 -0.254 1.96 1.71
II -6.49 -7.19 -7.96 -7.16 -7.42
III -4.73 -5.12 -5.58 -5.49 -5.59
IV -0.359 -1.09 -1.93 -1.80 -2.03
V 7.68 7.90 7.55 7.41 7.93
VI 5.30 5.01 4.42 4.43 4.26
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SAPT besser reproduziert als mit MP2 oder CCSD, insbesondere bei den Edelgasdimeren. Al-
lerdings deutet die stark zu repulsive Energie bei der ersten Geometrie des Wasser-Dimers,
welche der Minimumsgeometrie mit verku¨rztem O-O Abstand entspricht, an, daß mo¨glicher-
weise hier die S2-Na¨herung der Austauschbeitra¨ge 2ter Ordnung nicht mehr ausreicht.
In Tabelle 6.11 sind die supermolekularen Wechselwirkungsenergien fu¨r die Funktionale
BLYP, B3LYP und PBE0 angegeben. Ein Vergleich mit den CCSD(T) Referenzwerten aus Ta-
belle 6.10 zeigt, daß alle drei Funktionale dramatische Fehler bei der Beschreibung der Wech-
selwirkung der Edelgas- und der Eg-HF-Dimere machen, wobei BLYP und B3LYP im Falle
der Edelgasdimere ebenso wie Hartree-Fock u¨berhaupt keine attraktive Wechselwirkung lie-
fern, wa¨hrend man mit PBE0 mal eine viel zu starke (He2) und mal eine viel zu schwache
Wechselwirkung (Ne2, Ar2, NeAr) erha¨lt. Fu¨r das H2-Dimer erha¨lt man mit BLYP und B3LYP
insbesondere bei der T-fo¨rmigen Geometrie III eine starke U¨bertreibung der Gesamtwechsel-
wirkungsenergie von 730 bzw. 508%. Dagegen beschreibt PBE0 den Korrelationseffekt fu¨r das
H2-Dimer recht gut, wobei fu¨r die parallele Geometrie II nur eine Abweichung von 2% von
der CCSD(T) Wechselwirkungsenergie gefunden wird. Betrachtet man nun die Werte fu¨r die
stark wechselwirkenden HF- und H2O-Dimere, so kann man fu¨r alle drei Funktionale in den
meisten Fa¨llen eine recht gute U¨bereinstimmung mit den CCSD(T) Werten finden, insbeson-
dere fu¨r die Hybrid-Funktionale B3LYP und PBE0, wa¨hrend BLYP die Eint(CCSD(T)) ha¨ufig
um 10-20% unterscha¨tzt. Das PBE0 Funktional liefert in allen 10 Systemen mit Ausnahme
von (H2O)2/I eine Gesamtwechselwirkungsenergie, die nicht mehr als 7% von der CCSD(T)
Wechselwirkungsenergie abweicht. Dieser Befund ist sicherlich unter anderem darauf zuru¨ck-
zufu¨hren, daß bei diesen Systemen die elektrostatische Wechselwirkung eine dominierende Rolle
einnimmt, welche aufgrund der guten Beschreibung von Multipolmomenten durch B3LYP und
PBE0 (s. Abschnitt 6.1) mit einer guten Genauigkeit wiedergegeben wird (vgl. Tabelle 6.4 und
6.5).
Schließlich stellt sich nun die Frage, inwieweit man mit Hilfe des KS-SAPT Verfahrens die
Gesamtwechselwirkungsenergien aus korrelierten supermolekularen oder auch aus Vielteilchen-
SAPT Rechnungen reproduzieren kann. Um hierbei den Einfluß der Asymptotik-Korrektur im
XC-Potential zu untersuchen, sind hierfu¨r neben den SAPT(PBE0AC)-Werten in Tabelle 6.11
außerdem auch die Werte fu¨r SAPT(PBE0) angegeben. Ein Vergleich zwischen SAPT(PBE0)
mit den CCSD(T) Referenzwerten zeigt, daß die Wechselwirkungsenergien fu¨r die Edelgasdi-
mere betragsma¨ßig um bis zu 50% unterscha¨tzt werden, was vor allem auf die vom Betrag her
zu großen Coulomb- und Induktions-Austauschbeitra¨ge mit PBE0 zuru¨ckzufu¨hren ist (siehe
Tabelle 6.5 und 6.7). Dennoch erfaßt SAPT(PBE0) im Unterschied zu den supermolekularen
BLYP, B3LYP und PBE0 Werten wesentliche intermolekulare Korrelationseffekte und liefert
mit wenigen Ausnahmen fu¨r die schwach gebundenen Syteme Wechselwirkungsenergien, wel-
che a¨hnliche Fehler zu den CCSD(T) Referenzwerten aufweisen wie MP2 oder CCSD. Deutlich
bessere SAPT(PBE0)-Werte findet man bei den HF- und H2O-Dimersystemen, fu¨r die mit Aus-
nahme von (HF)2/III+IV die Abweichungen zu CCSD(T) in einem Bereich von -10 bis +10%
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Abbildung 6.16: Gesamtwechselwirkungsenergien fu¨r verschiedene Elektronenkorrelationsme-
thoden
liegen. Durch die asymptotische Korrektur im XC-Potential bei PBE0AC findet man eine star-
ke Verbesserung gegenu¨ber den SAPT(PBE0) Resultaten fu¨r die Edelgas- und Eg-HF-Dimere.
Klammert man die Systeme He2 (Abweichung von 24%) und Ar2 (Abweichung von 11%) aus,
so liegen die Abweichungen von SAPT(PBE0AC) zu den CCSD(T) Refernzwerten bei allen
schwach gebundenen Systemen in einem Bereich von -8 bis +4%. SAPT(PBE0AC) beschreibt
den Korrelationseffekt fu¨r diese Systeme damit weitaus besser als MP2 und CCSD. Fu¨r das
H2-Dimer findet man mit SAPT(PBE0AC) eine moderat gute Beschreibung des CCSD(T)-
Korrelationseffektes, wobei jeweils eine Verbesserung gegenu¨ber den Vielteichen-SAPT Werten
zu beobachten ist. Fu¨r die stark wechselwirkenden Systeme reproduziert SAPT(PBE0AC) die
CCSD(T) Resultate mit meist nur wenigen Prozent Abweichung und es la¨ßt sich auch im Ver-
gleich zu SAPT(PBE0) in jedem Fall eine deutliche Verbesserung beobachten, was zeigt, daß
auch fu¨r diese Systeme die Asymptotik-Korrektur wichtig zur Beschreibung der Gesamtwech-
selwirkung ist. Es fa¨llt auf, daß man im Unterschied zu MB-SAPT mit SAPT(PBE0AC) eine
recht gute Beschreibung der Wechselwirkung fu¨r (H2O)2/I mit dem kurzen O-O-Abstand erha¨lt.
Da in beiden Fa¨llen die jeweiligen Austauschkorrekturen auf dem gleichen Niveau in der Ent-
wicklung der U¨berlappungsmatrix S beschrieben werden, ist der hier vorliegende Unterschied
sicherlich auf andere Fehlerquellen zuru¨ckzufu¨hren. Ein Vergleich der Einzelbeitra¨ge zeigt, daß
die Dispersions-Austauschkorrektur von PBE0AC um etwa 1.2 mHartree gro¨ßer ist als die von
Hartree-Fock. Die starke Untertreibung der Wechselwirkungsenergie fu¨r (H2O)2/I durch MB-




In Abb.6.16 sind die Gesamtwechselwirkungsenergien der 23 Systeme fu¨r CCSD(T), PBE0,
SAPT und SAPT(PBE0AC) aufgetragen. Hierbei besta¨tigt die Auftragung im linken Dia-
gramm, in welchem die schwach gebundenen Systeme zusammengefaßt werden, daß die su-
permolekularen PBE0 Wechselwirkungsenergien hier mit recht großen Fehlern behaftet sind,
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wa¨hrend SAPT und SAPT(PBE0AC) die CCSD(T) Resultate sehr gut wiedergeben ko¨nnen. Im
rechten Diagramm in Abb.6.16 sind dagegen mit Ausnahme von (H2O)2/I kaum Unterschiede
zwischen den einzelnen Methoden auszumachen.
Zusammenfassend la¨ßt sich sagen, daß die KS-SAPT Methode mit den Na¨herungen fu¨r die
einzelnen Terme (siehe Gl.6.7) bereits eine sehr genaue Methode zur Berechnung von Gesamt-
wechselwirkungsenergien ist. Dabei ist in Entsprechung zu den Abschnitten 6.2-6.4 anzufu¨hren,
daß die Qualita¨t des XC-Potentials von entscheidender Bedeutung fu¨r die Gu¨te der Wechselwir-
kungsenergiebeitra¨ge und damit Gesamtenergien der KS-SAPT Methode ist. Mit dem asympto-
tisch korrigierten PBE0AC XC-Potential lassen sich nicht nur die entsprechenden Vielteilchen-
SAPT Korrelationskorrekturen der einzelnen Wechselwirkungsenergiebeitra¨ge reproduzieren,
sondern die Gesamtwechselwirkungsenergien sind von einer a¨hnlichen Qualita¨t wie die MB-
SAPT Werte selbst, deren Berechnung eines ungleich ho¨heren Rechenaufwands bedarf. Damit
ist das KS-SAPT Verfahren nicht nur eine gu¨nstige Alternative zum Standard Vielteichen-
SAPT Verfahren, sondern es lo¨st zugleich das Problem der KS-Dichtefunktionaltheorie bei der
Beschreibung von schwach gebundenen van der Waals Dimeren. Offen ist jedoch noch die Fra-
ge, wie groß die verbleibenden Fehler der KS-SAPT Methode in der Formulierung von Gl.6.7
zusa¨tzlich zu der des XC-Potentials sind. Abgesehen von den Basissatzfehlern ist na¨mlich E
(1)
pol
der einzige Beitrag in KS-SAPT (in der Formulierung von Gl.6.7), welcher potentiell exakt ist,
wenn man das exakte XC-Potential zur Berechnung von Eint gema¨ß der Vorschrift von Gl.6.7
benutzt (E
(2)
ind wird in KS-SAPT standardma¨ßig mit einem LDA-Kernel berechnet).
6.6 Kohn-Sham-SAPTmit akkuraten Austausch-Korrela-
tionspotentialen
In den Abschnitten 6.2-6.5 ist die KS-SAPT Methode mit Hilfe von gena¨herten XC-Potentialen
untersucht worden. Dabei hat sich herausgestellt, daß die Qualita¨t des XC-Potentials einen be-
sonderen Einfluß auf die Gu¨te der einzelnen Wechselwirkungsbeitra¨ge hat. So ist z.B. gefunden
worden, daß das exponentielle Abfallen des Potentials in vielen herko¨mmlichen gena¨herten XC-
Potentialen zu großen Fehlern in allen Einzelbeitra¨gen fu¨hrte. Auf der anderen Seite reicht das
korrekte −1/r-Asymptotikverhalten des LB94 XC-Potentials nicht aus, um etwa die wichtigen
elektrostatischen Beitra¨ge der Wechselwirkung zwischen HF- oder H2O-Dimeren zu erfassen.
Erst mit Hilfe des PBE0AC Modellpotentials, welches sowohl den Valenzbereich als auch den
asymptotischen Bereich mit einer guten Genauigkeit beschreibt, konnten die Korrelationseffekte
der jeweiligen intermolekularen Wechselwirkungsbeitra¨ge aus dem Standard-Vielteilchen-SAPT
Verfahren reproduziert werden. Dieses Ergebnis war fu¨r die Polarisationsbeitra¨ge erster und
zweiter Ordnung zu erwarten, da diese in KS-SAPT potentiell exakt sind, d.h. exakt, wenn das
exakte XC-Potential zur Berechnung der Orbitale und der exakte XC-Kernel zur Berechnung
der Responsefunktionen benutzt wird. U¨berraschend waren dagegen die guten U¨bereinstim-
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exch−ind aus PBE0AC(ALDA) mit den jeweiligen gesamten
korrelierten Energiebeitra¨gen aus der Vielteilchen-SAPT Methode, da die Austauschenergie-
beitra¨ge auch von den Dichtematrizen der Monomere abha¨ngen. Diese sind na¨mlich in exakten
KS-DFT Verfahren weder exakt, noch ist zu erwarten, daß sie gute Na¨herungen zu den exakten
Dichtematrizen des wechselwirkenden Vielteilchensystems sind [136]. Neben diesem prinzipi-
elleren Manko der KS-SAPT Methode beinhaltet diese in der Formulierung von Gl.6.7 aber
auch noch einige weitere Na¨herungen, die es bei der Frage, wie exakt man mit der Methode die
Wechselwirkung zwischen Moleku¨len berechnen kann, zu beru¨cksichtigen gilt.
In diesem Abschnitt soll nun untersucht werden, wie gut man einzelne Wechselwirkungs-
energiebeitra¨ge mit KS-SAPT bestimmen kann, wenn man eine der Na¨herungen, na¨mlich die
im XC-Potential, aufhebt. Abgesehen vom Basissatzfehler, welcher durch die Benutzung einer
endlichen Zahl von Basisfunktionen zur Konstruktion der Monomerdichten hervorgerufen wird,
ließe sich damit die Coulombwechselwirkung zwischen zwei Moleku¨len exakt berechnen. Daru¨ber
hinaus haben Untersuchungen von Gisbergen et al. [173] u¨ber die Berechnung von statischen
und dynamischen Polarisierbarkeiten mit exakten XC-Potentialen fu¨r einige Atome gezeigt, daß
die Benutzung eines (adiabatischen) lokalen Response-Kernels eine hinreichend gute Na¨herung
ist, um entsprechende akkurate ab-initio und experimentelle Daten reproduzieren zu ko¨nnen.
Es ist damit zu erwarten, daß auch im Falle der Induktions- und Dispersionsenergiebeitra¨ge
die (A)LDA-Na¨herung fu¨r den Response-Kernel eine im Vergleich zu Fehlern in approximier-
ten XC-Potentialen vernachla¨ssigbare Na¨herung ist. Interessant wird es dagegen sein, wie gut
man die Austauschenergiebeita¨ge bei der Benutzung von exakten XC-Potentialen bestimmen
kann. Dieses betrifft insbesondere den Term E
(1)
exch, da dieser nicht wie die Austauschenergie-
beitra¨ge in zweiter Ordnung von Fehlern im XC-Kernel betroffen ist, und er entha¨lt auch nicht
die S2-Na¨herung wie diese im gegenwa¨rtigen Programmstatus der KS-SAPT Methode. Dieses
ermo¨glicht damit eine tatsa¨chliche Abscha¨tzung u¨ber die Qualita¨t der Dichtematrizen aus ex-
akten KS-Rechnungen, zumindest was ihren Einsatz in der intermolekularen Sto¨rungstheorie
angeht.
Die Gewinnung von akkuraten XC-Potentialen
Akkurate XC-Potentiale sind fu¨r die drei Edelgasatome He, Ne und Ar berechnet worden.
Im Falle des Heliumatomes als einem Zweielektronensystem ist die Berechnung des XC-
Potentials direkt u¨ber eine Inversion der KS-Gleichung mo¨glich (siehe Gl.2.74). Als Referenz-
dichte ist hierbei die Dichte aus der 204-termigen Hylleraas CI-Wellenfunktion von Koga et al.
[338] genommen worden. Diese ist durch die folgende Summe in analytischer Form gegeben:
ρ(r) = b−1 · 1
r
(e−4ζr − e−2ζr) +
28∑
i=0
ai · e−2ζrri +
13∑
i=0
bi · e−4ζrri (6.8)
fu¨r r ≥ 1−10 a0 (siehe [338] fu¨r eine Tabelle der 45 Parameter ζ, ai (i = 0 . . . 28) und bi (i =
−1 . . . 13)). Gema¨ß Gl.2.74 kann nun das XC-Potential fu¨r He in folgender Form geschrieben
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werden [48, 51]:
vxc(r) = ²homo − vk(r)− vN(r)− vJ(r) (6.9)
mit ²homo der HOMO-Energie des Kohn-Sham Orbitals, vk(r) der lokalen kinetischen Energie,
vN(r) dem Kern-Elektron Potential und schließlich vJ(r) dem Coulomb-Potential. Fu¨r ²homo
















Mit der Dichte aus Gl.6.8 ist:
∇ρ = −b−1 · 1
r2
(e−4ζr(1 + 4ζr)− e−2ζr(1 + 2ζr))−
28∑
i=0
ai · e−2ζrr−1+i(−i+ 2ζr)−
13∑
i=0
bi · e−4ζrr−1+i(−i+ 4ζr) (6.13)
und:
∇2ρ = b−1 1
r3
(e−4ζr(8ζr + 4ζr(−2 + 4ζr))− e−2ζr(4ζr + 2ζr(−2 + 2ζr))) +
28∑
i=0
ai · e−2ζrr−2+i(i+ i2 − 4ζir + 2ζr(−2 + 2ζr)) +
13∑
i=0
bi · e−4ζrr−2+i(i+ i2 − 8ζir + 4ζr(−2 + 4ζr)) (6.14)
Das Coulomb-Integral ist gegeben als:

















































Mit vx(r) = −12vJ(r) fu¨r das Austauschpotential folgt schließlich fu¨r das Korrelationspotential:
vc(r) = ²homo − vk(r)− vN(r)− 1
2
vJ(r) (6.16)
Das X- bzw. das XC-Potential fu¨r das Heliumatom ist in Abb.6.17(a) dargestellt. In dieser
ist gut zu erkennen, daß beide Potentiale nur im nahen Kernbereich bis etwa 2 a0 kleinere
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Unterschiede voneinander aufweisen, wa¨hrend ab etwa 3 a0 jeweils das asymptotische −1/r-
Verhalten angenommen wird. Das resultierende Korrelationspotential fu¨r die Hylleraas-CI-
Dichte zeigt die Abb.6.17(b). Dieses strebt ab 3 a0 schnell gegen Null, jedoch ist ab etwa
5.5 a0 ein leichtes Oszillieren zu erkennen, was andeutet, daß an dieser Stelle selbst die hoch-
wertige Hylleraas-Dichte aus Gl.6.8 numerische Fehler aufweist und nicht in der Lage ist, das
exakte − α
2r4
-Verhalten (α: Dipolpolarisierbarkeit von He+) aus Gl.2.57 zu reproduzieren. Dieses
Ergebnis ist auch insofern fu¨r Rechnungen mit Gaußbasissa¨tzen und approximierten Korrela-
tionspotentialen von Bedeutung, als es zeigt, daß das asymptotische Verhalten des Korrela-
tionspotentials zu den weniger wichtigen Eigenschaften za¨hlt, die modelliert werden mu¨ssen,
um hochgenaue Kohn-Sham Rechnungen reproduzieren zu ko¨nnen. Ebenfalls in Abb.6.17(b)
gezeigt ist das Korrelationspotential fu¨r das Brueckner-HOMO-Orbital. Dieses ist aus einem
der LHF-Methode von Go¨rling et al. (siehe Abschnitt 2.4.2) analogen (LBO-)Verfahren ge-
wonnen worden, wobei das nichtlokale Hartree-Fock Austauschpotential durch das nichtlokale
Brueckner Austausch-Korrelationspotential (vgl. Abb.2.6) aus einer BCCD-Rechnung ausge-
tauscht wurde. Da hierbei das Slater-Potential mit Hilfe der Resolution der Identita¨t u¨ber die
Atombasisfunktionen ausgedru¨ckt wurde (vgl. [40]), ist ein großer Satz von 45 even tempered
s-Funktionen aus Lit.[51] zur Darstellung der Dichte benutzt worden. Fu¨r die Polarisations-
funktionen, welche ausschließlich fu¨r die Korrelationseffekte in der BCCD-Rechnung benutzt
werden, ist ein unkontrahierter aug-cc-pV6Z Basissatz genommen worden. Im asymptotischen
Bereich bricht die Darstellung des Slaterpotentials u¨ber die Basisfunktionen jedoch trotz des
großen even tempered Satzes von s-Funktionen zusammen, so daß analog zu Go¨rling et al.
[40] eine asymptotische Fortsetzung durch das Fermi-Amaldi Potential (−1/2vJ(r)) benutzt
wurde. Das Brueckner-Korrelationspotential konnte daraufhin aus der Differenz des gesamten
XC-Potentials und dem Austauschpotential, das mit Hilfe des Brueckner-HOMO-Orbitals be-
stimmt wurde, gewonnen werden. Da nun in dem verwendeten BCCD-Verfahren nach Hampel
et al. [28] die Relaxationsterme in der Diagonalen der Brueckner-Fockmatrix vernachla¨ssigt
werden (siehe Abschnitt 2.3.2), ist das Brueckner-XC-Potential um etwa 0.59 a.u. nach unten
verschoben, d.h. es verschwindet nicht wie das exakte XC-Potential asymptotisch gegen Null.
Um daher einen besseren Vergleich zwischen dem Korrelationspotential der Hylleraas-CI-Dichte
und dem BO-Korrelationspotential zu ermo¨glichen, ist das BO-C-Potential in Abb.6.17(b) so
nach oben verschoben worden, daß die HOMO-Energie aus dem Hylleraas-Potential repro-
duziert wurde. Als Resultat sieht man, daß das BO-C-Potential qualitativ den Verlauf des
Hylleraas-C-Potentials richtig wiedergibt: es steigt bei r = 0 steil an, hat bei etwa 0.8 a0 ein
Maximum und strebt schließlich im asymptotischen Bereich gegen Null. Im Unterschied zum
Hylleraas-C-Potential ist jedoch zu erkennen, daß der Peak im Korrelationspotential weniger
stark ausgepra¨gt ist und daß das Abfallen gegen Null etwas langsamer erfolgt.
Die XC-Potentiale fu¨r Neon und Argon sind mit Hilfe der Methode von Zhao, Morrison und
Parr (ZMP) gewonnen worden (siehe Abschnitt 2.4.2). Dabei ist fu¨r den Lagrange-Multiplikator
λ aus Gl.2.78 jeweils ein Wert von 1000 eingestellt worden. Als Basissa¨tze sind die GEO-
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Abbildung 6.17: Austauschkorrelations- und Korrelationspotentiale der Edelgasatome He-Ar
fu¨r verschiedene Korrelationsmethoden
KAPITEL 6: Kohn-Sham-SAPT 163
Basen aus [40] genommen worden, wobei unter Beibehaltung der Parameter in Tabelle II aus
[40] jeweils ein geometrischer Faktor von 2.5 gewa¨hlt wurde, so daß auch der langreichweitige
Bereich durch die Basis gut beschrieben wird. Fu¨r die Polarisationsfunktionen sind in bei-
den Fa¨llen diejenigen einer unkontrahierten aug-cc-pVQZ Basis gewa¨hlt worden. Zur Gewin-
nung des Brueckner-Potentials ist alternativ das oben beschriebene modifizierte LHF-Verfahren
nach Go¨rling et al. benutzt worden, wobei fu¨r den geometrischen Faktor jeweils ein Wert
von 1.7 genommen wurde, wa¨hrend der asymptotische Bereich wiederum mit Hilfe des Fermi-
Amaldi Potentials fortgesetzt wurde. Als korrelierte Referenzdichten sind neben der BO-Dichte,
welche aus einer BCCD Rechnung gewonnen wurde, die Dichten aus einem Brueckner-T2-
Erwartungswertansatz (BO-T2) und aus AQCC (Average Quadratic Coupled-Cluster) [339, 315]
-Rechnungen genommen worden (es sind jeweils immer alle Elektronen korreliert worden). Im
ersteren Fall handelt es sich um die in Abschnitt 3.1 beschriebene BCCX-Methode unter Weg-
lassung der quadratischen T2-Terme in der Dichtematrix (Abb. 3.1(d)), welche in den meisten
Fa¨llen nur geringe Beitra¨ge zum Korrelationseffekt liefern (siehe Abschnitt 5.3). Die AQCC-
Dichten sind fu¨r Neon und Argon genommen worden, weil sich herausgestellt hat, daß sie mit
einer sehr guten Genauigkeit die entsprechenden Dichten aus CCSD(T)-finite-field-Rechnungen
reproduzieren ko¨nnen.
Die XC- und C-Potentiale aus den ZMP-Rechnungen fu¨r Neon und Argon sind in den
Abb.6.17(c)-6.17(f) dargestellt. In den Auftragungen fu¨r das XC-Potential (Abb.6.17(c) und
6.17(e)) ist jeweils nur das Hartree-Fock Austauschpotential und das BO-Austausch-Korrela-
tionspotential gezeigt, da in dem gewa¨hlten Plotbereich die XC-Potentiale von BO-T2 und
AQCC nicht von dem BO-Potential unterscheidbar sind. In beiden Diagrammen kann man
sehr gut die Intershell-Peaks erkennen, welche eine Eigenschaft des exakten XC-Potentials sind
(vgl. Abschnitt 2.4.2). Interessant ist ferner, daß man bei Neon eine deutliche Differenz zwischen
dem Austausch- und dem Austausch-Korrelationspotential ausmachen kann, wa¨hrend man bei
Argon kaum Unterschiede feststellen kann. Dies besta¨tigt, daß im Neon-Atom der Korrelati-
onseffekt sta¨rker ist als bei Argon (vgl. etwa die radialen r2-Momente in Tabelle 5.11). Das
korrekte −1/r-Verhalten in den Ne- und Ar-XC-Potentialen wird mittels der ZMP-Methode
von vorneherein durch den Fermi-Amaldi-Term in Gl.2.78 garantiert. In den Abb.6.17(d) und
6.17(f) sind die jeweiligen Korrelationspotentiale fu¨r BO, BO-T2 und AQCC gezeigt, welche
aus der Differenz der gewonnenen XC-Potentiale und des Hartree-Fock X-Potentials berech-
net wurden. In diesen ist zu erkennen, daß die Unterschiede zwischen dem BO-T2- und dem
AQCC-Korrelationspotential nur minimal sind, wa¨hrend das BO-C-Potential a¨hnlich wie bei
Helium etwas weniger stark ausgepra¨gte Maxima hat und im mittelreichweitigen Bereich etwas
diffuser verla¨uft. Die leichten Kerben in den Maxima bei Neon und insbesondere bei Argon
sind auf numerische Fehler zuru¨ckzufu¨hren, wobei in erster Linie hier wohl Basissatzfehler zu
nennen wa¨ren.
Um nun eine Abscha¨tzung der Qualita¨t der gewonnenen XC-Potentiale zu erhalten, sind
fu¨r die drei Atome einige molekulare Eigenschaften mit den numerischen Potentialen berechnet
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Tabelle 6.12: HOMO-Orbitalenergien und molekulare Eigenschaften fu¨r die Edelgase He-Ar mit
verschiedenen ab-initio XC-Potentialen (aug-cc-pVQZ Basis/Werte in a.u.). CI-Potential bei
Helium: aus Hylleraas-CI Dichte, ZMP-CI-Potentiale bei Neon und Argon: aus AQCC-Dichte.
Atom Eigenschaft CI LHF HF LBO BO BO-T2 Lit.
He ²HOMO -0.9038 -0.9180 -0.9595 -0.903724 a
〈r2〉 2.389 2.372 2.377 2.38697 a
α 1.384 1.356 1.368 1.3841 b
C6(A-A) 1.459 1.420 1.435 1.458 c
Ne ²HOMO -0.7809 -0.8493 -0.8387 -0.9451 -0.7828 -0.7774 -0.79248 d
〈r2〉 9.605 9.380 9.388 9.529 9.551 9.619 9.545 e
α 2.619 2.391 2.403 2.557 2.578 2.632 2.5628 b
C6(A-A) 6.341 5.644 5.681 6.127 6.196 6.381 6.383 c
Ar ²HOMO -0.5581 -0.5908 -0.5656 -0.6624 -0.5607 -0.5568 -0.5792 d
〈r2〉 26.020 26.039 26.049 25.872 25.969 26.050 26.033 f
α 11.166 11.088 11.080 11.003 11.089 11.202 11.075 b






fCCSD(T), aug-cc-pV5Z (diese Arbeit)
worden. Hierbei ist jeweils eine aug-cc-pVQZ Basis benutzt worden. Die Ergebnisse sind in
Tabelle 6.12 dargestellt. Neben den Werten fu¨r das HF- und BO-ZMP-Potential sind in der
Tabelle auch die Werte fu¨r die alternativen LHF- bzw. LBO-Potentiale angegeben. Die Tabelle
zeigt neben den aus den jeweiligen XC-Potentialen gewonnenen HOMO-Orbitalenergien auch
die radialen r2-Momente sowie aus Kohn-Sham-Responserechnungen erhaltene Dipolpolarisier-
barkeiten und C6-Dispersionskoeffizienten (als XC-Kernel ist jeweils ein ALDA-Kernel benutzt
worden). Die CI-Werte bei Helium entstammen aus dem Hylleraas-XC-Potential und bei Neon
und Argon jeweils aus den AQCC-XC-Potentialen. Die Referenzdaten in der rechten Spalte der
Tabelle entstammen entweder experimentellen Messungen oder sehr genauen ab-initio Rech-
nungen.
Ein Vergleich der HOMO-Energien sowie der molekularen Eigenschaften aus dem Hylleraas-
XC-Potential fu¨r Helium mit den Referenzdaten zeigt erwartungsgema¨ß in allen Fa¨llen eine
nahezu optimale U¨bereinstimmung. Dieses Ergebnis demonstriert auch, daß die Fehler durch
die Benutzung einer endlichen (allerdings großen) Basis sowie durch die Benutzung des ALDA-
XC-Kernels zur Berechnung von α und C6 in diesem Fall offenbar vernachla¨ssigbar gering
sind. Dagegen findet man fu¨r LHF und LBO jeweils eine schlechtere U¨bereinstimmung mit
den Referenzwerten, wobei es anzumerken gilt, daß die HOMO-Energien bei LBO aufgrund
der vernachla¨ssigten Relaxationsterme zu tief liegen (s.o.). Vergleicht man jedoch die Werte fu¨r
die r2-Momente bei LHF und LBO mit den entsprechenden Werten aus den konventionellen
nichtlokalen X(C)-Potentialen aus Tabelle 5.11, so la¨ßt sich jeweils eine recht gute U¨berein-
stimmung fu¨r das Heliumatom finden, was zeigt, daß in beiden Fa¨llen die Elektronendichte aus
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’exakten’ HF- bzw. Brueckner-Orbitalen sehr gut wiedergegeben wird. Dies trifft interessanter-
weise auch fu¨r die LBO-Dipolpolarisierbarkeit zu, welche nur um -2% von dem BOX Wert von
1.365 a.u.[96] abweicht. Dagegen sind bei LHF die Verbesserungen gegenu¨ber den Standard
HF-Werten bei den Response-Eigenschaften (vgl. z.B. mit dem C6-Wert aus Tabelle 6.3) zu er-
warten gewesen, da die Benutzung eines lokalen X-Potentials zu einem verbesserten virtuellen
Eigenwertspektrum fu¨hrt (siehe Diskussion am Ende von Abschnitt 2.1).
Bei Neon und Argon ist jeweils auch ein Vergleich der Resultate fu¨r die LHF- bzw. LBO-
Potentiale mit denjenigen aus den entsprechenden ZMP-Potentialen mo¨glich. Es zeigt sich, daß
hier durchaus recht deutliche Unterschiede in beiden Varianten vorliegen, am deutlichsten zu
sehen bei den C6-Koeffizienten von LBO und ZMP-BO. Dieser Befund ist sicherlich auf nume-
rische Ungenauigkeiten bei den beiden Verfahren zur Gewinnung des Potentials zuru¨ckzufu¨hren
und es la¨ßt sich schwer ausmachen, welches der jeweils beiden X(C)-Potentiale genauer ist. Im
Falle von Hartree-Fock werden die r2-Momente aus Tabelle 5.11 (von Ne: 9.374 a.u. und Ar:
26.038 a.u.) jeweils durch das LHF-Potential besser wiedergegeben, wa¨hrend im Falle von BO
das ZMP-Potential die BOX-Werte insgesamt besser reproduziert (von Ne: 9.540 a.u. und Ar:
25.940 a.u.). Ein Nachteil der LHF-(LBO-)Methode ist sicherlich, daß an der Stelle, wo das
Slater-Potential asymptotisch fortgesetzt wird, eine leichte Unregelma¨ßigkeit im XC-Potential
auftauchen kann, wa¨hrend das ZMP-Potential stets an allen Stellen eine kontinuierliche Funkti-
on der Dichte bleibt. So ist zu vermuten, daß das ZMP-Potential ein wenig besser im asympto-
tischen Bereich ist, wa¨hrend das LHF-(LBO-)Potential aufgrund der etwas dichter gewa¨hlten
Aufeinanderfolge von s- und p-Funktionen in der GEO-Basis (s.o.) mo¨glicherweise den Kern-
bereich besser beschreibt.
Ein Vergleich der molekularen Eigenschaften fu¨r die AQCC-, BO- und BO-T2-ZMP-Poten-
tiale von Neon und Argon mit den Referenzdaten in Tabelle 6.12 zeigt jeweils recht gute U¨berein-
stimmungen, wodurch sich wiederum zeigt, daß fu¨r die Berechnung von Responseeigenschaften
die Fehler im ALDA-Kernel gegenu¨ber den Fehlern im XC-Potential vernachla¨ssigbar sind. In-
teressant ist hierbei, daß die Werte fu¨r die C6-Koeffizienten fu¨r alle Potentiale in Tabelle 6.12
sehr viel weniger stark streuen als die Werte in Tabelle 6.3 fu¨r die approximierten XC-Potentiale.
A¨hnlich den U¨bereinstimmungen im C-Potential von AQCC und BO-T2 (vgl. Abb.6.17(d) und
6.17(f)) kann man auch fu¨r die molekularen Eigenschaften aus beiden XC-Potentialen eine
recht gute Vergleichbarkeit ausmachen, wa¨hrend man fu¨r das BO-Potential jeweils eine leichte
Untertreibung der r2-Momente und α- und C6-Werte relativ zu den AQCC- bzw. BO-T2-
XC-Potentialen findet. Die r2-Momente fu¨r Neon un Argon aus dem BO-T2-Potential haben
außerdem nur sehr geringe Abweichungen von den 〈BCCD〉-Werten aus Tabelle 5.11 von jeweils
unter 2%.
Die Ergebnisse in Tabelle 6.12 zeigen, daß man mit den aus ab-initio Dichten abgeleiteten
XC-Potentialen tatsa¨chlich in der Lage ist, entsprechende Resultate aus (korrelierten) ab-initio
Rechnungen zu reproduzieren. Dabei hat sich herausgestellt, daß die erhaltenen molekularen
Eigenschaften von einer a¨hnlichen Genauigkeit sind, wie diejenigen aus den entsprechenden
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nichtlokalen XC-Potentialen, wie ein Vergleich der Werte fu¨r das BO-XC-Potential mit den
BOX-Werten oder derjenigen fu¨r das BO-T2-XC-Potential mit den entsprechenden 〈BCCD〉-
Werten aus Tabelle 5.11 gezeigt hat. Auch fu¨r die Dipolpolarisierbarkeiten findet man eine sehr
gute U¨bereinstimmung zwischen den Kohn-Sham und ab-initio Daten: im Fall von BO liefert
das LBO-Potential fu¨r Neon und Argon jeweils eine Polarisierbarkeit von 2.557 bzw. 11.003
a.u., wa¨hrend man mit BOX Resultate von 2.556 bzw. 10.943 a.u. findet. Dieses Ergebnis ist
fu¨r die folgenden Abschnitte von großer Bedeutung, da es zeigt, daß die Responsegro¨ßen aus
einem ab-initio XC-Potential und dem (A)LDA-Kernel nahezu die gleiche Qualita¨t besitzen,
wie die entsprechenden ab-initio Referenzwerte selbst.
Intermolekulare Wechselwirkungsbeitra¨ge fu¨r He2 aus dem KS-SAPT Verfahren
mit einem exakten XC-Potential
Das Hylleraas-XC-Potential aus den Gl.6.9-6.15 ist benutzt worden, um die einzelnen Wech-
selwirkungsenergiebeitra¨ge fu¨r das Helium-Dimer gema¨ß den in Gl.6.7 skizzierten Na¨herungen
fu¨r einzelne intermolekulare Absta¨nde zwischen 3.0 a0 bis 10.0 a0 zu berechnen. Um die Ba-
sissatzfehler zu minimieren, sind hierbei drei große unterschiedliche Atombasissa¨tze verwendet
worden. In allen drei Basissa¨tzen ist ein unkontrahierter Satz von 30 even tempered s-Funktionen
entsprechend dem “regula¨ren” Rezept nach Schmidt und Ruedenberg (Lit. [341], Tabelle III)
benutzt worden, jeweils augmentiert mit einem zusa¨tzlichen diffusen Satz von 15 even tempe-
red s-Funktionen, welche mit Hilfe des Verha¨ltnisses der kleinsten Exponenten aus den nicht-
diffusen s-Funktionen erweitert wurden (die gleiche Basis haben auch Mura et al. benutzt, um
das XC-Potential fu¨r Helium numerisch zu bestimmen [51]). Fu¨r die Polarisationsfunktionen
sind in Basis1 die unkontrahierten p-, d- und f-Funktionen aus der aug-cc-pV6Z Basis genom-
men worden. Dieser Satz ist in Basis2 noch um die g- und h-Funktionen aus der aug-cc-pV6Z
Basis erga¨nzt worden. Basis3 ist schließlich eine etwas kleinere Basis mit den p-, d- und f-
Funktionen aus der aug-cc-pVQZ Basis, jedoch mit zusa¨tzlichen Midbond-Funktionen mit den
Exponenten s:0.553063,0.250866,0.117111 / p:0.392,0.142 / d:0.328 / f:0.372 (vgl.[301]).
Als Vergleichswerte fu¨r die Wechselwirkungsenergiebeitra¨ge werden die Level(3)-Werte von





der Arbeit von Thakkar et al. benutzt [277]. Die Level(3)-Werte von Korona et al. bestehen aus























werden mit einer großen MC+BS Orbitalbasis berechnet (dabei ist δ
(2)
disp,CC die Differenz aus der





lich werden in einer etwas kleineren Orbitalbasis fu¨r alle Beitra¨ge die intramonomeren Kor-
relationseffekte ho¨herer Ordnung mit einem speziellen Zweielektronen-SAPT-Programm [343]
abgescha¨tzt. Die Referenzwerte fu¨r E
(1)
pol von Thakkar et al. sind mit der gleichen Hylleraas-CI-
Dichte wie in Gl.6.8 berechnet worden. Die entsprechenden Austauschenergien erster Ordnung
in [277] sind mit einer 75-termigen Gauß-Geminal CI-Wellenfunktion nach der Heitler-London
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Formel berechnet worden, jedoch sind diese mit den SAPT(SRS)-Werten identisch, wenn eine
unendlich große Basis benutzt wird. Im vorliegenden Fall ko¨nnen diese Unterschiede als minimal
angesehen werden.
Die Ergebnisse fu¨r die Polarisations- und Austauschenergiebeitra¨ge sind in den Tabellen
6.13 und 6.14 angegeben. Ein Vergleich der einzelnen KS-SAPT-Werte in den verwendeten
Basissa¨tzen zeigt, daß alle Beitra¨ge außer den Dispersions- und Austausch-Dispersionsenergien
nahezu identisch fu¨r Basis1, Basis2 und Basis3 sind, was zeigt, daß schon die kleinste Basis3
ausreicht, um die intramolekularen Korrelationseffekte beschreiben zu ko¨nnen. Im Fall von E
(1)
pol
findet man eine nahezu vollkommene U¨bereinstimmung zwischen den KS-SAPT-Werten und
den sehr genauen Referenzwerten von Korona et al. und Thakkar et al.. Dabei ist sogar meist
eine bessere U¨bereinstimmung mit den Hylleraas-CI-Werten von Thakkar zu beobachten, was
darauf zuru¨ckzufu¨hren ist, daß in beiden Fa¨llen die Werte auf der gleichen Hylleraas-Dichte
aus [344] beruhen. Erstaunlich ist, daß auch bei dem extrem großen Abstand von 10 a0 der
Referenzwert von Thakkar mit unter einem Prozent Abweichung reproduziert werden kann,
was zeigt, daß die diffusen s-Funktionen in den Basen 1-3 auch den asymptotischen Bereich
noch sehr gut beschreiben ko¨nnen.
Im Falle der Induktionsenergie sind etwas gro¨ßere Abweichungen von den Referenzwerten
von Korona et al. zu beobachten, wobei KS-SAPT bei den kleineren Absta¨nden die Vergleichs-
werte um bis zu 2% unterscha¨tzt, wa¨hrend ab etwa 5.6 a0, dem Gleichgewichtsabstand, die
Unterschiede zwischen beiden Ansa¨tzen minimal werden. Dabei ist anzufu¨hren, daß der Korona-
Wert von -0.0019 µH bei 7.0 a0 von dem auf eine signifikante Stelle gerundeten Wert von -0.006
K umgerechnet worden ist, so daß die etwas gro¨ßere Abweichung in diesem Fall auch durch
Rundungsfehler bedingt sein kann. Die Tatsache, daß hier im Vergleich zu E
(1)
pol go¨ßere Fehler
vorliegen ist sicherlich hauptsa¨chlich durch den lokalen Responsekernel zu begru¨nden, welcher
zur Berechnung der Induktionsbeitra¨ge benutzt wurde. Allerdings zeigt sich auch hier wieder,
in Analogie zum vorigen Abschnitt, daß der Fehler des lokalen XC-Kernels recht gering ist.
Etwas gro¨ßere Differenzen der KS-SAPT Werte fu¨r die drei unterschiedlichen Basissa¨tze
findet man fu¨r die Dispersionsenergie. Dabei reproduziert die gro¨ßte Basis2 bei den kleinsten
Absta¨nden die Referenzwerte von Korona et al. am besten mit einer Abweichung von nur et-
wa -1% bei 3.0 a0, wa¨hrend die beiden anderen Basen Abweichungen von etwa -4% liefern. Bei
großen Absta¨nden findet man jedoch, daß die Basis3 mit den zusa¨tzlichen Midbond-Funktionen
die besten Na¨herungen fu¨r die Dispersionsenergien von Korona liefert, was deutlich die Wichtig-
keit der Bondfunktionen zur Erfassung der langreichweitigen Beitra¨ge demonstriert. Insgesamt
liegen die Abweichungen der KS-SAPT-Werte zu den Korona-Werten bei den mittleren und
großen intermolekularen Absta¨nden wiederum unter 1%. Dieses Ergebnis ist insofern bemer-
kenswert, als die Benutzung eines frequenzunabha¨ngigen lokalen XC-Kernels zur Berechnung
von E
(2)
disp sogar eine noch sta¨rkere Na¨herung ist, als die Benutzung eines lokalen XC-Kernels
zur Berechnung von E
(2)
ind.
Die Referenzwerte fu¨r die Austauschenergiebeitra¨ge erster Ordnung werden mit KS-SAPT
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Tabelle 6.13: Polarisationsenergiebeitra¨ge fu¨r He2 mit KS-SAPT(v
exakt
xc ) (in µHartree). Siehe
Text fu¨r eine Erla¨uterung der Basissa¨tze
Term r [a0] Basis1 Basis2 Basis3 Koronaa Thakkarb
E
(1)
pol 3.0 −3367.798 −3367.799 −3367.798 −3367.77 −3367.798
3.5 −1014.567 −1014.567 −1014.568 −1014.5 −1014.566
4.0 −298.312 −298.312 −298.312 −298.3 −298.311
4.5 −86.257 −86.257 −86.257 −86.274 −86.256
5.0 −24.637 −24.637 −24.637 −24.63 −24.636
5.3 −11.562 −11.562 −11.562 −11.56
5.6 −5.410 −5.410 −5.410 −5.406 −5.410
6.0 −1.958 −1.958 −1.958 −1.957 −1.957
6.5 −0.5463 −0.5463 −0.5463 −0.547 −0.5462
7.0 −0.1517 −0.1517 −0.1517 −0.152 −0.1516
7.5 −0.04194 −0.04194 −0.04194 −0.04192
8.0 −0.01155 −0.01155 −0.01155 −0.01155
9.0 −0.0008671 −0.0008672 −0.0008672 −0.0008656
10.0 −0.00006416 −0.00006415 −0.00006420 −0.00006395
E
(2)
ind 3.0 −1410.1 −1410.2 −1409.9 −1384.8
3.5 −338.49 −338.54 −338.49 −333.44
4.0 −81.42 −81.43 −81.42 −80.50
4.5 −19.71 −19.72 −19.72 −19.57
5.0 −4.811 −4.812 −4.812 −4.788
5.3 −2.071 −2.072 −2.072 −2.065
5.6 −0.894 −0.894 −0.894 −0.893
6.0 −0.292 −0.292 −0.292 −0.291
6.5 −0.0727 −0.0727 −0.0727 −0.073
7.0 −0.0181 −0.0182 −0.0182 −0.019
7.5 −0.00455 −0.00455 −0.00455
8.0 −0.00114 −0.00114 −0.00114
9.0 −0.00007 −0.00007 −0.00007
10.0 −0.000004 −0.000004 −0.000004
E
(2)
disp 3.0 −2908.3 −2993.8 −2905.9 −3024.9
3.5 −1304.5 −1348.6 −1319.0 −1362.0
4.0 −604.10 −623.22 −616.88 −629.95
4.5 −291.16 −298.42 −298.79 −302.27
5.0 −146.73 −149.31 −150.86 −151.71
5.3 −99.55 −100.91 −102.38 −102.76
5.6 −68.782 −69.488 −70.723 −70.912
6.0 −43.239 −43.527 −44.407 −44.513
6.5 −25.317 −25.411 −25.922 −26.009
7.0 −15.521 −15.553 −15.823 −15.901
7.5 −9.906 −9.918 −10.050
8.0 −6.544 −6.549 −6.608
9.0 −3.104 −3.105 −3.111
10.0 −1.608 −1.608 −1.603
aGTG-Basis mit 100 Termen + MO [342]
bHylleraas-CI mit 204 Termen [277]
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Tabelle 6.14: Austauschenergiebeitra¨ge fu¨r He2 mit KS-SAPT(v
exakt
xc )(in µHartree). Siehe Text
fu¨r eine Erla¨uterung der Basissa¨tze
Term r [a0] Basis1 Basis2 Basis3 Koronaa Thakkarb
E
(1)
exch 3.0 19050.700 19050.700 19050.700 19228.40 19228.464
3.5 6010.426 6010.426 6010.426 6022.49 6022.610
4.0 1857.361 1857.361 1857.361 1855.0 1854.342
4.5 564.171 564.171 564.171 562.372 562.139
5.0 168.930 168.930 168.930 168.09 168.157
5.3 81.455 81.455 81.455 80.973
5.6 39.122 39.122 39.122 38.866 38.889
6.0 14.634 14.634 14.634 14.533 14.492
6.5 4.248 4.248 4.248 4.212 4.150
7.0 1.223 1.223 1.223 1.207 1.159
7.5 0.3500 0.3500 0.3500 0.3132
8.0 0.0995 0.0995 0.0995
9.0 0.00789 0.00789 0.00789
E
(2)
exch−ind 3.0 1244.2 1244.2 1244.2 1363.3
(−31.4 c)
3.5 303.9 303.9 303.9 323.62
4.0 72.40 72.40 72.40 76.76
(−0.4 c)
4.5 17.19 17.19 17.19 18.31
5.0 4.104 4.104 4.104 4.402
(−0.006 c)
5.3 1.744 1.744 1.744 1.878
5.6 0.743 0.743 0.743 0.804
(−0.0 c)
6.0 0.239 0.239 0.239 0.260
(−0.0 c)
6.5 0.0585 0.0584 0.0584 0.063
7.0 0.0144 0.0144 0.0144 0.016
7.5 0.00354 0.00354 0.00354
8.0 0.00088 0.00088 0.00088
9.0 0.00005 0.00005 0.00005
E
(2)
exch−disp 3.0 436.02 464.92 435.06 517.11
(+142.67 c)
3.5 174.81 188.77 178.39 199.5
4.0 64.40 69.95 67.37 72.62
(+4.18 c)
4.5 22.66 24.56 24.25 25.49
5.0 7.707 8.304 8.431 8.709
(+0.12 c)
5.3 3.978 4.268 4.416 4.525
5.6 2.033 2.172 2.295 2.340
(+0.016 c)
6.0 0.820 0.870 0.949 0.960
(+0.003 c)
6.5 0.259 0.272 0.311 0.314
7.0 0.081 0.084 0.101 0.098
7.5 0.0248 0.0257 0.0322
8.0 0.00755 0.00779 0.0102
9.0 0.00068 0.00069 0.00100
aGTG-Basis mit 100 Termen + MO [342]




2)− E(2)exch−ind/disp, Dc147 Basis
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interessanterweise mit Abweichungen von lediglich maximal 2% außerordentlich gut wiederge-
geben, wobei bei den ganz kleinen Absta¨nden KS-SAPT die E
(1)
exch-Werte etwas unterscha¨tzt
und ab 4.0 a0 jeweils leicht u¨berscha¨tzt (siehe Tabelle 6.14). Die Tatsache, daß die Unterschiede
der Werte von Korona und Thakkar fu¨r E
(1)
exch recht gering sind, zeigt, daß die vorliegenden Re-
ferenzwerte recht verla¨ßliche Vergleichsdaten fu¨r die exakte Austauschenergie erster Ordnung
sind. Somit sind die Differenzen zwischen den KS-SAPT Resultaten und den Referenzdaten als
tatsa¨chliche Folge der ’Dichtematrixna¨herung’ in der KS-SAPT Methode zu interpretieren, was
auch dadurch untermauert wird, daß die entsprechenden Coulombenergien von Korona und
Thakkar mit nahezu 100%-iger Genauigkeit durch KS-SAPT reproduziert werden (s.o.).
Beim Vergleich der Austausch-Induktionsenergien ist zu beru¨cksichtigen, daß diese in KS-
SAPT nur in der S2-Na¨herung berechnet werden, was sicherlich mit dazu beitra¨gt, daß man
bei kleineren intermolekularen Absta¨nden recht starke Abweichungen von den Referenzwer-
ten findet, welche ohne Verwendung der S2-Na¨herung berechnet wurden. In Tabelle 6.14 sind
allerdings fu¨r die Austausch-Induktionsenergien von Korona et al. auch entsprechende S2-






rechnet in einer etwas kleineren Basis). Diese zeigen, daß die recht starken Untertreibungen von
E
(2)
exch−ind durch KS-SAPT von -10% bei 3.0 a0 nur zum kleineren Teil (etwa 25%) der S
2-Na¨he-
rung anzurechnen sind. Bei gro¨ßeren Absta¨nden werden die ho¨heren Potenzen in S zunehmend
vernachla¨ssigbar, wie Tabelle 6.14 zeigt, und in dem Bereich des van der Waals Minimums sind
sie praktisch gleich Null. Die Abweichung von KS-SAPT von etwa 8% bei 5.6 a0 ist hierbei
also ga¨nzlich durch die LDA-Na¨herung im XC-Kernel sowie die ’Dichtematrixna¨herung’ zu er-
kla¨ren. Beru¨cksichtigt man allerdings ferner, daß die Na¨herung des XC-Kernels im Falle der
Induktionsenergie bei dem gleichen Abstand von 5.6 a0 verschwindend gering ist, so la¨ßt sich
spekulieren, daß der Fehler von KS-SAPT in dem E
(2)
exch−ind-Term zu großen Teilen durch das
’Austauschmatrix-Problem’ produziert wird.
Der Wechselwirkungsbeitrag in KS-SAPT mit den sicherlich sta¨rksten Na¨herungen ist die
Austausch-Dispersionsenergie. Dieser ha¨ngt ebenso wie die Dispersionsenergie recht stark von
dem verwendeten Basissatz ab, wie die Werte fu¨r die Basissa¨tze 1-3 in Tabelle 6.14 zeigen. Da-
bei ist ebenso wie bei E
(2)
disp zu beobachten, daß Basis2 bei den kleinsten Absta¨nden die besten
Na¨herungen fu¨r die Referenzwerte von Korona liefert, wa¨hrend die Midbondfunktionen in Ba-
sis3 beno¨tigt werden, um die langreichweitige Austausch-Dispersion gut zu beschreiben. Inter-
essant ist, daß die S2-Na¨herung zu einer Vergro¨ßerung der E
(2)
exch−disp-Beitra¨ge fu¨hrt, so daß die
jeweilige Unterscha¨tzung der Referenzwerte durch KS-SAPT nicht von der S2-Na¨herung kom-
men kann. Beru¨cksichtigt man, daß im Falle der Dispersionsenergie die ungekoppelten Werte
jeweils die gekoppelten dem Betrage nach untertreiben, so ist es sehr wahrscheinlich, daß dieses
auch fu¨r die Austausch-Dispersionsbeitra¨ge zutrifft. Sowohl fu¨r E
(2)
exch−disp als auch E
(2)
exch−ind ist
zu beobachten, daß die Abweichungen zu den Korona-Werten mit gro¨ßeren intermolekularen
Absta¨nden immer kleiner werden (fu¨r Basis3) und es ist erstaunlich, daß man im Bereich des
Minimums bei 5.6 a0 Abweichungen zu den Referenzwerten findet, die unterhalb von 2% liegen.
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Zusammenfassend la¨ßt sich sagen, daß man durch die Benutzung eines exakten XC-Potentials
fu¨r das Helium-Atom sowie eines großen Basissatzes mit Midbondfunktionen mit der KS-SAPT
Methode alle Wechselwirkungsbeitra¨ge erster und zweiter Ordnung fu¨r He2 bei mittleren und
großen Absta¨nden mit einer ausgezeichneten Genauigkeit beschreiben kann. Dabei konnte die
Coulombenergie in erster Ordnung in nahezu vollsta¨ndiger U¨bereinstimmung mit den hochge-
nauen Literaturdaten reproduziert werden. Diese Genauigkeit konnte fu¨r die in KS-SAPT prin-
zipiell potentiell exakten Induktions- und Dispersionsenergiebeitra¨ge aufgrund der Na¨herungen
im XC-Kernel nicht erreicht werden, jedoch hat sich herausgestellt, daß die entsprechenden
Na¨herungen bei allen bis auf die kleinsten intermolekularen Absta¨nde vernachla¨ssigbar ge-
ring sind. Fu¨r die Austauschenergiebeitra¨ge, welche in KS-SAPT nicht potentiell exakt sind
(→’Dichtematrixna¨herung’) ist erwartungsgema¨ß insgesamt eine schlechtere U¨bereinstimmung
mit den Referenzdaten gefunden worden als fu¨r deren entsprechende Polarisationsbeitra¨ge. Al-
lerdings waren auch hier im fu¨r die Wechselwirkung signifikanten Bereich die Abweichungen nur
in Gro¨ßenordnungen von wenigen Prozent. Dieses Ergebnis ist ein guter Anhaltspunkt dafu¨r,
daß man trotz des ’Austauschproblems’ mit KS-SAPT die gleiche Genauigkeit wie mit dem
Standard-Vielteilchen-SAPT-Verfahren erreichen kann, wenn man ein akkurates XC-Potential
in den Monomerrechnungen benutzt.
Gesamtwechselwirkungsenergien fu¨r He2 aus dem KS-SAPT Verfahren mit einem
exakten XC-Potential
Nachdem gezeigt werden konnte, daß alle wichtigen Wechselwirkungsbeitra¨ge fu¨r He2 in erster
und zweiter Ordnung sehr gut mit dem KS-SAPT Verfahren beschrieben werden ko¨nnen, stellt
sich nun die Frage, ob dies auch fu¨r die Gesamtwechselwirkungsenergie zutrifft. Dabei wer-
den in KS-SAPT gema¨ß Gl.6.7 die Wechselwirkungsbeitra¨ge dritter und ho¨herer Ordnung im
intermolekularen Potential ebenso wie im Standard-SAPT Verfahren durch den Term δ(HF)
beschrieben, welcher alle Induktions- und Austauschinduktionsenergien dritter und ho¨herer
Ordnung auf unkorreliertem Niveau aufsummiert (vgl. Abschnitt 4.2.4). Um den hierdurch in
der Gesamtwechselwirkungsenergie hervorgerufenen Fehler abscha¨tzen zu ko¨nnen, sind alterna-
tiv die KS-SAPT Wechselwirkungsenergien fu¨r He2 auch mit Hilfe der ∆
(3−∞)-Werte aus der
Arbeit von Korona et al. [342] berechnet worden. Diese entsprechen einer Aufsummierung aller
korrelierten Wechselwirkungsbeitra¨ge ab der dritten bis zur unendlichen Ordnung auf full-CI-
Niveau.
Zum Vergleich sind fu¨r die einzelnen intermolekularen Absta¨nde auch supermolekulare
CCSD(T)-Rechnungen durchgefu¨hrt worden, wobei jeweils die im letzten Abschnitt beschriebe-
ne Basis3 benutzt wurde. Die Potentialenergiekurven fu¨r die beiden KS-SAPT-Ansa¨tze sowie
fu¨r CCSD(T) sind in Abb.6.18 gezeigt. Ebenfalls mit in das Diagramm aufgenommen wur-
den die Level(3)-SAPT-Werte von Korona et al. [342], sowie einige Punkte aus den Quanten
Monte-Carlo (QMC) Rechnungen von Anderson et al. [345].
Geht man davon aus, daß die QMC-Werte (graue Punkte in Diagramm 6.18) am genaue-
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Abbildung 6.18: Potentialenergiekurven fu¨r das He-Dimer. Die gepunktete Linie gibt den Ver-




(3−∞) (siehe Text) und die gepunkt-strichelte Linie der CCSD(T) Metho-
de (jeweils mit Basis3 gerechnet; siehe Text). Die durchgezogene Linie entspricht dem SAPT-
Potential von Korona et al. [342] und die grauen Punkte den Quanten Monte-Carlo Rechnungen
von Anderson et al. [345]
Tabelle 6.15: Vergleich der berechneten He2 Gleichgewichtsabsta¨nde und Dissoziationsenergien
mit ausgewa¨hlten ab-initio und analytischen Potentialen (Energien in µH und Absta¨nde in a0)
Referenz Methode Basis De re
Diese Arbeit CCSD(T) Basis3 -33.38 5.625
Diese Arbeit KS-SAPT+δ(HF) Basis3 -36.25 5.573
Diese Arbeit KS-SAPT+∆(3−∞) Basis3 -34.69 5.606
van Mourik et al. [197] CCSD(T) t-aug-cc-pV6Z -33.53 5.626
van Mourik et al. [197] CCSD(T) cbs -33.73 5.620
Klopper und Noga FCI(abgescha¨tzt) [346] 11s8p6d5f4g3h -34.835 5.6a
Anderson et al. [345] QMC -34.87±0.3 5.6a
Korona et al. [342] SAPT erweiterter GTG -35.03 5.602
Komasa und Rychlewskib ECG 1200-Term -34.68 5.6a
Aziz und Slamanc LM2LM2 -34.58 5.613
Aziz et al.d HFD-B3-FCI1 -34.70 5.609
Janzen und Azize SAPT2 -35.02 5.602
anicht optimiert
bvariationelle Rechnungen mit exponentiell korrelierten Gauss-Wellenfunktionen [347]
cReferenz [348]; Potential basiert auf den Interacting Correlated Fragment (IFC) Resultaten von Liu
und McLean [349]
dReferenz [350]; Potential basiert auf Quanten Monte-Carlo [351] und FCI Resultaten [352] und benutzt
SCF Dispersionskoeffizienten
eReferenz [353]; Potential basiert auf Korona’s SAPT Resultaten [342]
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sten die Wechselwirkung fu¨r He2 beschreiben (der Knotenfehler ist hier aufgrund der Symmetrie
exakt behebbar), so erkennt man aus den Auftragungen in Abb.6.18, daß die Potentialkurve
von CCSD(T) im Bereich des Minimums etwas zu flach verla¨uft, wa¨hrend die Standard-KS-
SAPT-Methode (Quadrate) eine zu stark attraktive Wechselwirkungsenergie liefert. Addiert
man dagegen den ∆(3−∞)-Term zu den KS-SAPT-Energien erster und zweiter Ordnung (ge-
strichelte Linie), so stimmt der Verlauf der Potentialkurve mit den MC-Werten und auch
mit der SAPT-Kurve von Korona (durchgezogene Linie) ausgezeichnet u¨berein. Hierbei sollte
erwa¨hnt werden, daß gefunden wurde, daß die SAPT(SRS)-Energie bei 5.6 a0 bis auf 0.04%
die FCI-Wechselwirkungsenergie reproduziert [343]. Aufgrund der Tatsache, daß KS-SAPT alle
Level(3)-SAPT-Beitra¨ge von Korona et al. in erster und zweiter Ordnung mit einer sehr guten
Genauigkeit reproduzieren konnte (s.o.), zeigt sich damit, daß die Benutzung des δ(HF)-Termes
im Standard-KS-SAPT Verfahren mo¨glicherweise zu der gravierendsten Na¨herung der Methode
za¨hlt.
In Tabelle 6.15 werden die Dissoziationsenergien und Gleichgewichtsabsta¨nde fu¨r He2 fu¨r
KS-SAPTmit den entsprechendenWerten anderer Methoden verglichen. Die eigenen CCSD(T)-
und KS-SAPT-Werte im ersten Block in Tabelle 6.15 sind hierbei mittels eines Fits der Da-
tenpunkte an ein sechsgradiges Polynom bestimmt worden. Ein Vergleich der besten Litera-
turdaten in Tabelle 6.15 zeigt, daß die Dissoziationsenergie von He2 zwischen etwa -34.6 und
-35.03 µH liegt und der Gleichgewichtsabstand zwischen 5.60 und 5.613 a0. Dagegen erha¨lt
man mit KS-SAPT+δ(HF) De- und re-Werte, welche nicht in dem angegeben Bereich liegen:
die Dissoziationsenergie wird um etwa 1.5 µH u¨berscha¨tzt und der Gleichgewichtsabstand um
etwa 0.03 a0 untertrieben. Dagegen liegen die Werte fu¨r das KS-SAPT+∆
(3−∞)-Potential mit
-34.69 µH und 5.606 a0 innerhalb des Streubereiches der Literaturdaten (mit Ausnahme der
CCSD(T)-Werte, welche ebenso wie die eigene CCSD(T)-Kurve De unter- und re u¨bertrei-
ben). Damit sind die Standard-KS-SAPT-Werte mit einem a¨hnlichen Fehler behaftet wie die
von CCSD(T), wa¨hrend man durch die Benutzung der ∆(3−∞)-Korrektur ein nahezu exaktes
Wechselwirkungspotential in dem Bereich des van der Waals Minimums fu¨r das Helium-Dimer
erha¨lt.
Wechselwirkungsenergiebeitra¨ge fu¨r die Edelgasdimere aus dem KS-Verfahren mit
ab-initio XC-Potentialen
Die ab-initio XC-Potentiale sind benutzt worden, um die einzelnen Wechselwirkungsbeitra¨ge
fu¨r He2, Ne2, Ar2 und NeAr bei den Absta¨nden 5.5 a0, 6.0 a0, 7.0 a0 und 6.5 a0 zu berechnen,
wobei jeweils ein aug-cc-pVQZ Basissatz benutzt wurde. Die Ergebnisse sind in Tabelle 6.16
angegeben. Zum Vergleich der KS-SAPT-Energiebeitra¨ge sind in einigen Fa¨llen auch die ent-
sprechenden Werte fu¨r die nichtlokalen XC-Potentiale angegeben. Dabei entsprechen die CIa.i.
Werte bei He2 jeweils den Resultaten aus CISD-Rechnungen, wa¨hrend bei Ne2, Ar2 und NeAr
die jeweiligen Werte aus AQCC-Rechnungen entstammen. Die Induktionsenergien fu¨r die CI-
Verfahren sind dabei mittels des in Abschnitt 6.3 beschriebenen finite-field Verfahrens bestimmt
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worden. Aus Gru¨nden der Einfachheit werden im folgenden die Abku¨rzungen aus Tabelle 6.16
fu¨r die einzelnen XC-Potentiale benutzt, wa¨hrend die entsprechenden ab-initio Methoden durch
einen Index ’a.i.’ gekennzeichnet werden.
Fu¨r die Coulombenergien findet man analog zu den Ergebnissen fu¨r die r2-Werte fu¨r die
Atome (s.o.) jeweils eine recht gute U¨bereinstimmung der KS-Werte mit den entsprechenden
ab-initio Werten: fu¨r die BO-Dichten findet man z.B. Abweichungen von 3% und weniger zwi-
schen BOa.i. und BO bzw. LBO (wobei die Abweichungen fu¨r das BO-ZMP-Potential jeweils
etwas geringer sind). Dieses Ergebnis war zu erwarten, da bei Ausschluß von numerischen Feh-
lern bei den LHF-(LBO-) bzw. ZMP-Verfahren die erhaltenen XC-Potentiale im Grunde die
gleichen Dichten liefern mu¨ssen, wie zu deren Konstruktion eingesetzt worden ist. Dies gilt
jedoch nicht notwendigerweise fu¨r die Dichtematrizen, und so ist es interessant zu beobachten,
daß im Falle von HF und BO die KS-Austauschenergien jeweils nur wenig von den ab-initio
Werten abweichen, wobei die LBO-Werte bei Ar2 und NeAr wieder ein wenig schlechter mit
BOa.i. u¨bereinstimmen als die Austauschenergien aus den BO-ZMP-Potentialen.
Auch fu¨r die Induktions- und Austauschinduktionsenergien kann man eine recht gute Ver-
gleichbarkeit zwischen den KS- und ab-initio-Werten ausmachen: fu¨r E
(2)
ind findet man die gro¨ßte
Abweichung von ZMP-CI zu CIa.i. fu¨r das Ar-Dimer mit -7.3%. Die sta¨rkeren Differenzen zwi-




exch−disp sind dagegen auf das verbesserte
virtuelle Eigenwertspektrum von LHF bzw. ZMP-HF zuru¨ckzufu¨hren. Dieses fu¨hrt dazu, daß
LHF bzw. ZMP-HF jeweils etwas na¨her bei den ’korrelierten’ KS-SAPTWerten liegen als HFa.i..
Am Schluß der Tabelle 6.16 sind die Gesamtwechselwirkungsenergien fu¨r die einzelnen XC-
Potentiale gezeigt, wobei die Terme ho¨herer Ordnung durch den δ(HF)-Term abgescha¨tzt wur-
den (s.o.). Zum Vergleich sind ganz am Ende die supermolekularen CCSD(T)-Energien aus Ta-
belle 6.10 aufgefu¨hrt. Es zeigt sich, daß die korrelierten KS-SAPT-Werte untereinander kaum
Unterschiede voneinander aufweisen und die CCSD(T)-Resultate mit Abweichungen zwischen
-10 (Ar2) und +4%(Ne2) reproduzieren ko¨nnen. Dabei ist zu erwa¨hnen, daß man fu¨r die Eint-
Werte fu¨r PBE0AC aus Tabelle 6.11 recht a¨hnlich große Fehler im Falle der Edelgasdimere
findet.
Fazit
In diesem Abschnitt ist untersucht worden, wie gut die KS-SAPT Methode einzelne Wechselwir-
kungsbeitra¨ge reproduziert, wenn man nahezu exakte XC-Potentiale aus korrelierten ab-initio
Dichten in den Monomerrechnungen benutzt. Im Falle des Helium-Dimers konnte gezeigt wer-
den, daß die Auswirkungen der meisten der Na¨herungen in dem derzeitigen Programmstatus
der KS-SAPT Methode bei mittleren und großen intermolekularen Absta¨nden vernachla¨ssigbar
sind. Dieses Ergebnis war insbesondere nicht fu¨r die Austauschenergiebeitra¨ge vorherzusehen,
da diese innerhalb des KS-SAPT Verfahrens nicht potentiell exakt sind. Man kann damit er-
warten, daß das KS-SAPT Verfahren auch fu¨r genaue Studien gro¨ßerer Dimersysteme geeignet
ist, vorausgesetzt, es wird in Kombination mit akkuraten XC-Potentialen benutzt.
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Tabelle 6.16: KS-SAPT(vab−initioxc ): Energiebeitra¨ge fu¨r die Edelgasdimere (aug-cc-
pVQZ/Energien in mH)




a.i. −0.006389 −0.02026 −0.2315 −0.08877
BOa.i. −0.006811 −0.02901 −0.2373 −0.10
CIa.i. −0.007016 −0.03007 −0.2457 −0.1036
LHF −0.006388 −0.02023 −0.2332 −0.08914
HF −0.02061 −0.2391 −0.09163
LBO −0.00677 −0.02841 −0.2313 −0.09745
BO −0.02914 −0.2429 −0.1018
BO-T2 −0.03106 −0.251 −0.1063




a.i. 0.04564 0.0843 0.7889 0.313
BOa.i. 0.04897 0.1189 0.8089 0.357
LHF 0.04563 0.08456 0.7843 0.3142
HF 0.0858 0.8036 0.3203
LBO 0.04869 0.1168 0.7765 0.3474
BO 0.1192 0.8134 0.3596
BO-T2 0.1262 0.8378 0.3742




a.i. −0.00106 −0.01511 −0.2989 −0.09903
CIa.i. −0.001189 −0.02408 −0.326 −0.1148
LHF −0.001065 −0.01522 −0.305 −0.1007
HF −0.01568 −0.331 −0.1071
LBO −0.00115 −0.02317 −0.3083 −0.109
BO −0.02397 −0.3406 −0.1175
BO-T2 −0.0256 −0.3551 −0.123




a.i. 0.0008757 0.01539 0.2935 0.1023
LHF 0.0008813 0.01551 0.2994 0.1041
HF 0.01598 0.3258 0.111
LBO 0.0009623 0.02373 0.303 0.1124
BO 0.02455 0.3355 0.1215
BO-T2 0.02623 0.3499 0.1272




a.i. −0.06917 −0.1733 −0.9813 −0.4026
LHF −0.07161 −0.178 −1.028 −0.4176
HF −0.1792 −1.029 −0.4195
LBO −0.07262 −0.1972 −1.012 −0.437
BO −0.1995 −1.027 −0.4432
BO-T2 −0.2061 −1.044 −0.4545




a.i. 0.00156 0.004969 0.07322 0.02216
LHF 0.002109 0.006588 0.1066 0.03005
HF 0.006709 0.1088 0.03071
LBO 0.002214 0.009012 0.1054 0.0333
BO 0.009243 0.11 0.03459
BO-T2 0.009847 0.1135 0.03616
CI 0.002281 0.00965 0.1122 0.03564
Etot LHF −0.03221 −0.1086 −0.4063 −0.1721
HF −0.1088 −0.3915 −0.1693
LBO −0.03044 −0.101 −0.3968 −0.1635
BO −0.1013 −0.382 −0.1599
BO-T2 −0.1023 −0.3791 −0.1595
CI −0.03057 −0.1028 −0.3811 −0.1607
CCSD(T)a.i. −0.02804 −0.1056 −0.3591 −0.1632
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Allerdings sollte an dieser Stelle angemerkt sein, daß die Abscha¨tzung der Beitra¨ge ho¨herer
intermolekularer Ordnungen durch den δ(HF)-Term offensichtlich eine der schlechtesten Na¨he-
rungen des KS-SAPT Verfahrens ist. Dies hat im besonderen auch fu¨r stark wechselwirken-
de Systeme Konsequenzen, da hier die Summe der Terme ho¨herer Ordnung von der gleichen
Gro¨ßenordnung wie die Wechselwirkung selbst sein kann. Es ist damit eine wichtige zuku¨nftige
Aufgabe, diese Beitra¨ge durch ein genaueres Verfahren abzuscha¨tzen.
Die in diesem Abschnitt benutzte Methodik zur Berechnung der Wechselwirkungsbeitra¨ge
aus numerischen XC-Potentialen ist prinzipiell fu¨r jede Art von Dimersystem anwendbar. Hat
man einmal die XC-Potentiale fu¨r die Monomere aus akkuraten ab-initio Dichten gewonnen,
so kann man damit prinzipiell eine KS-SAPT-Potentialfla¨che generieren. Allerdings mu¨ssen bei
der Wahl eines anderen Integrationsgitters die Werte fu¨r das XC-Potential jeweils mit Hilfe der
Daten fu¨r das ab-initio XC-Potential interpoliert werden, was in Abha¨ngigkeit von der Feinheit
des Gitters und dem Interpolationsverfahren zu numerischen Fehlern fu¨hren kann.
6.7 Gro¨ßere Testrechnungen
Die Ergebnisse des vorletzten Abschnittes 6.5 haben gezeigt, daß die KS-SAPT Methode in der
Lage ist, fu¨r eine Reihe von kleinen Dimersystemen die Wechselwirkungsenergien aus korrelier-
ten supermolekularen Rechnungen mit wenigen Prozent Abweichung zu reproduzieren, wenn
man das asymptotisch korrigierte PBE0AC Modellpotential in den KS-Monomerrechnungen
benutzt. Ferner haben die Untersuchungen des letzten Abschnittes gezeigt, daß all die Na¨he-
rungen der KS-SAPT Methode, die u¨ber diejenigen im XC-Potential hinausgehen, (vgl. Gl.6.7)
hinreichend sind, um das Wechselwirkungspotential fu¨r das Helium-Dimer mit einer hohen Ge-
nauigkeit wiedergeben zu ko¨nnen. Die KS-SAPT Methode ist damit a¨hnlich wie das Standard-
Vielteilchen-SAPT Verfahren eine akkurate Methode zur Beschreibung von intermolekularen
Wechselwirkungen.
Es stellt sich nun die Frage, wie effizient KS-SAPT im Vergleich zu anderen ab-initio Verfah-
ren und insbesondere CCSD(T) als Standardmethode zur Berechnung von Wechselwirkungs-
energien ist. Dieses soll in diesem Abschnitt anhand von einigen gro¨ßeren Testrechnungen fu¨r
die Dimere Ne2, (H2O)2 und Phenol-H2O demonstriert werden.
Vom theoretischen Standpunkt her sind die rechenkritischen Schritte der KS-SAPT Me-
thode in der derzeitigen Implementierung die Berechnung der Responsefunktionen sowie die
Berechnung der Dispersionsenergie. Im ersten Fall wird ein nicht-hermitesches Eigenwertpro-
blem (vgl. Gl.3.15) der Dimension n=occ×vir (besetzt × virtuell) gelo¨st, wobei der Aufwand
immer mit n3=occ3×vir3 skaliert, d.h. er steigt wie N6 mit der Moleku¨lgro¨ße N . Zur Be-
rechnung der Dispersionsenergie gema¨ß Gl.4.37 mu¨ssen wiederum Matrizen der Gro¨ße occ×vir
multipliziert werden, was erneut einem Aufwand von n3=occ3×vir3 entspricht, d.h. es handelt
sich auch hier um einen N6-Prozeß. Insgesamt skaliert das KS-SAPT-Verfahren damit wie N6.
In der Praxis zeigt sich jedoch, daß noch ein weiterer Rechenschritt kritisch ist, na¨mlich die
KAPITEL 6: Kohn-Sham-SAPT 177
Bildung der Kohn-Sham Hessematrix (siehe Gl.3.31), da hier zur numerischen Integration ein
nxc×occ2×vir2-Prozeß vonno¨ten ist, wobei nxc die Anzahl der Gitterpunkte ist. Zwar liegt der
Aufwand im Vergleich zu den beiden oberen Rechenschritten nur bei N5, jedoch besitzt dieser
Rechenschritt einen recht hohen Vorfaktor, welcher durch die Feinheit des Integrationsgitters
gesteuert wird. Bei sehr feinen Integrationsgittern muß man pro Atom der zweiten Periode mit
einer Anzahl von 1×105-2×105 Gitterpunkten rechnen, so daß dagegen der Aufwand zur Lo¨sung
der Responsegleichung oder die Berechnung der Dispersionsenergie vernachla¨ssigbar wird. Al-
lerdings kann man den Aufwand fu¨r die Berechnung der KS-Hessematrix erheblich reduzieren
(und damit den hohen Vorfaktor kleiner machen), wenn man Prescreening-Verfahren benutzt,
wobei man z.B. durch eine Vorausberechnung der U¨bergangsdichten φi(r)φa(r) mittels einer
gewa¨hlten Schranke abscha¨tzt, ob die entsprechenden Elemente der Matrix berechnet werden
sollen oder nicht.
Der große Vorteil von KS-SAPT gegenu¨ber dem Vielteilchen-SAPT Verfahren ist, daß, so-
bald die Responsegleichungen gelo¨st worden sind, alle Beitra¨ge bis auf E
(2)
disp mit dem gleichen
niedrigen Aufwand berechnet werden ko¨nnen wie die Hartree-Fock Beitra¨ge in Vielteilchen-
SAPT. Fu¨r E
(2)
disp gilt, daß der Aufwand in KS-SAPT demjenigen fu¨r die Berechnung gewisser
Vierfach-Anregungsterme in E
(220)
disp entsprechen, welche standardma¨ßig in SAPT zur Berech-
nung der Dispersionsenergie in zweiter Ordnung in den intramonomeren Fluktuationspotentia-
len beno¨tigt werden. Ein bestimmter Teilbeitrag von E
(220)
disp entha¨lt jedoch Dreifachanregungs-
amplituden, so daß dessen Berechnung mit N7 skaliert, was ein deutlicher Nachteil gegenu¨ber
KS-SAPT ist.
6.7.1 Neon Dimer
Fu¨r das Neon-Dimer sind die Potentialenergiekurven mit den Methoden MP2, CCSD, CCSD(T)
sowie SAPT(HF) und SAPT(PBE0AC) fu¨r die Basissa¨tze aug-cc-pVXZ (X=2-5) berechnet
worden. Die supermolekularen Rechnungen sind mit dem Programmpacket Molpro [308] durch-
gefu¨hrt worden, wobei jeweils alle Elektronen korreliert worden sind. Im Fall von SAPT(PBE0AC)
ist die Vorschrift aus Gl.6.7 zur Berechnung der Gesamtenergie benutzt worden, wobei ein
(A)LDA-Kernel zur Berechnung der Responsefunktionen verwendet wurde. Die Werte fu¨r















Die Potentialkurven fu¨r die verschiedenen Methoden in der aug-cc-pV5Z Basis (254 Basis-
funktionen) sind in Abb.6.19 gezeigt. Man kann hier gut erkennen, daß die supermolekulare
Hartree-Fock Kurve u¨berhaupt keine attraktive Wechselwirkung beschreibt, was auf das Fehlen
der wichtigen Dispersionsenergiebeitra¨ge zuru¨ckzufu¨hren ist, wie man anhand des Vergleiches
mit der SAPT(HF) Kurve direkt erkennen kann. Mit MP2 und CCSD ist der Verlauf der Poten-
tialenergiekurve im Vergleich zu CCSD(T) jeweils zu flach und die Minimuma sind gegenu¨ber
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Abbildung 6.19: Potentialenergiekurven fu¨r das Ne-Dimer (aug-cc-pV5Z)
dem der CCSD(T)-Kurve etwas nach rechts verschoben. Diese recht deutlichen Unterschiede
zwischen den korrelierten Supermoleku¨l-Kurven zeigen, daß der gesamte Korrelationseffekt, ins-
besondere durch die Dreifachanregungsbeitra¨ge, im Neon-Dimer signifikant groß ist. Interessant
ist nun, daß die beiden SAPT-Kurven im Bereich des van der Waals Minimums den Verlauf
der CCSD(T)-Kurve besser wiedergeben als sowohl MP2 und CCSD. Dabei ist jedoch im Fall
von SAPT(HF) eine deutliche Verschiebung des Potentials gegenu¨ber CCSD(T) zu kleineren
Absta¨nden zu beobachten, wa¨hrend die SAPT(PBE0AC)-Kurve die CCSD(T)-Kurve in allen
Bereichen am besten reproduziert, allerdings mit einer etwas tieferen Potentialmulde.
Die Gleichgewichtsabsta¨nde re und Dissoziationsenergien De sind fu¨r die einzelnen Me-
thoden und Basissa¨tze durch das Anfitten eines 8-gradigen Polynoms bestimmt worden. Die
erhaltenen Resultate sowie die aus den Werten extrapolierten Abscha¨tzungen fu¨r das Basis-
satzlimit (cbs∼=complete basis set estimation) sind in Tabelle 6.17 gezeigt. Letztere sind mit
Hilfe einer Anpassung der Funktion f(x) = a + b · e−cx (x=2-5: Kardinalzahl) mit den Pa-
Tabelle 6.17: Gleichgewichtsabsta¨nde re (in a0) und Dissoziationsenergien De (in mHartree) fu¨r
das Neon Dimer
Eigenschaft Basis MP2 CCSD CCSD(T) SAPT(HF) SAPT(PBE0AC)
re
a VDZ 6.544 6.494 6.437 6.260 6.408
VTZ 6.261 6.169 6.080 5.916 6.095
VQZ 6.138 6.040 5.952 5.822 5.971
V5Z 6.099 5.998 5.904 5.774 5.911
cbs 6.065 5.967 5.878 5.764 5.874
De
b VDZ -0.03730 -0.03990 -0.04608 -0.05004 -0.04682
VTZ -0.05877 -0.06704 -0.08176 -0.08689 -0.08304
VQZ -0.07277 -0.08510 -0.10598 -0.10936 -0.10769
V5Z -0.07936 -0.09367 -0.11756 -0.12064 -0.12319
cbs -0.09031 -0.10847 -0.13835 -0.13727 -0.15434
aexp.: 5.847±0.002 a0 [354]
bexp.: 0.1339±0.0006 mHartree [354]
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rametern a, b und c an die jeweiligen Daten ermittelt worden. Dabei zeigt sich, daß sich die
Werte fu¨r re durch die Basissatzextrapolation nicht mehr sehr stark a¨ndern, so daß auch fu¨r die
cbs-Resultate eine sehr gute U¨bereinstimmung fu¨r die Position des Gleichgeweichtsabstandes
zwischen CCSD(T) und SAPT(PBE0AC) gefunden wird. Dagegen fu¨hrt im Falle von De die
Basissatzextrapolation jeweils zu einer recht starken A¨nderung der Werte gegenu¨ber den Daten
in der aug-cc-pV5Z Basis. Dabei vergro¨ßert sich die Abweichung des SAPT(PBE0AC)-Wertes
von -5% zu dem CCSD(T)-Referenzwert fu¨r die aug-cc-pV5Z Basis auf u¨ber -11%, wa¨hrend die
abgescha¨tzte Dissoziationsenergie fu¨r SAPT(HF) nur um 0.7% von dem CCSD(T)-Wert ab-
weicht. Dagegen findet man fu¨r CCSD eine Abweichung von etwa 22% und fu¨r MP2 sogar eine
Abweichung von knapp 35% zu dem extrapolierten De-Wert von CCSD(T). Damit beschreiben
SAPT(PBE0AC) und SAPT(HF) die Wechselwirkung im Neon-Dimer auf CCSD(T)-Niveau
besser als sowohl CCSD und auch MP2.
Eine Mittelung der CPU-Zeiten fu¨r die Rechnungen in der aug-cc-pV5Z Basis ergab je-
weils eine durchschnittliche Zeit fu¨r die SAPT(HF)-Rechnungen von 94 min und fu¨r die reinen
SAPT(PBE0AC)-Rechnungen von 86 min. Da im Fall von SAPT(PBE0AC) auch das Ergeb-
nis fu¨r die δ(HF)-Werte beno¨tigt wurde, entspricht damit die Gesamtzeit fu¨r eine komplette
SAPT(PBE0AC)-Rechnung einer Dauer von 180 min. Diese Rechenzeit ließe sich jedoch noch
dadurch verringern, daß auf die Berechnung des E
(2)
disp Beitrages in der SAPT(HF)-Rechnung
verzichtet wird. Ferner sind in dem angefu¨hrten Beispiel die AO-Zweielektronenintegrale zwei-
mal berechnet worden. Dagegen dauerte eine supermolekulare CCSD(T)-Rechnung im Schnitt
ewta 690 min, so daß die KS-SAPT-Rechnung insgesamt um einen Faktor von 3.8 schneller
ist als eine entsprechende CCSD(T)-Rechnung (die Rechnungen sind jeweils auf einer 0.5 GHz
DEC-ALPHA Architektur durchgefu¨hrt worden).
6.7.2 Wasser Dimer
DieWechselwirkungsenergie fu¨r das Wasser-Dimer in der Minimumsgeometrie von Mas und Sza-
lewicz [307] ist mit verschiedenen Korrelationsmethoden sowie SAPT(HF) und SAPT(PBE0AC)
in einer 344-Funktionen großen Dimerbasis, bestehend aus den aug-cc-pVQZ-Monomerbasis-
sa¨tzen, berechnet worden. Die supermolekularen Rechnungen sind mit dem Programmpacket
Molpro durchgefu¨hrt worden, wobei jeweils alle Elektronen korreliert wurden.
Die Werte fu¨r die Wechselwirkungsbeitra¨ge und die Gesamtwechselwirkungsenergien sind
in Tabelle 6.18 gezeigt. Ein Vergleich der Eint-Werte fu¨r SAPT(HF) und SAPT(PBE0AC) mit
den Møller-Plesset- und Coupled-Cluster Energien aus Spalte drei zeigt, daß SAPT(HF) die
Wechselwirkungsenergie stark, um etwa 20%, u¨bertreibt. Dagegen ist der Wert von -7.580
mH fu¨r SAPT(PBE0AC) in einer recht guten U¨bereinstimmung mit der MP4(SDQ)- und
CCSD-Wechselwirkungsenergie von -7.606 bzw. -7.620 mH. Allerdings fu¨hren die Korrelati-
onsbeitra¨ge aus den Dreifachanregungen bei MP4 und CCSD(T) zu einer um jeweils etwa -0.35
mH attraktiveren Wechselwirkung fu¨r das Wasser-Dimer, was erstaunlicherweise auch durch
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Tabelle 6.18: Energiebeitra¨ge fu¨r das H2O-Dimer in der Minimumsgeometrie [307] (aug-cc-
pVQZ/Energien in mHartree)


























E(1) + E(2) -8.035 -6.313
δ(HF) -1.267 -1.267



















hSAPT, 152 Gaußfunktionen MC+BS [307]
die MP2-Methode reproduziert werden kann. Ebenfalls dargestellt in Tabelle 6.18 sind neben
den gekoppelten TDHF- bzw. TDDFT-Dispersionsenergien auch die entsprechenden ungekop-
pelten Sum over States-Dispersionsenergien aus den HF- bzw. PBE0AC-Orbitalen. Dabei ist
interessanterweise zu beobachten, daß im Falle von HF kaum ein Unterschied zwischen der ge-
koppelten und der ungekoppelten Variante vorliegt, wa¨hrend bei PBE0AC E
(2)
disp betragsma¨ßig
um ganze 1.12 mH kleiner ist als E
(2)
disp,u. Es ist anzunehmen, daß dieser Effekt auch bei der
Austausch-Dispersionsenergie vorliegt, so daß der ungekoppelte Werte fu¨r E
(2)
exch−disp,u von 1.002
in Tabelle 6.18 ebenfalls etwas zu groß ist. Eine Mo¨glichkeit, um die gekoppelten Werte fu¨r die













wobei angenommen wird, daß der Effekt der Kopplung prozentual der gleiche ist, wie fu¨r die
Dispersionsenergie. Wendet man diese Vorschrift an, so erha¨lt man einen Wert fu¨r E
(2)
exch−disp
von etwa 0.8 mH fu¨r PBE0AC. Der resultierende Wert fu¨r die Gesamtwechselwirkungsener-
gie von -7.784 mH liegt damit um etwa 0.2 mH tiefer und liefert damit eine etwas bessere
U¨bereinstimmung mit den Werten fu¨r MP4 und CCSD(T). Diese U¨berlegung demonstriert,
daß fu¨r die Wechselwirkung des Wasser-Dimers in der Na¨he des Minimums die Austausch-
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Dispersionsenergie durchaus ein nicht zu vernachla¨ssigender Beitrag ist. Die Tabelle 6.18 zeigt
ferner, daß auch der δ(HF)-Term im Gro¨ßenordnungsbereich (15%) der Gesamtwechselwir-
kungsenergie liegt, so daß mo¨glicherweise auch die Na¨herungen dieses Terms behoben werden
mu¨ssen, um die Gesamtwechselwirkungsenergie akkurat beschreiben zu ko¨nnen.
Die SAPT Rechnungen sind auf einem DEC-ALPHA Rechner mit 0.5 GHz durchgefu¨hrt
worden. Die CPU-Zeiten fu¨r die SAPT(PBE0AC) und SAPT(HF) Rechnung betrugen 21.0
bzw. 13.2 h. Diese große Differenz la¨ßt sich dadurch erkla¨ren, daß in der SAPT(PBE0AC)
Rechnung ein sehr feines Integrationsgitter fu¨r die Integrale u¨ber vxc(r) und fxc(r) verwen-
det wurde. Die ab-initio Rechnungen wurden dagegen auf einem Intel Xeon Prozessor mit
2.4 GHz durchgefu¨hrt, weshalb hier nicht so ohne weiteres ein Vergleich der CPU-Zeiten an-
gestellt werden kann. Allerdings zeigt ein Vergleich der Zeiten, die fu¨r die Berechnung der
AO-Zweielektronenintegrale beno¨tigt wurden (0.77 h auf der DEC-ALPHA und 0.27 h auf dem
Intel-Xeon), daß der Intel Prozessor als der schnellere einzustufen ist (dieses ha¨ngt sicherlich
von der Art der Rechenoperationen ab, die jeweils durchgefu¨hrt werden, sowie auch noch von
einigen anderen Faktoren, wie dem Speicher-Bus, usw.). Die CCSD(T)-Supermoleku¨lrechnung
auf dem Intel-Xeon Rechner dauerte 29.47 h, was deutlich la¨nger ist, als die jeweiligen einzel-
nen SAPT Rechnungen. Da wiederum in der SAPT(HF) Rechnung die fu¨r die Berechnung der





ließe sich die beno¨tigte Rechenzeit fu¨r die Summe der beiden Einzelrechnungen noch um eini-
ges verkleinern. Daru¨ber hinaus zeigt der Vergleich der CPU-Zeiten fu¨r SAPT(PBE0AC) und
SAPT(HF), daß eine Untersuchung, inwieweit die Genauigkeit bei der numerischen Integration
die Gesamtenergie beeinflußt, fu¨r zuku¨nftige Anwendungen recht hilfreich sein du¨rfte.
6.7.3 Phenol-H2O
Die Gu¨te der KS-SAPT Methode ist fu¨r drei verschiedene Geometrien des Phenol-Wasser Di-
mers getestet worden. Dabei sind neben der Minimumsgeometrie aus [355] zwei weitere Geo-
metrien gewa¨hlt worden, in welchen das Wassermoleku¨l als H-Donor fungiert (siehe Abb.6.20).
Als Basissatz ist eine dimerzentrierte Basis bestehend aus den aug-cc-pVDZ Basen fu¨r die
Monomere benutzt worden.
Die SAPT-Energiebeitra¨ge sind jeweils fu¨r Hartree-Fock und PBE0AC berechnet worden,
wobei zur Berechnung der Responsevektoren fu¨r die Beitra¨ge in zweiter Ordnung nur Anre-
gungen aus den Valenzorbitalen beru¨cksichtigt wurden. Die ab-inito Referenzwerte sind mit
dem Quantenchemieprogramm Molpro [308] berechnet worden, wobei die Core-Orbitale nicht
korreliert wurden.
Die Ergebnisse fu¨r die Wechselwirkungsenergiebeitra¨ge und die supermolekularen Møller-
Plesset und Coupled-Cluster Energien sind in Tabelle 6.19 gezeigt. Vergleicht man die Ge-
samtwechselwirkungsenergien fu¨r SAPT(HF) und SAPT(PBE0AC) fu¨r die drei Geometrien,
so sind in jedem Fall recht starke Differenzen zu finden, wobei bei SAPT(HF) die Werte von
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Tabelle 6.19: Energiebeitra¨ge fu¨r das Ph-H2O-Dimer (aug-cc-pVDZ/Energien in mHartree)
Geometrie a Term SAPT(HF) SAPT(PBE0AC) ab-initio























E(1) + E(2) -10.141 -7.736
δ(HF) -1.489 -1.489
Eint -11.630 -9.225 -9.803b/-9.318c/-9.776d
-9.508e -9.291f/-9.729g























E(1) + E(2) -0.031 0.876
δ(HF) -1.264 -1.264
Eint -1.295 -0.387 -0.855b/0.837c/-0.480d
-1.089e 0.001f/0.059g























E(1) + E(2) -5.644 -3.614
δ(HF) -0.999 -0.999
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(a) Minimim [355] (b) Ph-H (c) H-OH
Abbildung 6.20: Phenol-H2O Geometrien
Eint jeweils deutlich tiefer liegen, was fu¨r die Geometrien (a) und (c) vor allem auf die sehr
viel kleineren E
(1)
exch-Werte zuru¨ckzufu¨hren ist. Neben den gekoppelten TDHF- bzw. TDDFT-
Dispersionsenergien sind in Tabelle 6.19 jeweils auch wieder die ungekoppelten Dispersionsener-
gien angegeben. Dabei zeigt sich ebenso wie fu¨r das Wasser-Dimer (siehe letzter Abschnitt),





gering im Vergleich zu den Differenzen bei PBE0AC sind. Es ist damit im letzteren Fall wie-
derum anzunehmen, daß die ungekoppelten Austausch-Dispersionsenergien fu¨r PBE0AC etwas
zu groß sind. Benutzt man die Abscha¨tzung fu¨r E
(2)
exch−disp aus Gl.6.17, so erha¨lt man jeweils
eine korrigierte Wechselwirkungsenergie fu¨r SAPT(PBE0AC), welche zwischen 0.24 und 0.7
mH tiefer liegt als der Standardwert. Vergleicht man nun die Eint-Werte von SAPT(HF) und
SAPT(PBE0AC) mit den Møller-Plesset und Coupled-Cluster Resultaten in der dritten Spalte
von Tabelle 6.19, so findet man, daß in allen drei Fa¨llen SAPT(PBE0AC) eine bessere Na¨herung
fu¨r die ab-initio Werte liefert. Allerdings stellt man fu¨r Geometrie (b) fest, daß SAPT(PBE0AC)
eine deutlich zu tief liegende Wechselwirkungsenergie liefert. Vergleicht man allerdings die ent-
sprechenden MP2-4 bzw. CCSD und CCSD(T) Werte fu¨r Geometrie (b), so kann man eine
starke Streuung der Werte erkennen, wobei z.B. in der Reihe MP2-MP4(SDQ)-MP4 die Wech-
selwirkungsenergie zwischen -0.855 und 0.837 mH oszilliert. Ho¨chst erstaunlich ist ferner, daß
der Effekt der Dreifachanregungen bei CCSD(T) positiv ist. Es handelt sich damit offensichtlich
um ein Beispiel, wo die Austauschwechselwirkungen sehr stark dominieren, was auch anhand der
im Vergleich zu den anderen Beitra¨gen großen Betra¨ge von E
(1)
exch zu erkennen ist. Daß allerdings





exch nur sehr gering ist, zeigt, daß die S
2-Na¨herung fu¨r
die Austauschbeitra¨ge in zweiter Ordnung nur mit einer geringen Wahrscheinlichkeit der Grund
fu¨r die recht starke Abweichung der SAPT(PBE0AC)-Wechselwirkungsenergie zu den Coupled-
Cluster Werten ist. Es ist eher zu vermuten, daß die Abscha¨tzung der ho¨heren Beitra¨ge durch
den δ(HF)-Term signifikante Fehler in der Gesamtwechselwirkungsenergie mit sich bringt, da
dieser Beitrag betragsma¨ßig gro¨ßer ist, als die CCSD(T)-Wechselwirkungsenergie selber. Bei der
Minimumsgeometrie (a) sowie der Geometrie (c) liegen die Standardwerte fu¨r SAPT(PBE0AC)
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ein wenig außerhalb des Streubereiches der diversen ab-initio Methoden. Die Korrektur fu¨r
den Austausch-Dispersionsenergiebeitrag fu¨hrt dagegen dazu, daß die Gesamtwechselwirkungs-
energien von SAPT(PBE0AC) jeweils zwischen den CCSD und CCSD(T) Referenzwerten lie-
gen. Dieses mag ein Indiz dafu¨r sein, daß trotz der bei Geometrie (b) durch die Korrektur
des E
(2)
exch−disp Termes vorgefundenen Verschlechterung des Eint-Wertes fu¨r SAPT(PBE0AC),
das Na¨herungsverfahren fu¨r die gekoppelte Austausch-Dispersionsenergie prinzipiell eine gute
Abscha¨tzung ist.
Wie beim Wasser-Dimer (siehe letzter Abschnitt) sind die SAPT- (DEC-ALPHA 0.5 GHz)
und die ab-initio Supermoleku¨lrechnungen (Intel-Xeon 2.4 GHz) auf unterschiedlichen Arten
von Prozessoren durchgefu¨hrt worden, was einen direkten Vergleich der beno¨tigten Rechenzei-
ten fu¨r die jeweiligen Verfahren erschwert. Nichtsdestotrotz zeigen die CPU-Zeiten, daß hin-
sichtlich des Rechenaufwandes die KS-SAPT Methode den CCSD(T)-Supermoleku¨lansatz hier
deutlich schla¨gt: die Summe der Zeiten fu¨r die drei einzelnen Geometrien betrug 65.3 h fu¨r
SAPT(PBE0AC) und 19.6 h fu¨r SAPT(HF), wa¨hrend die Summe der CPU-Zeiten der drei
CCSD(T)-Supermoleku¨lrechnungen 183.3 h betrug. Angesichts der Vergleiche bei Ne2 und
(H2O)2 (siehe vorangegangene Abschnitte) zeigt sich damit, daß die Effizienz der KS-SAPT
Methode umso mehr zum Tragen kommt, je gro¨ßer das zu untersuchende Dimersystem ist.
Ferner ist zu bedenken, daß die CCSD(T)-Rechnungen mit dem hochoptimierten Molpro-
Code [308, 28] durchgefu¨hrt wurden, wa¨hrend fu¨r den in dieser Arbeit entwickelten KS-SAPT-
Code keine umfassende Optimierung durchgefu¨hrt wurde, da das Hauptaugenmerk auf der
Entwicklung der Methodik und dem Nachweis ihrer Leistungsfa¨higkeit gelegt wurde. Mit den
in Zukunft vorzunehmenden Optimierungen des KS-SAPT-Computerprogrammes lassen sich
sicherlich noch dramatische Effizienzsteigerungen erzielen.
Kapitel 7
Zusammenfassung und Ausblick
Die Analyse von intermolekularen Wechselwirkungen mit quantenchemischen Verfahren ist un-
ter zwei wesentlichen Gesichtspunkten zu betrachten: der Genauigkeit des Verfahrens, d.h. im
besonderen der Erfassung der inter- und intramolekularen Korrelationseffekte, und dem Ska-
lierungsverhalten der Methode mit der Moleku¨lgro¨ße, welches dafu¨r verantwortlich ist, ob die
Methode auch noch zur Beschreibung der Wechselwirkungen zwischen großen Monomersyste-
men angewendet werden kann. Mit diesen beiden Aspekten, welche in gewisser Weise einan-
der entgegenwirken, da die Beru¨cksichtigung von Korrelationseffekten einen von der Methode
abha¨ngigen gro¨ßeren rechnerischen Aufwand zur Folge hat, bescha¨ftigt sich diese Arbeit. Dabei
standen folgende Punkte bei der Entwicklung der Methode im Vordergrund:
• die Methode soll eine Unterteilung der Gesamtwechselwirkungsenergie eines Dimersystems
in (physikalisch und quantenchemisch interpretierbare) Einzelbeitra¨ge erlauben
• sie soll fu¨r kleine Dimersysteme (< 10 Atome) Wechselwirkungsenergien liefern, welche
eine vernu¨nftige U¨bereinstimmung mit Ergebnissen aus hoch korrelierten Verfahren haben
• zur Berechnung der einzelnen Wechselwirkungsbeitra¨ge soll der Aufwand nicht wesentlich
ho¨her liegen als der einer MP2 Rechnung, d.h. sie sollten mo¨glichst kein schlechteres
Skalierungsverhalten haben als ∼ N5
• die Gesamtheit der ersten drei Punkte soll es mo¨glich machen, auf verla¨ßliche Art und
Weise eine Bestimmung der Wechselwirkungsenergie und der fu¨r ihr Zustandekommen
verantwortlichen Kra¨fte auch fu¨r gro¨ßere Dimersysteme zu ermo¨glichen
Die natu¨rlichste Methode, um eine Einteilung der Wechselwirkungsenergie in verschiedene Bei-
tra¨ge zu erhalten, ist die intermolekulare Sto¨rungstheorie, bei welcher die Behandlung der
kurzreichweitigen Effekte auf vielfa¨ltige Art gelo¨st werden kann. Ein sehr einfaches und, wie
Studien an einer Reihe von kleinen Dimersystemen gezeigt haben, sehr genaues Verfahren ist die
Vielteilchen- Symmetrieadaptierte Sto¨rungstheorie (MB-SAPT), bei welcher die kurzreichweiti-
gen intermolekularen Effekte durch eine symmetriesierte Rayleigh-Schro¨dinger Sto¨rungstheorie
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erfaßt werden und die intramolekularen Korrelationseffekte durch eine Møller-Plesset Sto¨rent-
wicklung in den intramolekularen Fluktuationspotentialen. Der zuletzt genannte Aspekt ist
jedoch vor dem Hintergrund der obigen Liste der Anforderungen an die Methode aus den fol-
genden Gru¨nden als problematisch zu betrachten: es hat sich erwiesen, daß die Møller-Plesset
Methode in bestimmten Fa¨llen, wo der Korrelationseffekt stark ist, eine schlechte Beschrei-
bung der Moleku¨leigenschaften liefert, und es gibt Fa¨lle wo sogar die Entwicklung in ho¨here
Ordnungen divergentes Verhalten zeigt. Ferner muß man, um eine genaue (wenn nicht ’exakte’)
Beschreibung der intramolekularen Beitra¨ge zu erhalten, in vielen Fa¨llen mindestens intramole-
kulare Dreifachanregungen beru¨cksichtigen, was einen großen rechnerischen Aufwand zur Folge
hat. Vernachla¨ssigt man diesen Punkt zuna¨chst, so ist die offensichtliche Lo¨sung des ersten Pro-
blems eine Beschreibung der intramolekularen Korrelation mit Coupled-Cluster Methoden, d.h.
mit einer Aufsummierung bestimmter Klassen von Korrelationsdiagrammen bis ins Unendliche.
Der einfachste und effizienteste Ansatz fu¨r dieses ist die Beschreibung der Monomere mit einer
einzelnen Brueckner-Determinante, welche alle Einfachanregungseffekte des jeweiligen gewa¨hl-
ten Cluster-Raumes erfaßt. Abgesehen von dem Aufwand fu¨r die Monomerrechnungen lassen
sich damit die intermolekularen Beitra¨ge in erster Ordnung mit dem gleichen Rechenaufwand
erhalten wie bei einer entsprechenden unkorrelierten Rechnung mit Hartree-Fock Orbitalen. Es
hat sich gezeigt, daß die mit diesem einfachen BO-Ansatz erhaltenen Wechselwirkungsenergien
erster Ordnung eine gute U¨bereinstimmung mit den entsprechenden Energien aus relaxier-
ten MP2 und MP3 Dichtematrizen haben. Allerdings reicht unter bestimmten Bedingungen
dieser Ansatz nicht aus, um eine hinreichend genaue Beschreibung der Monomerkorrelation
zu erhalten, na¨mlich zum einen bei Dimersystemen, in denen das H2-Moleku¨l involviert ist,
und zum anderen in Fa¨llen, wo ho¨here Anregungsterme, insbesondere Dreifachanregungen, ei-
ne Rolle spielen. In solchen Fa¨llen ist in dieser Arbeit gezeigt worden, daß die Erweiterung
des Brueckner-Coupled-Cluster Erwartungswertansatzes bis zur zweiten Ordnung eine a¨ußerst
akkurate Beschreibung von elektrischen Monomereigenschaften und Wechselwirkungsenergien
erster Ordnung liefert.
Zu einer Weiterentwicklung des Brueckner-SAPT Verfahrens muß zur Berechnung der Bei-
tra¨ge in zweiter Ordnung, d.h. der Induktions- und Dispersionsbeitra¨ge, und deren Austausch-
korrekturen, die Antwort der Brueckner Coupled-Cluster Wellenfunktion auf das statische bzw.
dynamisch sich a¨ndernde Feld des anderen Monomeres berechnet werden, was zum einen sehr
aufwendig ist und zum anderen theoretisch problematisch ist, was mit der nichtvariationellen
Eigenschaft der BCCD-Wellenfunktion zusammenha¨ngt. Ein weiteres Problem des Brueckner-
Ansatzes sowie aller wellenfunktionsbasierten Ansa¨tze ist das Skalierungsverhalten bezu¨glich
sowohl der Moleku¨lgro¨ße als auch der atomaren Basissatzgro¨ße. Beides muß in einer korrelierten
ab-initio Rechnung beru¨cksichtigt werden: die Wellenfunktion sollte mo¨glichst viele Anregun-
gen erfassen, aber dieses macht nur Sinn, wenn man sehr große Basissa¨tze verwendet, um den
energetisch wichtigen interelektronischen Cusp, also den Punkt, an dem sich je zwei Elektronen
nahe kommen, gut beschreiben zu ko¨nnen. Tatsa¨chlich hat man festgestellt, daß der letztere
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Aspekt sogar wichtiger ist bei dem Bemu¨hen, eine Balance zu schaffen zwischen verwendeter
Methode und der Beschreibung der einzelnen Konfigurationen mit Gauss-Basissa¨tzen.
Bei der Benutzung von Dichtefunktionalverfahren verschwindet diese Problematik, da die
atomaren Basisfunktionen lediglich zur Beschreibung einer von 3 Koordinaten abha¨ngenden
Elektronendichte beno¨tigt werden. Diese wiederum kann im Rahmen der Kohn-Sham Dichte-
funktionaltheorie aus dem ’exakten’ Austausch-Korrelationspotential ’exakt’ berechnet werden.
Daru¨ber hinaus erlaubt die zeitabha¨ngige Erweiterung der Kohn-Sham Theorie von Runge und
Gross bei Kenntnis des ’exakten’ Response-Kernels die genaue Berechnung von Antworten eines
Moleku¨les auf ein statisches oder dynamisches a¨ußeres Feld.
Bei dem in dieser Arbeit entwickelten und implementierten intermolekularen Kohn-Sham
SAPT Verfahren werden die Beitra¨ge erster Ordnung mit Kohn-Sham Monomerdichten bzw.
Dichtematrizen und die Beitra¨ge in zweiter Ordnung mit Hilfe von statischen und dynamischen
Kohn-Sham Responsefunktionen beschrieben. Dabei gilt unter der Voraussetzung der oben ge-
nannten Punkte, d.h. bei Kenntnis des exakten Austausch-Korrelationspotentials (vxc), sowie
des exakten Response-Kernels (fxc), daß die Polarisationsterme, d.h. Coulomb-, Induktion- und
Dispersionswechselwirkung, exakt berechnet werden ko¨nnen. Wenngleich in der Praxis Na¨he-
rungen fu¨r vxc und fxc gemacht werden mu¨ssen, haben die Untersuchungen in dieser Arbeit
gezeigt, daß bei der Wahl eines asymptotisch korrigierten Modellpotentials in Kombination
mit einem adiabatischen LDA Kernel ausgezeichnete Resultate fu¨r die genannten Wechselwir-
kungsbeitra¨ge erhalten werden. Es zeigt sich damit, daß im Vergleich zu den ’ab-initio’ SAPT-
Verfahren ein wesentlich geringerer (theoretischer und praktischer) Aufwand notwendig ist, um
die gleiche Genauigkeit zu erzielen. Wa¨hrend bei den ab-initio SAPT-Verfahren die exakten
Polarisationsenergien nur u¨ber einen in der Praxis zumeist nicht durchfu¨hrbaren FCI-Ansatz
fu¨r die Wellenfunktion erhalten werden ko¨nnen, beschra¨nkt sich das Problem in KS-SAPT auf
die Suche nach einer mo¨glichst guten Na¨herung fu¨r vxc und fxc, erstere eine Funktion, die
von drei Koordinaten, letzere eine Funktion, die von vier Koordinaten abha¨ngt. Nicht nur die
Untersuchungen dieser Arbeit, sondern auch andere Untersuchungen der zeitabha¨ngigen Dich-
tefunktionaltheorie haben gezeigt, daß zur Berechnung von Responsegro¨ßen zweiter Ordnung
die Na¨herungen des Response-Kernels im Vergleich zu der Na¨herung fu¨r vxc vernachla¨ssigbar
sind, so daß in der Praxis nahezu ausschließlich ein einfacher adiabatischer und lokaler Ker-
nel verwendet wird. Dagegen hat sich herausgestellt, daß die Benutzung von unterschiedlichen
ga¨ngigen Na¨herungen fu¨r vxc zu stark voneinander abweichenden Resultate fu¨r die unterschied-
lichen Wechselwirkungsbeitra¨ge fu¨hrte, und nur wenige der modernen Dichtefunktionale waren
in der Lage, eine bessere Beschreibung der diversen Effekte zu liefern, als Hartree-Fock. Die
Schwa¨chen einiger Na¨herungen sind eindeutig auf die falsche Asymptotik des Potentials im
langreichweitigen Bereich zuru¨ckzufu¨hren gewesen, und so konnten deutliche Verbesserungen
durch eine ausgewogene Verknu¨pfung eines asymptotisch exakten Potentials mit einer guten
Na¨herung fu¨r das Verhalten im kurzreichweitigen Bereich mittels eines Hybrid-Funktionals er-
zielt werden. Mit diesem Ansatz konnten nicht nur die Korrelationseffekte fu¨r die Einzelbeitra¨ge
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aus der Vielteilchen-SAPT Methode fu¨r eine Reihe von unterschiedlichen Testsystemen mit ei-
ner großen Gu¨te wiedergegeben werden, sondern es hat sich auch gezeigt, daß die erhaltenen
Gesamtwechselwirkungsenergien in vielen Fa¨llen eine ho¨here Genauigkeit aufweisen, als die aus
entsprechenden supermolekularen MP2 oder CCSD Rechnungen. Damit konnte gleichzeitig das
Dispersionsenergie-Problem von supermolekularen (lokalen) KS-DFT Verfahren auf natu¨rliche
Weise gelo¨st werden.
Eine theoretische Schwa¨che weist die hier vorgestellte KS-SAPT Methode im Bezug auf
die kurzreichweitigen Austauscheffekte auf, da zu deren Beschreibung Dichte- bzw. Respon-
sedichtematrizen notwendig sind. Selbige ko¨nnen auch in einem exakten (zeitabha¨ngigen) Kohn-
Sham Verfahren nur na¨herungsweise ermittelt werden (den Bezug zum realen Vielteilchensystem
liefert die Sham-Schlu¨ter Gleichung). Und so liefern die Ergebnisse fu¨r die einzelnen Austausch-
energiebeitra¨ge aus dem KS-SAPT Verfahren numerische Anhaltspunkte dafu¨r, wie gut diese
Na¨herung ist. Es hat sich gezeigt, daß in den untersuchten Systemen (zumeist solche mit Mo-
nomerabsta¨nden in der Na¨he des Minimums) die jeweiligen Austauschbeitra¨ge aus korrelierten
Vielteilchen-SAPT Rechnungen mit einer guten Genauigkeit wiedergegeben werden konnten,
allerdings wiederum stark abha¨ngig von dem verwendeten XC-Potential. Die Studie fu¨r das
Helium-Dimer, in welcher zur Beschreibung der Monomere ein exaktes XC-Potential aus einer
Hylleraas-CI-Dichte verwendet wurde, hat gezeigt, daß im Bereich des Minimums die ’Aus-
tauschna¨herung’ der KS-SAPT Methode gegenu¨ber anderen Na¨herungen des Verfahrens, allen
voran derjenigen im XC-Potential sowie der Abscha¨tzung ho¨herer intermolekularer Beitra¨ge
u¨ber eine supermolekulare Hartree-Fock Rechnung, vernachla¨ssigbar gering ist.
Die Entwicklung der KS-SAPT Methode ist mit dieser Arbeit keineswegs abgeschlossen.
Folgende Punkte auf dem Pfad der Weiterentwicklung wa¨ren zu nennen:
1. Theoretische Aspekte
• Die Implementierung einer gekoppelten Korrektur fu¨r die Austausch-Dispersions-
energie: Zwar ist dieser Beitrag bei den meisten der in dieser Arbeit untersuchten Sy-
steme im Vergleich zu den anderen Beitra¨gen nur sehr klein, jedoch ist zu vermuten,
daß die bei der Dispersionsenergie gefundenen starken Response-Effekte, d.h. die Dif-
ferenzen aus gekoppelter und ungekoppelter Dispersionsenergie, bei dem E
(2)
exch−disp
Term zu einem a¨hnlichen Trend fu¨hrt, so daß hier stark abweichende Ergebnisse zu
erwarten sind.
• Die Beru¨cksichtigung von ho¨heren Potenzen in der intermolekularen U¨berlappung
S bei den Austauschkorrekturen zweiter Ordnung: Dieses ist notwendig, wenn man
auch noch Wechselwirkungen bei ku¨rzeren intermolekularen Absta¨nden beschreiben
will. In Fa¨llen, wie zumeist in dieser Arbeit untersucht, wo der Abstand der Mo-
nomere sich um das Minimum herum bewegt, ist die Vernachla¨ssigung der ho¨heren
S-Potenzen eine sehr gute Na¨herung. Dieses zeigt sich zum einen an den geringen






exch(∞), welche fu¨r die untersuchten Systeme
gefunden wurden, und zu anderen an den Daten fu¨r das Helium-Dimer, fu¨r welches
explizite Werte fu¨r E
(2)
exch−ind(∞) und E(2)exch−disp(∞) aus der Literatur zuga¨nglich
waren.
• Eine ’korrelierte’ Beschreibung der Beitra¨ge dritter und ho¨herer Ordnung im inter-
molekularen Potential: In der gegenwa¨rtigen Implementierung ist die Abscha¨tzung
dieser Beitra¨ge u¨ber eine supermolekulare Hartree-Fock Rechnung offensichtlich eine
der schlechtesten Na¨herungen der Methode, wie die Ergebnisse fu¨r das Helium-Dimer
gezeigt haben. Daru¨ber hinaus kann dieser Beitrag in vielen Fa¨llen einen signifikan-
ten Anteil der Gesamtwechselwirkung liefern. Wa¨hrend eine direkte Implementie-
rung der ho¨heren Ordnungsterme sicherlich zu aufwendig ist, ist zu u¨berlegen, ob
man eine andere Sto¨rungstheorie mit sta¨rkerer Symmetrieerzwingung wa¨hlt, so daß
man in zweiter Ordnung bereits den gro¨ßten Teil der Gesamtwechselwirkungsenergie
erfassen kann.
2. Technische Aspekte
• Die Implementierung eines integraldirekten Algorithmus zur Berechnung der beno¨tig-
ten Integrale: Dieses ist unbedingt erforderlich, wenn man noch Rechnungen fu¨r
gro¨ßere Dimersysteme unter den derzeitigen Hardwarevoraussetzungen bewa¨ltigen
will. Ein Beispiel: bei der Benutzung eines Gauss-Basissatzes mit 600 Funktionen
beno¨tigt man (mindestens) einen Speicherbedarf von 600 · (600 + 1) · (6002 + 600 +
2)/109 ≈ 130 GB, was sich am Rand der derzeitig zu Verfu¨gung stehenden Kapa-
zita¨ten von Festplatten bewegt. Daru¨ber hinaus ko¨nnen konventionelle Verfahren
aufgrund der IO-Aufrufe ab einem bestimmten Grad la¨nger dauern als integraldi-
rekte Verfahren (was sicherlich von den entsprechenden Leistungsmerkmalen der
Hardwarekomponeneten abha¨ngt).
• Eine Untersuchung der Basissatzabha¨ngigkeit der einzelnen Terme: Es hat sich zwar
im Falle des Neon-Dimers gezeigt, daß die Gesamtwechselwirkungsenergie fu¨r KS-
SAPT in a¨hnlicher Weise konvergiert wie korrelierte MP2 oder CCSD(T)-Supermole-
ku¨lrechnungen, allerdings ist dieses mehr auf das Anha¨ufen von diffuseren Gauss-
Funktionen mit kleineren Drehimpulsquantenzahlen zuru¨ckzufu¨hren, als auf das Hin-
zufu¨gen von ho¨heren Polarisationsfunktionen. Dieses zeigt sich zum Beispiel durch
den Vergleich der Wechselwirkungsbeitra¨ge fu¨r das Helium-Dimer in Basis1 und Ba-
sis2, letztere mit zusa¨tzlichen p-, d-, f-, g- und h-Funktionen ausgestattet (siehe
Tabelle 6.13 und 6.14). Selbst fu¨r die Dispersionsenergiebeitra¨ge findet man hier in
der Na¨he des Minimums nur Abweichungen im Prozentbereich.
• Die beiden aufwendigsten Rechenschritte in dem gegenwa¨rtigen KS-SAPT Programm
sind die Lo¨sung der Responsegleichungen fu¨r die Monomere, sowie der anschließen-
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den Berechnung der Dispersionsenergie, beides Schritte, welche wie N6 mit der Mo-
leku¨lgro¨ße skalieren. Hierbei wa¨re es sicherlich hilfreich, mit Hilfe von Prescreening-
Techniken bestimmte intramonomere Anregungen, die nur einen geringen Beitrag
zur Dispersionsenergie liefern, auszuschließen. Daru¨ber hinaus wa¨re es interessant
zu untersuchen, inwieweit man mit Hilfe verschiedener Na¨herungen fu¨r die Lo¨sung
der Responsegleichungen, etwa mit der Tamm-Dancoff- oder der Epstein-Nesbet-
Na¨herung, die Resultate aus den vollen Responserechnungen reproduzieren kann.
• Moderne, linear skalierende Quantenchemieverfahren benutzen RI- (Resolution of the
Identity) bzw. Density Fitting Verfahren um vorkommende 4-Indexgro¨ßen, allen vor-
an die 2-Elektronenintegrale, mittels eines Hilfsbasissatzes durch eine 3-Indexgro¨ße
auszudru¨cken. Auf diese Weise la¨ßt sich etwa das Skalierungsverhalten der MP2 Me-
thode um ein bis zwei Potenzen in der Moleku¨lgro¨ße reduzieren, so daß auf diese
Weise wesentlich gro¨ßere Systeme untersucht werden ko¨nnen, als mit den konventio-
nellen Verfahren. Eine Benutzung dieser Techniken im KS-SAPT Verfahren ko¨nnte
damit eine weitere Reduzierung des Rechenaufwandes bewirken.
• Die KS-SAPT Methode eignet sich in besonderer Weise fu¨r eine Implementierung
mit einem parallelen Algorithmus, indem etwa die fu¨r die beiden Monomere durch-
zufu¨hrenden Responserechnungen auf verschiedene Prozessoren verteilt werden.
Abschließend noch einige Worte: bei der Entwicklung der KS-SAPT Methode stand immer
deren Vergleichbarkeit mit den Ergebnissen aus anderen korrelierten (ab-initio) Verfahren im
Vordergrund, allen voran denjenigen aus Vielteilchen-SAPT und supermolekularen CCSD(T)-
Rechnungen. Jedoch hat es sich herausgestellt, daß selbst die CCSD(T)-Methode in manchen
Fa¨llen nicht in der Lage ist, bestimmte Merkmale experimenteller Vibrations-Rotations-Tunnel-
Spektren von van-der-Waals Dimeren zu reproduzieren. Die Untersuchung solcher Fa¨lle ist si-
cherlich eine der Herausforderungen fu¨r das KS-SAPT Verfahren. Da die Elektronenkorrelation
in dieser Methode auf ga¨nzlich andere Art und Weise beschrieben wird, als in einer supermole-
kularen Rechnung, ist nicht auszuschließen, daß das KS-SAPT Verfahren in der Beschreibung
solcher Beispiele erfolgreicher ist.
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