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In most physical applications of systems of fully hyperbolic
ﬁrst-order partial differential equations (PDEs) the data
include not only initial conditions (governing the so-called
Cauchy problem) but also boundary conditions (leading to
the so-called initial-boundary-value problem or IBVP for
short). One of the crucial issues at a boundary is the determina-
tion of the correct number and kind of boundary conditions
that must (or can) be imposed to yield a well-posed problem.
This work presents a formalism for the treatment of boundary
conditions for systems of hyperbolic equations. This treatment
is intended to encompass all possible boundary conditions for100 4568634; fax: +20 23
(A.G. Guaily).
o University.
g by Elsevier
duction and hosting by Elsevier B
06ﬁrst-order hyperbolic systems in any number of dimensions.
The central concept of this work is that hyperbolic systems of
equations represent the propagation of waves and that at any
boundary some of the waves are propagating into the compu-
tational domain while others are propagating out of it [1].
The outward propagating waves have their behavior deﬁned
entirely by the solution at and within the boundary, and no
boundary conditions can be speciﬁed for them. The inward
propagating waves depend on the ﬁelds exterior to the solution
domain and therefore require boundary conditions to complete
the speciﬁcation of their behavior [2]. For a hyperbolic system
of equations, considerations on characteristics show that one
must be cautious about prescribing the solution on the bound-
ary. In some particular cases, the boundary conditions can be
found by physical considerations (such as a solid wall), but
their derivation in the general case is not obvious. The problem
of ﬁnding the ‘‘correct’’ set(s) of boundary conditions, i.e.,
those that lead to a well-posed problem, is difﬁcult in general
from both the theoretical and practical points of view (proof
of well-posedness, choice of the physical variables that can be
prescribed). The implementation of these boundary conditions.V. All rights reserved.
322 A.G. Guaily and M. Epsteinis crucial in practice; however, it strongly depends on the prob-
lem at hand as shown in Godlewski and Raviart [2]. The theory
developed byKreiss [3] and others [4,5], known as uniformKre-
iss condition (UKC), is one of the earliest works in this area.
This theory relies on the analysis of ‘‘normal modes’’, which
are introduced by applying a Fourier transformation in the spa-
tial direction normal to the boundary of interest and a Laplace
transform in the time variable. The main idea in the derivation
of necessary conditions on the boundary data so that the prob-
lem is well-posed is to exclude the cases that can lead to an ill-
posed problem by looking for particular normal modes that
cannot satisfy an energy estimate. The main disadvantage of
this theory, as pointed out by Higdon [6], is that it is extremely
complicated, and its physical interpretation is not immediately
apparent. Another approach called the ‘‘vanishing viscosity’’
method was introduced by Benabdallah and Serre [7]. In this
approach one should deﬁne a set of admissible boundary values
for which a boundary entropy inequality holds. This approach
is difﬁcult to use by the lack of entropy ﬂux pairs as pointed out
by Dubois and Le Floch [8]. To overcome this difﬁculty, Du-
bois and Le Floch [8] proposed a second way of selecting admis-
sible boundary conditions involving the resolution of Riemann
problems. These two approaches coincide in some cases (scalar,
linear systems). Oliger and Sundstrom [9] discussed some theo-
retical and practical aspects for IBVP in ﬂuid mechanics. They
began with a general discussion of well-posedness. Then the ri-
gid wall and open boundary problems are very well treated. A
different way of thinking and a much simpler approach is pre-
sented by Thompson [1], who proposed a simple and general
algorithm to determine the correct boundary conditions based
on the idea of the incoming/outgoing characteristics. The main
disadvantages of his approach are
(1) At any time t the boundary conditions contribute only
to the determination of the time derivative of the depen-
dent variable at the boundary, but never deﬁne the var-
iable itself. For example, a boundary treatment which
explicitly sets the normal velocity of a ﬂuid to zero at
a wall boundary is not allowed in his approach. Instead
one would set the normal velocity to zero in the initial
data and then specify boundary conditions which would
force the time derivative of the normal velocity to be
zero at all times.
(2) A direct consequence of point (1) is the exclusion of
cases in which a discontinuity exists between the initial
data and the boundary conditions. In the proposed
approach we avoid this disadvantage by not using the
initial data in imposing the boundary conditions.
In the very recent work by Meier et al. [10], three methods
are presented for modeling open boundary conditions. The
ﬁrst method, approximate Riemann boundary conditions
(ARBCs), locally computes ﬂuxes using an approximate Rie-
mann technique to specify incoming wave strengths. In the sec-
ond method, lacuna-based open boundary conditions
(LOBCs), an exterior region is attached to the interior domain
where hyperbolic effects are damped before reaching the exte-
rior region boundary where the remaining parabolic effects are
bounded using conventional boundary conditions. The third
method, zero normal derivative boundary conditions (ZND
BCs), enforces zero normal derivatives on each dependent var-
iable at the open boundary. ZND BC is by far the easiest toimplement of the three open boundary conditions. However,
for problems that are sensitive to boundary effects, ZND BC
could be inadequate. In regard to the second method, ARBC,
the boundary conditions are applied by specifying the ﬂux,
which means the system of equations must be in conservation
form such that no source terms are present, which limits the
range of the validity of the method. For the third method,
LOCB, implementation of LOBC is complicated and prob-
lem-dependent.
The aim of the current work is to provide an easy-to-apply
algorithm to determine the correct type and number of bound-
ary conditions for ﬁrst order hyperbolic systems of equations
by providing a necessary condition between the characteristic
variables and the primitive variables at the boundary of inter-
est. The current work avoids the limitation of the ARBC meth-
od [10], i.e. the system of equation does not have to be in the
conservation form. The current work is based on the idea of
the incoming/outgoing characteristics but avoids the disadvan-
tages of the Thompson approach [1].One-dimensional systems in general form
Consider the general one-dimensional hyperbolic system,
@w
@t
þ A @w
@x
¼ 0; 0 < x < 1; t > 0;
wðx; 0Þ ¼ w0ðxÞ

ð1Þ
where w 2 Rp.
The equations of the one-dimensional case may be put into
a characteristic form in which the waves propagate in a single
well-deﬁned direction because only one direction is available
[1], namely x in this problem.
One should start by diagonalizing the matrix A. The matrix
A has p real eigenvalues ai, 1 6 i 6 p (since we are assuming
the system to be purely hyperbolic) and a complete set of
eigenvectors. Denote by r1; . . . ; rp(resp. l1; . . . ; lpÞ a complete
system of right eigenvectors of A (resp. ATÞ.
The matrices T with columns (r1; . . . ; rpÞ, and T1 with rows
lT1 ; . . . ; l
T
p
 
satisfy
T1AT ¼ diagðaiÞ  K ð2Þ
For ease of notation, we set p0 = number of nonpositive
eigenvalues of Aðai 6 0; 1 6 i 6 p0Þ and q ¼ p p0 = num-
ber of positive eigenvalues of Aðai > 0; p0 þ 1 6 i 6 pÞ let
the superscript I (respectively IIÞ correspond to positive eigen-
values ai > 0 (respectively nonpositive ai 6 0Þ and set
uI ¼ up0þ1; . . . ; up
 
; uII ¼ ðu1; :::; up0 Þ ð3Þ
where u is known as the vector of characteristic variables de-
ﬁned as
u ¼ T1w i:e: uk ¼ lTkw ð4Þ
Also, u is considered to be a solution of the decoupled
system
@u
@t
þ K @u
@x
¼ 0 ð5Þ
In order to avoid the coupling between characteristic equa-
tions which may be caused by the presence of the tangential
modes, the system of equations presented by Eq. (5) is assumed
to be linear (or linearized). Consideration on characteristics
shows that we have uI (respectively uII) incoming waves
Boundary conditions for hyperbolic systems 323(respectively outgoing waves) at x ¼ 0 and uII (respectively uI)
incoming waves (respectively outgoing waves) at x ¼ 1 which
means that this problem is well-posed if the boundary condi-
tions for u ¼ ðuI; uIIÞT 2 Rpp0  Rp0 are:
uIð0; tÞ ¼ gIðtÞ; ð6Þ
uIIð1; tÞ ¼ gIIðtÞ; ð7Þ
where gIðtÞ is a given ðp p0Þ-component vector function and
gIIðtÞ is ðp0Þ-component vector function.
The question now is what should the boundary conditions
be in terms of the original dependent variables w or any other
set of variables not in terms of the characteristic variables u?
The main target of this paper is to give one possible answer
to this question.
Multidimensional systems in general form
We deal with a general system of m quasi-linear ﬁrst order
PDEs for m functions waða ¼ 1; . . .mÞ of nþ 1 independent
variables xi; tði ¼ 1; . . . ; nÞ. We assume that, perhaps on phys-
ical grounds, we have privileged and distinguished the time
variable t from its space counterparts xi, such a system can
be written in matrix notation as:
@w
@t
þ
Xn
i¼1
Ai
@w
@xi
¼ b ð8Þ
The coefﬁcients A, as well as the right hand side b, are pos-
sibly functions of xi, t and w.
At the boundary of interest, we start by choosing the vector
N normal to the boundary at a point PðP lies on the boundary
of interest) in space and time and pointing towards the interior
of the domain. We will carry out the analysis in a non-rigorous
way by restricting our problem in the vicinity of the point P to
a single spatial dimension (namely, the normal to the bound-
ary) and leaving the time variable unchanged. Let
yiði ¼ 1; . . . nÞ be a new spatial Cartesian coordinate system
with the origin at P and such that the coordinate axis y1 is
aligned with N. Naturally, the remaining axes will be in the
hypersurface tangent to the boundary at P. The relation
(translation plus a rotation) between the two (Cartesian) coor-
dinate systems is given by an expression of the form:
yi ¼ ci þ Rijxi ð9Þ
where ci is a constant vector and Rij
n o
is an orthogonal matrix.
Notice that the ﬁrst column of this matrix must coincide, by
construction, with the components of N in the old coordinate
system, namely:
R1j ¼ Nj ð10Þ
We can now calculate the derivative
@wa
@xi
¼
Xn
j¼1
@wa
@yj
Rji ð11Þ
Whence the original system of Eq. (7) or (8) can be rewritten in
terms of the new coordinates as:
@fwg
@t
þ
Xn
i¼1
Xn
j¼1
½Ai @fwg
@yj
Rji ¼ fbg ð12ÞThe summation convention is used for all the diagonally re-
peated indices. By virtue of (10) Eq. (12) can be rewritten as:
@fwg
@t
þ
Xn
i¼1
½AiNi @fwg
@y1
¼ fbg 
Xn
i¼1
Xn
j¼2
½Ai @fwg
@yj
Rji ð13Þ
where the summation convention was suspended with respect
to the index j.
It is only now that we implement an approximation. We as-
sume, in fact, that in a small neighborhood of P the variation
of the functions wa in the direction normal to the boundary can
be calculated as if the derivatives in the other coordinate direc-
tions were somehow known. In other words, to advance in the
plane formed by y1 and t, we regard (13) as system of m quasi-
linear ﬁrst order PDEs in just two independent variables. This
means that the multidimensional system (7) or (8) may be trea-
ted in the same way as the system (1) in regards to the bound-
ary conditions analysis by considering one direction at a time
as explained in the previous section. The well-known paper by
Thompson [1] reaches a similar conclusion: derivatives in
directions transverse to the boundary may be evaluated just
as in the interior of the domain.
It is worthwhile mentioning that, in general, tangential
modes, which can determine coupling between characteristic
equations, cannot be ignored, thus restricting the applicability
of the proposed method to the cases where transverse deriva-
tives can be safely carried along passively [1]. In other words
we are assuming that the tangential modes play a minor role
in deﬁning stability criteria.
Methodology
The equivalent set of boundary conditions
This section introduces the proposed approach and explains
one way to practically implement it. In the next sub-section,
the theory behind the proposed algorithm is explained. Then
in the following subsection, the proposed approach is validated.
Theoretical analysis
Consider the general system of Eq. (7) for the characteristic
analysis for the x direction, the other directions being similar.
According to [1], all terms not involving x derivatives of w are
carried along passively and do not contribute in any substan-
tive fashion to the analysis; therefore we may lump them to-
gether and write
@w
@t
þ A @w
@x
þ C ¼ 0 ð14Þ
where C is a term that contains all the terms not involving x
derivatives of w. The matrix A could be diagonalized using
Eq. (2). According to the theory of characteristics, discussed
above, we need to prescribe q (the number of the positive
eigenvalues of A) boundary conditions i.e. uqð0; y; tÞ ¼
gqðy; tÞ. With no loss of generality and for the sake of easiness,
we consider the vector of unknowns w to be of length four.
Assuming that we have calculated the eigenvalues of the ma-
trix A, let u  ðu1; u2; u3; u4Þ be the characteristic variables,
with the ﬁrst three, namely, uq ¼ ðu1; u2; u3Þ, to be assigned
on the boundary of interest. If we want to replace
uq ¼ ðu1; u2; u3Þ with wq (where wq may be any combination
of the original variables, with the same number of the
324 A.G. Guaily and M. Epsteincharacteristic variables to be prescribed, e.g. wq  ðw1;w2;w3Þ,
wq  ðw1;w2;w4Þ, or wq  ðw2;w3;w4Þ, etc.), we start by form-
ing the following four (four here is the number of the depen-
dant variables) combinations,
w1 ¼ w1ðu1; u2; u3; u4Þ;
w2 ¼ w2ðu1; u2; u3; u4Þ;
w3 ¼ w3ðu1; u2; u3; u4Þ;
w4 ¼ w4ðu1; u2; u3; u4Þ:
ð15Þ
Then we need to satisfy the condition that no functional, F
combination of wq produces u4. The mathematical representa-
tion to this statement is:
Fðw1;w2;w3;w4Þ ¼ u4 ð16Þ
This functional must not exist. The total derivative of (16)
yields
dF ¼ @F
@w1
dw1 þ @F
@w2
dw2 þ @F
@w3
dw3 þ @F
@w4
dw4 ¼ du4 ð17Þ
Using (15) in (17) yields
@F
@w1
@w1
@u1
þ @F
@w2
@w2
@u1
þ @F
@w3
@w3
@u1
þ @F
@w4
@w4
@u1
 
du1
þ @F
@w1
@w1
@u2
þ @F
@w2
@w2
@u2
þ @F
@w3
@w3
@u2
þ @F
@w4
@w4
@u2
 
du2
þ @F
@w1
@w1
@u3
þ @F
@w2
@w2
@u3
þ @F
@w3
@w3
@u3
þ @F
@w4
@w4
@u3
 
du3
þ @F
@w1
@w1
@u4
þ @F
@w2
@w2
@u4
þ @F
@w3
@w3
@u4
þ @F
@w4
@w4
@u4
 
du4
¼ du4 ð18Þ
Since du1 . . . du3 are arbitrary, Eq. (18) is not simply an
equation but rather represents an identity, which means that
all bracketed terms vanish simultaneously, namely
@w1
@u1
@w2
@u1
@w3
@u1
@w4
@u1
@w1
@u2
@w2
@u2
@w3
@u2
@w4
@u2
@w1
@u3
@w2
@u3
@w3
@u3
@w4
@u3
2
6666664
3
7777775
@F
@w1
@F
@w2
@F
@w3
@F
@w4
2
666666666664
3
777777777775
¼
0
0
0
2
64
3
75 ð19Þ
Eq. (19) may be solved for the function F. To make sure
that no such function exists i.e. to avoid the satisfaction of
(16), it is sufﬁcient to have a nonzero (partial) Jacobian (since
the right hand side is zero), the last bracketed term does not
appear in (19) since we require dF ¼ 0, consequently
du4 ¼ dF ¼ 0 from Eq. (17).
J ¼ @w
@uq
¼ @ðw1;w2;w3;w4Þ
@ðu1; u2; u3Þ –0 ð20Þ
Now we can choose for this boundary any three combina-
tions wq satisfying (20).
Eq. (20) is a necessary condition for the boundary condi-
tions to be consistent with the theory of characteristics. A sim-
ilar condition, in a more complicated way, is proposed by
Higdon [6]. A separate work is needed to check whether it is
sufﬁcient for well-posedness or not. An energy analysis such
as that discussed by Hesthaven and Gottlieb [11], could be
used to check for well-posedness.Results
Validation of the proposed algorithm
Before applying the proposed approach to one of the bench-
mark problems, the Euler equations, we summarize the pro-
posed algorithm in a ﬂow chart.
Flow chart to determine the appropriate boundary conditions
Fig. 1 shows a ﬂow chart that summarizes the proposed algo-
rithm and put it in a simpler way to understand and implement
it without the need to understand the theoretical analysis be-
hind it.
Boundary conditions for the Euler equations
In this sub-section, we validate the proposed algorithm de-
scribed in the previous sub-section. note that the proposed ap-
proach requires only the computation of the matrix T and the
determinants of sub-matrices which could be done for any sys-
tem of equations. The well known Euler system of equations
for the inviscid ﬂows in one-dimensional form is
@w
@t
þ A @w
@x
¼ 0; 0 < x < 1 ð21Þ
where
w¼
q
u
p
2
64
3
75; A¼
u0 q0 0
0 u0 1=q0
0 q0c
2
0 u0
2
64
3
75; c0 : the speed of sound:Step 1: get the eigenvalues for the Jacobian matrix A,
k1 ¼ u0  c0; k2 ¼ u0; k3 ¼ u0 þ c0
Step 2: get the eigenvectors associated to the eigenvalues,
r1 ¼
1
c0=q0
c20
0
B@
1
CA; r2 ¼
1
0
0
0
B@
1
CA; r3 ¼
1
c0=q0
c20
0
B@
1
CA
Step 3: get the matrix T,
T ¼ r1 r2 r3½  ¼
1 1 1
 c0q0 0
c0
q0
c20 0 c
2
0
2
64
3
75
Step 4: determine the sign of the eigenvalues.
Case 1: subsonic inﬂow, q ¼ 2 positive eigenvalues, namely
k2 and k3, so we need to impose the corresponding
characteristic variables, namely u2 and u3 as bound-
ary conditions. To get all the possible set(s) of bound-
ary conditions in terms of the original variables w,
one needs to check the Jacobian deﬁned by (20).
J ¼ @w
@uq
¼ @ðw1;w2;w3Þ
@ðu2; u3Þ 
@ðq; u; pÞ
@ðu2; u3Þ
Recall that w ¼ Tu, which means that the elements of J
could be copied simply from the matrix T. So in this case
right  left  
Determine the coordinate e.g. x  along which we want to prescribe the 
boundary conditions and get the corresponding Jacobian matrix e.g. A
which side 
of the domain 
Apply equation (20) to get the required boundary conditions  
Solve an eigenvalue problem for the matrix A  to get the eigenvalues, 
the eigenvectors, and then form the matrix T
Determine the 
name of 
characteristic 
variables Iu
correspond to the 
positive 
eigenvalues 
Determine the 
name of 
characteristic 
variables IIu
correspond to the 
negative 
eigenvalues
Hyperbolic System of equations e.g. Equations (7)
Fig. 1 Flow chart to determine the appropriate boundary
conditions.
Boundary conditions for hyperbolic systems 325Note that all the required information about the possible
set(s) of boundary conditions is included in J. One way to
get information from J is to form any 2 · 2 (2 here is the num-
ber of characteristic variables to be speciﬁed at the boundary)
matrix and check its determinant, zero determinant means an
ill-posed problem while non-zero determinant means it is an
acceptable choice.
e.g.
 The pairs ðq; uÞ and ðq; pÞ produce non-zero determinant,
which means that one of them could be used at the inlet
as boundary conditions, which is consistent with the litera-
ture. Using one of these two pairs means that its values at
the boundary are user-speciﬁed while the rest of the depen-
dant variables are determined from the interior of the
domain.
 The pair ðu; pÞ produces zero determinant, which means it is
not acceptable to be used at the inlet as boundary condi-
tions as it will lead to an ill-posed problem, which is consis-
tent with the literature as well.Case 2: supersonic inﬂow, q ¼ 3 positive eigenvalues, three
boundary conditions are required, which means
the whole state must be prescribed. In this case all
the dependant variables are user-speciﬁed at the
boundary and nothing is computed using the inte-
rior of the domain.
Case 3: subsonic outﬂow, q ¼ 1 negative eigenvalue, namely
k1, one condition is required. In terms of the charac-
teristic variables, we need to prescribe u1. To get the
corresponding original variable(s), one needs to
check the JacobianAgain, one way to get information from J is to form any 1 · 1
(1 here is the number of characteristic variables) matrix (sca-
lar) and check its determinant (value). By inspection, there
are non-zero elements which means we can prescribe any of
the primitive variables at the exit.
Case 4: supersonic outﬂow, q ¼ 0 negative eigenvalue, no
conditions.
Boundary conditions for viscoelastic liquids
A viscoelastic liquid is a ﬂuid that exhibits a physical behavior
intermediate between that of a viscous liquid and an elastic so-
lid. For this reason, both the mathematical formulation and
the experimental techniques used to describe the response of
viscoelastic liquids are substantially different from their vis-
cous liquid counterparts. In particular, the numerical imple-
mentation of the governing system of equations contains
important qualitative differences, such as the character of the
equations, the choice of the independent variables and the
enforcing of boundary conditions.
The determination of the correct set(s) of boundary condi-
tions for viscoelastic liquids is/are considered to be one of the
major problems in numerical simulation as explained by Jo-
seph [12]. In this section we are applying the proposed ap-
proach to get the possible set(s) of boundary conditions for
the governing system of equations for viscoelastic liquids.
Then the resulting set(s) is/are used in the numerical simulation
to show the validity of the proposed approach. The governing
system of equations for viscoelastic liquids is given by (for
more details see Guaily and Epstein [13]):
At
@q
@t
þ Ax @q
@x
þ Ay @q
@y
¼ r ð22Þ
where q ¼ q u p S Q T½ T is the vector of un-
knowns. The matrix At is the identity matrix and
Ax ¼
u0 q0 0 0 0 0 0
0 u0 0 1=q0 1=q0 0 0
0 0 u0 0 0 1=q0 0
0 cp0 0 u0 0 0 0
0 2S02=ðReWeÞ 0 0 u0 0 0
0 Q0 S01=ðReWeÞ 0 0 u0 0
0 0 2Q0 0 0 0 u0
2
666666666664
3
777777777775
Ay¼
0 0 q0 0 0 0 0
0 0 0 0 0 1=q0 0
0 0 0 1=q0 0 0 1=q0
0 0 cp0 0 0 0 0
0 2Q0 0 0 0 0 0
0 T01=ðReWeÞ Q0 0 0 0 0
0 0 2T02=ðReWeÞ 0 0 0 0
2
666666666664
3
777777777775
r ¼ 0 0 0 0  S0
We
 Q0
We
 T0
We
h iT
q is the density, u the velocity component in the axial direction,
the velocity component in the normal direction, S the stress
component in the axial direction, Q the shear stress, T the
stress component in the normal direction, Re ¼ qoCoLl0 the Rey-
nolds number, and We ¼ koðL=CoÞ is the Weissenberg number.
-1.5 -1 -0.5 0 0.5 1 1.5
0
1
Fig. 2 Channel ﬂow with a bump, geometry and grid.
326 A.G. Guaily and M. EpsteinAnd L; l0;Co; ko are a characteristic length, the viscosity,
the free stream sped of sound, and the relaxation time
respectively.
Step 1: get the eigenvalues for the Jacobian matrix Ax,
k1 ¼ u0 þ
ﬃﬃﬃ
k
q0
q
; k2 ¼ u0 
ﬃﬃﬃ
k
q0
q
; k3 ¼ u0 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kþcp0
q0
q
; k4 ¼ u0 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kþcp0
q0
q
;
k5 ¼ u0; k6 ¼ u0; k6 ¼ u0; k¼ S0 þ 1ReWe
Step 2: get the eigenvectors and the matrix T, Remember that
the eigenvectors should be in the same order as the
eigenvalues.
T ¼ r1 r2 r3 r4 r5 r6 r7½  ð23Þ
We are presenting TT because it represents the Jacobian matrix
for the vector of unknowns q with respect to the characteristic
variables
TT ¼
0 0

ﬃﬃﬃﬃﬃ
kq0
p
2q0Q0
0 0 k
2Q0
1
0 0
ﬃﬃﬃﬃﬃ
kq0
p
2q0Q0
0 0 k
2Q0
1
ðcp0q0þkq0Þ
2Q2
0
ðcp0þkÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cp0q0þ2kq0
p
2q0Q
2
0

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cp0q0þ2kq0
p
2q0Q0
 cp0 ðkþcp0Þ
2Q2n
kðkþcp0Þ
Q2
0
ð2kþcp0 Þ
2Q0
1
ðcp0q0þkq0Þ
2Q2
0
ðcp0þkÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cp0q0þ2kq0
p
2q0Q
2
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cp0q0þ2kq0
p
2q0Q0
 cp0 ðkþcp0Þ
2Q2
0
kðkþcp0Þ
Q2
0
ð2kþcp0 Þ
2Q0
1
1 0 0 0 0 0 0
0 0 0 1 1 0 0
0 0 0 0 0 0 1
2
66666666666666664
3
77777777777777775
Step 3: determine the sign of the eigenvalues, Consider the
ﬂow of viscoelastic liquid in a channel. See Fig. 2
for the geometry and the grid (for more details about
the problem, see [13]). At the left end of the channel
we have ﬁve positive eigenvalues, namely
k1; k3; k5; k6; and k7 and two negative eigenvalues,
namely k2 and k4 at the right end.
Step 4: boundary conditions in terms of the primitive
variables,
 The left end
Since we have ﬁve positive eigenvalues,
k1; k3; k5; k6; and k7, (ﬁve incoming waves); we need to pre-
scribe ﬁve boundary conditions at the inlet corresponding to
the characteristic variables uq ¼ ðu1; u3; u5; u6; u7Þ.
To get all the possible set(s) of boundary conditions in
terms of the original variables q and to see the choices that
may lead to an ill-posed problem, we need to apply Eq. (20).
Recall that the Jacobian deﬁned by Eq. (20) is simply a part
of the matrix TT considering the appropriate rows only.
J ¼ @q
@uq
¼ @ðq1; q2; q3; q4; q5; q6; q7Þ
@ðu1; u3; u5; u6; u7ÞAgain, one way to get information from this Jacobian is to
construct any 5 · 5 (again, ﬁve here is the number of positive
eigenvalues at the boundary) matrix, and then check the deter-
minant of this matrix; if it is zero, then this choice will lead to
an ill-posed problem. Otherwise, it is an acceptable choice. In
Table 1: the left column shows a few sets of the boundary con-
ditions that may be prescribed over the left boundary while the
right column shows sets of boundary conditions that leads to
an ill-posed problem.
 The right end
Since we have two negative eigenvalues, k2 and k4 (two
incoming waves); we need to prescribe two boundary condi-
tions at the outlet corresponding to the characteristic variables
u2; u4.
Again we will present the Jacobian deﬁned by (20) of the
seven primitive variables ðq; u; ; p;S;Q;TÞ, namely,
ðq1; q2; q3; q4; q5; q6; q7Þ so we could know by inspection the
consequences of having different sets of boundary conditions.Constructing any 2 · 2 matrix, and then check the determi-
nant; if it is zero, then this choice will lead to an ill-posed prob-
lem otherwise it is an acceptable choice. In Table 2: the left
column shows a few sets of the boundary conditions that
may be prescribed over the right boundary while the right col-
umn shows sets of boundary conditions that lead to an ill-
posed problem.
Table 1 Different sets of boundary conditions for the left boundary.
J–0; Acceptable choice J ¼ 0; Ill-posed problem
ðq; u; ;S;TÞ; namely ðq1; q2; q3; q5; q7Þ ðu; ;S;Q;TÞ; namely ðq2; q3; q5; q6; q7Þ
ðq; u; ; p;TÞ; namely ðq1; q2; q3; q4; q7Þ ðq; u; ; p;SÞ; namely ðq1; q2; q3; q4; q5Þ
ðq; u; p;S;TÞ; namely ðq1; q2; q4; q5; q7Þ ðq; u; ;S;QÞ; namely ðq1; q2; q3; q5; q6Þ
ðq; ; p;S;TÞ; namely ðq1; q3; q4; q5; q7Þ ðu; ; p;S;QÞ; namely ðq2; q3; q4; q5; q6Þ
Table 2 Different sets of boundary conditions for the right
boundary.
J–0; Acceptable choice J ¼ 0, Ill-posed problem
ðp;QÞ; namely ðq4; q6Þ ðq; pÞ; namely ðq1; q4Þ
ðS;QÞ; namely ðq5; q6Þ ðS;QÞ; namely ðq5; q6Þ
ð;QÞ; namely ðq2; q6Þ ð; pÞ; namely ðq2; q4Þ
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Numerical test
Numerical experiments, using a channel with a bump, Fig. 2,
are carried out to observe the effect of well-posedness and
ill-posedness on the residual of each dependent variable. Aρ
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Fig. 3 The residual for all thehybrid ﬁnite element/ﬁnite difference technique is used to solve
the governing system of equation. For more details regarding
the numerical algorithm, the physical description and results,
see [13].
 Successful test case
To run the simulations; the ﬁrst choice in Table 1, namely
ðq; u; ;S;TÞ from the left side, is used as a boundary condition
on the left end with the corresponding choice from Table 2,
namely ðp;QÞ, at the right end, is used
The exact values used for this speciﬁc case are
q ¼ 1; u ¼ 4U1yð1 yÞ; v ¼ 0; S
¼ 32We
Re
U21ð1 2yÞ2; T ¼ 0
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Fig. 4 The residual for all the variables (failed case).
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Re
ð1 2yÞ
The viscoelastic ﬂow computations are performed with
ðDt ¼ 0:15; c ¼ 7:15;U1 ¼ 0:2;Re ¼ 1:0;We ¼ 0:1Þ.
Fig. 3 shows the residual for all the variables. As seen in the
ﬁgure, all the dependant variables converge, which assures the
correctness of the proposed algorithm.
 Failed test case
To run the simulations; the last choice in Table 1, namely
ðu; ; p;S;QÞ from the right side, is used as a boundary condi-
tion on the left end with ðq;TÞ at the right end.
The exact values used for this speciﬁc case are
u ¼ 4U1yð1 yÞ; v ¼ 0; p ¼ 1=c; S
¼ 32We
Re
U21ð1 2yÞ2; Q ¼ 4
U1
Re
ð1 2yÞ
At the exit,
q ¼ 1; T ¼ 0
Fig. 4 shows the residual for all the variables. As seen in the
ﬁgure, all the dependant variables are diverging or oscillating
which is a sign of ill-posedness which, again, assures the cor-
rectness of the proposed algorithm.Conclusion and future work
A necessary condition, Eq. (20), for the boundary conditions
for hyperbolic systems of partial differential equations is de-
rived to be consistent with the theory of characteristics. The
theory behind the new approach is presented in detail. The
new approach is easy to apply and to understand and has been
applied successfully to two problems. In future work, a sepa-
rate study is needed to check whether condition (20) is sufﬁ-
cient for well-posedness or not.Acknowledgement
This work has been supported in part by the Natural Sciences
and Engineering Research Council of Canada (NSERC).
References
[1] Thompson kW. Time-dependent boundary conditions for
hyperbolic systems II. J Comput Phys 1990;89(2):439–61.
[2] Godlewski E, Raviart PA. Numerical approximation of the
hyperbolic systems of conservation laws. New York: Applied
mathematical Sciences Springer-Verlag; 1996, p. 417–60.
[3] Kreiss HO. Initial boundary value problems for hyperbolic
systems. Comm Pure Appl Math 1970;23:277–98.
Boundary conditions for hyperbolic systems 329[4] Majda A, Osher S. Initial-boundary value problems for
hyperbolic equations with uniformly characteristic boundary.
Comm Pure Appl Math 1975;28:607–75.
[5] Ralston JV. Note on a paper of Kreiss. Comm Pure Appl Math
1971;24:759–62.
[6] Higdon RL. Initial-boundary value problem for linear
hyperbolic systems. SIAM Rev 1986;28(2):177–217.
[7] Benabdallah A, Serre D. Proble`mes aux limites pour des
syste`mes hyperboliques nonline´aires de deux e´quations a` une
dimension d’espace. C R Acad Sci Paris Se´r I Math
1987;305(15):677–80.
[8] Dubois F, Le Floch P. Boundary conditions for nonlinear
hyperbolic systems of conservation laws. J Diff Eqs
1988;71:93–122.[9] Oliger J, Sundstrom A. Theoretical and practical aspects of
some initial Boundary value problems in ﬂuid mechanics. SIAM
Appl Math 1978;35:419–46.
[10] Meier ET, Glasser AH, Lukin VS, Shumlak U. Modeling open
boundaries in dissipative MHD simulation. J Comput Phys
2012;231:2963–76.
[11] Hesthaven JS, Gottlieb D. A stable penalty method for the
compressible Navier–Stokes equations: I. Open boundary
conditions. J Sci Comput 1996;17:579–612.
[12] Joseph D. Fluid dynamics of viscoelastic liquids. New
York: Applied mathematical Sciences Springer-Verlag; 1990,
p. 127–38.
[13] Guaily A, Epstein M. Uniﬁed hyperbolic model for viscoelastic
liquids. Mech Res Comm 2010;37:158–63.
