Abstract-Convexity estimators are commonly used in the analysis of shape. In this paper, we define and evaluate a new convexity measure for planar regions bounded by polygons. The new convexity measure can be understood as a "boundary-based" measure and in accordance with this it is more sensitive to measured boundary defects than the so called "area-based" convexity measures. When compared with the convexity measure defined as the ratio between the Euclidean perimeter of the convex hull of the measured shape and the Euclidean perimeter of the measured shape then the new convexity measure also shows some advantages-particularly for shapes with holes. The new convexity measure has the following desirable properties: 1) the estimated convexity is always a number from ð0; 1, 2) the estimated convexity is 1 if and only if the measured shape is convex, 3) there are shapes whose estimated convexity is arbitrarily close to 0, 4) the new convexity measure is invariant under similarity transformations, and 5) there is a simple and fast procedure for computing the new convexity measure.
INTRODUCTION
S HAPE is a crucial component in many areas of scientific analysis [4] , [6] , with examples including geomorphology [15] , powder particle characterization [10] , and biology [2] . This paper is concerned with the measurement of the convexity of polygons, which can be considered as one of the basic descriptors of shape [20] (alongside others such as compactness, circularity, and rectangularity) and has received some attention over the years [3] , [21] . A convexity measure can be used for a variety of applications, for instance, shape decomposition [11] , [18] which, in turn, can be used to compute shape similarity and has been applied to object indexing [12] .
In general, a planar shape S is said to be convex if it has the following property: If points A and B belong to S, then all points from the line segment ½AB belong to S as well. The smallest convex set which includes a shape S is called the convex hull of S and it is denoted as CHðSÞ (see Fig. 1 ). The previous two definitions suggest the following two possibilities for convexity measurements of planar shapes. Definition 1. For a given planar shape S, its convexity measure C 1 ðSÞ is defined to be the probability that for randomly chosen points A and B from S all points from the line segment ½AB also belong to S, under the assumption that A and B are chosen uniformly.
Definition 2. For a given planar shape S, its convexity measure C 2 ðSÞ is defined to be C 2 ðSÞ ¼ AreaðSÞ AreaðCHðSÞÞ :
Both convexity measures defined above have the following desirable properties:
1. the convexity measure is a number from ð0; 1; 2. the convexity measure of a given shape equals 1 if and only if this shape is convex; 3. there are shapes whose convexity measure is arbitrary close to 0; (i.e., there is no gap between 0 and the minimal possible convexity measured); 4. the convexity measure of a shape is invariant under similarity transformations of this shape. But, there is also some "bad" properties of the above definitions. The main objection to the Definition 1 is that C 1 ðSÞ is difficult to compute, even if S is a polygon. In practice, the convexity measure given by Definition 2 is the one that is mostly used, and appears in textbooks [20] . C 2 ðSÞ is easy and efficient to compute and is very robust with respect to noise. Its "discrete version" where the real objects are presented as finite sets of points and the area of object is simply estimated by using the number of points which fall into it is also widely used in practical applications.
On the other hand, the convexity measurement given by Definition 2 does not detect huge defects on boundaries of shapes that have a relatively small impact on the shape areas. Two simple examples are given in Fig. 2 . Setting t ¼ 1 À h, then for small enough values of h the polygons P ðhÞ and T ð1 À h; hÞ have the same perimeter and almost the same area. Nevertheless, this leads to the following inconsistent relation between convexity estimates The anomaly lim h!0 C 2 ðP ðhÞÞ ¼ 1 can be avoided by a modification of Definition 2 as follows.
Definition 3. Let a planar set S be given. Let MCSðSÞ denote a convex subset of S with the maximum possible area. Then, the convexity measure C The previously mentioned possibilities for convexity measurement can be understood as "area-based" measures and, consequently, they are expected to be robust with respect to boundary defects (caused by noise, for example). On the other hand, if a convexity measure is based on the shape boundary, then it is likely to be more sensitive to the boundary properties than the measures C 1 and C 2 . Such a sensitivity can be a very useful property of the measurement-see again Fig. 2 for an example. The following boundary-based convexity measure computed as the ratio of the Euclidean perimeter of a given shape S and the Euclidean perimeter of the convex hull of S seems to be a natural solution.
Definition 4. For a given planar shape S, its convexity measure C 3 ðSÞ is defined to be By the last definition, we have the more acceptable situation lim h!0 C 3 ðP ðhÞÞ ¼ For instance, Stern [21] proposed an area-based convexity measure. In an attempt to incorporate the entire topology of the polygon into the measure, he considered the set of all mutually visible pairs of points contained in the polygon. To define the measure for a given polygon P , a probability density function is defined as fðx; yÞ ¼ AreaðV ððx; yÞ; P ÞÞ R ðx;yÞ2P
R
AreaðV ððx; yÞ; P ÞÞ dy dx ;
where V ððx; yÞ; P Þ is the set of points ðx x;ỹ yÞ such that the line segment ½ðx; yÞ; ðx x;ỹ yÞ is completely included in P . The polygonal entropy of P is defined as
Z fðx; yÞ ln fðx; yÞ dx dy:
Finally, the convexity measure is defined as the ratio EðP Þ ln AreaðP Þ or as an arbitrary normalization of it.
Although the above convexity measure is theoretically appealing, in practice, its main disadvantage is the computational burden required in its determination. An approximate (but faster) estimation of the proposed convexity measure was also described.
In [3] , Boxer described two ways for measuring the deviation of a given n-gon from convexity, and gave OðnÞ algorithms for their computation. Both measures are boundary based. Roughly speaking, they estimate polygonal convexity by using the distances of the vertices of the measured polygon from the convex hull of this polygon. The first measure is called a simple index of nonconvexity, and is formally defined in the following way.
Let P be an n-gon whose vertices in circular order are A 0 ; A 1 ; . . . A n ¼ A 0 , and let A i1 ; A i2 ; . . . ; A ik be vertices of CHðP Þ, where 0 i 0 < i i < . . . < i k n. The simple index of nonconvexity of P is then defined to be The second measure is called the total index of nonconvexity and it is a slight modification of the previous one, replacing the outer maximum operation by a summation.
In this paper, we define a new easily computable convexity measure for polygons that is also computed from the boundaries of measured shapes. It satisfies the requirements 1, 2, 3, and 4, but has some advantages with respect to the previous convexity measure-particularly in measuring shapes with holes. In Sections 5 and 6, the new measure CðSÞ will be compared against the above measures C 2 ðSÞ (in order to illustrate the difference between a boundary-based measure and an area based measure) and C 3 ðSÞ (in order to illustrate possible differences between two boundary-based measures).
DEFINITIONS AND DENOTATIONS
Throughout the paper, it will be assumed that all considered shapes are planar bounded compact sets with a nonempty interior. A polygon means a compact planar area bounded by a simple polygonal line (which also belongs to the polygon because compactness is assumed). In Section 5.4, polygons with holes are considered. A polygon with holes is obtained as a set difference of a given polygon and polygons (one or more) that are subsets of it.
We will use the following denotations: For a given n-gon P having vertices denoted by A 0 ; A 1 ; . . . ; A n ¼ A 0 , its edges will be denoted e i ¼ ½A iÀ1 ; A i for i ¼ 1; 2; . . . ; n.
The Euclidean length of the straight line segment e ¼ ½ðx 1 ; y 1 Þ; ðx 2 ; y 2 Þ is
while the length of e according to the l 1 metric is l 1 ðeÞ ¼ jx 1 À x 2 j þ jy 1 À y 2 j, i.e., l 1 ðeÞ equals the sum of the projections of e onto the coordinate axes. Per 2 ðP Þ will denote the Euclidean perimeter of P , while Per 1 ðP Þ will denote the perimeter of P in the sense of the l 1 metric. So,
is an edge of P l 2 ðe i Þ and
Since isometric polygons do not necessarily have the same perimeter under the l 1 metric, we shall use Per 1 ðP ; Þ for the l 1 perimeter of the polygon which is obtained by rotating P by the angle with the origin as the center of rotation. If the same rotation is applied to the edge e, the l 1 perimeter of the obtained edge will be denoted as l 1 ðe; Þ.
If the oriented angle between the positively oriented x-axis and the vector
The line determined by points A and B will be denoted as lðA; BÞ.
The minimal rectangle with edges parallel to the coordinate axes which includes a polygon P will be denoted by RðP Þ.
If a polygon P is rotated by an angle around the origin, then RðP ; Þ denotes the minimal rectangle with edges parallel to coordinate axes which includes the rotated polygon. Even though Per 1 ðRðP ; ÞÞ ¼ Per 2 ðRðP ; ÞÞ, we will use Per 2 ðRðP ; ÞÞ rather than Per 1 ðRðP ; ÞÞ.
A NEW CONVEXITY MEASURE
In this section, we define a new convexity measure for polygons. First, we give a simple lemma and after that we proceed with a theorem that gives a useful characterization of convex polygons (for another implications of it, see [1] ). A given polygon P is convex if and only for any choice of the coordinate system the l 1 perimeter of P equals the perimeter of the minimal rectangle whose edges are parallel to the coordinate axes and which includes P , i.e., Per 2 ðRðP ; ÞÞ ¼ Per 1 ðP ; Þ for any 2 ½0; 2:
Proof. If a given polygon P is convex, then the projections of the edges of P onto the x and y axes exactly cover the boundary of the minimal rectangle whose edges are parallel to the coordinate axes (see Fig. 3 ). Since the sum of such projections equals both the l 1 perimeter of the polygon P and the Euclidean perimeter of RðP Þ the convexity of P implies Per 1 ðP Þ ¼ Per 2 ðRðP ÞÞ independently of the choice of the coordinate system or, equivalently, Per 1 ðP ; Þ ¼ Per 2 ðRðP ; ÞÞ for any 2 ½0; 2. On the other hand, if P is not convex, then there exist points A and B from the interior of P such that the line segment ½AB is not completely contained in P . If the line determined by A and B is chosen to be one of coordinate axes, say u, then the projections of edges of P onto coordinate axis v (perpendicular to u) must overlap (see Fig. 4 ). In other words, the strict inequality Per 1 ðP Þ > Per 2 ðRðP ÞÞ holds. This completes the proof. t u Theorem 1 gives a useful characterization for convex polygons and gives the basic idea for the polygon convexity measurement described in this paper. In the first stage, the inequality Per 1 ðP Þ ! Per 2 ðRðP ÞÞ (see Lemma 1) suggests that the fraction can be used as a convexity measure for polygons since it is a number from ð0; 1, it is defined for any polygon P , it can be calculated easily, and for any convex polygon it equals 1. But, on the other hand, this ratio can depend strongly of the choice of the coordinate system (see Figs. 9c and 10c)-which is not a desirable property. Also, this ratio can be equal to 1 for nonconvex polygons (see Fig. 4 for an example) which is not acceptable for a convexity measure. These problems can be avoided by considering min 2½0;2 Definition 5. For a given polygon P , its convexity CðP Þ is defined as:
Per 2 ðRðP ; ÞÞ Per 1 ðP ; Þ :
The following theorem summarizes the desirable properties of the polygon convexity measure proposed here.
Theorem 2. For any polygon P , we have:
1. CðP Þ is well-defined and CðP Þ 2 ð0; 1; 2. CðP Þ ¼ 1 if and only if P is convex; 3. inf P 2Å ðCðP ÞÞ ¼ 0, where Å denotes the set of all polygons; 4. CðP Þ is invariant under similarity transformations.
Proof. Since
Per 2 ðRðP ;ÞÞ Per1ðP ;Þ is a continuous function on (for more details, see Section 4) it must reach its minimum on a closed interval ½0; 2. So, CðP Þ is well-defined. Since CðP Þ > 0 is trivial and because CðP Þ 1 follows from Lemma 1, Item 1 is proven. Item 2 is a direct consequence of Theorem 1. To prove Item 3, consider the polygon P n from Fig. 5 . Trivially,
for any 2 ½0; 2:
On the other hand, Per 1 ðP n ; Þ ! Per 1 ðP n ; 0Þ
and, finally, On the other hand, although computation of CðP Þ is a nonlinear optimization problem, it turns out that the exact value of CðP Þ can be computed in Oðn 2 Þ time, if P is an n-gon. In the rest of this section, we describe how to compute (effectively and efficiently) the exact value of CðP Þ. We need some additional investigation of the functions Per 1 ðP ; Þ and Per 2 ðRðP ; ÞÞ which depend only on if P is fixed. They will be analyzed separately in the next two sections. A simple procedure for CðP Þ computation comes as a direct consequence of such an analysis.
Analysis of Per 1 ðP ; Þ
Let an edge e i (1 i n) of a given n-gon P be given. Trivially,
where aðÞ and bðÞ take þ1 or À1 depending on . Consequently, there is an integer k 4 Á n and a sequence 0 1 < 2 < . . . < k 2 such that
where kþ1 ¼ 1 þ 2 and fa j;i ; b j;i j 1 j k; 1 i ng & fþ1; À1g. Since l 2 ðe i Þ and i are constants, we can conclude (from (1)) that there are some numbers c j and d j , (j ¼ 1; 2; . . . ; k) such that
for j ¼ 1; 2; . . . ; k. 
Analysis of Per 2 ðRðP ; ÞÞ
The construction of optimal rectangles which include a polygon P is already well-studied in the literature-and various approaches exist [9] , [13] . A related problem is the determination of the diameter of a given polygon P and a very simple algorithm was presented in [16] . The diameter of P is defined to be the greatest distance between parallel lines of support of P . A line L is a line of support of P if the interior of P lies completely to one side of L. A pair of vertices is an antipodal pair if it admits parallel lines of support. Preparata and Shamos' algorithm generates all antipodal pairs by a procedure that resembles rotating a pair of dynamically adjustable parallel support lines once around the polygon P . This idea is generalized in [22] where two orthogonal pairs of line supports (called orthogonal calipers) are formed around the polygon solving several geometric problems. What is important for us is that the same procedure can be used here in order to obtain the intervals ½ i ; iþ1 ; i ¼ 1; 2; . . . ; m for which four vertices of P (more precisely, four vertices of CHðP Þ since Per 2 ðRðP ; ÞÞ ¼ Per 2 ðRðCHðP Þ; ÞÞ) forming two pairs of antipodal points belonging to the boundary of RðP ; Þ remain the same for 2 ½ i ; iþ1 . That further implies that Per 2 ðRðP ; ÞÞ is of the form
We refer to Fig. 6 for an illustration. Let 1 be the angle between the positively oriented x-axis and the edge ½AB. Also, let 2 ¼ minfffðJBCÞ; ffðKDEÞ; ffðGF LÞ; ffðHGIÞg (in a situation as in Fig. 6, 2 ¼ ffðKDEÞ) .
If the line lðI; JÞ is chosen to be a support line then B; F and D; G are the antipodal pairs which determine two orthogonal pairs of line supports: lðI; JÞ; lðL; KÞ and lðJ; KÞ; lðI; LÞ. If the support line lðI; JÞ is rotated into a new position around the vertex B, the pairs B; F and D; G remain antipodal until the rotation angle varies from 0 to 2 (see Fig. 6 ). For 2 ½0; 2 , the width of the minimal rectangle which includes P varies from l 2 ð½F F 0 Þ to l 2 ð½F F 00 Þ, more precisely this width is
Since l 2 ð½F F 0 Þ and are constants which do not depend on and by noticing that an analogous expression can be derived for the height of such a minimal rectangle we have proven that Per 2 ðRðP ; ÞÞ can be expressed as in (3) .
Two examples displayed in Figs. 9a and 10a illustrate that Per 1 ðRðP ; ÞÞ behaves as described by (3). Note 2. For any angle i 2 f 1 ; 2 ; . . . ; m g & ½0; 2 there is an edge e i ; 1 i m of CHðP Þ such that after the rotation for the angle i the edge e i becomes parallel to one of coordinate axes.
A Procedure for CðP Þ Computation
By using results from the previous two sections, we can prove a useful theorem that shows that CðP Þ can be computed by comparing the values of number point set consisting of no more than 5 Á n points, where n is the number of vertices of P .
Theorem 3. The convexity measure CðP Þ of a given given n-gon P can be computed as
where f 1 ; 2 ; . . . ; l g is the set union of the sets f j j j ¼ 1; 2; . . . ; kg and f i j i ¼ 1; 2; . . . ; mg which are defined in (2) and (3).
Proof. Let 1 < 2 < . . . < l be the ordered sequence of angles from the set union f j j i ¼ 1; 2; . . . ; kg [ f i j i ¼ 1; 2; . . . ; mg (obviously, l k þ m 5 Á n), where j ð1 j kÞ and i ð1 i mÞ are determined as in (2) and (3), respectively. Further, from (2) t u
The previous theorem shows that there is a trivial procedure for computing the new convexity measure of a given n-gon in an Oðn 2 Þ time. Namely, it is enough to take the minimum among a finite number of values has no local extrema on the defined intervals ð i ; iþ1 Þ, for 1 i l.
FURTHER ANALYSIS, COMPARISON, AND EXAMPLES
This section contains several examples with synthetic data in order to illustrate applicability of the new convexity measure. It is divided into four sections. The first two sections are related to the initial examples: P ðhÞ and T ðt; hÞ from Fig. 2 . The third section shows an example when the new measure gives no acceptable results. The fourth section compares the boundary-based convexity measures C and C 3 . Situations where the new measure C is advantageous over C 3 are pointed out.
The Graph of CðP ðhÞÞ
The polygon P ðhÞ is defined in Fig. 2 , while its measured convexity CðP ðhÞÞ as a function of h is given in Fig. 7 . It is easy to check that the minimal measured convexity is obtained in the limit case h ¼ 0 when lim h!0 CðP ðhÞÞ ¼ 2 3 holds. Starting from h ¼ 0, the function CðP ðhÞÞ monotonically increases from 2 3 and reaches the maximum CðP ðhÞÞ ¼ 1 for h ¼ 1 when P ð1Þ coincides with a square.
Convexity Measure of T ðt; hÞ
Taking now T ðt; hÞ from Fig. 2 , the measured convexity CðT ðt; hÞÞ depends on two variables. Let us consider the case when h is arbitrary small. Then, we can define the function CðT ðt; 0ÞÞ as CðT ðt; 0ÞÞ ¼ lim
CðT ðt; hÞÞ whose graph is given in Fig. 8 . Obviously, CðT ðt; 0ÞÞ is not a monotonic function. More specifically, if t varies from 0 to 0:5 then CðT ðt; 0ÞÞ monotonically decreases from the maximum value 1 (when T ð0; 0Þ coincides with a square) to the minimum value 0:8 reached for t ¼ 0:5, i.e., CðT ð0:5; 0ÞÞ ¼ min t2½0;1Þ CðT ðt; 0ÞÞ ¼ 0:8. The measured convexity CðT ðt; 0ÞÞ monotonically increases on the interval t 2 ð 1 2 ; 1Þ. In this interval, CðT ðt; 0ÞÞ does not reach the maximum, but for a large enough t the function CðT ðt; 0ÞÞ is arbitrarily close to 1 or, more precisely,
CðT ðt; 0ÞÞ ¼ 1:
The last equality can be seen as desirable. Figs. 9 and 10 illustrate the results of the Sections 4.1, 4.2, and 4.3. For two chosen values t ¼ 0:35 and t ¼ 0:5, they display the graphs of the three functions whose form was studied there.
An Example of Unsatisfactory Measurement
We showed in Section 1 that area-based methods such as C 2 ðP Þ are not sensitive to huge defects on the shape's boundary if they have little impact on the area. While the proposed method CðP Þ rectifies this anomaly there are of course situations when it produces poor results, as shown in Fig. 11 .
Since The previous equality could be acceptable for m ¼ 2 or m ¼ 3 and n ! 1, but it is reasonable to expect that the convexity of such a shape for large m and n should be close to 1-as it is estimated by C 1 ðP n;m Þ, C 2 ðP n;m Þ, and C 0 2 ðP n;m Þ. Note that
Comparison between Boundary-Based Measurements
In this section, we compare CðP Þ and C 3 ðP Þ which are both boundary-based convexity measures. As mentioned, they are expected to be more sensitive to large boundary defects than the area-based measures.
With two examples, we will illustrate that the new measure CðP Þ is more sensitive than C 3 ðP Þ. By the way, such an estimate follows from the definitions as well. Namely, Definition 4 says that all shapes with the same convex hull and the same Euclidean perimeter have the same measured convexity. It implies, as an example, that the measured convexity of polygons Qðt; h ! 0Þ and Gð; h ! 0Þ does not depend on t and , respectively. That is, C 3 ðQðt; h ! 0ÞÞ ¼ 2 3 for any t 2 ð0; 1Þ and
However, the C measure can differentiate between shapes with the same convex hull and Euclidean perimeter. Referring again to Fig. 12 , it can be easily derived that CðQðt; h ! 0ÞÞ ¼ 2 3 independently of t, but if C is applied to the polygon Gð; h ! 0Þ then CðGð; h ! 0ÞÞ strongly depends on . The graph of CðGð; h ! 0ÞÞ when 2 ð0; =2Þ is given in Fig. 12c .
Note that the new convexity measure can be applied to shapes whose boundaries consist of several polygonal lines (see Fig. 13 ), i.e., to the shapes that are unions or set differences of polygonal areas. From the viewpoint of practical applications, it means that it is possible to measure the convexity of shapes with holes. The perimeter of such shapes is defined to be the sum of the length of all boundary lines.
Let T 1 and T 2 be two isometric polygonal subsets of a given polygon P . Then, the set differences P n T 1 and P n T 2 have the same convexity measured by C 3 , i.e., C 3 ðP n T 1 Þ ¼ C 3 ðP n T 2 Þ, for all isometric (moreover isoperimetric) T 1 & P and T 2 & P . But, CðP n T 1 Þ ¼ CðP n T 2 Þ is not guaranteed. Consider the example from Fig. 13 . The boundary of the shape S consists of two squares. The first one has the vertices ð1; 1Þ, ð6; 1Þ, ð6; 6Þ, and ð1; 6Þ, while the second one is obtained by the rotating the square with vertices ð2; 2Þ, ð5; 2Þ, ð5; 5Þ, and ð2; 5Þ for an angle around the point A ¼ ð3:5; 3:5Þ. The equality C 3 ðS Þ ¼ 5=8 holds for any choice of but the new convexity measure gives different values for nonisometric S and S . Moreover, CðS Þ reaches its maximum for ¼ k Á 2 , with k ¼ 0; 1; 2; 3; its minimum is at ¼ 4 þ k Á 2 , with k ¼ 0; 1; 2; 3, which seems to be natural and which is in accordance with the measure C 0 2 .
EXPERIMENTAL RESULTS
We start with a qualitative comparison between the two measures C and C 2 . Figs. 14 and 15 show 35 shapes ordered into decreasing convexity by the measures. To reduce the sensitivity of C to noise, minor fluctuations have been removed by first simplifying the boundary using Ramer's [17] polygonal approximation algorithm. A threshold of maximum deviation equal to three is used in all cases and the widths of the shapes are between 100-300 pixels.
First off, by manual inspection the results demonstrate that the new convexity measure produces sensible results. Although a comparison of the rankings from C and C 2 reveals many similarities (as expected), some differences are also evident. It can be seen that C is stricter than C 2 regarding shapes that are roughly convex apart for relatively narrow indentations. For example, the third, fifth, and seventh shapes in the first row in Fig. 15 score highly according to C 2 and lower according to C. Also evident, the more the shape is fragmented by the intrusions, the lower its score. In contrast, protrusions are penalized rather less by C than C 2 , as shown by examples such as the tennis racket (third shape in the first row) and the "L" shape (eighth shape in the first row) in Fig. 14. Shapes containing substantial indentations and protrusions such as the music example (third last shape in the last row in Fig. 14) are rated low by both measures.
For a second, quantitative test we perform classification of diatoms, which are unicellular algae found in water, and have applications in forensics, geology, ecological monitoring, etc., [5] . The mixed genera set from the ADIAC project was used, consisting of 808 contours covering 38 taxa. The contours vary in size, containing between 134-1,277 pixels. All are processed as before by finding their polygonal approximations with a maximum deviation of three pixels. Fig. 16 shows an evenly sampled selection after ranking by decreasing convexity according to C. Unlike C 2 , the measure C can also be applied to take interior detail into account. In Fig. 17 , the original images are shown in the first row and below are the boundaries combined with internal structure obtained by edge detection. Again, the shapes are ranked by C and a very different ordering is obtained compared to Fig. 16 . Notionally, the internal structures are like infinitely thin cuts into the shape's interior and, so, the diatoms with denser internal detail are assigned lower convexity values.
Next, classification of the diatoms into the 38 taxa was performed using Murthy et al.'s oblique decision trees (OC1) [14] and 100-fold cross-validation. The first row of values in Table 1 shows the accuracies using C, C 2 , and C 3 applied separately to the outer contour. Classification was also carried out using C applied to the combined boundaries and internal contours (as shown in Fig. 17 ) and also using the pair of C values obtained from just the boundary data and also the combined data. Although for this classification task C has less discriminating power than C 2 when applied to the boundaries, its application to the interior provides an independent set of shape measurements that enables the combination of the two values to substantially improve the classification accuracy. The second row lists the results obtained when an additional set of standard and recent shape measures 1 was used by the classifier along with convexity. Again, an increase in accuracy is achieved using C applied both internally and externally. 2 As seen in Fig. 16 , the diatoms have fairly smooth boundaries. To demonstrate the sensitivity and effectiveness of C to indentations, it is applied in the last example to desmids, another type of algae. They are not as flat as diatoms, making fully in-focus images problematic and, so, drawings are still extensively used by biologists for classification. As a small scale classification task, we have taken the drawings of the Micrasterias taxon from West and West's [23] comprehensive flora and selected all nine species containing at least four drawings. The data set is limited to 43 sample outlines, each containing 1,000-10,000 pixels, with 4-7 drawings for each species. Although high-resolution images were used, the narrow indentations were still sometimes truncated during boundary extraction, complicating the recognition task; an example of each species is shown in Fig. 18 .
Classification into the nine species was carried out using OC1 as above, except that leave-one-out testing was performed due to the small data set. As can be seen in Table 2 , the single convexity measures are not sufficient for discrimination. Combining pairs of convexity measures brings a significant improvement and emphasizes that the area-based and perimeter-based measures provide complementary information. Using C 2 ðSÞ and CðSÞ together provided the best result with 55.81 percent accuracy. Incorporating C 3 ðSÞ as well, provided a relatively small gain: Combining the three measures achieved 58.40 percent accuracy. Of course, in order to gain higher accuracies a larger training set and a larger set of shape measures would be necessary.
CONCLUDING REMARKS
In this paper, a new convexity measure has been proposed for describing shapes. In contrast to the most common approach (the ratio of the area of the shape to the area of its convex hull), it is based on the shape's boundary perimeter rather than its area. Theoretical and experimental analysis shows that it performs well. Compared to area-based approaches, it is more sensitive to deep indentations into shapes, especially if they are thin (i.e., of negligible area).
Moreover, compared to the boundary-based convexity measure C 3 it gives better results if applied to shapes with holes or additional internal edges. Namely, while the relative position of the holes or edges inside the shape has no effect on the convexity measured by C 3 they have an impact on the convexity measure proposed here. That provides a significant advantage in shape representation. Measures were applied to the shape boundary (bdry) and interior (intr).
