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The Relaxation Normal Form of Braids is
Regular
Vincent Jugé ∗
Braids can be represented geometrically as laminations of punctured disks. The
geometric complexity of a braid is the minimal complexity of a lamination that rep-
resents it, and tight laminations are representatives of minimal complexity. These
laminations give rise to a normal form of braids, via a relaxation algorithm. We study
here this relaxation algorithm and the associated normal form. We prove that this
normal form is regular and prefix-closed. We provide an effective construction of a
deterministic automaton that recognizes this normal form.
1 Introduction
Braid groups can be approached from various points of view, including algebraic and geometric
ones. In the algebraic viewpoint, the braid group is defined by a finite presentation, i.e. a finite
generating family X and finite number of relations. Two of the most widely used generating
families are the Artin generators and the Garside generators. In this approach, braids are viewed
as equivalence classes of finite words over the finite alphabet X.
A normal form consists in choosing exactly one representative in each equivalence class. Three
important desirable properties are computability, regularity and geodicity. The normal form
is computable if, from each word w over the alphabet X, one can compute the word x that is
equivalent to w and that belongs to the normal form. In particular, the existence of a computable
normal form implies that the word problem is solvable. The normal form is regular if it forms
a regular subset of the free monoid X˚. The normal form is geodesic if its elements are shortest
representatives of their equivalence classes.
Computability and regularity do not depend on the family X. Indeed, if X and Y are two
finite generating families, embedding X into the free monoid Y˚ allows to consider normal forms
over the alphabet X as normal forms over the alphabet Y: if a normal form is computable
(respectively, regular) on the alphabet X, it will remain computable (respectively, regular) on
the alphabet Y.
Geodicity is related to shortest paths in the Cayley graph of the group associated to X.
Geodicity depends on the family X, i.e. a normal form may be geodesic for X and not for Y. In
fact, even the existence of regular geodesic normal forms depends on X (see [9, Example 4.4.2]).
Let us come back to the specific case of the braid group. The Artin definition of the braid
group is
Bn “
B
σ1, . . . , σn´1
ˇˇˇ
ˇ σiσi`1σi “ σi`1σiσi`1 for all iσiσj “ σjσi for all i, j s.t. |i´ j| ě 2
F
.
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The set tσ1, σ
´1
1
, . . . , σn´1, σ
´1
n´1u is that of Artin generators. They are often considered as the
“most natural” generators because of their role in the representation of braids as an isotopy class
of braid diagrams, as illustrated in Figure 1.
1 2 i´ 1 i i` 1 i` 2 n´ 1 n
¨ ¨ ¨ ¨ ¨ ¨
Figure 1: Braid diagram of the generator σi (1 ď i ď n´ 1)
The monoid of positive braids B`n is the monoid generated by the positive Artin generators
σ1, . . . , σn´1. It has a lattice structure for the left-divisibility relation [7]. Hence, consider the
braid ∆n “ LCMpσ1, . . . , σn´1q, which we call the Garside element of the monoid. Note that
the set G` “ tβ P B`n : β left-divides ∆nu generates the braid monoid. The set G “ G
` Y tβ :
β´1 P G`u is that of Garside generators and generates the braid group.
The symmetric Garside normal form over the braid group is built as follows. First, each braid
word w is rewritten under the form ∆´kn ¨ v, where k ě 0 and v P B
`
n , for instance by using
rewriting rules of the form
a ¨ σ´1i ¨ b ÞÑ ∆
´2 ¨ a ¨
`
σ´1i ∆
˘
¨∆ ¨ b.
Second, positive left-divisors of v are selected incrementally, thereby factoring v as a product
v “ u1 . . . uℓ, where ui “ GCDp∆n, uiui`1 . . . uℓq and uℓ is non-trivial. Finally, the elements
∆´1n appearing in the power ∆
´k
n are canceled out with the leftmost factors of v. For instance,
if k ď ℓ, we obtain a word of the form w´1
1
¨ . . . ¨ w´1k ¨ uk`1 ¨ . . . ¨ uℓ, where each factor wi or ui
belongs to the set G`. The word w´1
1
¨ . . . ¨w´1k ¨ uk`1 ¨ . . . ¨ uℓ is the symmetric Garside normal
form of the braid word w.
The Garside normal form is very successful because it is simultaneously regular, synchronously
automatic (hence, very easy to compute incrementally) and geodesic on the family G. In par-
ticular, the word problem in Bn is decidable.
Another normal form is the ShortLex normal form over Artin generators, which can be de-
scribed as follows. Consider some (arbitrary) linear ordering on the set of Artin generators. Let
β be some braid, and letWβ be the set of words that represent β. The ShortLex normal form of β
is the word w PWβ such that, for all words x PWβ, we have |w| ď |x| and |w| “ |x| ñ w ďlex x.
Since the word problem in the braid group Bn is decidable, the ShortLex normal form over
Artin generators is computable, in addition to being geodesic. However, the regularity of Short-
Lex is an open problem. In fact, except for B2 and B3, it is not known whether there exists a
regular geodesic normal form for the set of Artin generators.
Let us now turn our attention to the geometric viewpoint. A braid is viewed as a class of
laminations, and acts on such laminations. This is to be compared with the algebraic viewpoint,
in which a braid is a class of words and acts on words.
The lamination L, represented in the left bottom part of Figure 2, consists in one fixed puncture
(in black) and n mobile punctures (in white) situated on an horizontal axis, as well as n` 1 non-
intersecting closed curves L0,L1, . . . ,Ln, such that the finite part of the plane delimited by each
curve Li contains both the fixed puncture and i mobile punctures. This lamination L is called
trivial, and represents the trivial braid ε.
A braid β P Bn, represented by some braid diagram D, acts on the lamination L as follows.
We place the n mobile punctures on the top of the n strands of D, then let these punctures slide
2
Braid diagram D
representing σ2
3
2
1
1
Lamination L
representing ε
2 3
Lamination L ¨ σ2
representing σ2
Figure 2: Braid acting on a lamination
along the strands of D, until we reach the bottom of D. At the same time, we force the n ` 1
curves to follow the motion prescribed by the punctures. Doing so, we obtain the lamination
L ¨ β, which will henceforth represent the braid β itself. Figure 2 illustrates the action of the
braid σ2 on L.
In spite of its differences with the algebraic approach, the lamination-based point of view on
braids also provides a way of obtaining normal forms. First, to each lamination we associate
an equivalent tight lamination. Second, thanks to a relaxation algorithm, we perform successive
simplifications of this tight lamination. Each simplification consists in making some braid act on
our lamination in order to obtain a simplified tight lamination. We perform such simplifications
until reaching the trivial lamination. Finally, having found a product of braids that maps the
original lamination to the trivial one, inverting that product yields a normal form for the original
lamination.
Note the similarity between the Garside procedure and the above one: we begin with some
cleaning step, then we perform iteratively simplifications, and finally we gather our results in
order to obtain the desired normal form.
Relaxation algorithms play a central role in the study of the geometric complexity of braids
by Dynnikov and Wiest [8]. Observing that well-chosen relaxation algorithms provide normal
forms of short length, Dynnikov and Wiest prove that two measures of complexity of braids are
comparable, although the first measure stems from the geometric world of laminations, while the
second measure is related to factorisations of braids with repeated factors.
Another remarkable achievement obtained with relaxation algorithms is the Bressaud normal
form [3]. This normal form relies on an alternative geometric representation of braids, and
was one seminal example of regular σ-consistent normal form. However, although the Bressaud
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normal form is known to be asynchronously automatic, it is yet unknown whether it maps braids
to factorisations of minimal length (up to a multiplicative constant).
We focus below on a specific relaxation algorithm, which is the right-relaxation algorithm
considered by Caruso in her PhD Thesis [4]. The associated normal form is called the relaxation
normal form. Each simplification is obtained through the action of a braid chosen from a finite
family of sliding braids, so that this braid be “maximal” in some sense.
The right-relaxation algorithm is a variant of the relaxation algorithm used by Dynnikov and
Wiest. The difference between both algorithms resides in the family of braids that may act on
laminations and in the criteria used for choosing which element of the family should be chosen.
In [4], Caruso identifies geometrical features of a lamination L ¨ β that may be used to estimate
the complexity of the relaxation normal form of the braid β.
Our main contribution consists in proving that the relaxation normal form is regular and
in constructing an automaton that recognizes the relaxation normal form. To the best of our
knowledge, our result provides the first known example of regular normal form obtained by
applying a relaxation algorithm on braid laminations.
The relaxation normal form does not preserve the braid positivity (i.e. the normal form
of a positive braid may contain negative factors) and is not geodesic (for Artin, Garside or
sliding generators). For example, the relaxation normal form of the braid σ2
2
σ1 is the word
σ2 ¨ σ2 ¨ σ1σ2 ¨ σ
´1
2
. Yet, it enjoys several additional properties.
In what follows, we prove that the relaxation normal form is regular, and provide a determin-
istic automaton that recognizes its language. We sketch a proof in section 2, indicating the main
ideas and objects that lead to the regularity of the relaxation normal form, and we provide rigor-
ous proofs in section 3. We study several side problems in subsequent sections. We investigate the
automaticity of the relaxation normal form, and we prove that it is synchronously biautomatic
for n ď 3 and not asynchronously right automatic for n ě 4. Then, we show how to read the
σ-positivity of a braid on its relaxation normal form. We also prove that the above-mentioned
automaton is approximately minimal. Finally, we review some variants of the relaxation normal
form, and explain for each of them to which extent our results also apply to these variants.
2 The Relaxation Normal Form is Regular: Key Ideas
In section 2 we first present standard definitions and theorems about braids and laminations of
the punctured disk. These results mainly come from algebraic topology and they can be found
in standard literature, e.g. in [2, 7, 8, 10, 11].
Then, we present relaxation algorithms operating on braid laminations in general, including
the right-relaxation algorithm that we study later on. Finally, we describe the main ideas that
will allow us to later prove that the relaxation normal form is regular. This last part is only
meant to provide the reader with a general idea of why the normal form is regular, anticipating
the more rigorous proofs that will be the focal point of section 3.
2.1 Braids and Laminations
The group of braids with n strands is usually known by its algebraic description, due to Artin [1].
Definition 2.1 (Braid group).
The group of braids with n strands is the group
Bn “
B
σ1, . . . , σn´1
ˇˇˇ
ˇ σiσi`1σi “ σi`1σiσi`1 for all iσiσj “ σjσi for all i, j s.t. |i´ j| ě 2
F
.
However, in this paper we focus on another, equivalent, approach of the group of braids, and
we consider the group of braids with n strands as the mapping class group of the unit disk with
n punctures (see [2] for details).
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Let D2 Ď C be the open unit disk and let Pn Ď p´1, 1q be a set of size n. We will refer to the
elements of Pn as being mobile punctures in the disk D
2. In addition, we call fixed puncture the
point ´1. Finally, let Hn be the group of orientation-preserving homeomorphisms h : C ÞÑ C
such that hpPnq “ Pn and hpzq “ z for all z P p´8,´1q Y p1,`8q.
Theorem 2.2.
The group Bn of braids with n strands is isomorphic to the quotient group of Hn by the isotopy
relation.
Hence, a braid is the isotopy class rhs of some homeomorphism h. According to standard
notations for braids, we will let braids act on the complex plane on the right, i.e. denote by
rgsrhs the isotopy class of the homeomorphism rh ˝ gs: composition to the left gives rise to a
braid multiplication to the right, and vice-versa.
This characterisation does not depend on which set Pn of mobile punctures we choose. There-
fore, in what follows, we shall never consider the set Pn as fixed. In addition, we will always
order punctures from left to right (i.e. from the smallest to the greatest), as follows: the fixed
puncture is p0 “ ´1, and the mobile punctures are p1 ă . . . ă pn. We will also abuse notations
and denote by pn`1 the point `1.
Each braid appears as a class of homeomorphisms of C, which conveys the idea of giving a
graphical representation of the braid.
Definition 2.3 (Lamination).
Let us consider a set Pn of n mobile punctures in the real interval p´1, 1q.
An n-strand lamination of the disk D2 is the union, hereafter denoted by L, of the set PnYt´1u,
and of n ` 1 non-intersecting smooth, closed, simple curves L0, . . . ,Ln such that each curve Lj
crosses exactly once the real interval p´8,´1q, does not cross the real interval r1,`8q and splits
the plane C into (a) one inner part that contains ´1 and j mobile punctures, and (b) one outer
part that contains `1 and n´ j mobile punctures.
We identify braids with isotopy classes of laminations (see [2] for details): if L and L1 are
laminations (defined up to isotopy), then there exists a unique braid β that sends L to L1. In
Figure 3 as well as in the sequel of the document, mobile punctures are indicated by white dots
and the fixed puncture is indicated by a black dot; the gray area represents the unit disk D2, and
the real axis R is drawn with a thin horizontal line. Hereafter, and depending on the context,
we may omit to represent the unit disk D2, as well as the names p0, . . . , pn.
In addition, we will always denote by Lj the j-th curve of the lamination L, i.e. the curve of
L whose left part contains exactly j mobile punctures. In particular, note that the names of the
punctures p0, . . . , pn depend uniquely of the order of the punctures. Hence, when applying the
braid σ˘1i on a lamination, both punctures pi and pi`1 move, and they are respectively renamed
pi`1 and pi. On the contrary, and although the curves Lj may move, they are not renamed, as
shown in Figure 3.
Following Dynnikov and Wiest [8], we define the norm of a lamination and the laminated norm
of a braid.
Definition 2.4 (Norm of a lamination and tightness).
Let β P Bn be a braid with n strands, and let L be a lamination representing β. The norm of L,
denoted by }L}, is defined as the cardinality of the set LX R.
If, among all the laminations that represent β, L is a lamination with the minimal norm, then
we say that L is tight. In this case, we also define the laminated norm of the braid β, which we
denote by }β}, as the integer }L} itself.
Tight laminations are important, due to the following classical result (see [7, 8, 11] for details).
We will henceforth refer to the tight lamination of a braid, as illustrated in Figure 4.
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p0 p1 p2 p3
(a) Trivial lamination
L3
L2
L1
L0
p0 p1 p2 p3
(b)Non-trivial lamination
L3
L2
L1
L0
Figure 3: Two laminations
(a) ε (b) σ´1
2
(c) σ´1
2
σ1
Figure 4: Identifying braids with tight laminations
Theorem 2.5.
Two tight laminations represent the same braid if and only if they are related by an isotopy that
preserves the real axis R setwise, and both points ´1 and 1 (pointwise).
2.2 Relaxation Normal Form
Performing relaxation algorithms on laminations of the punctured disk requires identifying which
simplifications might be performed on a lamination, in order to decrease its complexity. Such
simplifications may arise from considering the notion of bigon that we introduce now.
Definition 2.6 (Arcs, bigons and coverage).
Let L be a lamination, which consists in closed curves L0, . . . ,Ln and in punctures p0, . . . , pn.
For each curve Li, we call arcs of Li the connected components of LizR. By extension, we call
arcs of the lamination L the arcs of its curves.
By construction, every arc A of every lamination either lies in the upper half-plane (we say
that A is an upper arc) or in the lower half-plane (we say that A is a lower arc), and it has
two distinct endpoints, which both lie on the real axis. Let us denote them by eA and EA. We
say that a real point p is covered by the arc A if p belongs to the open interval peA, EAq. By
extension, for all arcs B, with endpoints eB and EB, we say that B is covered by A if both eB
and EB are covered by A, i.e. if eA ă eB ă EB ă EA. Finally, we say that A is a bigon of L if
A does not cover any endpoint of any arc of L.
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useful bigons
useless bigon
Figure 5: Chopping a useless bigon of a lamination
First, observe that a tight lamination L should be transversal to the real axis, i.e. each
intersection point between a curve of L and the real axis shall be an endpoint of one lower arc of
L and one upper arc of L. Similarly, if some bigon of a lamination L does not cover any (fixed or
mobile) puncture of L, then L is certainly not tight, since chopping the useless bigon in question
would reduce the complexity of L without changing its isotopy class, as illustrated in Figure 5.
It turns out that the converse statement holds, and that bigons provide an intrinsic and easy
characterization of tight laminations (see [7, 11] for details).
Proposition 2.7.
A lamination L is tight if and only if each of its bigons covers at at least one puncture of L.
In particular, observe that every lamination L that is already transversal to the real axis
and whose complexity is finite can be made tight by chopping recursively all its useless bigons.
Hence, using this tightening procedure, we present the principle of relaxation algorithms, which
also relies on the following results, whose proof is postponed to section 3.
Lemma 2.8.
Let L be a non-trivial tight lamination. At least one mobile puncture p of L is covered by a bigon
B of L. Once that puncture is selected, the bigon B is unique. Furthermore, both endpoints of B
also belong to arcs A1 and A2 of L, distinct from each other, and such that A1 and A2 do not
both cover the fixed puncture ´1.
As mentioned in the introduction, the class of relaxation algorithms that we present below
also relies on the notion of sliding braid. Sliding braids are defined as the braids of on of the
following forms:
rk ñ ℓs “ σk . . . σℓ´1 rk ð ℓs “ σ
´1
ℓ´1 . . . σ
´1
k
rk ô ℓs “ σ´1k . . . σ
´1
ℓ´1 rk ó ℓs “ σℓ´1 . . . σk
for k ď ℓ. In particular, observe that the trivial braid ε is a sliding braid (consider the case k “ ℓ
in the above definitions) and that the relations rk ð ℓs “ rk ñ ℓs´1 and rk ó ℓs “ rk ô ℓs´1
hold for all k ď ℓ.
We show now how to relax a non-trivial tight lamination L. First, choose some mobile puncture
pk that belongs to a bigon B (which is unique once pk is chosen). Then, choose some endpoint
e of B that also belongs to an arc A of L, such that A does not contain the fixed puncture ´1,
7
k ℓ
rk ô ℓs
k ℓ
rk ñ ℓs
k ℓ
rk ó ℓs
k ℓ
rk ð ℓs
Figure 6: Braid diagrams of sliding braids
and let E be the other endpoint of A. Now, let us slide the puncture pk along the arc A, so that
it lands next to the endpoint E, and let L1 be the lamination obtained after pk has been slid.
Such sliding operations can be performed by letting a sliding braid act on the lamination
L. More precisely, let i P t0, . . . , nu be the unique integer such that E belongs to the interval
ppi, pi`1q, with the convention that pn`1 “ 1. Then L
1 belongs to the isotopy class defined by
L ¨ α, where α is the sliding braid defined by:
α “
$’’’’&
’’’’%
ri` 1ð ks if i ď k ´ 1 and A is an upper arc
ri` 1ó ks if i ď k ´ 1 and A is a lower arc
rk ñ is if i ě k and A is an upper arc
rk ô is if i ě k and A is a lower arc
Hence, let β be the braid represented by L, so that L1 represents the braid βα. We say that α
is a relaxing braid of β. Since B has become a useless bigon of L1, it follows that L1 is not tight,
and that }β} “ }L} “ }L1} ą }βα}. A natural idea is then to tighten the lamination L1, relax it,
tighten it again, and so on, until we obtain the trivial lamination L, if we ever do. This amounts
to choosing sliding braids α1, α2, . . . such that each braid αj is a relaxing braid of βα1 . . . αj´1.
Due to the strict inequalities }β} ą }βα1} ą }βα1α2} ą . . ., it is certain that we will indeed
obtain the trivial lamination after a finite number of tightenings and relaxations. At that point,
we will have chosen relaxing braids α1, . . . , αk, so that ε “ βα1 . . . αk. It follows that β can be
factored as the product α´1k . . . α
´1
2
α´1
1
of sliding braids.
Of course, the puncture pk and the endpoint e (and therefore the braid α1) picked at each step
of the relaxation process might have been chosen in numerous ways. We describe now how the
puncture pk and the endpoint e are chosen in order to obtain the relaxation normal form.
Definition 2.9 (Relaxation normal form).
Let L be a non-trivial tight lamination, and let β be the braid represented by L. Let pk be the
rightmost mobile puncture of L covered by some bigon B of L. We call this bigon the rightmost
bigon of L. Let also e1 ă e2 be the two endpoints of B, and let A1 and A2 be the arcs of L with
which the bigon B shares its endpoints e1 and e2, respectively.
If A2 does not cover the fixed puncture ´1, then we slide pk along the arc A2; otherwise, we
slide pk along the arc A1. Let L
1 be the lamination obtained after pk has been slid. We call
right-relaxing braid of β, and denote by Rpβq, the braid σ such that L1 “ L ¨ σ.
Furthermore, let β1, . . . , βk be the unique sequence such that β1 “ β, βk “ ε and, for all
i ď k ´ 1, βi is a non-trivial braid such that βi`1 “ βiRpβiq. We call relaxation normal form of
β, and denote by RNFpβq, the word
Rpβk´1q
´1 ¨ . . . ¨Rpβ1q
´1,
where ¨ is the concatenation symbol.
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sliding
move
rightmost bigon
α1
=
r2ó 4s
α2 “ r1ð 3s
α3
=
r2ð 3s
Figure 7: Applying the right-relaxation procedure on the braid σ2σ1σ
´1
3
Figure 7 illustrates the right-relaxation procedure in the case of the braid β “ σ2σ1σ
´1
3
, whose
relaxation normal form turns out to be RNFpβq “ r2ñ 3s¨r1 ñ 3s¨r2 ô 4s “ σ2 ¨σ1σ2 ¨σ
´1
2
σ´1
3
.
A crucial point is that, due to Theorem 2.5, the puncture pk and the arc A1 or A2 along which
we slide pk do not depend on which tight lamination L representing β we started with. It follows
that the language tRNFpβq : β P Bnu of the relaxation normal form is prefix-closed.
This prefix-closure property offers numerous possibilities. The relaxation normal form induces
a tree, whose nodes are the words in relaxation normal form, and where the children of a word
w are the words of the type w ¨λ (for some sliding braid λ) that are in normal form. Hence, this
tree is a sub-graph of the oriented Cayley graph of Bn for the sliding braids.
This is useful for studying random processes: for instance, we may define a random walk by
jumping from one word in relaxation normal form to one of its children that we choose at random.
Another example is testing if a word is in relaxation normal form: it is possible to proceed by
induction, checking only whether, for some relaxation normal word w and some sliding braid λ,
the word w ¨ λ is in relaxation normal form. We will use the latter property when proving that
the set tRNFpβq : β P Bnu is regular.
2.3 Recognizing the Relaxation Normal Form
Based on the previous discussion, our goal is now to devise a simple criterion for deciding, given
a braid β P Bn and a sliding braid λ, whether the relation λ
´1 “ Rpβλq holds. More precisely,
since we aim at constructing an automaton recognizing the relaxation normal form, we would
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like to extract from the braid β some amount of information ιpβq such that knowing ιpβq and
λ would be sufficient to decide whether λ´1 “ Rpβλq and, if yes, to compute the information
ιpβλq.
Since we are only interseted in finite-state automata, the information ιpβq should be succinct,
i.e. the set tιpβq : β P Bnu should be finite. Indeed, this set would then be the state set of
our automaton, whose edges would be of the form ιpβq
λ
ÝÑ ιpβλq for all those braids β P Bn and
sliding braids λ such that λ´1 “ Rpβλq.
We describe now an adequately chosen amount of information, and state the main results that
pave the way to constructing an automaton recognizing the relaxation normal form. All the
results stated below will be proved in section 3.
Definition 2.10 (Neighbor points and neighbor arcs).
Let L be a tight lamination, and let LR denote the set of all intersection points between the real
axis and the curves of L. Let p be a point on the open real interval pminLR,maxLRq. We call
left neighbor of p in L the point p´
L
:“ maxtz P LR : z ă pu and right neighbor of p in L the
point p`
L
:“ mintz P LR : z ą pu.
The point p´
L
belongs to two arcs of L. We denote the upper one by AÒ´pp,Lq, and we call it
left upper arc of p in L. We denote the lower one by AÓ´pp,Lq, and we call it left lower arc of
p in L. Similarly, the point p`
L
belongs to two arcs of L. We denote the upper one by AÒ`pp,Lq,
and we call it right upper arc of p in L. We denote the lower one by AÓ`pp,Lq, and we call it
right lower arc of p in L. These four arcs are called neighbor arcs of p in L.
Figure 8 shows a tight lamination in which a puncture p, the neighbor points of p and the
neighbor arcs of p have been highlighted.
p´
L
p
p`
L
A
Ò
´pp,Lq
A
Ò
`pp,Lq
A
Ó
´pp,Lq
A
Ó
`pp,Lq
Figure 8: A puncture, its neighbor points and its neighbor arcs
Definition 2.11 (Shadow and extended shadow).
Let L be a tight lamination that represents some braid β, and let p0, . . . , pn be the (fixed and
mobile) punctures of L. Let pk be the rightmost mobile puncture of L covered by a bigon. Finally,
let A be an arc of L, and let B be the arc with which A shares its rightmost endpoint. We call
shadow of A, and denote by πLpAq, the set ti : pi is covered by the arc Au. Note that the shadow
πLpAq does indeed depend on L, since it indicates which punctures pi of L are covered by A. We
also call extended shadow of A, and denote by π2
L
pAq, the pair defined by:
π2LpAq “
#
pπLpAq, πLpBqq if k P πLpAq
pπLpAq,Hq if k R πLpAq
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Then, for 1 ď i ď n, ˛ P t`,´u and ϑ P tÓ, Òu, we denote by πβpi, ˛, ϑq the shadow of the arc
Aϑ˛ppi,Lq in L, and we denote by π
2
βpi, ˛, ϑq the extended shadow of the arc A
ϑ
˛ ppi,Lq in L. By
abuse of notation, we define the shadow of β as the mapping
πβ : t1, . . . , nu ˆ t`,´u ˆ tÓ, Òu ÞÑ 2
t0,...,nu
pi, ˛, ϑq ÞÑ πβpi, ˛, ϑq
and the extended shadow of β as the mapping
π2β : t1, . . . , nu ˆ t`,´u ˆ tÓ, Òu ÞÑ 2
t0,...,nu ˆ 2t0,...,nu.
pi, ˛, ϑq ÞÑ π2βpi, ˛, ϑq
Note that the above definitions of the neighbor points and arcs of a point, as well as the
shadow and the extended shadow of an arc, depend on which lamination L is considered. Hence,
we prefer mentioning explicitly which lamination L is considered, although this choice leads to
heavier notation. In particular, in the proofs of section 3, we may consider some arc or point
relatively to several laminations, and in that case mentioning which lamination we consider will
be required.
p0 p1 p2 p3
Lamination L
A1
A2
A3
πLpA1q “ t0, 1u
πLpA2q “ t3u
πLpA3q “ t0, 1, 2, 3u
π2
L
pA1q “ pt0, 1u,Hq
π2
L
pA2q “ pt3u, t0, 1, 2, 3uq
π2
L
pA3q “ pt0, 1, 2, 3u, t3uq
πβpi, ˛, ϑq
i
1 2 3
˛
´ t0u t0, 1u t3u
Ò
ϑ
` t0, 1u t3u t3u
´ t0u t2u t2u
Ó
` t0, 1u t2u t0, 1, 2, 3u
π2βpi, ˛, ϑq
i
1 2 3
˛
´ pt0u,Hq pt0, 1u,Hq pt3u, t0, 1, 2, 3uq
Ò
ϑ
` pt0, 1u,Hq pt3u, t0, 1, 2, 3uq pt3u, t0, 1, 2, 3uq
´ pt0u,Hq pt2u,Hq pt2u,Hq
Ó
` pt0, 1u,Hq pt2u,Hq pt0, 1, 2, 3u, t3uq
Figure 9: A tight lamination and its (extended) shadow
Figure 9 represents the tight lamination L associated with the braid β “ σ´1
2
. The shadows
and the extended shadows of three arcs A1, A2 and A3 are indicated on the right. The shadow
and the extended shadow of β are indicated at the bottom part of the picture. For instance, it is
indicated that π2βp3,`, Óq “ pt0, 1, 2, 3u, t3uq. Indeed, the rightmost index of L is 3, the shadow
of AÓ`pp3q in L is t0, 1, 2, 3u, and A
Ó
`pp3q shares its right endpoint with an arc of shadow t3u in
L.
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The shadow πβ of a braid β might be a suitable candidate for being the succinct amount of
information ιpβq mentioned at the beginning of section 2.3. Indeed, the set tιpβq : β P Bnu is
clearly finite, and we prove below that, for all braids β P Bn and all sliding braids λ, knowing
πβ and λ is sufficient to determine whether the relation λ
´1 “ Rpβλq holds.
We first show that not all sliding braids may appear in the relaxation normal form.
Lemma 2.12.
For all non-trivial braids β P Bn, the sliding braid Rpβq belongs to the set of left-oriented sliding
braids, which defined as the set
trk ð ℓs : 1 ď k ă ℓ ď nu Y trk ó ℓs : 1 ď k ă ℓ ď nu.
A direct consequence of Lemma 2.12 is that the relation λ´1 “ Rpβλq may hold only if λ is a
right-oriented sliding braid, i.e. an element of the set
trk ñ ℓs : 1 ď k ă ℓ ď nu Y trk ô ℓs : 1 ď k ă ℓ ď nu.
Moreover, for all right-oriented sliding braids λ, there exists a simple criterion for deciding
whether λ´1 “ Rpβλq.
Proposition 2.13.
Let β P Bn be some braid, and let k and ℓ be integers such that 0 ă k ă ℓ ď n. The equality
Rpβrk ñ ℓsq “ rk ð ℓs holds if and only if all of the following conditions are fulfilled:
1. πβpk,`, Óq ‰ tku;
2. either πβpk,`, Òq “ t0, . . . , ku or πβpk,´, Òq Ď tk, . . . , ℓ´ 1u;
3. for all i P tℓ` 2, . . . , nu, ℓ` 1 P πβpi,´, Òq X πβpi,´, Óq;
4. if ℓ ă n, then k P πβpℓ` 1,`, Òq;
5. if ℓ ă n, then either πβpℓ` 1,`, Óq ‰ tℓ` 1u or πβpℓ` 1,´, Òq Ď tk ` 1, . . . , ℓu.
Analogous conditions, where upper arcs are replaced by lower arcs and vice-versa, characterize
whether the equality Rpβrk ô ℓsq “ rk ó ℓs holds.
These conditions are illustrated in Figure 10.
Requiring that five different conditions hold simultaneously may seem a heavy burden in view
of having to prove Proposition 2.13. Yet, considering only any four of these conditions would
not be sufficient to ensure the equality Rpβrk ñ ℓsq “ rk ð ℓs. This is illustrated by Figure 11,
which presents tight laminations of five braids β1, . . . , β5, such that, for all i P t1, 2, 3, 4, 5u, only
the condition piq prevents the equality Rpβir1ñ 3sq “ r1ð 3s from being true.
Since knowing πβ is sufficient to decide whether the equality λ
´1 “ Rpβλq holds for a given
sliding braid λ, it is tempting to imagine that πβ is the required amount of information ιpβq
mentioned above. This is not the case. Indeed, a second requirement about ιpβq is that, when
λ´1 “ Rpβλq, knowing ιpβq and λ is sufficient to compute ιpβλq. However, knowing πβ and λ is
not sufficient to compute πβλ, and the following example supports an even stronger statement.
The words a “ r3 ñ 4s ¨ r2 ñ 4s ¨ r1 ñ 4s4 ¨ r2 ñ 4s and a1 “ a ¨ r2 ñ 4s3 are the
respective relaxation normal forms of the braids α “ ∆2
4
σ3σ2σ3σ2σ3 and α
1 “ αpσ2σ3q
3. The
braids α and α1 have the same shadow, i.e. πα “ πα1 , as illustrated by Figure 12. Hence,
if πβ were an adequate candidate for the amount of information ιpβq, the sets of braids tγ :
a is a prefix of RNFpαγqu and tγ : a1 is a prefix of RNFpα1γqu would be equal to each other.
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1.
2.
3.
4.
5.
 pk
p0 pk _ pk pℓ
pℓ`1 pℓ`2 pℓ`3 pn¨ ¨ ¨
pk pℓ`1
pℓ`1 ñ pk pℓ`1
Figure 10: Conditions in Proposition 2.13
β1“σ
´2
1
Rpβ1r1ñ3sq
“
r2ð3s
β2“∆
´1
3
σ´1
1
σ´1
2
Rpβ2r1ñ3sq
“
r1ó2s
β3“σ
´1
4
σ3
Rpβ3r1ñ3sq
“
r2ó5s
β4“σ
´1
3
Rpβ4r1ñ3sq
“
r2ó4s
β5“∆4
Rpβ5r1ñ3sq
“
r1ð4s
Figure 11: Falsifying conditions of Proposition 2.13 one by one
Yet, the braid γ “ σ1σ2σ3σ
´1
1
σ´1
2
σ´1
3
belongs only to the latter set, as shown the relations
RNFpαγq “ r3ñ 4s ¨ r2ñ 4s ¨ r1ñ 4s3 ¨ r1ñ 3s ¨ r2ñ 3s ¨ r1ñ 3s and RNFpα1γq “ a1 ¨ r1ñ
4s ¨ r1ô 4s.
It is therefore legitimate to look for an amount of information ιpβq that would be richer than
the only shadow πβ. Choosing the extended shadow π
2
β to be amount of information ιpβq that
we shall memorise about β is an adequate choice.
Proposition 2.14.
Let Σ be the set of all right-oriented sliding braids rk ñ ℓs or rk ô ℓs, where 1 ď k ă ℓ ď n.
There exists two functions decide and compute that take as inputs the extended shadow π2β of
some braid β and a braid λ P Σ, and such that
1. decidepπ2β , λq “ true if RNFpβq ¨ λ “ RNFpβλq, and false otherwise;
2. computepπ2β , λq “ π
2
βλ if RNFpβq ¨ λ “ RNFpβλq.
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α α1
παpi, ˛, ϑq “ πα1pi, ˛, ϑq
i
1 2 3 4
˛
´ t1u t2, 3u t3u t3u
Ò
ϑ
` t1u t3u t3u t2, 3, 4u
´ t1, 2, 3, 4u t2, 3, 4u t3, 4u t4u
Ó
` t2, 3, 4u t3, 4u t4u t4u
Figure 12: Choosing ιpβq “ πβ is not enough
From Proposition 2.14 follow immediately the main results of this paper.
Theorem 2.15.
Let A “ pΣ, Q, i, δ,Qq be a deterministic automaton, with
• alphabet Σ “ trk ñ ℓs : 1 ď k ă ℓ ď nu Y trk ô ℓs : 1 ď k ă ℓ ď nu;
• state set Q “ tπ2β : β P Bnu;
• initial state i “ π2ε ;
• transition function δ “ tpπ2β , λ, π
2
βλq : Rpβλq “ λ
´1u;
• set of accepting states Q.
The automaton A accepts exactly the language of all relaxation normal words.
Theorem 2.16.
The relaxation normal form is regular.
Figure 13 presents the minimal automaton accepting the language RNFpB3q.
This minimal automaton is obtained by merging states of the above-defined automaton A.
Each state s of the minimal automaton is a subset of Q, and is represented in Figure 13 by
some braid β such that π2β P s. The initial state is the state tπ
2
εu, and each state is accepting.
Moreover, for the sake of readability of Figure 13, we chose to denote by β the braid β´1.
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σ1∆σ1σ
2
2
∆σ1σ2
∆σ2σ22
∆σ2∆σ
2
2
σ1σ2
σ1σ2
σ1 ∆σ1σ
2
2
∆σ1σ2
∆ σ2 σ2
2
∆σ2 ∆σ2
2
σ1σ2
σ1σ2 ε
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2,
σ1σ2
σ2
σ2
σ2
σ2
σ2
σ2
σ2
σ2
σ1
σ1σ1
σ1
σ2
σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2
σ1σ2,
σ2
σ2
σ2
σ2
σ2
σ2
σ2
σ2
σ1
σ1 σ1
σ1
σ2
σ2
Figure 13: Minimal automaton accepting the language RNFpB3q
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3 The Relaxation Normal Form is Regular: Rigorous Proofs
Having exposed in section 2 the main claims that led to the construction of automata recognizing
the relaxation normal form, it remains to prove these claims.
3.1 First Proofs
As a warm-up, let us write full proofs of Lemmas 2.8 and 2.12. The tools and ideas used in these
proofs will occur in most subsequent proofs, albeit in more complex sequences of arguments.
Lemma 3.1.
Let L be a tight lamination. The bigons of L are the arcs A of L, with endpoints eC ă EC, and
such that the interval peC , ECq is minimal for the inclusion, among all such intervals associated
with arcs of L lying in the same (upper or lower) half-plane as A.
Proof. First, it is clear that all bigons fall in the class of arcs described in Lemma 3.1. Conversely,
let A be an arc of L that is not a bigon. Without loss of generality, we assume that A is an
upper arc. There exists an endpoint p of an arc of L such that p P peC , ECq, and there exists an
upper arc D of L, with endpoints eD ă ED, and such that p P teD, EDu. Since C and D cannot
cross each other, it follows that eC ă eD ă ED ă EC .
In particular, when A is an arc of L with endpoints eA ă EA, there exists a bigon C, with
endpoints eC ă EC such that (i) peC , ECq is a subset of peA, EAq and (ii) A and C lie in the same
(upper of lower) half-plane as each other. Reusing the notions of Definition 2.6, we say that such
a bigon is covered by A. The notion of covered bigon leads directly to the following result.
Corollary 3.2.
A lamination L is tight if and only if every arc of L covers at least one puncture.
Proof of Lemma 2.8. Let us first assume that L is a tight lamination such that no mobile punc-
ture of L is covered by a bigon. Let A be an arc of L, and let C be a bigon of L covered by
A. Since L is tight, C must cover the fixed puncture p0 “ ´1, hence A also covers the puncture
p0 “ ´1, i.e. A touches the real interval p´8,´1q. Every curve Li of L contains only one lower
arc and one upper arc that touch the interval p´8,´1q, and we just proved that Li cannot
contain other arcs. It follows that L is trivial.
From now on, we drop the assumption that no mobile puncture of L may be covered by a
bigon. Let us assume that two distinct bigons B1 and B2 cover a puncture p of L. The bigons
B1 and B2 must share their endpoints, hence the union B1 Y B2 is one of the curves Li. The
puncture p is the only puncture that lies within the finite area delimited by Li, hence p “ p0
and Li “ L0.
Finally, let us assume that p is a mobile puncture covered by a bigon B, which is necessarily
unique. The arcs A1 and A2 must be distinct, unless what the arc A1 “ A2, sharing both
endpoints of B, would itself be a bigon. Moreover, the three arcs A1, A2 and B belong to the same
curve Lj, and it is known that Lj crosses exactly once the real interval p´8,´1q. Consequently,
at least one of the arcs A1 and A2 cannot cross the interval p´8,´1q, and therefore cannot
cover the fixed puncture ´1.
We continue by proving the following result, from which Lemma 2.12 will follow.
Lemma 3.3.
Let L be a non-trivial tight lamination and let pk be the rightmost puncture covered by some bigon
B of the lamination L. In addition, let eB ă EB be the endpoints of B. For all arcs A of L with
endpoints eA ă EA, we have eA ď eB, with equality if and only if A “ B.
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Proof. Let us assume that the inequality eB ď eA holds. All bigons cover exactly one puncture of
L, and therefore pk´1 ă eB ă pk ă EB ă pk`1 (with the convention that pn`1 “ 1). Furthermore,
if A is a bigon, then A must cover some pucture pj such that pk´1 ă eB ď eA ă pj, and therefore
pk ď pj . Since pj cannot lie to the right of pk, it follows that pk “ pj, and since only one bigon
covers pk, it follows that A “ B, whence eA ď eB.
Hence, we assume that A is not a bigon. Let C be a bigon of L covered by A, with endpoints
eC ă EC . Since A ‰ C, we have eB ď eA ă eC , which was just proven to be impossible. This
completes the proof.
Proof of Lemma 2.12. Let L be a non-trivial tight lamination representing a braid β, and let pk
be the rightmost puncture covered by some bigon B of the lamination L. In addition, let A be
the arc of B along which pk is slid when L is relaxed. Let eA ă EA be the endpoints of A, and
let eB ă EB be the endpoints of B.
Since A ‰ B, it follows from Lemma 3.3 that eA ă eB ă pk ă EB. Hence, the arc A does
not share its left endpoint eA with B, and therefore the puncture pk is slid until it arrives next
to eA. Since eA lies in some interval ppi, pi`1q with i ď k ´ 1, it follows directly that Rpβq is a
left-oriented sliding braid.
3.2 Proving Proposition 2.13
We prove now the first challenging result of this paper, which is Proposition 2.13. We do it in
two steps, first proving that the conditions enumerated in Proposition 2.13 are necessary, then
that they are sufficient, thereby proving Proposition 2.13 itself.
Lemma 3.4.
Let β P Bn be some braid, and let k and ℓ be integers such that 0 ă k ă ℓ ď n. If the equality
Rpβrk ñ ℓsq “ rk ð ℓs holds, then all of the following conditions are fulfilled:
1. πβpk,`, Óq ‰ tku;
2. either πβpk,`, Òq “ t0, . . . , ku or πβpk,´, Òq Ď tk, . . . , ℓ´ 1u;
3. for all i P tℓ` 2, . . . , nu, ℓ` 1 P πβpi,´, Òq X πβpi,´, Óq;
4. if ℓ ă n, then k P πβpℓ` 1,`, Òq;
5. if ℓ ă n, then either πβpℓ` 1,`, Óq ‰ tℓ` 1u or πβpℓ` 1,´, Òq Ď tk ` 1, . . . , ℓu.
Proof. In what follows, we denote by λ the sliding braid rk ñ ℓs, and let us assume that the
equality Rpβλq “ λ´1 holds. Let L be a tight lamination of β, and let L be a tight lamination
of βλ. We will also denote by p0, . . . , pn the punctures of L, and by p0, . . . , pn the punctures of
L.
We first show how to draw L by modifying L. Since Rpβλq “ λ´1, the puncture pℓ of L
belongs to a lower bigon of L. When relaxing L, the puncture pℓ is slid along one of its upper
neighboring arcs in L, and arrives at some position pk P ppk´1, pkq. Observe that no upper arc
of L has shadow tℓu, unless what that arc would cover an upper bigon which covering pℓ itself,
which is impossible since pℓ already belongs to a lower bigon.
Hence, we obtain a lamination L1 isotopic to L by appyling the following steps.
(i) We replace the puncture pℓ by the puncture pk.
(ii) For each (lower) arc A of L with shadow tℓu in L, let E1 ă E2 be the endpoints of
A, and let B1 and B2 be the upper arcs that respectively share the endpoints E1 and
E2. Lemma 3.3 shows that B1 and B2 have endpoints e1 ă E1 and e2 ă E2. Since B1
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must cover some puncture of L and since B1 and B2 cannot cross each other, we have
e2 ă pk ă e1 ă pℓ´1 ă E1 ă pℓ ă E2 ă pℓ`1, regardless of whether pℓ is slid along B1 or
along B2. Hence, we merge the arcs B1, A and B2 into one upper arc C whose endpoints
are e2 ă e1, as illustrated in Figure 14.
(iii) We do not modify other arcs or punctures of L.
pk
pℓ´1
“
pℓ
pℓ
pℓ`1
“
pℓ`1
e2 e1 E1 E2
B2
B1
A
pk
pℓ´1
“
pℓ
pℓ
pℓ`1
“
pℓ`1
e2 e1
C
Figure 14: Merging arcs of the lamination L
The lamination L1 obtained in that way is tight. Indeed, let A be an arc of L1. If A is also an
arc of L, then C must cover some puncture pj with j ‰ ℓ, and pj is also a puncture of L
1. If A
is not an arc of L, then its endpoints are of the form e2 ă e1, with e2 ă pk ă e1, and therefore
A covers the puncture pk ot L
1. Hence, we may assume that L “ L1, and we prove now that β
satisfies the conditions enumerated in Proposition 2.13.
In the enumeration below, we call A the lower bigon of L that covers pℓ and, reusing the
notations of the step (ii), we denote by B1 and B2 the arcs of L that share an endpoint with A,
and so on.
1. Assume here that πβpk,`, Óq “ tku. Then, the puncture pk is covered by some lower bigon
D of L and, like all lower arcs of L, D is also an arc of L. Since D covers pk but does not
cover any puncture pj of L with j ‰ ℓ, and since pk ă pℓ´1 ă pℓ, the arc D cannot cover
the puncture pℓ either. Hence, D covers no puncture of L, contradicting the tightness of
L. This contradiction shows that πβpk,`, Óq ‰ tku.
2. If e2 ă ´1, then pℓ was slid again B1, and therefore C is the right upper arc of pk in the
lamination L, so that πβpk,`, Òq “ πLpCq “ t0, . . . , ku. If ´1 ă e2, then pℓ was slid again
B1, and therefore C is the left upper arc of pk in L, so that πβpk,´, Òq “ πLpCq Ď tk, . . . , ℓu.
3. Let D be a left neighbor arc of a puncture pj in L, with j ě ℓ ` 2, and let e ă E be the
endpoints of A. If D belongs to L, then Lemma 3.3 proves that e ď pℓ ă pℓ`1 “ pℓ`1. If
D is one of the arcs created during the step (ii), then we also know that e ă pℓ ă pℓ`1.
Hence, in both cases, we have e ă pℓ`1 ď pj´1 ă E, and therefore ℓ` 1 P πβpDq.
4. Let D be the right upper neighbor arc of the puncture pℓ`1 in L, with endpoints eD ă ED
and pℓ`1 ă ED. Arcs created during the step (ii) have both their endpoints in the interval
p´8, pℓq, hence D is also an arc of L, and Lemma 3.3 proves that eD ď E1 ă E2 ă pℓ`1 “
pℓ`1 ă ED. Both C2 and D are upper arcs of L, hence they do not cross each other, and
therefore eD ă e2 ă pk ă pℓ`1 ă ED, which is why k P πLpDq “ πβpℓ` 1,`, Òq.
5. Assume that pℓ`1 belongs to some lower bigon D in L, with endpoints eD ă ED. Like all
lower arcs of L, D is also an arc of L. Since D covers the puncture pℓ`1 “ pℓ`1 but not
the puncture pℓ “ pℓ´1, we have pℓ´1 ă eD ă pℓ`1. Moreover, D is distinct from A, hence
Lemma 3.3 proves that e1 ă pℓ´1 ă eD ă E1 ă pℓ.
18
Let E be the upper arc of L that shares the endpoint eD, and let eE ă EE be the endpoints
of E . The upper arcs B1 and E of the lamination L cannot cross each other, and no
puncture lies on the interval peD, E1q, hence eD must be the rightmost puncture of E , and
we have
pk ă e1 ă eE ă pℓ´1 ă EE “ eD ă pℓ`1 “ pℓ`1,
as illustrated in Figure 15. Moreover, the arc E was certainly not among the upper arcs of
L deleted during the phase (ii), hence E is still an arc of L, and is even the left upper arc
of pℓ`1. This proves that πβpℓ` 1,´, Òq “ πLpEq Ď tk ` 1, . . . , ℓu.
pk
pℓ´1
“
pℓ
pℓ
pℓ`1
“
pℓ`1
pℓ`2
“
pℓ`2
e1 eE EE E1
B1
E
A
D
Figure 15: A fragment of the lamination L
Lemma 3.5.
Let β P Bn be some braid, and let k and ℓ be integers such that 0 ă k ă ℓ ď n. Let us assume
that the following conditions are fulfilled:
1. πβpk,`, Óq ‰ tku;
2. either πβpk,`, Òq “ t0, . . . , ku or πβpk,´, Òq Ď tk, . . . , ℓ´ 1u;
3. for all i P tℓ` 2, . . . , nu, ℓ` 1 P πβpi,´, Òq X πβpi,´, Óq;
4. if ℓ ă n, then k P πβpℓ` 1,`, Òq;
5. if ℓ ă n, then either πβpℓ` 1,`, Óq ‰ tℓ` 1u or πβpℓ` 1,´, Òq Ď tk ` 1, . . . , ℓu.
Then, the equality Rpβrk ñ ℓsq “ rk ð ℓs holds.
Proof. Again, we denote by λ the sliding braid rk ñ ℓs, and we assume that the conditions (1)
to (5) hold. Let L be a tight lamination of β, with punctures p0, . . . , pn, and let L be a tight
lamination of βλ, with punctures p0, . . . , pn.
Let AÒ denote the set of the upper arcs of L. We partition AÒ in several subsets, as illustrated
in Figure 16:
• Ω1 “ tA P A
Ò : k P πLpAq and ℓ, ℓ` 1 R πLpAqu,
• Ω2 “ tA P A
Ò : ℓ P πLpAq and k, ℓ` 1 R πLpAqu,
• Ω3 “ tA P A
Ò : ℓ` 1 P πLpAq and k, ℓ R πLpAqu,
• Ω4 “ tA P A
Ò : k, ℓ P πLpAq and ℓ` 1 R πLpAqu,
• Ω5 “ tA P A
Ò : ℓ, ℓ` 1 P πLpAq and k R πLpAqu,
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Ω1
Ω2
Ω3
Ω4
Ω5
Ω6
Ω7
Ω8
Ω9
pk pℓpℓ`1 pk pℓpℓ`1 pk pℓpℓ`1
Figure 16: Nine classes of upper arcs
• Ω6 “ tA P A
Ò : k, ℓ, ℓ` 1 P πLpAqu,
• Ω7 “ tA P A
Ò : πLpAq Ď t0, . . . , k ´ 1uu,
• Ω8 “ tA P A
Ò : πLpAq Ď tk ` 1, . . . , ℓ´ 1uu, and
• Ω9 “ tA P A
Ò : πLpAq Ď tℓ` 2, . . . , nuu.
We first show that the sets Ω3, Ω5 and Ω9 are empty. If ℓ “ n, then of course Ω5 “ Ω3 “ H.
If ℓ ă n, then the requirement 4 indicates that k P πLpA
Ò
`ppℓ`1,Lqq. This proves that all upper
arcs that cover pℓ`1 also cover pk, whence Ω5 “ Ω3 “ H.
Then, the requirement 3 indicates that no puncture pi with i ě ℓ` 2 belongs to a bigon of L.
Hence, for all arcs A of L, Lemma 3.3 proves that eA ă pℓ`1, where eA is the leftmost endpoint
of A. This proves that A cannot belong to the set Ω9, i.e. that Ω9 “ H.
In the following diagram, we use notations defined as follows. Let X and Y be subsets of AÒ.
If a real point p P R is covered by all arcs A P X, then we write p ă X. Similarly, if, for all arcs
A P X and B P Y , the arc A is covered by B, then we write X ă Y . Using these notations, the
relations shown in Figure 17 are clear.
Ω6
Ω4
Ω1 Ω8 Ω2
pk pℓ pℓ`1
ă
ă ă ă
ă ă ă
Figure 17: Blinding relations between sets Ωi
Furthermore, note that, for each point p P R, the coverage relation induces a total order on
the set of the upper arcs of L that cover the point p. Consequently, each of the sets Ω1, Ω2, Ω4
and Ω6 is totally ordered by the coverage relation. In what follows, we set ωi “ #Ωi, and we
denote by Ai1, . . . , A
i
ωi
the elements of Ωi, with respective endpoints e
i
j ă E
j
j , such that the arc
Aij is covered by the arc A
i
k if and only if j ă k.
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It is then straightforward to see that the elements of ppℓ, pℓ`1q X L are
pℓ ă E
2
1 ă . . . ă E
2
ω2
ă E41 ă . . . ă E
4
ω4
ă pℓ`1.
Hence, let a´j and a
`
j (for 1 ď j ď ω1) and pℓ be real numbers such that
E2ω2 ă a
´
ω1
ă . . . ă a´
1
ă pℓ ă a
`
1
ă . . . ă a`ω1 ă E
4
1 ,
as illustrated in the top picture of Figure 18.
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Figure 18: Ordering ppℓ, pℓ`1q X L – Adding points a
˘
i and pℓ – Going from L to L
Hence, like in the proof of Lemma 3.4, and as illustrated in Figure 18, we obtain a lamination
L1 isotopic to L by appyling the following steps.
(i) We replace the puncture pk by the puncture pℓ.
(ii) We replace each (upper) arc A1j in Ω1 by three arcs: one upper arc A
1,1
j with endpoints
E1j ă a
´
j , one lower arc A
1,2
j with endpoints a
´
j ă a
`
j , and one upper arc A
1,3
j with endpoints
e1j ă a
`
j .
(iii) We do not modify other arcs or punctures of L.
This lamination L1 is tight. Indeed, let A be an arc of L1. If A is one of the arcs A1,1j , A
1,2
j or
A
1,3
j , then A covers either pℓ or pℓ (or both). If A is also an upper arc of L, then A R Ω1, hence
A covers some puncture pj with j ‰ k. Finally, if A is also a lower arc of L, the requirement 1
proves that pk does not belong to a lower bigon of L. Hence, A cannot cover such a (non-existent)
bigon, and therefore A must also cover some puncture pj with j ‰ k. Consequently, we may
assume that L “ L1, and we prove now that Rpβλq “ λ´1.
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Let B be the rightmost bigon of L, and let pi be the puncture of L that is covered by B, and
let us assume that B ‰ A1,2
1
, i.e. that i ě ℓ ` 1. If i ě ℓ ` 1, then B cannot be one of the
arcs A1,1j , A
1,2
j or A
1,3
j , hence B is also a bigon of L. Due to the requirement 3, it follows that
i “ ℓ` 1, and the requirement 4 then shows that B must be a lower bigon.
The requirement 5 allows us to conclude that the left upper arc of pℓ`1 covers the puncture pℓ
but not the puncture pk, which proves that Ω4 “ H. The requirement 2 proves that Ω1 ‰ H.
Consequently, like all lower arcs of L that cover the puncture pℓ`1, the arc B also covers pℓ,
which contradicts that it is a bigon. Informally, this means that B was a bigon of L and that the
new arc A1,2
1
was “inserted” inside B, as illustrated in Figure 19. Hence, A1,2
1
is the rightmost
bigon of L.
pk pℓ
pℓ`1“pℓ`1
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Figure 19: From L to L when pℓ`1 belongs to a lower bigon of L
Finally, according to the requirement 2, two cases are possible.
• If πβpk,`, Òq “ t0, . . . , ku, then A
1
1 “ A
Ò
`ppk,Lq, and therefore both A
1
1 and A
1,3
1
cover the
puncture p0 “ p0. Moreover, the interval ppk, E
1
1q contains no endpoint of any arc of L nor
of L. Hence, the lamination L is obtained from L by sliding the puncture pℓ along the arc
A
1,1
1
“ AÒ´ppℓ,Lq, then merging arcs of L.
• If πβpk,´, Òq Ď tk, . . . , ℓ´ 1u, then A
1
1 “ A
Ò
´ppk,Lq, and therefore A1,3 does not cover the
puncture p0 “ p0. Moreover, the interval pe
1
1, pkq contains no endpoint of any arc of L nor
of L. The lamination L is therefore obtained from L by sliding the puncture pℓ along the
arc A1,3
1
“ AÒ`ppℓ,Lq, then merging arcs of L.
In both cases, it follows that Rpβλq “ λ´1, which completes the proof.
3.3 Proving Proposition 2.14
Having proved Proposition 2.13 in two steps, we wish to prove Proposition 2.14. However, we
first need to introduce new notions and results.
Definition 3.6 (Children of an arc).
Let L be a lamination, let A and B be two arcs of L, and let p be a puncture of L.
We say that A is a child of B if (i) A is covered by B and if (ii) for all arcs C of L that cover
A, either B “ C or C covers B. Similarly, we say that p is a child of B if (i) p is covered by B
and if (ii) for all arcs C of L that cover p, either B “ C or C covers B.
Definition 3.7 (Cells and boundaries).
Let L be a lamination. We call cell of L each finite connected component of the set CzpLY Rq.
In addition, we call arc boundary of a cell C each arc of L that belongs to the boundary BC,
and real boundary of C each connected segment of the set RXBC. Observe that one arc boundary
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of C covers all the other boundaries of C: we call that boundary parent boundary of C, and the
other arc boundaries of C are called children boundaries of C.
Finally, we say that C is an upper cell it is contained in the upper half-plane tz P C : Impzq ě
0u, and a lower cell otherwise.
Figure 20 shows a cell of some lamination, as well as its (arc and real) boundaries.
CELL
real boundaries
arc boundaries
Figure 20: A cell and its boundaries
Definition 3.8 (Cell map).
Let L be a tight lamination. The cell map of the lamination L is the bipartite planar map (i.e.
an embedding of a planar graph into the plane) obtained as follows:
• inside each cell C of L, we draw a vertex vC;
• for each cell C of L and each real boundary B of C, we draw, inside the cell C itself, one half-
edge between the vertex vC and the midpoint of the real boundary B, so that the half-edges
drawn inside of C do not cross each other;
• each real boundary B belongs to one upper cell C and one lower cell C1: we merge the
half-edges that link the midpoint of B to the vertices vC and vC1 , thereby obtaining one edge
between vC and vC1.
Note that the cell map is not supposed to be connected nor simple (and, actually, is never
connected nor simple), although it does not contain loops.
Figure 21 shows the cell map of the lamination L, whose edges are black lines and whose
vertices are white circles. We highlighted one of the connected components of the map by
drawing its edges with dotted lines (whereas the other edges are drawn with plain lines).
The cell map is not connected, but the relative positions of its connected components is
important. Indeed, the topological properties of tight laminations are reflected on their cell
maps and arc trees.
Lemma 3.9.
Let L be a tight lamination. No vertex of its cell map has degree 4 or more.
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Figure 21: Cell map of a tight lamination
Proof. Let L0, . . . ,Ln be the n ` 1 curves of the lamination L, and let M be the cell map of
L. Then, let Z0 be the inner area defined by the curve L0 and, for 1 ď i ď n, let Zi be the
area enclosed between the curves Li´1 and Li. First, each area Zi is connected, hence the set
Ci :“ tvC : C Ď Ziu is a connected subset of M. Second, two cells C and C
1 that belong to two
distinct areas Zi and Zj cannot have any common real boundary, i.e. the vertices vC and vC1
cannot be neighbors. Therefore, the sets Ci are the connected components of M.
Since }L} is minimal, the curve L0 must consist of two bigons with the same real projection,
hence C0 consists of two vertices and one edge. In addition, each component Ci with 1 ď
i ď n must contain one unique cycle, which encloses the components C0, . . . , Ci´1: indeed, by
construction of the areas Zj, the set
Ť
jďi´1Zj is the unique “hole” in the area Zi.
Finally, for 1 ď i ď n and for each vertex vC P Ci of degree 1, the cell C has exactly one arc
boundary, which must be a bigon, and exactly one real boundary, which must contain the unique
puncture of Zi. If vC1 is another vertex of Ci with degree 1, then C and C
1 must therefore share
the same real boundary. Hence, Ci consists of the two vertices vC and vC1 of degree 1, which
contradicts the fact that Ci must contain one cycle. This proves that Ci contains one unique
cycle and at most one vertex with degree 1, and it follows that Ci cannot contain any vertex
with degree 4 or more, which completes the proof.
Corollary 3.10.
Let L be a tight lamination and let A be an arc of L. The arc A has at most three children,
including at most two arcs.
Proof. First, since every two punctures of L must be separated by some curve Lj of L, it comes
at once that at most one puncture may be a child of A. Then, let C be the cell of L whose parent
boundary is A, and let B1, . . . ,Bk be the arcs of L that are children of A. Since the cell C is of
degree k ` 1, Lemma 3.9 proves that k ď 2, which completes the proof.
Proof of Proposition 2.14. Proposition 2.13 implies that knowing πβ is sufficient to check whether
Rpβλq “ λ´1. Hence, knowing π2β is also sufficient, which proves the first part of Proposition 2.14.
We prove now the second part of Proposition 2.14 when λ “ rk ñ ℓs. First, if β ‰ ε, note that
π2β ‰ π
2
ε . Indeed, the rightmost index of β is some positive integer i, which means that either
πβpi,`, Òq “ tiu or πβpi,`, Óq “ tiu, whereas πεpi,`, Ùq “ t0, . . . , iu. Therefore, we may already
define the partial function computepπ2ε , ¨q : λ ÞÑ π
2
λ, and there remains to build an appropriate
function compute on pairs (π2β , λq such that β ‰ ε.
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Since Rpβλq “ λ´1, we know that neither β nor βλ is trivial: let L and L be the (non-trivial)
tight laminations that represent respectively the braids β and βλ. Observe that L satisfies the
requirements 1 to 5 of Lemmas 3.4.
In addition, consider the functions ψ : i ÞÑ i´ 1kăi, ψ : i ÞÑ i´ 1kăiďℓ and
Ψ : I ÞÑ tx : ψpmin Iq ď x ď max Iu if I ‰ H, or H if I “ H;
Ψ˚: I ÞÑ tx : ψpmin Iq ď x ď ψpmax Iqu if I ‰ H, or H if I “ H;
ΘÒ : pI, JqÞÑ pΨpIq,ΨpJqq if tk, ℓu Ď I, or pΨ˚pIq,Hq if tk, ℓu Ę I;
ΘÓ : pI, JqÞÑ pΨpIq,ΨpJqq if tk, ℓu Ď J , or pΨ˚pIq,Hq if tk, ℓu Ę J,
where I and J are subintervals of t0, . . . , nu. The functions ψ, ψ, Ψ, Ψ˚, ΘÒ and ΘÓ will play
a crucial role in computing π2βλ. Intuitively, the functions ψ and ψ are meant to reflect the fact
that some punctures of L and L have different names: pi “ pψpiq “ pψpiq if i ă k or if k ă i ď ℓ,
and pi “ pi “ pψpiq if ℓ ă i.
Then, remember how the lamination L was drawn in the proof of Lemma 3.5. We split the
set AÒ of upper arcs of L into six subsets Ω1, Ω2, Ω4, Ω6, Ω7 and Ω8, replaced each arc A
1
j P Ω1
by three arcs A1,1j , A
1,2
j and A
1,3
j , then replaced the puncture pk by a new puncture pℓ, and did
not modify any other arc or puncture.
For each arc A1i of L that belongs to Ω1, we have πLpA
1
i q “ tu, . . . , vu for some u and v
(that depend on i). It comes immediately that π
L
pA1,1i q “ tv, . . . , ℓ ´ 1u, πLpA
1,2
i q “ tℓu and
π
L
pA1,3i q “ tu, . . . , ℓu.
Now, let A be an arc of both L and L, i.e. an arc of L that does not belong to Ω1, and let e ă E
be the endpoints of A. Lemma 3.3 proves that e ă pℓ. It follows that π
2
L
pAq “ pΨ˚pπLpAqq,Hq
if E ă pℓ, and that πLpAq “ ΨpπLpAqq if E ą pℓ.
Furthermore, if E ą pℓ, let I, J be subintervals of t0, . . . , nu such that π
2
L
pAq “ pI, Jq, and let
pm be the rightmost puncture covered by a bigon of L. We prove now that J is non-empty. Due
to the requirement 3 of Lemma 3.4, we know that m ď ℓ ` 1. If m “ ℓ ` 1, then the interval
ppℓ, pℓ`1q contains no endpoint of any arc of L, and therefore E ą pℓ`1, so that J ‰ H; if m ď ℓ,
then of course J ‰ H as well.
Finally, let B be the arc of L with which A shares its right endpoint E. If A is an upper arc,
then E ą pℓ if and only if A P Ω4 Y Ω6, i.e. if and only if tk, ℓu Ď πLpAq “ I. Consequently,
if A is a lower arc, then E ą pℓ if and only if tk, ℓu Ď πLp
ÝÑe pAqq “ J . Overall, it follows that
π2
L
pAq “ ΘÒpπ2
L
pAqq for all upper arcs A R Ω1 of L, and that π
2
L
pAq “ ΘÓpπ2
L
pAqq for all lower
arcs A of L.
The last remaining challenge is to identify the neighboring arcs of the punctures of L. We do
it, following a long enumeration of cases, and thereby we compute π2βλ as a function of π
2
β and
of λ, as follows.
1. Let p˛, u, vq the unique triple in tp`, 0, kqu Y tp´, k, zq : k ď z ă ℓu such that πβpk, ˛, Òq “
tu, . . . , vu. The arc A11 is such that πLpA
1
1q “ tu, . . . , vu, whence
π2βλpℓ,`, Òq “ ptu, . . . , ℓu, tℓuq;
π2βλpℓ,´, Òq “ ptv, . . . , ℓ´ 1u,Hq;
π2βλpℓ, Ó,˘q “ ptℓu, tu, . . . , ℓuq.
2. First, recall that AÒ`ppℓ`1,Lq P Ω6. Hence, let x be the integer such that πβpℓ` 1,`, Òq “
tx, . . . , ℓ`1u: we have x ď k. If k P πβpℓ`1,´, Òq, then pℓ`1 “ pℓ`1 has the same neighbor
arcs in L and in L.
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If k R πβpℓ`1,´, Òq, then Figure 22 illustrates the case where x ă k (the case where x “ k
is analogous). First, observe that Ω4 “ H. Since some arcs must separate the punctures
pk, pℓ and pℓ`1 in L, it follows that Ω1 and Ω2 are non-empty. Consequently, the neighbor
arcs of the puncture pℓ`1 “ pℓ`1 in L are
A
Ò
`ppℓ`1,Lq “ A
Ò
`ppℓ`1,Lq “ A
6
1, A
Ó
`ppℓ`1,Lq “ A
Ó
`ppℓ`1,Lq,
A
Ò
´ppℓ`1,Lq “ A
1,3
ω1 , A
Ó
´ppℓ`1,Lq “ A
1,2
ω1 ,
Moreover, since Ω4 “ H, and using Corollary 3.10, the children of the arc A
6
1 in L must
be, from left to right: the arc A1ω1 , the arc A
2
ω2
, and the puncture pℓ`1. Since x ď k, it
follows that x “ minπLpA
6
1q “ minπLpA
1
ω1
q “ minπ
L
pA1,3ω1 q.
px pk pℓ pℓ`1 px pk pℓ pℓ`1
A61
A1ω1
A2ω2
A61
A
1,1
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A2ω2
A
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ω1
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1,3
ω1
Lamination L Lamination L
Figure 22: Computing π2βλpℓ` 1,˘, Ùq when k R πβpℓ` 1,´, Òq — assuming z ă k
Adding these two cases, we obtain
π2βλpℓ` 1,`, Òq “ Θ
Òpπ2βpℓ` 1,`, Òqq;
π2βλpℓ` 1,`, Óq “ Θ
Ópπ2βpℓ` 1,`, Óqq;
π2βλpℓ` 1,´, Òq “ Θ
Òpπ2βpℓ` 1,´, Òqq if k P πβpℓ` 1,´, Òq
ptz, . . . , ℓu, tℓuq if k R πβpℓ` 1,´, Òq;
π2βλpℓ` 1,´, Óq “ Θ
Ópπ2βpℓ` 1,´, Óqq if k P πβpℓ` 1,´, Òq
ptℓu, tz, . . . , ℓuq if k R πβpℓ` 1,´, Òq.
3. Observe that AÒ`ppℓ,Lq P Ω2 Y Ω4 and that A
Ò
´ppℓ,Lq P Ω1 Y Ω2 Y Ω8. In addition,
either AÒ`ppℓ,Lq “ A
Ò
´ppℓ,Lq, or A
Ò
`ppℓ,Lq is the parent of A
Ò
´ppℓ,Lq. Note that the
former case arises if and only if pℓ belongs to an upper bigon of L or, equivalently, if
A
Ò
´ppℓ,Lq P Ω2. Hence, let y be the integer such that πβpℓ,`, Òq “ ty, . . . , ℓu. In addition,
if AÒ´ppℓ,Lq P Ω1 Y Ω8, let z be the integer such that πβpℓ,´, Òq “ tz, . . . , ℓ´ 1u.
If k R πβpℓ,`, Òq, then A
Ò
`ppℓ,Lq P Ω2 and A
Ò
´ppℓ,Lq P Ω2YΩ8. In this case, the puncture
pℓ “ pℓ´1 has the same neighbor arcs in L and in L.
If k P πβpℓ,´, Òq, then A
Ò
´ppℓ,Lq P Ω1 and A
Ò
`ppℓ,Lq P Ω4. It follows that A
Ò
´ppℓ,Lq “ A
1
ω1
and that Ω2 “ H, which shows that pℓ´1 belongs to an upper bigon of L. Consequently,
the neighbor arcs of the puncture pℓ´1 “ pℓ in L are
A
Ò
`ppℓ´1,Lq “ A
1,1
ω1 , A
Ó
`ppℓ´1,Lq “ A
1,2
ω1 ,
A
Ò
´ppℓ´1,Lq “ A
1,1
ω1 , A
Ó
´ppℓ´1,Lq “ A
Ó
´ppℓ,Lq.
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Moreover, since AÒ´ppℓ,Lq P Ω1, the integer z is well-defined, and satisfies the inequality
z ď k: Figure 23a illustrates the case where z ă k. It follows that z “ minπLpA
1
ω1
q “
minπ
L
pA1,3ω1 q.
Finally, if k P πβpℓ,`, Òq and k R πβpℓ,´, Òq, then A
Ò
`ppℓ,Lq P Ω4 and A
Ò
´ppℓ,Lq P Ω8. It
follows that Ω2 “ H. Consequently, the neighbor arcs of the puncture pℓ´1 “ pℓ in L are
A
Ò
`ppℓ´1,Lq “ A
1,1
ω1 , A
Ó
`ppℓ´1,Lq “ A
1,2
ω1 ,
A
Ò
´ppℓ´1,Lq “ A
Ò
´ppℓ,Lq, A
Ó
´ppℓ´1,Lq “ A
Ó
´ppℓ,Lq,
Therefore, and using Corollary 3.10, the children of the arc AÒ`ppℓ,Lq “ A
4
1
in L must
be, from left to right: the arc A1ω1 , the arc A
Ò
´ppℓ,Lq, and the puncture pℓ. Hence, both
integers y and z are well-defined, and they satisfy the inequalities y ď k ă z: Figure 23b
illustrates the case where y ă k. It follows that
y “ minπLpA
4
1q “ minπLpA
1
ω1
q “ minπ
L
pA1,3ω1 q and that
z ´ 1 “ minπLpA
Ò
´ppℓ,Lqq ´ 1 “ max πLpA
1
ω1
q “ minπ
L
pA1,1ω1 q.
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(a) Case #1: k P πβpℓ,´, Òq — assuming z ă k
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A
1,3
ω1
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(b) Case #2: k P πβpℓ,`, Òq and k R πβpℓ,´, Òq — assuming y ă k
Figure 23: Computing π2βλpℓ´ 1,˘, Ùq when k P πβpℓ,`, Òq
Adding these three cases, we obtain
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π2βλpℓ´ 1,`, Òq “ Θ
Òpπ2βpℓ,`, Òqq if k R πβpℓ,`, Òq
ptℓ´ 1u,Hq if k P πβpℓ,´, Òq
ptz ´ 1, . . . , ℓu,Hq if k P πβpℓ,`, Òq and k R πβpℓ,´, Òq;
π2βλpℓ´ 1,´, Òq “ Θ
Òpπ2βpℓ,´, Òqq if k R πβpℓ,´, Òq
ptℓ´ 1u,Hq if k P πβpℓ,´, Òq;
π2βλpℓ´ 1,`, Óq “ Θ
Ópπ2βpℓ,`, Óqq if k R πβpℓ,`, Òq
ptℓu, tz, . . . , ℓuq if k P πβpℓ,´, Òq
ptℓu, ty, . . . , ℓuq if k P πβpℓ,`, Òq and k R πβpℓ,´, Òq;
π2βλpℓ´ 1,´, Óq “ Θ
Ópπ2βpℓ,´, Óqq.
4. Let i be an integer such that i R tk, ℓ, ℓ` 1u. The neighbor arcs of pi in L either are some
arc A1j P Ω1 (which will be replaced by A
1,1
j if i ą k, or A
1,3
j if i ă k, when transforming L
into L) or are also neighbor arcs of pi in L. It follows that
π2βλpψpiq,`, Òq “ pti` 1, . . . , ℓu, tℓuq if i ă k, k P πβpi,`, Òq and
pti` 1, . . . , ℓu, tℓuq if ℓ R πβpi,`, Òq
pti, . . . , ℓ´ 1u,Hq if k ă i ă ℓ and k P πβpi,`, Òq
ΘÒpπβpi,`, Òqq otherwise;
π2βλpψpiq,´, Òq “ pti, . . . , ℓu, tℓuq if i ă k, k P πβpi,´, Òq and ℓ R πβpi,´, Òq
pti´ 1, . . . , ℓ´ 1u,Hq if k ă i ă ℓ and k P πβpi,´, Òq
ΘÒpπβpi,´, Òqq otherwise;
π2βλpψpiq,`, Óq “ Θ
Ópπ2βpi,`, Óqq;
π2βλpψpiq,´, Óq “ Θ
Ópπ2βpi,´, Óqq.
This disjunction of cases provides us with a complete characterization of π2βλ as a function
depending only on πβ and of λ, which completes the proof of Proposition 2.14.
4 The Relaxation Normal Form is Automatic When n ď 3
We have proved that the relaxation normal form is regular. A natural question is now that
of the automaticity of this normal form. We prove here that the relaxation normal form is
synchronously biautomatic if and only if n ď 3 and is not asynchronously right automatic for
n ě 4.
The notions of synchronous and asynchronous normal forms can be characterized using results
from [9], in which the results mentioned below without proof can be found.
Definition 4.1 (Difference set).
Let G be a finitely presented group, and let NF be a normal form on G. Let g be an element of
G, let K be a positive integer, and let S be a subset of G.
For all elements x, y P G, consider the words x “ NFpxq and y “ NFpyq, with respective
lengths |x| and |y|. For all integers k ď |x| and ℓ ď |y|, let xk be the prefix of x of length k, and
let yℓ be the prefix of y of length ℓ, then let xk and yℓ be elements of G such that xk “ NFpxkq
and yℓ “ NFpyℓq.
We say that S is an asynchronous difference set for NF, g, x and y if there exists non-
decreasing functions X : t0, . . . , |x| ` |y|u ÞÑ t0, . . . , |x|u and Y : t0, . . . , |x| ` |y|u ÞÑ t0, . . . , |y|u
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such that Xpkq ` Ypkq “ k and gxXpkq P yYpkqS for all k ď |x| ` |y|. We further say that
S is a synchronous difference set for NF, g, x and y if there exists such functions such that
Xp2kq “ Yp2kq “ k for all k ď mint|x|, |y|u.
Theorem 4.2.
Let G be a finitely presented group, with neutral element ε. A normal form NF on G is syn-
chronously (respectively, asynchronously) left automatic if and only if, for all elements g P G,
there exists a finite set S Ď G such that, for all x P G, the set S is a synchronous (respectively,
asynchronous) difference set for NF, g, x and gx.
Similarly, NF is synchronously (respectively, asynchronously) right automatic if and only if,
for all elements g P G, there exists a finite set S Ď G such that, for all x P G, the set S is a
synchronous (respectively, asynchronous) difference set for NF, ε, x and xg.
In the sequel, when n ě 4, we first prove that the relaxation normal form is not synchronously
left automatic, then we prove that it is not asynchronously right automatic (hence, not syn-
chronously right automatic) as well.
Lemma 4.3.
For all integers k ě 1, the words ak “ r2 ñ 4s ¨ pr1 ñ 3s ¨ r1 ô 4s ¨ r3 ñ 4sq
k and bk “ pr2 ñ
4s ¨ r2ô 4sqk ¨ r1ñ 4s are in relaxation normal form. Furthermore, the equality σ1αk “ βk holds,
where ak “ RNFpαkq and bk “ RNFpβkq.
Proof. We first consider the braids βk “ pr2ñ 4sr2ô 4sq
k and their extended shadows. Straight-
forward computations show that π2α2 “ π
2
α3
and π2
β2
“ π2
β3
. Hence, and due to Proposition 2.14,
an immediate induction on k proves that π2αk “ π
2
α2
and π2
βk
“ π2
β
2
for all k ě 2. One checks eas-
ily that a2 and b2 are in relaxation normal form, and it follows that ak and bk are in relaxation
normal form for all integers k ě 2.
Observe that σ1αk “ σ1σ2σ3pσ
´1
2
σ1q
k and that βk “ pσ
´1
3
σ2q
kσ1σ2σ3. Hence, the relation
σ1αk “ βk follows from the equality σ1σ2σ3σ
´1
2
σ1 “ σ
´1
3
σ2σ1σ2σ3, which is easy to check and
therefore we have σ1αk “ βk for all k ě 0.
Corollary 4.4.
In each braid group Bn with n ě 4 strands, the relaxation normal form is not synchronously left
automatic.
Proof. Consider some integer u ě 1, as well as the braids x “ α3u and y “ β3u “ σ1x. Using
the notations of Definition 4.1, we have |y| “ 6u` 1 ď |x| and we also have x6u`1 “ xpσ
´1
2
σ1q
´u
and y6u`1 “ y. It follows that y
´1
6u`1σ1x6u`1 “ pσ1xq
´1σ1xpσ
´1
2
σ1q
´u “ pσ´1
2
σ1q
´u. No finite
set can contain all powers of the braid σ´1
2
σ1. Hence, no finite set is a synchronous difference
set for NF, σ1, x and σ1x for all braids x, and Theorem 4.2 proves that the relaxation normal
form is not synchronously left automatic.
Lemma 4.5.
For all integers k ě 3, the words ck “ r1 ñ 2s
k ¨ r3 ñ 4sk and dk “ r3 ñ 4s
k`1 ¨ r1 ñ
4s2 ¨ r3ñ 4sk´1 are in relaxation normal form. Furthermore, the relation γk∆3 “ δk holds, where
ck “ RNFpγkq, dk “ RNFpδkq and ∆3 is the Garside element σ1σ2σ3σ1σ2σ1.
Proof. We first consider the braids γk,ℓ “ r1 ñ 2s
kr3 ñ 4sℓ and δk,ℓ “ r3 ñ 4s
kr1 ñ 4s2r3 ñ
4sℓ and their extended shadows. Straightforward computations show that π2r1ñ2s3 “ π
2
r1ñ2s2 ,
π2γ2,3 “ π
2
γ2,2
, π2r3ñ4s3 “ π
2
r3ñ4s2 and π
2
δ2,3
“ π2
δ2,2
. Hence, and due to Proposition 2.14, immediate
inductions on k and ℓ prove that π2
r1ñ2sk
“ π2r1ñ2s2 , π
2
γk,ℓ
“ π2γ2,2 , π
2
r3ñ4sk
“ π2r3ñ4s2 and π
2
δk,ℓ
“
29
π2
δ2,2
for all k, ℓ ě 2. One checks easily that c3 and d3 are in relaxation normal form, and it
follows that ck and dk are in relaxation normal form for all integers k ě 3.
Furthermore, observe that σ1σ3 “ σ3σ1, ∆3σ1 “ σ3∆3 and ∆3σ3 “ σ1. Hence, the braid
pσ1σ2σ3q
2 “ ∆3σ
´1
1
σ3 is also equal to σ
´1
3
∆3σ3. It follows that
γk∆3 “ δk ô σ
k
1σ
k
3∆3 “ σ
k`1
3
pσ1σ2σ3q
2σk´1
3
ô σk3∆3σ
k
3 “ σ
k`1
3
pσ´1
3
∆3σ3qσ
k´1
3
.
The last equality is obvious, which completes the proof.
Corollary 4.6.
In each braid group Bn with n ě 4 strands, the relaxation normal form is not asynchronously
right automatic.
Proof. Consider some integer k ě 3, as well as the braids x “ γk and y “ δk “ x∆3. Using the
notations of Definition 4.1, we have |x| “ 2k ď |y| and we also have xℓ “ σ
ℓ
1
and yℓ “ σ
ℓ
3
for all
ℓ ď k. Hence, if Xpkq `Ypkq “ k, then y´1
YpkqxXpkq is a braid of Artin length k. No finite set
can contain Artin braids of arbitrarily Artin length. Therefore, no finite set is the asynchronous
difference set for NF, ε, x and x∆ for all braids x, and Theorem 4.2 proves that the relaxation
normal form is not asynchronously right automatic.
If checking that a normal form is not synchronously or asynchronously automatic can be done
by selecting infinite families of counter-examples, such as in Lemmas 4.3 and 4.5, proving that a
normal form is automatic is computationally less easy or, at least, witnesses that a normal form
is automatic may be large. However, there exists systematic approaches [9] for building such
witnesses, if they exist.
Definition 4.7 (Left asynchronous and synchronous languages).
Let G be a finitely generated group, and let NF be a regular normal form on G. Let A “
pΣ, Q, i, δ, F q be an automaton that recognizes the language tNFpxq : x P Gu, where Σ generates
positively the group G. In addition, let Σε denote the set ΣY tεu, where ε is the neutral element
of the group G, and consider the new transition function δ “ δ Y tpq, ε, qq : q P Qu.
Now, let T be a subset of G, and let g be an element of S. Consider the finite automaton
Apg, T q “ pΣε ˆ Σε, Q ˆ Q ˆ T, ia, δa, Faq with initial state i
g
a “ pi, i, gq, set of accepting states
Fa “ F ˆ F ˆ tεu and transition function
δa “ tppq, r, xq, pλ, µq, pq
1 , r1, x1qq : x1 “ µ´1xλ, q1 P δpq, λq and r1 P δpr, µqu.
We call left asynchronous automaton the automaton Apg, T q, and left asynchronous language
the associated language, which we denote by Lapg, T q.
We also call left synchronous language the language Lspg, T q that consists of those words
pλ1, µ1q ¨ . . . ¨ pλk, µkq that belong to the left asynchronous language Lapg, T q and such that λi “
εñ λi`1 “ ε and µi “ εñ µi`1 “ ε for all i ď k ` 1.
Such languages provide us a characterisation of left automatic normal forms, thanks to the
notion of left ε-reduction.
Definition 4.8 (Left ε-reduction).
Let Σ be a finite alphabet, and let ε be an element of Σ. We define the left ε-reduction of a word
pw1, x1q ¨ . . . ¨ pwk, xkq with letters in Σ ˆ Σ as the word, with letters in Σ, that we obtain by
deleting the letters ε from the word w1 ¨ . . . ¨ wk.
Observe that, if L Ď pΣ ˆ Σq˚ is recognized by some finite automaton, then we can compute
an automaton that recognizes the set of left ε-reduction of all words in L. Hence, a consequence
of Theorem 4.2 is the following one.
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Proposition 4.9.
Let G be a finitely generated group, let NF be a regular normal form on G, that maps each group
element to a word with letters in Σ, where Σ is a generating subset of G. For all sets T Ď G and
all elements g P T , let Lapg, T q and Lspg, T q be the left asynchronous and synchronous languages
defined above.
The normal formNF is asynchronously left automatic if and only if there exists a finite superset
T of Σ such that, for all g P Σ, the language tNFpxq : x P Gu is the set of left ε-reduction of
all words in Lapg, T q. Similarly, NF is synchronously left automatic if and only if there exists
a finite superset T of Σ such that, for all g P Σ, the language tNFpxq : x P Gu is the set of left
ε-reduction of all words in Lspg, T q.
Variants of the languages Lapg, T q and Lspg, T q also exist for characterising the right auto-
maticity. The only change that must be performed in such variants is to replace the initial state
i
g
a be the new initial state is “ pi, i, εq and the set of accepting states by F
g
s “ F ˆ F ˆ tg´1u.
A result analogous to Proposition 4.9 then holds.
Although such characterisations of automatic normal form are not suitable for proving that
a normal form is not automatic, they provide effective ways to prove that a normal form is
automatic. Using these ideas, we prove the following result.
Proposition 4.10.
The relaxation normal form is synchronously automatic when n “ 3. Furthermore, the relaxation
normal form is also asynchronously left automatic when n “ 4.
Proof. Using Proposition 4.9 and enumerating sets T0 “ Σ Ď T1 Ď T2 Ď . . . such that
Ť
kě0 Ti “
Bn, we would eventually find witnesses of Proposition 4.10.
However, finding a suitable set T directly is computationally intensive. A convenient trick lies
in considering a variant of the relaxation normal form which we obtain by replacing every letter
riñ js by the word σi ¨σi`1 ¨ . . . ¨σj´1, and every letter riô js by the word σ
´1
i ¨σ
´1
i`1 ¨ . . . ¨σ
´1
j´1.
Hence, Σ is the set of Artin generators of Bn. Then, adequate sets T are of cardinality less than
200 for n “ 3, and less than 800 for n “ 4 (in the case of the aysnchronous left automaticity).
It follows directly that the relaxation normal form is asynchronous left automatic for n “ 4,
but not yet that it is synchronously biautomatic for n “ 3. Indeed, consider two braids α and
β, with β “ gα or β “ αg for some g P tσ1, σ2u. The braids α and β are represented by words a
and b in relaxation normal form, and by words a and b in the variant introduced above.
Theorem 4.2 states that the braids b
´1
ℓ gaℓ, obtained using the variant, belong to some finite
set. However, proving that the relaxation normal form is synchronously biautomatic requires
applying Theorem 4.2 on braids b´1k gak obtained using the original relaxation normal form.
Unfortunately, the braids b´1k gak are not of the form b
´1
ℓ gaℓ in general, but only of the form
b
´1
ℓ gam for some integers m and ℓ that might differ from each other.
We overcome this problem as follows. Having computed the (left and right) asychronous
automata Apg, T q introduced in Definition 4.7, as well as their synchronous variants, we are able
to prove that, in the specific case of the relaxation normal form (for n “ 3 and g P tσ1, σ2u), we
always have |m´ ℓ| ď 8, independently of the braids α and β “ gα or β “ αg that we consider.
It is then easy to conclude that the original relaxation normal form is synchronously biautomatic
too.
We gather all of the above results in Theorem 4.11 and in Figure 24.
Theorem 4.11.
For n “ 2 and n “ 3, the relaxation normal form is synchronously biautomatic. For n “ 4,
the relaxation normal form is asynchronously (but not synchronously) left automatic, and is not
aysnchronously right automatic. For n ě 5, the relaxation normal form is not synchronously
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left automatic, and is not asynchronously right automatic; it is yet unknown whether it is asyn-
chronously left automatic.
n
2 3 4 ě 5
Asynchronously
X X X ? Left
X X ✗ ✗ Right
Synchronously
X X ✗ ✗ Left
X X ✗ ✗ Right
Figure 24: Is the relaxation normal form automatic?
5 Relaxation Normal Form and Braid Positivity
One of the main features of the braid group is that it is left-orderable, meaning that there exists
a total order  on Bn such that, if α, β and γ are braids such that α  β, then γα  γβ. This
property allows us to characterize the order  just by knowing its positive elements, i.e. the set
tα P Bn : ε αu.
One such left-order is called the σ-order. This order has been thoroughly studied [5, 6, 7], and
its set of positive elements can be represented simply in terms of σ-positive braids.
Definition 5.1 (σi-positivity and σ-positivity).
Let β P Bn be a braid on n strands, and σi P Bn be an Artin generator, where i ď n. We say
that β is σi-neutral if it belongs to the subgroup of Bn generated by the set tσj : i` 1 ď j ď nu.
We also say that β is σi-positive (respectively, σi-negative) if it can be expressed as a product
β “ γ0σ
ǫ
iγ1σ
ǫ
i . . . σ
ǫ
iγk such that k ě 1, each braid γj is σi-neutral, and ǫ “ 1 (respectively,
ǫ “ ´1).
Finally, we say that β is σ-positive (respectively, σ-negative) if it is σi-positive (respectively,
σi-negative) for some i ď n.
These notions of σ-positivity and σ-negativity come with a wealth of properties, including the
fact that every non-trivial braid is either σ-positive or σ-negative, but not both (a proof of this
result can be found in [7]). It immediately follows that the σ-order , defined as α  β if and
only if α´1β is σ-positive, has the property of being a total left-order.
Moreover, σ-positivity and σ-negativity are directly expressible in terms of tight laminations.
Definition 5.2 (Second right arcs).
Let L be a tight lamination and let p be some puncture of L, except the rightmost one. Since the
set LR “ L X R intersects both intervals pp, pnq and ppn,8q, the point p
``
L
“
`
p`
L
˘`
L
“ mintz P
LR : z ą p
`
L
u is well-defined. We call this point the second right neighbor point of p in L.
The point p``
L
belongs to two arcs of L. We call these arcs the second right upper arc and the
second right lower arc of p in L, and denote them respectively by AÒ``pp,Lq and by A
Ó
``pp,Lq.
Figure 25 shows some tight lamination, in which a puncture p, the right neighbor point and
the the second right neighbor of p, and the second right arcs of p have been highlighted. Second
right arcs provide us with a geometrical characterization of σ1-positive and σ1-negative braids
(see [7] for details), which we reformulate here.
Proposition 5.3.
Let L be the tight lamination of a braid β P Bn and let i be some integer such that 1 ď i ď n´ 1.
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pp`
L
p``
L
A
Ò
``ppq
A
Ó
``ppq
Figure 25: A puncture and its second right neighbor and arcs
The braid β is σi-neutral if and only if 0 P πβpj,`, ÒqXπβpj,`, Óq for all j ď i. In addition, β is
σi-positive if and only if β is σi´1-neutral and 0 R πLpA
Ò
``ppi´1,Lqq. Similarly, β is σi-negative
if and only if β is σi´1-neutral and 0 R πLpA
Ó
``ppi´1,Lqq.
From Proposition 5.3 follows a characterization of the σi-positive and σi-negative braids ac-
cording to their relaxation normal forms. Indeed, for each integer j P t1, . . . , nu, let SÒj , S
Ó
j and
Σj be respectively the subsets trj ñ vs : j ă vu, trj ô vs : j ă vu and
Ť
kějpS
Ò
k Y S
Ó
kq of the set
Σ of all right-oriented sliding braids.
Theorem 5.4.
Let β P Bn be a braid. The braid β is σi-positive (respectively, σi-negative) if and only if
RNFpβq P Σ˚i`1 ¨ S
Ò
i ¨ Σ
˚
i (respectively, RNFpβq P Σ
˚
i`1 ¨ S
Ó
i ¨ Σ
˚
i ).
Proof. The sets tεu, Σ˚i`1 ¨ S
Ò
i ¨ Σ
˚
i and Σ
˚
i`1 ¨ S
Ó
i ¨ Σ
˚
i for (1 ď i ď n´ 1) form a partition of the
free monoid Σ˚. Moreover, a braid β is clearly σi-positive if RNFpβq P Σ
˚
i`1 ¨ S
Ò
i , or σi-negative
if RNFpβq P Σ˚i`1 ¨ S
Ó
i . Hence, and without loss of generality, it suffices to prove that if β is a
σi-positive braid and if Rpβriô jsq “ rió js for some j ą i, then βriô js is σi-positive.
Then, let L and L be tight laminations of β and of βriô js, and let p0, . . . , pn and p0, . . . , pn
be their respective punctures. Since β is σi-neutral, so is βri ñ js. Moreover, all upper arcs
of L remain lower arcs of L. Hence, consider the arc A “ AÒ``ppi´1,Lq “ A
Ò
``ppi´1,Lq.
Proposition 5.3 states that A does not cover the fixed puncture p0 “ p0, hence it states that
βriô js is σ-positive.
If follows that the sets tRNFpβq : β is σi-positiveu and tRNFpβq : β is σi-negativeu are
regular, and that each prefix of a σi-positive word must be σi-positive or σi-neutral. Hence, an
immediate consequence of Theorem 5.4 is the following.
Theorem 5.5.
There exists a regular language L such that, for each braid β P Bn, the braid β is σ-positive if
and only if its relaxation normal form RNFpβq belongs to L.
6 Remembering Extended Shadows is Not Overkill
Theorem 2.15 provides us with a deterministic automaton that accepts the relaxation normal
form. Is this automatonc minimal or close to minimal?
A first step in answering this question is to find an upper bound on the number of possible
extended shadows of all braids β P Bn. Such a crude upper bound is obtained as follows. There
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exists 4n triples pi, ˛, ϑq P t1, . . . , nu ˆ t`,´u ˆ tÓ, Òu, and each such triple is mapped to two
(possibly equal) subintervals of t0, . . . , nu. Hence, there exists at most pn ` 1q4ˆ4n extended
shadows. However, we can prove that there exists 2Opnq only extended shadows, using the notion
of neighbor trees, which is illustrated in Figure 26.
Definition 6.1 (Neighbor trees).
Let L be tight lamination, with punctures p0, . . . , pn, and let pk be the rightmost puncture that is
covered by some bigon of L. Let AJn and A
K
n be the two arcs contained in the curve Ln, i.e. the
two arcs that cover all other upper arcs and punctures of L. We say that an arc A of L is nice
if A is either one neighbor arc of a puncture pi, or is A
J
n or A
K
n , or covers the puncture pk and
shares its right endpoint with a neighbor arc of a puncture.
The upper neighbor tree of the lamination L which we denote by N ÒpLq, and defined as follows.
The vertices of N ÒpLq are of the form vA, where A is a nice upper arc of L, or of the form vp,
where p is a puncture of L. A vertex vA is an ancestor of vB in N
ÒpLq if and only if A covers
B. Hence, the children of every vertex can be ordered from left to right. If vA1 , . . . , vAk are the
children of a vertex vA in if vA is a vertex whose children in N
ÒpLq, taken from left to right,
then we say that vAi is the i-th child of vA.
We define similarly the lower neighbor tree of L, which we denote by N ÓpLq.
N ÒpLq
N ÓpLq
Figure 26: Neighbor trees of a tight lamination L
Following Corollary 3.2, the leaves of N ÒpLq and N ÓpLq are the punctures pi. Furthermore,
a puncture pi belongs to an upper (respectively, lower) bigon if and only if it has no sibling in
N ÒpLq (respectively, in N ÓpLq).
Lemma 6.2. Let β and β1 be braids, with respective tight laminations L and L1. If N ÒpLq “
N ÒpL1q and N ÓpLq “ N ÓpL1q, then π2β “ π
2
β1.
Proof. Let v
A
J
n
and v
A
K
n
be the respective roots of N ÒpLq and of N ÓpLq. Let ΛÒ be the set of
nice upper arcs of L, and let ΛÓ be the set of nice lower arcs of L.
In addition, let p be some puncture of L. The arc v
A
Ò
´pp,Lq
is either the left sibling of p in
N ÒpLq, if such a left sibling exists, or the parent of p in N ÒpLq. We identify similarly the vertices
v
A
Ó
´pp,Lq
and v
A
Ù
`pp,Lq
among the nodes of N ÒpLq and N ÓpLq.
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Moreover, let k be the rightmost index of L. We identify k since pk is the rightmost puncture
that does not have siblings in both N ÒpLq and N ÓpLq. Let A1, . . . , Au be the nice upper arcs
that cover pk, such that Ax is covered by Ay if and only if x ă y. Similarly, let B1, . . . , Bv
be the nice lower arcs that cover pk, such that Bx is covered by By if and only if x ă y. It
comes immediately that u “ v and that the arcs Aj and Bj share their right endpoints for all
j P t1, . . . , uu. Hence, we identify each of the nice arcs that cover the puncture pk.
Consequently, we can compute π2βpi, ˛, ϑq for each triple pi, ˛, ϑq P t0, . . . , nuˆ t`,´uˆ tÒ, Óu,
which means that the trees N ÒpLq and N ÓpLq uniquely determine π2β. This completes the
proof.
Corollary 6.3.
Let A “ pΣ, Q, i, δ,Qq be the automaton provided in Theorem 2.15. Its state set Q is of size
#Q ď 220pn`1q.
Proof. Let N be the set tpN ÒpLq,N ÓpLqq : L is a tight laminationu and let Π be the set tπ2β :
β P Bnu. Lemma 6.2 states that there exists some surjective projection N ÞÑ Π, hence that
#Π ď #N. Since Q “ Π, it remains to show that #N ď 220pn`1q.
Let L be some tight lamination. The tree N ÒpLq contains at most n` 1 nodes of the type vpi ,
2pn ` 1q nodes of the type v
A
Ò
˘ppiq
, 1 node of the type AJn and 2pn ` 1q nodes of the type vA,
where A is a nice upper arc that covers pk. This proves that N
ÒpLq has at most 5n ` 6 nodes.
Similarly, N ÓpLq has at most 5n ` 6 nodes.
Moreover, both N ÒpLq and N ÓpLq are rooted ordered trees. For each integer k, there exists
Ck´1 rooted ordered trees with k nodes, where Ck “
1
k`1
`
2k
k
˘
is the k-th Catalan number (see [12,
p. 35]). Hence, the relations
kÿ
i“0
Ci ď pk ` 1qCk “
ˆ
2k
k
˙
“
kź
i“1
2i
i
¨
2i´ 1
i
ď 22k
show that there exist at most 210pn`1q rooted ordered trees with at most 5n` 6 nodes. It follows
that #Q “ #Π ď #N ď 220pn`1q.
We can then prove that the size of the automaton A has the same order of magnitude as the
size of the minimal automaton.
Proposition 6.4.
Let Amin “ pΣ, Qmin, imin, δmin, Fminq be the minimal deterministic automaton that accepts the
set of relaxation normal words for the braid group Bn. The sets Fmin and Qmin are equal, with
cardinality #Qmin ě 2
n{2´1.
Proof. Since Amin is minimal, each of its states is co-accessible: from each state s P Qmin, one
can reach a state s1 P Fmin. Since the relaxation normal form is prefix-closed, it follows that
Qmin Ď Fmin, i.e. that Fmin “ Qmin.
To each braid α corresponds a unique relaxation normal word in Σ˚, hence one unique state
in Qmin. We denote this state by δ
˚pαq. Now, let m “ tn´1
2
u. To each tuple ǫ “ pǫ1, ǫ2, . . . , ǫmq P
t´1, 1um, we associate the braid βǫ “ σ
ǫ1
1
σǫ2
3
. . . σǫm
2m´1 P Bn. An immediate induction on m
shows that σǫ1
1
¨ σǫ2
3
¨ ¨ ¨ ¨ ¨ σǫm
2m´1 is a relaxation normal word.
Then, if ǫ and η are different tuples in t´1, 1um, consider some integer i ď m such that
ǫi ‰ ηi. Without loss of generality, we assume that ǫi “ 1 and that ηi “ ´1. One shows easily
that RNFpβǫq ¨ r2iô ns is a relaxation normal word, although RNFpβηq ¨ r2iô ns is not. This
shows that δ˚pβǫq ‰ δ
˚pβηq and, consequently, that #Qmin ě 2
m ě 2n{2´1.
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Figure 27: The braid βp1,´1q (for n “ 5)
For example, Figure 27 shows the 5-strand braid βp1,´1q “ r1 ñ 2sr3 ô 4s: we have
RNFpβp1,´1qq “ r1 ñ 2s ¨ r3 ô 4s, RNFpβp1,´1qr2 ñ 5sq “ r1 ñ 5s ¨ r3 ô 4s and
RNFpβp1,´1qr4ñ 5sq “ r1ñ 2s ¨ r3ô 4s ¨ r4ñ 5s.
Corollary 6.3 and Proposition 6.4 prove that the automaton constructed in Theorem 2.15 is of
minimal size, up to an exponent independent of n.
Theorem 6.5.
Both the automaton A of Theorem 2.15 and the minimal automaton Amin of Proposition 6.4
have state sets with cardinalities 2Ωpnq.
In particular, Theorem 6.5 can be interpreted from an algorithmic point of view. A streaming
algorithm for checking the membership in the relaxation normal that would rely on remembering
extended shadows would require the storage of up to 20pn ` 1q memory bits. Moreover, any
streaming algorithm that would perform this membership checking would require storing at least
n{2´1 bits. The space consumption of first algorithm is therefore optimal up to a multiplicative
constant.
7 Investigating Variants of the Relaxation Normal Form
In the above sections, we investigated properties of the relaxation normal form obtained by
follwing Definition 2.9. When relaxing the tight lamination of a braid, which picked the rightmost
puncture pk covered by a bigon, then slid pk along its right neighbor arc or, if this first choice
turned out to be impossible, we slid pk along its left neighbor arc. We review here some variants
of the relaxation normal form, obtained by selecting another puncture to be slid, or another arc
along which to slid the puncture:
1. the simple right normal form is obtained by selecting the rightmost puncture pk covered by
a bigon, then systematically sliding pk along its left neighbor arc (which, due to Lemma 3.3,
is always possible);
2. the left normal form is obtained by selecting the leftmost puncture pℓ covered by a bigon,
then sliding pℓ along its left neighbor arc, or along its right neighbor arc if needed;
3. the simple left normal form is obtained by selecting the leftmost puncture pℓ covered by a
bigon, then sliding pℓ along its right neighbor arc (which also is always possible);
4. the outermost normal form is obtained as follows: for each puncture pm covered by a bigon,
consider the integer i such that pm lies in the area enclosed between the curves Li and Li`1;
we select the puncture pm whose associated integer i is maximal, then we slide pm along
its right neighbor arc, or along its left neighbor arc if needed;
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5. the right covered normal form is obtained as follows: for each puncture pm covered by
a bigon, let i be the number of arcs that cover pm and no other puncture; we select
the puncture pm whose associated integer i is maximal (in case of equality, we select the
rightmost such puncture), then we slide pm along its right neighbor arc, or along its left
neighbor arc if needed.
First, the analysis of the relaxation normal form performed above would work similarly with
the simple right normal form. More precisely, Proposition 2.13 also holds for the simple right
normal form, provided that its original requirement p2q be replaced by the new requirement p21q:
πβpk,`, Òq Ď t0, . . . , ku. Then, Proposition 2.14, Theorem 2.15, Theorem 2.16 and subsequent
properties investigated in sections 4, 5 and 6 also hold for the simple right normal form.
Second, let φ∆ denote the conjugation by the Garside element ∆n “ pσ1qpσ2σ1q . . .
pσn´1 . . . σ2σ1q. The involutive group automorphism φ∆ maps each Artin generator σi to the
generator σn`1´i, and vice-versa. Hence, consider a braid β P Bn, and let w1 ¨. . . ¨wk be the relax-
ation normal form of the braid φ∆pβq: the left normal form of β is the word φ∆pw1q ¨ . . . ¨φ∆pwkq.
Consequently, we say that the relaxation normal form and the left normal form are conjugate to
each other via the conjugation automorphism φ∆. Similarly, the simple right normal form and
the simple left normal form are conjugate to each other via the conjugation automorphism φ∆.
Hence, the results of sections 2 to 6 also hold in that case.
Third, the outermost normal form consists in braiding the second strand of the braid with
the first one, then the third strand with the first two strands, and so on. Hence, it is easy to
check that this normal form is regular, even without using sophisticated tools such as extended
shadows.
Finally, the right covered normal form is likely to provide us with short words, like the normal
form studied by Dynnikov and Wiest [8] while investigating the geometric complexity of braids.
Indeed, if we relax a lamination L by sliding a puncture pm whose associated integer is i, then
the lamination obtained after relaxing L is of complexity at most }L} ´ 2i. Hence, heuristically,
choosing punctures pm with large associated integers i should be a wise choice. However, for
n ě 6, the word r2 ô 3sk ¨ r5 ô 6sℓ ¨ r1 ô 2s ¨ r4 ô 5s is in normal form if and only if k ď ℓ,
which proves that the right covered normal form is not regular.
Overall, there exists a wide class of algorithms, based on relaxing tight laminations, and whose
associated normal forms are regular. However, if such algorithms require counting arbitrarily
many arcs of the lamination, then they may unsurprisingly give rise to non-regular normal
forms.
An interesting challenge would be to identify natural algorithms whose associated normal form
would be regular, but also synchronously automatic (or, at least asynchronously automatic) for
all n ě 2, and in which a product x1x2 . . . xk of Artin generators would have a “short” normal
form, i.e. a normal form of length at most Knk, for some constant Kn. In particular, although
the relaxation normal form was proven not to be asynchronously automatic for n ě 4, it remains
possible that it might produce short words.
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