Abstract-In this paper; we split the service management layer; as defined in the Telecominunication Management Network (TMN), into two sublayers, namely the service application management sublayer and the service network management sublayer: The former deals with managing the mapping of the non functional requirements into functional constraints over the telecommunication service of interest, while the second reveals the management details related to meeting the functional requirements over that service. At each sublayer; we propose an information model and emphasize the correspondence with the other sublayer:
namely the service plane, the global functional plane, the distributed functional plane and the physical plane [Q.1201] . Every IN service isfinctionally split among those planes. So far, IN is the first standard which represents a service as a set of interactions among software components linked for execution by the service specific logic. However, subsequently to its functional approach, the IN conceptual model does not embed advanced distribution concepts, such as the object-based concepts advocated by the Reference Model of Open Distributed Processing (RM-ODP) [X.901] . Promoting distributed processing is motivated by the intrinsically spread nature of telecommunication systems which fits with a decentralized control and management scheme.
Efficient processing distribution is facilitated by the use of object-oriented approaches, since objects exhibit appropriate properties such as encapsulation (or data hiding, whereby users are prevented from directly manipulating objects) and autonomy whereby objects are responsible of managing their own behaviour [Herb94] . Therefore, as distribution is currently intensively promoted, the trend is towards the integration of h e IN and RM-ODP concepts to the TMN layered architecture in the aim of managing telecommunication services. An early result is the Telecommunication Information Networking Architecture (TINA) [Dup94] delivered by the TINA-C' consortium. Although IN concepts (which are service oriented) have been used in that architecture, the issues related to service management
have not yet been completely tackled by TINA-C.
By contrast, service creation and validation have been somehow investigated, resulting in the use of methodologies borrowed from the software engineering area. In the future, the major shift in comparison with the current process for creating services will be the consideration of distribution concerns, thereby taking into account the possibility of having several management domains, especially those related to the service stakeholders. Service can generically be defined as a collection of capabilities, with each capability being a set of actions perfonngd by an entity (acting like a server) in response to a (constrained) request issued by another entity (being the client). Among actions to be taken by the server, some may need interactions with other entities as illustrated in Figure 1 , where (N+l)-Capability2 calls for performing (N)-Capability3 and (N-1)-Capabilityl. Hence, the service capability concept is recursive. The given service definition points to several considerations. First, to be accessed a service must provide access points (where the service could be requested) and interfaces (declaration of the supported service capabilities). Second, some authentication mechanisms should be performed in order to preclude intruders from accessing the service offered by the entity of interest. Third, talking of constrained requests means the possibility of putting some requirements over the service capabilities. Therefore, the service concept is basically associated with the provision of access points, authentication procedures, and techniques for meeting the clients requirements.
In the telecommunication market, services are divided into two categories, which are bearer services and teleservices [I.210]. The former category is concemed with providing the capability for information transfer between two network access points, whilst the second kind of services deals with supplying the full capacity for communication thanks to functions provided by dedicated centers, which may be service specific systems (like the so-called third-party equipments), user terminals or networks. The trial along the service life-cycle is the mapping of the stakeholders non functional requirements (external perception) into functional requirements (internal deployment) and the distribution of the latter over the infrastructure used for the purposes of the service. At service creation time, that mapping leads to the choice of the service specific equipments and, possibly, to commercial agreements with some network operators.
After deploying the service, that mapping is achieved by a functionality called service management. Therefore, the latter can be defined as the intelligence, the set of mechanisms to be taken at operation time both for mapping the service constraining requirements over the used infrastructure, and for managing that mapping. Those requirements are captured from the seven service stakeholders outlined in rP.1031. When only the users non functional requirements are considered, service manage ment is restricted to QoS management, which naturally is a crucial part of the former. This Section states the terminology which underlies the substance of this paper. In the following, we propose a generic information model of telecommunications services. As extensions to teleservices, supplementary services are not specifically addressed in the ensuing Section. Focus is rather on the former services which are more complex to design, as they involve a lot of resources distributed over several management domains.
A GENERIC INFORMATION MODEL OF TELECOMMU-NICATIONS SERVICES
We characterize telecommunication services by two main features, which are their general aspects and their dynamics (Figure 4) . The general aspects basically describe services regardless of their operation as to provide communication facilities to the users. On the other hand, the service dynamics inte grates the behaviour and description of services when these are used for communication purposes. Each of those features is examined in tum below.
General Aspects
Basically, a teleservice is made up of supplementary services, a supporting infrastructure, a number of policies, functions, especially management functions, and access points (Figure 4) . The supporting infrastructure consists of provided systems and networks. Networks are either supplied by the service provider or made available by network operators by virtue of commercial agreements. The service policies include security, accounting and billing policies. Policies relating to agreements between the service provider and other parties such as the network operators are also considered. Relying on [GW95], among functions needed for managing services are QoS negotiation, QoS monitoring and control, and session management. Concerning access points, they provide gates to the service. Any user connecting to the service via an access point induces the creation of a user access session. This creation is the "guarantee" for the calling user to be provided later on with all service capabilities or a subset of these.
Service Dynamics
At operation time, the service dynamics is described by its behaviour and the on-going communication groups. The service behaviour, depicted by the ServiceEntity class in Figure 4 , records statistics about the service utilization and performance. Moreover, each communication group involves some systems and networks. These are not necessarily those supplied by the service provider or made available thanks to existing commercial agreements (see above description of the general aspects). Systems and networks of interest here may be provided respectively by the service user (e.g., workstations) and network operators not committed to the service provider anyhow. The information models of systems and networks are not emphasized here. Figure 4 , highlighting the access points to their provided service, the system components such as devices, and the user sessions being held within the system. The term "user" here generically means a single user or a group of users. Within a user session there are a description of the user's projile (UserAgent), the applications launched in the objective of meeting the user's requirements, and the topology of the session. The topology is an abstraction of the system resources being consumed by the user's applications. As topologies embed the same elements as Logical Connection Graphs (LCG) [Moy93 and P.1031, they are described below when characterizing the latter. The differences between LCGs and user session topologies will also be emphasized.
Regarding the applications running within a user session, they are considered together with their QoS constraints and the statistical metrics about their behaviour (ApplicationEntity), e.g., information related to their bugs and the latter's occurrences.
The last element to be described within a communication group (Figure 4) is the service session, i.e., the set of activities carried out among service spec@ systems and networkx over some temporal period, this period being the time frame of the interactions among the users participating in the session. We do not think that a session should be defined as in [P.103] , where it is assimilated to the temporal period during which some activities take place among the service users. The most relevant feature of a session is less its duration than the activities to be achieved. A service session is composed of an entity, which gathers statistical metrics about the session, session policies and Logical Connection Graphs (LCG). Service session policies span voting policies and consistency policies [SWS95] . The voting policies state how decisions about the session are made. Two kinds of voting policies can be distinguished: implicit voting and explicit voting. The former does not specifically require a voting proce dure. For example, a videoconferencing system may automatically select the current speaker's image and voice (the current active side) to be multicast to the other partners in the session, instead of multicasting the information originating at all of endparties. In contrast to the first kind of voting policies, the explicit voting requires decisions to be made by a subset of session members.
Consistency policies state the causal holding of the events occurring at the end-parties. Since applications like videoconferencing are controlled in a distributed way, each site has its own view of the global session. Therefore, for the user side session to be eventually consistent, the restitution of all events should be guaranteed versus the ordering of their occurrence, even if the temporal intervals between those events are not stringently kept. A broader description of consistency policies can be found in [SWS95] .
Managing a service provisioning system at runtime necessitates a logical representation of the activities being carried by that system, especially service sessions (Figure 4) . For this purpose, LCGs provide a powerful means for abstracting real communications and highlight the resources involved in a session in progress. Resources referred to are those provided in the end of supplying the whole service, i.e., both network and system (e.g., workstation or third-party equipment) resources. As the network management parameters are well-known within the management community, the challenge will now be to point out features which are relevant for managing service devoted (or specific)
systems. An early result can1 be found in [GZHV96] , which describes system resources with the proposal of a generic information model furthermore applied to MPEG-2 video codecs.
is multicast back to the originating vertices. Resources involved at end-systems are highlighted, and their features (especially coding schemes) alike. The incompatibility among those features leads to the introduction of signal converters between the information generators and the resources used for multicasting Purposes. Every LCG relates to a specific medium, as proposed in [GZH95] , in order to separate the processing of the media involved in a service session. Doing so helps deal with situations wherein some session end-parties are not able to process information related to certain media. For instance, in a videoconferencing session, a user whose equipment has no capabilities for processing video information should be able to receive the single audio component and participate in the session some how. Therefore, having one LCG per medium permits dealing with capability mismatching among end-systems.
A conceptful representation of LCGs is given in Figure 6 . These are composed of logical vertices and logical lines. h g ical vertices basically represent the resources involved in the session, and logical lines the connections among the ports exhibited by the resources. ' h e logical ports associated with logical vertices aggregate nodal flows which are connected by logical branches. The notion of logical flow as depicted in Figure 6 is represented by the relationship "is content identical to" between logical branches in Figure 4 .
It is worth noting that LCGs always feature end logical vertices, such that there is no branch going out of them. By contrast, session topologies mentioned earlier in this subsection when describing service specific systems do not necessarily exhibit that "self-containment" property. For instance, in Figure   5 , signal converters may be provided by a third-party equipment (system), thus leading to a topology consisting in a single vertex supplying two nodal flows. That makes the difference between the concepts of LCG and session topology. Like any information model, the one proposed in this Section may be perceived too much abstract to be successfully used for the management of concrete services. The following Section states the utilization of this model by considering the videoconferencing session depicted in Figure 5 .
USAGE STATEMENT OF THE DESIGNED MODEL
The goal of this Section is twofold. It is intended, first, to clarify the use of the designed model in connection with the service management layer, and, second, to relate this work to other ones, especially [X.901] and [CASSIOPEIA95].
The service provisioning and management layer can be divided into two sublayers, namely the service application and the service network management sublayers (see Figure 7) . The former is concerned with managing the user's perception of the service, i.e., the service application, which is videoconferencing for our purposes. At this sublayer, objects to be managed are the application level flows exchanged among the users and the global environment which performs the requested application.
Application flows are characterized by their direction (origin and destination), their QoS requirements and their related information type (audio, video, etc.) . All activities achieved within the service application provisioning system as results of the interactions with a group of end-users constitute the application session. The modelling of the latter is shown in Figure 8 as an aggregation of session ports, user agents and the functions to be achieved for processing the users requests and flows carried away through the session ports. At this point, the information model proposed in Section 3 is targeted to be used at the service network management sublayer, which is the lowest sublayer contained by the service management layer. The service session is dejined as the entity which controls both the correct implementation of the service policies and the mapping of the stakeholdm non fmctional requirements into functional exigencies. In this respect, service sessions are responsible of carrying the interactions among the involved end-systems. It is worth noting that end-users visible at the service application management sublayer are mapped into end-systems at the service network management sublayer. The reason is the following. End-users "view" application flows in their native form, regardless of the processing activities carried out by the entire videoconferencing system. On the other hand, the service network considers the overall framework that provides the requested service application. Thus, this network features end-systems, networks and service dedicated equipments, each with its own constraints (e.g., format constraints, packet size, protocol, etc.) over the information to be processed.
Moreover, the service management sublayers are constructed at either step along the service life-cycle. With respect to [X.901] which states a paradigm for achieving distributed processing, we can relate the construction of the service application management layer to the enterprise viewpoint and part of the information and computational viewpoints ( Figure 7) . As a matter of fact, this sublayer is concerned with managing the user's access to the service of interest as well as the user's QoS expectations. Furthermore, the service network management sublayer essentially addresses the service deployment, which is related to the computational, engineering and technology view- concepts of service machine, which corresponds to the computational viewpoint, and service network which is mapped onto the engineering and technology viewpoints. In this Section, we have achieved the description of the service management layer by splitting this one into two sublayers, namely the service application management sublayer and the service network management sublayer. In connection with the service description given in Section 2 in terms of the employed infrastructure and the constraining requirements, the service application management sublayer deals with managing the mapping of the non functional requirements into functional constraints over the deployed service. The service network management sublayer is rather concerned with the details related to meeting the functional requirements over services. We have also investigated the construction of the aforementioned sublayers with respect to the RM-ODP [,X.901]. %is investigation led us to relate the construction of the. service application management sublayer to the enterprise and ]part of the information and computational viewpoints, while the construction of the service network management sublayer fits on the engineering and technology viewpoints.
CONCLUSION
The investigation of a generic modelling of telecommunication services led us essentially to three achievements. First, the fuzziness around the service concept led us to state more precisely the service related terminology taking into account what is considered as the future of the telecommunication market, namely deregulation inducing several service stakeholders. We especially define service management versus QoS manage ment, the former being the intelligence to be held for meeting all of the requirements over a service at operation time, whilst QoS management restricts the former to meeting the users non functional expectations.
Second, through the proposed information model of telecommunication services, we highlighted the representation of sessions in the shape of LCGs. That model features both the information needed at the service operation time (e.g., communication sessions) and general information such as the service policies, equipments, the possible commercial agreements among the stakeholders, etc.
At last, stating the use of the proposed information model led us to consider the splitting of the service management layer into two sublayers, which are the service application and service network management sublayers. The first sublayer addresses the management of the service provisioning system, with the latter pictured as a "black box". The second sublayer reveals the equipments involved in the provision of the service of interest, picturing the latter as a "white box". The information model designed in Section 3 can be considered as a "white box" description of telecommunication services. The "black box" representation is provided by the concept of application session as modelled in Figure 8 .
A future issue to this work is its application to the management of a real videoconferencing application, the implementation of which is underway over a distribution platform, namely OSF DCE (Open Software Foundation's Distributed Computing Environment) [Lock94] . That integration will hold in a project called OAMS (Open management Architecture for Multimedia Services over ATM) led within our laboratory.
