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We develop the representation of local bulk fields in AdS by non-local operators on the boundary,
working in the semiclassical limit and using AdS2 as our main example. In global coordinates
we show that the boundary operator has support only at points which are spacelike separated
from the bulk point. We construct boundary operators that represent local bulk operators
inserted behind the horizon of the Poincare´ patch and inside the Rindler horizon of a two
dimensional black hole. We show that these operators respect bulk locality and comment on
the generalization of our construction to higher dimensional AdS black holes.
1 Introduction
The AdS/CFT correspondence provides a non-perturbative definition of string theory in asymp-
totically AdS space [1, 2]. In principle all bulk observables are encoded in correlation functions
of local operators in the CFT. In practice, however, many of the quantum gravity questions
we would like to address are not simply related to local boundary correlators. These questions
include: how does a quasi-local bulk spacetime emerge from the CFT? How does the region
behind a horizon get encoded in the CFT? What is the CFT description (or perhaps resolution)
of a black hole singularity?
In this paper we develop a set of tools for recovering local bulk physics from the CFT. We
use the Lorentzian AdS/CFT correspondence developed in [3, 4, 5]. The basic idea is to express
local operators in the bulk in terms of non-local operators on the boundary. We work in the
leading semiclassical approximation – meaning both large N and large ’t Hooft coupling – and
consider free scalar fields in AdS. The fields are taken to have normalizable fall-off near the
boundary of AdS.
φ(z, x) ∼ z∆φ0(x) .
Here z is a radial coordinate which vanishes at the boundary. General AdS/CFT considerations
imply that the boundary behavior of the field corresponds to an operator of conformal dimension
∆ in the CFT.
φ0(x)↔ O(x) .
This implies a correspondence between local fields in the bulk and non-local operators in the
CFT.
φ(z, x)↔
∫
dx′K(x′|z, x)O(x′) .
We will refer to the kernel K(x′|z, x) as a smearing function. Bulk-to-bulk correlation functions,
for example, are then equal to correlation functions of the corresponding non-local operators in
the dual CFT
〈φ(z1, x1)φ(z2, x2)〉 =
∫
dx′1dx
′
2K(x
′
1|z1, x1)K(x′2|z2, x2)〈O(x′1)O(x′2)〉 .
In this paper we construct smearing functions and show how certain aspects of bulk physics
are encoded by these non-local operators. We will use AdS2 as our main example, although
many of the results presented here generalize to higher dimensions [6]. Smearing functions were
discussed in [7], and smearing functions in AdS5, as well as in some non-conformal variants,
have been computed by Bena [8]. An algebraic formulation of the correspondence between
local bulk fields and non-local boundary observables was developed in [9]. Other studies of
bulk locality and causality include [10].
To avoid any possible confusion, we note that Witten [11] (see also [12]) introduced a bulk-
to-boundary propagator whose Lorentzian continuation can be used to represent bulk fields
having a prescribed non-normalizable behavior near the boundary [3]. Such bulk fields are dual
to sources that deform the CFT action. Our approach is quite different: we work directly
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with the undeformed CFT, and introduce non-local operators that are dual to normalizable
fluctuations in the bulk of AdS.1
An outline of this paper is as follows. In section 2 we construct smearing functions in AdS2
in global coordinates. In section 3 we construct smearing functions in Poincare´ coordinates and
show how the Poincare´ horizon appears in the CFT. In section 4 we discuss the way in which
bulk-to-bulk correlators are recovered from the CFT and show how coincident singularities
arise. In section 5 we work in Rindler coordinates and discuss the appearance of black hole
horizons. In section 6 we extend the picture to general AdS black holes. We conclude in section
7.
2 Global smearing functions
2.1 AdS2 generalities
We begin by reviewing a few standard results; for more details see [3] or appendix A. In global
coordinates the AdS2 metric is
ds2 =
R2
cos2 ρ
(−dτ 2 + dρ2) (1)
where R is the radius of curvature and −∞ < τ < ∞, −π/2 ≤ ρ < π/2. It is convenient to
introduce a distance function
σ(τ, ρ|τ ′, ρ′) = cos(τ − τ
′)− sin ρ sin ρ′
cos ρ cos ρ′
(2)
which is invariant under AdS isometries. Points that can be connected by a geodesic necessarily
lie in the unit cell −π < τ − τ ′ < π. For such points
σ =

cos(s/R) timelike (s = geodesic proper time)
1 null
cosh(d/R) spacelike (d = geodesic proper distance) .
Points in the unit cell with σ < −1 are timelike separated but are not connected by a geodesic.
A free scalar field of mass m can be expanded in a complete set of normalizable modes2
φ(τ, ρ) =
∞∑
n=0
ane
−iωnτ cos∆ ρC∆n (sin ρ) + h.c. (3)
1In Witten’s approach one can relate expectation values of local operators in the CFT to the normalizable
boundary behavior of fields in AdS [13, 14].
2For certain masses there are inequivalent sets of normalizable modes, a complication analyzed in [15, 14]
which we will not consider further here.
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where ωn = n + ∆, ∆ =
1
2
+
√
1
4
+m2R2 is the conformal dimension of the corresponding
operator, and C∆n (x) is a Gegenbauer polynomial. We have not bothered normalizing the
modes.
The field vanishes at the boundary of AdS. In global coordinates we define the right bound-
ary value of the field by
φglobal ,R0 (τ) = lim
ρ→π/2
φ(τ, ρ)
cos∆ ρ
. (4)
Similarly the left boundary value is
φglobal ,L0 (τ) = lim
ρ→−π/2
φ(τ, ρ)
cos∆ ρ
. (5)
Some special simplifications occur when ∆ is a positive integer. First of all, in this case the
field is single-valued on the AdS2 hyperboloid (meaning that we can identify τ ≈ τ +2π). Also
we define the antipodal map on AdS2
A : (τ, ρ) 7→ (τ + π,−ρ) . (6)
Note that σ(x|Ax′) = −σ(x|x′). When ∆ is a positive integer we have
φ(Ax) = (−1)∆φ(x)
in which case the boundary values are related by
φglobal ,L0 (τ) = (−1)∆φglobal ,R0 (τ + π) . (7)
2.2 Green’s function approach
In this subsection we construct smearing functions for AdS2 in global coordinates starting from
a suitable Green’s function.
The Green’s function should satisfy(
−m2)G(x|x′) = 1√−g δ2(x− x′) , (8)
where δ2(x− x′) is defined on the universal cover of AdS, −π/2 ≤ ρ < π/2, −∞ < τ <∞. We
want a smearing function that is non-zero only at spacelike separation, so we make the ansatz
G(x|x′) = f (σ(x|x′)) θ
(
(ρ− ρ′)2 − (τ − τ ′)2
)
.
Here σ is the AdS invariant distance defined in (2). Due to the step function G is non-zero only
at spacelike separation. By direct substitution one can check that (8) is satisfied provided that
f(σ) satisfies the homogeneous AdS-invariant wave equation
(σ2 − 1)f ′′(σ) + 2σf ′(σ)−∆(∆− 1)f(σ) = 0 (9)
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with the boundary condition f(1) = 1/4.3 The solution
G(x|x′) = 1
4
P∆−1(σ) θ
(
(ρ− ρ′)2 − (τ − τ ′)2
)
is given by a Legendre function. It is worth emphasizing some curious properties of this Green’s
function. First of all, by construction it is non-zero only at spacelike separation. It is finite
(but discontinuous) on the light cone, with G → 1/4 as the light cone is approached from a
spacelike direction. However it is non-normalizable near the boundary of AdS, with
G(x|x′) ∼ Γ(2∆− 1)
2∆+1Γ(∆)2
σ∆−1
at large spacelike separation. In AdS2 we can simplify the discussion by working with a Green’s
function that is non-zero only in the right-hand part of the light cone.4 With similar arguments
it is easy to see that
G(x|x′) = 1
2
P∆−1(σ)θ(ρ− ρ′)θ(ρ− ρ′ − |τ − τ ′|) (10)
is a suitable Green’s function.
Having constructed a Green’s function that is non-zero only in the right light cone we can
make use of Green’s identity
φ(x′) =
∫ ∞
−∞
dτ
√−g [φ(τ, ρ)∂ρG(τ, ρ|x′)−G(τ, ρ|x′)∂ρφ(τ, ρ)] |ρ=ρ0 .
We are interested in sending the regulator ρ0 → π/2. In this limit only the leading behavior of
both the field and the Green’s function contributes, and we have
φ(x′) =
∫ ∞
−∞
dτK(τ |x′)φglobal ,R0 (τ) (11)
where the smearing function can be variously expressed as
K(τ |τ ′, ρ′) = (2∆− 1) lim
ρ→π/2
cos∆−1 ρG(τ, ρ|τ ′, ρ′) (12)
=
2∆−1Γ(∆ + 1/2)√
π Γ(∆)
lim
ρ→π/2
(σ cos ρ)∆−1θ(ρ− ρ′ − |τ − τ ′|) (13)
=
2∆−1Γ(∆ + 1/2)√
π Γ(∆)
(
cos(τ − τ ′)− sin ρ′
cos ρ′
)∆−1
θ
(π
2
− ρ′ − |τ − τ ′|
)
.
(14)
These smearing functions have several important properties.
3To see this use the AdS invariance to set τ ′ = ρ′ = 0, work in light-front coordinates x± = τ ± ρ, and write
the step function as θ(x+)θ(−x−) + θ(x−)θ(−x+).
4We could have chosen the left part of the light cone. In either case, this step is not possible in higher
dimensions.
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• The smearing function has compact support on the boundary of AdS: K is non-zero on
the boundary only within the right lightcone of the point (τ ′, ρ′). Of course we could
have chosen to construct a smearing function that was non-zero only in the left lightcone.
Note that a local bulk operator near the left boundary could be described with a highly
localized smearing function on the left boundary, or with a delocalized smearing function
on the right boundary.
• The whole set-up is AdS covariant, since φglobal ,R0 transforms as a primary field with
dimension ∆ under conformal transformations. This is clear when K is written in the
form (13): the factor cos∆−1 ρ appearing in that expression cancels the conformal weight
of the field together with the conformal weight of the measure
∫
dτ .
• As can be seen explicitly in (14), the smearing function has a finite limit as the regulator
is removed, ρ0 → π/2.
Note that these properties all follow from the fact that we began with a Green’s function that
is non-normalizable near the boundary and non-zero only at spacelike separation. We have
plotted the ∆ = 3 smearing function in Fig. 1. As a simple case, note that for a massless field
in AdS2 one has ∆ = 1 and the general expression reduces to
K =
1
2
θ
(π
2
− ρ′ − |τ − τ ′|
)
.
That is, a massless bulk field is expressed in terms of its boundary value by
φ(τ ′, ρ′) =
1
2
∫ τ ′+(π/2−ρ′)
τ ′−(π/2−ρ′)
dτ φglobal ,R0 (τ) .
2.3 Mode sum approach
In this subsection we take a different point of view and construct global smearing functions
from a mode sum. We begin with integer conformal dimension then generalize.
Let us first suppose that ∆ is a positive integer. Then given an on-shell bulk field with
mode expansion (3) we can reconstruct the bulk field from its right boundary value using
an =
1
C∆n (1)
∮
dτ
2π
eiωnτφglobal ,R0 (τ) . (15)
The integral is over any 2π interval on the boundary. Plugging this back into the bulk mode
expansion, we can write (as an operator identity!)
φ(τ ′, ρ′) =
∮
dτ K(τ |τ ′, ρ′)φglobal ,R0 (τ) (16)
5
Κ(τ|0,0)
−pi pi τ
Figure 1: Global smearing function for a ∆ = 3 bulk operator located at ρ = 0.
where the smearing function
K(τ |τ ′, ρ′) = 1
2π
ei∆(τ−τ
′) cos∆ ρ′
∞∑
n=0
ein(τ−τ
′+iǫ)C
∆
n (sin ρ
′)
C∆n (1)
+ c.c. (17)
We have inserted an iǫ to keep the mode sum convergent. Note that K is periodic in τ , with the
same periodicity as the underlying modes, unlike the Green’s function (10). To make contact
with the results of the previous section we will eventually choose the range of integration in
(16) to be −π < τ − τ ′ < π.
It is important to note that the smearing functions are not unique. For example we could
equally well have constructed a smearing function on the left boundary. More importantly,
from (3) note that φglobal ,R0 does not have Fourier components with frequencies in the range
−∆ + 1, · · · , ∆ − 1, so we are free to drop any Fourier components of K with frequencies in
this range.
To evaluate K we use the integral representation [16]
C∆n (x)
C∆n (1)
=
Γ(∆ + 1/2)√
π Γ(∆)
∫ π
0
dθ sin2∆−1 θ (x+
√
x2 − 1 cos θ)n .
Performing the sum on n gives
K(τ |0, ρ′) = 1
2π
ei∆τ cos∆ ρ′
Γ(∆ + 1/2)√
π Γ(∆)
∫ π
0
dθ
sin2∆−1 θ
1− ei(τ+iǫ)(sin ρ′ + i cos ρ′ cos θ) + c.c. .
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The integral is a polynomial in eiτ plus a logarithm [16]. The polynomial only involves Fourier
modes which do not appear in φglobal0 , so we may drop it leaving
K(τ |0, ρ′) ≃ 2
∆−1Γ(∆ + 1/2)√
π Γ(∆)
(
cos τ − sin ρ′
cos ρ′
)∆−1
× i
2π
log
(
1− iei(τ−ρ′+iǫ)
1 + ie−i(τ−ρ′−iǫ)
1− ie−i(τ+ρ′−iǫ)
1 + iei(τ+ρ′+iǫ)
)
.
Here ≃ means up to terms whose time dependence is such that they vanish when integrated
against φglobal0 . At this point it helps to note that f(x) = −i log 1+e
i(x+iǫ)
1+e−i(x−iǫ)
is a sawtooth function,
f(x) = x for −π < x < π and f(x+ 2π) = f(x). Again some Fourier modes do not contribute
– only the discontinuities of the sawtooth function matter – and one is left with
K(τ |τ ′, ρ′) ≃ 2
∆−1Γ(∆ + 1/2)√
π Γ(∆)
(
cos(τ − τ ′)− sin ρ′
cos ρ′
)∆−1
θ
(
cos(τ − τ ′)− cos (π
2
− ρ′)
)
. (18)
Choosing the range of integration in (16) to be −π < τ − τ ′ < π, the step function in (18)
reduces to the step function in (14), so this expression reproduces the result we obtained in the
previous subsection starting from a Green’s function.5
What if ∆ is not an integer? Recall we are working on the universal cover of AdS where
−∞ < τ < ∞. In this case the mode functions are no longer periodic. This means (15) is no
longer valid, since for general ∆ the positive and negative frequency modes are not orthogonal
on the interval −π < τ < π. The trick is to first decompose the field into positive and negative
frequency pieces, φ(τ, ρ) = φ+(τ, ρ) + φ−(τ, ρ) where
φ+(τ, ρ) =
∞∑
n=0
ane
−iωnτ cos∆ ρC∆n (sin ρ) (19)
and φ− = φ∗+. We can recover φ± from their boundary values, integrating over only the range
−π ≤ τ − τ ′ < π, via φ±(τ ′, ρ′) =
∮
dτK±(τ |τ ′, ρ′)φglobal ,R0± (τ) where
K±(τ |τ ′, ρ′) = 1
2π
cos∆ ρ′
∞∑
n=0
e±iωn(τ−τ
′±iǫ)C
∆
n (sin ρ
′)
C∆n (1)
. (20)
These positive and negative frequency smearing functions are highly non-unique, since for
example we can add Fourier modes to K+ that ∼ ei(∆−1)(τ−τ ′), ei(∆−2)(τ−τ ′), · · ·. By making use
of this freedom we can put K± into the form of an image sum,
K± ≃
∞∑
k=−∞
e±i2πk∆K(τ |τ ′ + 2πk, ρ′) (21)
5The smearing function defined in (17) does not transform nicely under AdS isometries. One can see this,
for example, by doing the sum explicitly for a massless field. Fortunately the non-uniqueness of the smearing
function allowed us to construct an AdS covariant expression.
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where for any ∆
K(τ |τ ′, ρ′) ≃ 2
∆−1Γ(∆ + 1/2)√
π Γ(∆)
(
cos(τ − τ ′)− sin ρ′
cos ρ′
)∆−1
θ
(π
2
− ρ′ − |τ − τ ′|
)
(22)
is defined over the range −∞ < τ − τ ′ < ∞. One can verify (21) by doing an inverse Fourier
transform using a complete set of skew-periodic modes e±i(n+∆)(τ−τ
′), n ∈ Z, and showing that
the coefficients of the n ≥ 0 modes appear in (20). On the restricted interval −π < τ − τ ′ < π
only the k = 0 term contributes, so the smearing functions all agree and
φ =
∫ τ ′+π
τ ′−π
dτ
(
K+φ
global ,R
0+ +K−φ
global ,R
0−
)
=
∫ τ ′+π
τ ′−π
dτ Kφglobal ,R0
reproduces our previous Green’s function expression.
3 Poincare´ coordinates
3.1 Smearing functions
It is worth asking how these non-local operators look in different coordinate systems. For
example one can introduce Poincare´ coordinates
Z =
R cos ρ
cos τ + sin ρ
T =
R sin τ
cos τ + sin ρ
(23)
0 < Z <∞ −∞ < T <∞
in which
ds2 =
R2
Z2
(−dT 2 + dZ2) .
These coordinates only cover an interval −π < τ < π of global time on the right boundary.
The mode expansion reads
φ(T, Z) =
∫ ∞
0
dω aωe
−iωT√ZJν(ωZ) + c.c.
where ν = ∆ − 1
2
. The field vanishes as Z → 0. In Poincare´ coordinates it is convenient to
define the boundary value
φPoincare0 (T ) = lim
Z→0
φ(T, Z)
Z∆
. (24)
Note that this differs from the definition (4) we used in global coordinates.
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It is straightforward to compute the smearing function in Poincare´ coordinates directly from
a mode sum. Given an on-shell bulk field we have
aω =
∫ ∞
−∞
dT eiωT
1
2π
√
ZJν(ωZ)
φ(T, Z) ,
or taking the limit Z → 0
aω =
Γ(ν + 1)
2π(ω/2)ν
∫ ∞
−∞
dT eiωTφPoincare0 (T ) .
Plugging this back into the bulk mode expansion we can write
φ(T ′, Z ′) =
∫ ∞
−∞
dT K(T |T ′, Z ′)φPoincare0 (T )
where the Poincare´ smearing function is
K(T |T ′, Z ′) = 1
π
2νΓ(ν + 1)
√
Z ′
∫ ∞
0
dω
1
ων
Jν(ωZ
′) cosω(T − T ′) . (25)
The integral is well defined without an iǫ prescription. It vanishes identically for |T −T ′| > Z ′,
while for |T − T ′| < Z ′ we have [16]
K =
Γ(∆ + 1/2)√
πΓ(∆)
Z ′∆−1F
(
1
2
, 1−∆, 1
2
,
(T − T ′)2
Z ′2
)
.
Thus in general
K =
Γ(∆ + 1/2)√
π Γ(∆)
(
Z ′2 − (T − T ′)2
Z ′
)∆−1
θ(Z ′ − |T − T ′|) . (26)
where we used F (α, β, α, x) = (1 − x)−β. This expression is valid for any positive ∆. Note
that, unlike the global mode sum (17), the Poincare´ mode sum is non-zero only at spacelike
separation. It is also AdS covariant since
K(T |T ′, Z ′) = 2
∆−1Γ(∆ + 1/2)√
π Γ(∆)
lim
Z→0
(Zσ(T, Z|T ′, Z ′))∆−1θ(σ − 1) (27)
where the AdS invariant distance (2) expressed in Poincare´ coordinates is
σ(Z, T |Z ′, T ′) = Z
2 + Z ′2 − (T − T ′)2
2ZZ ′
. (28)
Upon changing variables from Poincare´ time to global time, this is equivalent to our previous
result (13). To see this, one merely has to note that near the boundary
Z∆φPoincare0 ∼ cos∆ ρ φglobal ,R0
while the change of integration measure is
dT
Z
=
dτ
cos ρ
.
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PFigure 2: Smearing function for a bulk operator with integer ∆ located outside the Poincare´
patch.
3.2 Going behind the Poincare´ horizon
In the previous subsection we showed how local bulk fields in the Poincare´ patch are represented
by smeared operators on the boundary. But what if the bulk point is outside the Poincare´ patch?
Can it still be represented as an operator on the boundary of the Poincare´ patch? The answer
turns out to be yes: we can still work in Poincare´ coordinates on the boundary, but we have to
use a different smearing function.
To obtain the correct smearing function our strategy is to start with the global smearing
function, manipulate it so that it is non-zero only on the boundary of the Poincare´ patch, and
then convert to Poincare´ coordinates. We first assume that ∆ is a positive integer. In this
case φglobal ,R0 (τ) is periodic in the global time coordinate τ with period 2π, so one can take the
global smearing function (18) and translate whatever part of it has left the Poincare´ patch by
a multiple of 2π in order to get it back inside the Poincare´ patch. This is illustrated in Fig. 2.
This can be expressed quite simply in terms of the invariant distance (2). Noting that σ
is 2π periodic in global time, for a general point P (not necessarily inside the Poincare´ patch)
we can express the smearing function in a form that, upon changing to Poincare´ coordinates,
looks identical to (27):
φ(P ) =
∫ ∞
−∞
dT K(T |P )φPoincare0 (T ) (29)
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K(T |P ) = 2
∆−1Γ(∆ + 1/2)√
π Γ(∆)
lim
Z→0
(Zσ(T, Z|P ))∆−1θ(σ − 1) .
Note that the signal of a bulk operator approaching the future (past) Poincare´ horizon is that
the smearing function extends to Poincare´ time T → +∞ (T → −∞).
What happens if ∆ is not an integer? The trick is to note that, although the field itself
is not periodic in τ , its positive and negative frequency components (19) are periodic up to a
phase:
φ±(τ + 2π, ρ) = e
∓i2π∆φ±(τ, ρ) .
For a bulk point P with global coordinates (τ ′, ρ′) we set τ ′ = τ ′0 + 2πn with −π < τ ′0 < π and
n ∈ Z and write
φ(τ ′, ρ′) =
∫
dτ Kglobal (τ |τ ′0, ρ′)
(
e−i2πn∆φglobal ,R0+ (τ) + e
i2πn∆φglobal ,R0− (τ)
)
. (30)
Converting to Poincare´ coordinates this becomes
φ(P ) =
∫ ∞
−∞
dT KPoincare(T |P0)
(
e−i2πn∆φPoincare0+ (T ) + e
i2πn∆φPoincare0− (T )
)
. (31)
Here KPoincare is given in (29) and P0 is the bulk point with global coordinates (τ
′
0, ρ
′). In
deriving this we used the fact that the global and Poincare´ vacua are identical [17, 18]. This
equivalence is discussed in more detail in appendix B.
When expressed in terms of φPoincare0+ and φ
Poincare
0− the smearing function consists of one or
two disconnected blobs on the boundary.6 However expressing φPoincare0± in terms of φ
Poincare
0 is
completely non-local. For example the positive frequency part of the Poincare´ boundary field
is
φPoincare0+ (T
′) =
∫
dT P+(T |T ′)φPoincare0 (T ) (32)
P+(T |T ′) =
∫ ∞
0
dω
2π
eiω(T−T
′+iǫ) =
i
2π(T − T ′ + iǫ)
For a point outside the Poincare´ patch the smearing function in terms of φPoincare0 is non-zero
everywhere. Just as for integer ∆, the signal of a bulk operator approaching the future (past)
Poincare´ horizon is that the smearing function extends to Poincare´ time T → +∞ (T → −∞).
4 Recovering bulk correlators
In the previous section we defined a set of smearing functions which enable us to reconstruct a
normalizable bulk field from its behavior near the boundary of AdS. We obtained these smearing
6One blob if the bulk point is inside the Poincare´ patch or any of its images under τ → τ + 2pi, two blobs
otherwise.
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functions by solving a wave equation in AdS space, so our expressions are valid for any state of
the field provided we are in the limit of semiclassical supergravity where back-reaction of the
field on the geometry can be neglected.
Assuming the existence of a dual CFT, we can identify local operators in the bulk super-
gravity with non-local operators in the CFT.
φ(τ ′, ρ′)↔
∫
dτ K(τ |τ ′, ρ′)O(τ) .
This correspondence should hold for any state of the field (equivalently, any state of the CFT)
provided we are in the limit of semiclassical supergravity where back-reaction is negligible;
note that in this limit the smearing functions are independent of the state. We can use the
correspondence to recover bulk supergravity correlation functions from the CFT, for example
S〈ψ|φ(τ, ρ)φ(τ ′, ρ′)|ψ〉S =
∫
ds
∫
ds′K(s|τ, ρ)K(s′|τ ′, ρ′)C〈ψ|O(s)O(s′)|ψ〉C . (33)
Here |ψ〉S is any supergravity state and |ψ〉C is the corresponding CFT state. Although true
by construction,7 at first sight this is a rather surprising identity. For example in the global
AdS2 vacuum the bulk and boundary Wightman functions are [18]
〈φ(τ, ρ)φ(τ ′, ρ′)〉 = Γ(∆)
2∆+1
√
πΓ(∆ + 1/2)
σ−∆F
(
∆
2
,
∆+ 1
2
;
2∆ + 1
2
;
1
σ2
)
〈O(s)O(s′)〉 = (−1)
∆Γ(∆)
22∆+1
√
π Γ(∆ + 1
2
) sin2∆
(
s−s′
2
) . (34)
When σ < −1 (bulk points not connected by a geodesic) both the left and right hand sides
of (33) are unambiguous. To continue into the regime σ > −1 one has to check that the iǫ
prescriptions go through correctly. The bulk Wightman function is defined by a τ → τ − iǫ
prescription, and fortunately by translation invariance of K(s|τ, ρ) this is equivalent to the
correct s→ s− iǫ prescription for the boundary Wightman function.
Given (33) we are guaranteed that – in the strict semiclassical limit – two non-local boundary
operators will commute whenever the bulk points are spacelike separated. Bena [8] checked
explicitly that the commutator vanishes from the boundary point of view.
4.1 Light-cone singularities in the bulk
Correlation functions of these non-local boundary operators diverge whenever the correspond-
ing bulk points are coincident or light-like separated. In this section we explain how these
singularities arise from the boundary point of view.
7This is perhaps easiest to see if one represents the smearing functions and correlators using mode sums.
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It may seem a little surprising that the correlators diverge at all, since in field theory one
usually introduces smeared operators to avoid singular correlators. To see what is going on
let us look at how these operators are constructed. It is simplest to work in terms of a mode
sum in frequency space. From (17) or (25) one sees that the smearing is done by multiplying
each mode of the boundary operator by a frequency dependent phase. These phases act as
a regulator which makes the correlator with most other operators non-singular. However for
a given smeared operator one can find certain other smeared operators for which the phases
cancel. For two such operators the correlator has a UV divergence.
To make this explicit consider the correlator of two bulk operators in the Poincare´ patch.
Working in frequency space on the boundary the correlator is
〈φ(T, Z)φ(T ′, Z ′)〉 =
∫ ∞
−∞
dωK(ω|T, Z)K(−ω|T ′, Z ′)〈O(ω)O(−ω)〉 . (35)
The Poincare´ smearing function in frequency space can be read off from (25),
K(ω|T, Z) = 2νΓ(ν + 1)
√
Z
|ω|ν Jν(|ω|Z)e
−iωT
∼ 1|ω|ν+1/2 cos(|ω|Z + const.)e
−iωT
at large |ω|. For an operator of dimension ∆ the boundary correlator in frequency space behaves
as 〈O(ω)O(−ω)〉 ∼ |ω|2ν. For generic bulk points the integrand in (35) has oscillating phases
which regulate the behavior at large ω. But whenever (T, Z) and (T ′, Z ′) either coincide or are
light-like separated the phases cancel and the integral diverges logarithmically in the UV.
It is important to note that, even in the center of AdS, the lightcone singularities of the
bulk theory arise from the UV behavior of the boundary theory. This means, for example, that
any attempt to put a UV cutoff on the boundary theory will modify locality everywhere in the
bulk.
5 AdS2 black holes
5.1 Smearing functions
One can also introduce Rindler coordinates on AdS2
r
R
√
M
=
cos τ
cos ρ
tanh
t
√
M
R
=
sin τ
sin ρ
R
√
M < r <∞ −∞ < t <∞ (36)
ds2 = −
(
r2
R2
−M
)
dt2 +
(
r2
R2
−M
)−1
dr2 .
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PFigure 3: Smearing function for an integer-dimension bulk operator located behind the Rindler
horizon.
The metric looks like a black hole,8 but the “mass” M is just an arbitrary dimensionless
parameter which enters through the change of coordinates. These coordinates only cover an
interval −π/2 < τ < π/2 of global time on the right boundary, but they can be extended in
the usual way to cover an identical interval on the left boundary.
What do smearing functions look like in Rindler coordinates? This depends on whether
the bulk point is inside or outside the Rindler horizon. For a bulk point in the right Rindler
wedge there is no difficulty: we merely have to transform the global smearing function function
(12) to Rindler coordinates. This gives a Rindler smearing function which is non-zero only at
spacelike separation on the right boundary. Likewise for a bulk point in the left Rindler wedge
we can construct a smearing function that is non-zero only at spacelike separation on the left
boundary. But what if the bulk point is inside the horizon? Then we need to modify the
smearing function. Just as in Poincare´ coordinates, our strategy will be to start with the global
smearing function, manipulate it so that it is non-zero only on the boundary of the Rindler
patch, and then convert to Rindler coordinates.
The analysis is simplest when ∆ is an integer. Then we can use (7) to take those parts of
the global smearing function that have left the boundary of the Rindler patch and bring them
back inside. However one obtains a smearing function with support on both the left and right
boundaries of AdS. This is illustrated in Fig. 3.
This can be expressed quite simply in terms of the invariant distance σ. Recall that σ is 2π
periodic in global time, while under the antipodal map
σ(x|Ax′) = −σ(x|x′) φ(Ax) = (−1)∆φ(x) .
8In fact it is the dimensional reduction of a BTZ black hole [19].
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By starting with the global smearing function (12), decomposing it into pieces that are inside
/ outside the Rindler patch, and moving the outside part to the other boundary we have
φ(P ) =
∫ π/2
−π/2
dτ
(
KRglobal (τ |P )φglobal ,R0 (τ) + (−1)∆KLglobal (τ |P )φglobal ,L0 (τ)
)
KRglobal (τ |P ) =
2∆−1Γ(∆ + 1/2)√
π Γ(∆)
lim
ρ→π/2
(σ(τ, ρ|P ) cos ρ)∆−1θ(σ − 1) (37)
KLglobal (τ |P ) =
2∆−1Γ(∆ + 1/2)√
π Γ(∆)
lim
ρ→−π/2
(−σ(τ, ρ|P ) cos ρ)∆−1θ(−σ − 1) .
Here P is any point inside the Rindler horizon.9 To express this in Rindler coordinates it is
convenient to define the left and right Rindler boundary fields φ
Rindler ,L/R
0 (t) = limr→∞ r
∆φ(t, r)
where L (R) refers to the left (right) Rindler wedge. Near the boundary
φ
Rindler ,L/R
0
r∆
∼ cos∆ ρ φglobal ,L/R0
while the change of integration measure is
dτ
cos ρ
=
rdt
R2
.
Putting this all together we have the final expression in Rindler coordinates
φ(P ) =
∫ ∞
−∞
dt
(
KRRindler (t|P )φRindler ,R0 (t) + (−1)∆KLRindler(t|P )φRindler ,L0 (t)
)
KRRindler(t|P ) =
2∆−1Γ(∆ + 1/2)√
π Γ(∆)R2
lim
r→∞
(σ/r)∆−1θ(σ − 1) (38)
KLRindler(t|P ) =
2∆−1Γ(∆ + 1/2)√
π Γ(∆)R2
lim
r→∞
(−σ/r)∆−1θ(−σ − 1) .
Here σ is the invariant distance from P to the point (t, r) on the appropriate boundary,
σ(t, r|t′, r′) = 1
M
[
rr′
R2
±
(
r2
R2
−M
)1/2(
M − r
′2
R2
)1/2
sinh
√
M(t− t′)
R
]
where P is inside the horizon with coordinates (t′, r′) and the upper (lower) sign applies for
(t, r) near the right (left) boundary. Note that the smearing function on the left boundary has
support only on points that are not connected to P by a geodesic (points with σ < −1).
What happens if ∆ is not an integer? Although we no longer have (7), a similar property
holds separately for the positive and negative frequency components of the boundary field (19):
φglobal ,R0± (τ) = e
±iπ∆φglobal ,L0± (τ + π) . (39)
9In fact this expression is valid for any P . However if P is in the left Rindler wedge it is simpler to work
with a smearing function that is non-zero only at spacelike separation on the left boundary.
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We can use this to rewrite the global smearing function in a form similar to (37), where it is
non-zero only on the boundary of the Rindler patch. For a bulk point P inside the horizon
with global coordinates (τ ′, ρ′) we set τ ′ = τ ′0 + 2πn, n ∈ Z and
φ(P ) =
∫ π/2
−π/2
dτ
[
KRglobal (τ |P )
(
e−i2πn∆φglobal ,R0+ (τ) + e
i2πn∆φglobal ,R0− (τ)
)
+KLglobal (τ |P )
(
e−iπ(2n+1)∆φglobal ,L0+ (τ) + e
iπ(2n+1)∆φglobal ,L0− (τ)
)]
(40)
where KR,Lglobal (τ |P ) appear in (37). Expressed in terms of positive and negative frequency global
fields this smearing function consists of two disconnected blobs, one on the left boundary and
one on the right.10 One can switch to Rindler coordinates, however for points inside the horizon
in general one obtains a smearing function that is completely non-local in terms of φ
Rindler ,L/R
0 .
This is worked out in appendix B.
5.2 Thermofield interpretation and black holes
We can regard the AdS2 metric in Rindler coordinates as a prototype for a black hole. A
standard Euclidean calculation shows that the Hawking temperature is 1/β =
√
M
2πR
. By keeping
modes in both the left and right Rindler wedges, the Hartle-Hawking state can be understood
as a thermofield double [20].11
How does this look on the boundary? As discussed in [22] an eternal AdS black hole is dual
to two copies of the CFT in an entangled thermofield state. As we show in appendix A the
thermofield Hamiltonian is
HTF =
√
M
R
(Sˆ1 ⊗ 1 2 − 1 1 ⊗ Sˆ2) .
Here Sˆ is a non-compact conformal generator on the boundary. The thermofield state is anni-
hilated by HTF , and can be formally expressed in terms of Sˆ eigenstates as
|ψ〉 = 1√
Z(β)
∑
n
e−βEn/2|n〉1 ⊗ |n〉2 .
Since the global vacuum is SL(2,R) invariant, this state should also be annihilated by the
global Hamiltonian Rˆ⊗ 1 + 1 ⊗ Rˆ and the Poincare´ Hamiltonian 1 ⊗ Hˆ .
What does this mean as far as constructing local bulk operators? The expressions we
derived in section 5.1 are perfectly applicable. They imply that to put a bulk operator behind
10For a bulk point in the right Rindler wedge or any of its images under τ → τ +2pi one gets a single blob on
the right boundary. For a bulk point in the left wedge or any of its images it is more natural to use a smearing
function with a single blob on the left boundary.
11Despite appearances, the Hartle-Hawking state is independent ofM . In fact the global vacuum, the Poincare´
vacuum and the Hartle-Hawking state are identical [21, 17, 18].
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the horizon of the black hole we need boundary operators that act non-trivially on both copies
of the Hilbert space. Related observations were made in [22].
Let us summarize the picture we have developed. A bulk operator outside the horizon
corresponds to a non-local operator that acts on a single copy of the Hilbert space. As the bulk
point approaches the future (past) horizon the smearing function extends to cover an infinite
range of coordinate time on the boundary: it has support as t→ +∞ (t→ −∞).12 To insert a
bulk operator behind the horizon we need a non-local operator that acts on both copies of the
Hilbert space.
What does this mean from the point of view of an observer outside the black hole, who
can only interact with a single copy of the CFT? Such an observer must trace over the second
copy of the CFT. If no operators are inserted behind the horizon then the trace leads to a
precisely thermal density matrix that describes the black hole. But operator insertions behind
the horizon act on the other copy of the CFT, and modify the resulting density matrix. In
general these modifications will not have a thermal character. Thus, from the point of view of an
outside observer, operator insertions behind the horizon are seen as non-thermal modifications
to the black hole density matrix.
6 Higher dimensional black holes
In the previous section we saw that in order to describe an object inside the Rindler horizon
of a two-dimensional black hole one needs a non-local operator that acts on both copies of the
Hilbert space.13 In this section we show that a similar property holds for a general AdS black
hole. Analogous arguments can be made for bulk points outside of the Poincare´ patch.
A local field φ(U, V,Ω) anywhere in the extended Kruskal diagram can be expanded in terms
of Kruskal creation and annihilation operators.
φ =
∑
i
fi(U, V,Ω)a
i
K + f
∗
i (U, V,Ω)a
i†
K (41)
The Kruskal creation and annihilation operators can be expressed in terms of left and right
creation and annihilation operators using Bogolubov coefficients.
aiK = α
L
ija
j
L + β
L
ija
j†
L + α
R
ija
j
R + β
R
ija
j†
R (42)
ai†K = α
L
ij
∗aj†L + β
L
ij
∗ajL + α
R
ij
∗aj†R + β
R
ij
∗ajR
Since the left and right creation and annihilation operators can be written as a Fourier transform
of operators in one of the copies of the CFT,
ajL ∼
∫
dtddx e−iωjt+ikjxOL(t, x) (43)
12A similar property held in the Poincare´ patch: the signal of the Poincare´ horizon was that the smearing
function extended to Poincare´ time T → ±∞.
13Equivalently one needs an operator that acts both at real time t and at complex time t+ iβ/2.
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ajR ∼
∫
dtddx e−iωjt+ikjxOR(t, x)
we see that a local bulk field anywhere in the Kruskal diagram can be represented as a linear
combination of two operators, one acting on the left and one acting on the right. If the bulk
point is in either the left or the right region then its representation reduces to a single operator
on the appropriate copy.
7 Conclusions
In this paper we related local bulk fields in AdS to non-local operators on the boundary. In
global coordinates we found AdS-covariant smearing functions with support purely at space-
like separation. We then showed how to represent bulk operators that are inserted behind the
Poincare´ horizon, or inside the horizon of a black hole. By construction these boundary oper-
ators reproduce all bulk correlation functions; they therefore respect bulk locality. Light-cone
singularities in the bulk arise from the UV behavior of the boundary theory. Although we
concentrated on AdS2, similar results hold in higher dimensions [6].
It is curious that local operators in the interior of a black hole correspond to boundary
operators that act on both copies of the thermofield double. Note that in the thermal AdS
phase, such operators do not exist: any operator that acts on both copies of the CFT will at
best be bilocal in the (disconnected) bulk spacetime. It is only in the black hole phase that
operators which act on both copies of the CFT can be local in the bulk.
One can even give a boundary description of the fact that the black hole time coordinate
switches from timelike to spacelike at the horizon. In the right Rindler wedge, or more generally
whenever the Killing vector ∂
∂t
is timelike, chronology in the bulk corresponds to chronology on
the boundary: bulk operators which are inserted at the same spatial position but different values
of t correspond to smeared operators on a single boundary that are related by time translation.
This holds in the left and right Rindler wedges, inside the Poincare´ horizon, or even globally
if one uses global time. But for bulk points inside the horizon, a Rindler time translation will
move the left and right boundary operators in opposite directions. This corresponds to the fact
that ∂
∂t
is spacelike inside the horizon.
There are many open questions and directions for future work. Our construction is applica-
ble in the limit of semiclassical supergravity; it would be extremely interesting to understand
1/N and α′ corrections. Non-local operators in the CFT should provide a new tool to study
bulk phenomena such as black hole singularities [23, 24], the interplay of holography and lo-
cality [25], or even non-local deformations of AdS [26]. But at a more fundamental level, one
might ask: purely from the boundary CFT point of view, what if anything would allow one to
identify a particular set of non-local operators as appropriate for describing bulk spacetime?
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A AdS isometries
We review the relationship between isometries of AdS2 and conformal transformations on the
boundary. For a more extensive discussion see [27, 28].
AdS2 can be embedded as a hypersurface
−(X0)2 − (X1)2 + (X2)2 = −R2
in R2,1 with a (− − +) metric. Isometries of AdS2 arise from Lorentz transformations of the
embedding space, with generators
Jµν = ηµσX
σ∂ν − ηνσXσ∂µ .
For example the SL(2,R)-invariant distance function is
σ(x|x′) = 1
2R2
(X −X ′)µ(X −X ′)ν + 1
and the antipodal map is simply A : Xµ → −Xµ.
We would like to understand the action of these isometry generators on the boundary in
different coordinate systems (global, Poincare´ and Rindler). These coordinate systems are
defined as follows [3]:
• Global:

X0 = R sec ρ cos τ
X1 = R sec ρ sin τ
X2 = R tan ρ
with metric: ds2 = R
2
cos2 ρ
(−dτ 2 + dρ2),
• Poincare´:

X0 = (R2 + Z2 − T 2)/2Z
X1 = RT/Z
X2 = (R2 − Z2 + T 2)/2Z
with metric: ds2 = R
2
Z2
(−dT 2 + dZ2),
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• Rindler (with arbitrary dimensionless M):

X0 = r/
√
M
X1 =
√
r2
M
−R2 sinh(√Mt/R)
X2 =
√
r2
M
−R2 cosh(√Mt/R)
with metric: ds2 = −
(
r2
R2
−M
)
dt2 +
(
r2
R2
−M
)−1
dr2.
Near the boundary (ρ→ π/2, z → 0, r→∞) the isometry generators approach
• Global:

J01 = −∂τ
J02 = sin τ∂τ
J12 = − cos τ∂τ
• Poincare´:

J01 = − 12R(T 2 +R2)∂T
J02 = T∂T
J12 =
1
2R
(T 2 − R2)∂T
• Rindler:

J01 = − R√M cosh(
√
Mt/R)∂t
J02 =
R√
M
sinh(
√
Mt/R)∂t
J12 = − R√M ∂t .
Here we are keeping only the leading (divergent) behavior of the vector field near the boundary.
In Poincare´ coordinates the isometries give rise to the usual representation for the conformal
generators on a line,
Hˆ = i∂T = −(i/R)(J01 + J12) (44)
Dˆ = iT∂T = iJ02
Kˆ = iT 2∂T = −iR(J01 − J12) .
Rather than adopting Hˆ as the Hamiltonian one can use a different linear combination of the
conformal generators to evolve in time [29]. This is exactly what is done when using the other
two coordinate systems:
Global: i∂τ =
1
2
(RHˆ + 1
R
Kˆ) = Rˆ
Rindler: i∂t =
√
M
2R
(RHˆ − 1
R
Kˆ) = −
√
M
R
Sˆ.
Here Rˆ (not to be confused with the AdS radius) and Sˆ are compact rotation and non-compact
boost generators, respectively. One can show that when evolving in time using non-compact
generators (such as Sˆ), one cannot cover the entire range −∞ < T < ∞. This is exactly
what happens in Rindler coordinates – Rindler time t only covers half of the boundary of the
Poincare´ patch. When evolving with compact generators such as Rˆ, one does cover the entire
range of T (as global coordinates do) [29].
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B AdS vacua
At various points in the paper we made use of the equivalence between the global, Poincare´
and Hartle-Hawking vacua [21, 17, 18]. In this appendix we review these results and show how
they relate different boundary fields.
We begin with the equivalence between the global and Poincare´ vacua. Bulk modes that
are positive frequency with respect to global time are also positive frequency with respect to
Poincare´ time [17]. This implies that the two bulk vacua are equivalent. To understand the
corresponding relationship between the global and Poincare´ boundary fields, let us start with
a global boundary field that is purely positive frequency
φglobal ,R0+ (τ) =
∞∑
n=0
cne
−iωnτ . (45)
Near the boundary
Z∆φPoincare0 ∼ cos∆ ρ φglobal ,R0
so the corresponding Poincare´ boundary field is equal to the global field times a Jacobian
φPoincare0 (T ) = lim
ρ→π/2
(cos ρ
Z
)∆
φglobal ,R0+ (τ) =
(
2R
T 2 +R2
)∆
φglobal ,R0+ (τ) . (46)
Here τ = 2 tan−1(T/R) = −i log 1+iT/R
1−iT/R so
φPoincare0 (T ) =
(
2
R
)∆ ∞∑
n=0
cn
(1− iT/R)n
(1 + iT/R)n+2∆
. (47)
The Poincare´ boundary field is analytic in the lower half of the complex T plane, so its Fourier
transform
φ˜Poincare0 (ω) =
∫
dTeiωTφPoincare0 (T )
vanishes if ω < 0. Thus it follows from the equivalence of the bulk Poincare´ and global vacua
that a positive-frequency global boundary field corresponds to a positive-frequency Poincare´
boundary field. We used this in section 3.2 to go from (30) to (31). Note that the Jacobian
appearing in (46) is crucial: the global boundary field (45) by itself, when expressed in terms
of Poincare´ time, is not positive-frequency.
Now let us turn to the equivalence between the global and Hartle-Hawking vacua. For these
purposes it is convenient to introduce null Kruskal coordinates
u = tan
τ + ρ
2
v = tan
τ − ρ
2
(48)
in which
ds2 = − 4R
2dudv
(1 + uv)2
. (49)
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v 
= 
0
u = 0
uv = 1
uv = 1
uv = -1 uv = -1
uv = 1
uv = 1
uv = -1 uv = -1
uv
Figure 4: The Kruskal patch, indicated on the AdS Penrose diagram (left) and in the uv plane
(right).
These coordinates cover the region shown in Fig. 4; the restriction −π/2 < ρ < π/2 corresponds
to uv > −1. For u < 0 note that points with uv = −1 make up the boundary of the left Rindler
wedge, while for u > 0 points with uv = −1 make up the boundary of the right Rindler wedge.
Working in the right Rindler wedge (u > 0 and v < 0) mode solutions with normalizable
fall-off near the right boundary of AdS are
φ(u, v) = u−iω(1 + uv)∆F (∆,∆− iω, 2∆, 1 + uv) . (50)
Here −∞ < ω < ∞ is a parameter which can be understood as the frequency measured with
respect to Rindler time, since under the isometry corresponding to a Rindler time translation
u→ eλu v → e−λv
these modes transform by a definite phase φ → e−iωλφ. Note that ω does not correspond to
the frequency measured with respect to a Kruskal time coordinate.
We want to find a set of positive-frequency Kruskal modes14 for which (by construction) the
14Positive frequency only in the sense that they multiply annihilation operators in the mode expansion of the
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Kruskal vacuum will be equivalent to the global vacuum. This depends on making the correct
analytic continuation from right to left. To do this we first write the modes (50) in a more
symmetric form, using a transformation formula for the hypergeometric function
φ(u, v) = (1 + uv)∆
[ Γ(2∆)Γ(iω)
Γ(∆)Γ(∆ + iω)
u−iωF (∆,∆− iω, 1− iω,−uv) +
Γ(2∆)Γ(−iω)
Γ(∆)Γ(∆− iω)(−v)
iωF (∆,∆+ iω, 1 + iω,−uv)
]
. (51)
This makes it clear that, aside from the prescribed behavior near the boundary of AdS, the
modes have branch points on the horizon (at u = 0 or v = 0). A positive frequency Kruskal
mode is defined by analytically continuing from right to left going through the lower half of the
complex u and v planes, while a negative frequency Kruskal mode is defined by analytically
continuing through the upper half u and v planes.15
It is straightforward to obtain the corresponding analyticity properties working in terms of
boundary fields. In Kruskal coordinates we define the boundary field by
φKruskal0 (u) = lim
uv→−1
φ(u, v)
(1 + uv)∆
. (52)
The relation between Kruskal and global boundary fields is then
φKruskal0 (u) =
 limuv→−1
cos∆ ρ
(1+uv)∆
φglobal , R0 (τ) for u > 0
lim
uv→−1
cos∆ ρ
(1+uv)∆
φglobal , L0 (τ) for u < 0 .
(53)
A positive frequency global boundary field takes the form
φglobal ,R0+ (τ) =
∞∑
n=0
cne
−iωnτ , φglobal ,L0+ (τ) =
∞∑
n=0
cn(−1)ne−iωnτ . (54)
Note that
lim
τ→+π/2
φglobal ,L0+ (τ) = e
−iπ∆ lim
τ→−π/2
φglobal ,R0+ (τ) . (55)
Inserting (54) into (53) we find that a positive frequency global boundary field maps to a
Kruskal boundary field given by
φKruskal0 (u) =
∞∑
n=0
cn
(−1)n/2(−iu)∆(u+ i)n
(u− i)2∆+n . (56)
In this expression the branch cut beginning at u = 0 is taken to lie in the upper half complex
u plane in order to reproduce (55). Thus a positive frequency global mode corresponds to a
field. They do not transform by a definite phase under a Kruskal time translation.
15This is the same prescription used in Rindler space [30] or, more generally, on a bifurcate Killing horizon
[20].
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Kruskal mode that is analytic and bounded in the lower half of the complex u plane. We take
this analyticity condition to define a positive frequency Kruskal boundary mode; this makes
the global and Kruskal vacua equivalent on the boundary (just as they were equivalent in the
bulk).
With this definition, from (51) a positive-frequency Kruskal mode can be characterized by
the boundary behavior
φKruskal0+ (u) =
{
u−iω for u > 0
e−πω(−u)−iω for u < 0
while a negative-frequency Kruskal mode is characterized by
φKruskal0− (u) =
{
u−iω for u > 0
e+πω(−u)−iω for u < 0 .
At this point it is convenient to switch to Rindler coordinates. The relation is
u = ±
(
r −√MR
r +
√
MR
)1/2
e
√
Mt/R v = ∓
(
r −√MR
r +
√
MR
)1/2
e−
√
Mt/R
where the upper (lower) sign holds in the right (left) Rindler wedge. The Jacobian for switching
from Kruskal to Rindler is a constant,
φRindler0 = lim
r→∞
(r(1 + uv))∆φKruskal0 = (2
√
MR)∆φKruskal0 ,
so we can characterize Rindler modes which are positive or negative frequency with respect to
Kruskal time as having the behavior
φRindler ,R0± ∼ e−iωt φRindler ,L0± ∼ e∓βω/2e−iωt
where β = 2πR/
√
M is the inverse temperature of the black hole. Finally, this lets us define a
projection operator which picks out the part of the Rindler boundary field which is positive or
negative frequency with respect to Kruskal time. Let
φ˜
Rindler ,L/R
0 (ω) =
∫ ∞
−∞
dt eiωtφ
Rindler ,L/R
0 (t)
be the Fourier transform of the Rindler boundary field. Then Rindler boundary fields which
are positive or negative frequency with respect to Kruskal time are given by
φRindler ,R0± (t) =
∫ ∞
−∞
dω
2π
f±(ω)e
−iωt (57)
φRindler ,L0± (t) =
∫ ∞
−∞
dω
2π
f±(ω)e
∓βω/2e−iωt
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where the conditions
f+ + f− = φ˜
Rindler ,R
0 (58)
f+e
−βω/2 + f−e
βω/2 = φ˜Rindler ,L0
fix
f+(ω) =
φ˜Rindler ,R0 (ω)e
βω/2 − φ˜Rindler ,L0 (ω)
2 sinh βω/2
(59)
f−(ω) =
φ˜Rindler ,L0 (ω)− φ˜Rindler ,R0 (ω)e−βω/2
2 sinh βω/2
.
Multiplying by the Rindler-to-global Jacobian
lim
r→∞
1
(r cos ρ)∆
=
(
cosh(
√
Mt/R)√
MR
)∆
(60)
the boundary fields (57) become positive or negative frequency with respect to global rather
than Kruskal time. They can then be substituted in (40) to obtain the Rindler smearing
function for a point inside the horizon.
References
[1] J. M. Maldacena, The large N limit of superconformal field theories and supergrav-
ity, Adv. Theor. Math. Phys. 2, 231 (1998) [Int. J. Theor. Phys. 38, 1113 (1999)]
[arXiv:hep-th/9711200].
[2] O. Aharony, S. S. Gubser, J. M. Maldacena, H. Ooguri and Y. Oz, Large N field theories,
string theory and gravity, Phys. Rept. 323, 183 (2000) [arXiv:hep-th/9905111].
[3] V. Balasubramanian, P. Kraus and A. E. Lawrence, Bulk vs. boundary dynamics in anti-de
Sitter spacetime, Phys. Rev. D 59, 046003 (1999) [arXiv:hep-th/9805171];
V. Balasubramanian, P. Kraus, A. E. Lawrence and S. P. Trivedi, Holographic probes of
anti-de Sitter space-times, Phys. Rev. D 59, 104021 (1999) [arXiv:hep-th/9808017].
[4] T. Banks, M. R. Douglas, G. T. Horowitz and E. J. Martinec, AdS dynamics from confor-
mal field theory, arXiv:hep-th/9808016.
[5] For a recent treatment see D. Marolf, States and boundary terms: subtleties of Lorentzian
AdS/CFT, arXiv:hep-th/0412032.
[6] A. Hamilton, D. Kabat, G. Lifschytz and D. Lowe, to appear.
[7] V. Balasubramanian, S. B. Giddings and A. E. Lawrence, What do CFTs tell us about
anti-de Sitter spacetimes?, JHEP 9903, 001 (1999) [arXiv:hep-th/9902052].
25
[8] I. Bena, On the construction of local fields in the bulk of AdS(5) and other spaces, Phys.
Rev. D 62, 066007 (2000) [arXiv:hep-th/9905186].
[9] K. H. Rehren, Algebraic holography, Annales Henri Poincare 1, 607 (2000)
[arXiv:hep-th/9905179];
K. H. Rehren, Local quantum observables in the anti-de Sitter - conformal QFT corre-
spondence, Phys. Lett. B 493, 383 (2000) [arXiv:hep-th/0003120].
[10] G. T. Horowitz and N. Itzhaki, Black holes, shock waves, and causality in the AdS/CFT
correspondence, JHEP 9902, 010 (1999) [arXiv:hep-th/9901012];
D. Kabat and G. Lifschytz, Gauge theory origins of supergravity causal structure, JHEP
9905, 005 (1999) [arXiv:hep-th/9902073];
J. P. Gregory and S. F. Ross, Looking for event horizons using UV/IR relations, Phys.
Rev. D 63, 104023 (2001) [arXiv:hep-th/0012135];
V. E. Hubeny, M. Rangamani and S. F. Ross, Causal structures and holography,
arXiv:hep-th/0504034.
[11] E. Witten, Anti-de Sitter space and holography, Adv. Theor. Math. Phys. 2, 253 (1998)
[arXiv:hep-th/9802150].
[12] S. S. Gubser, I. R. Klebanov and A. M. Polyakov, “Gauge theory correlators from non-
critical string theory,” Phys. Lett. B 428, 105 (1998) [arXiv:hep-th/9802109].
[13] D. Z. Freedman, S. D. Mathur, A. Matusis and L. Rastelli, Correlation functions in the
CFT(d)/AdS(d+1) correspondence, Nucl. Phys. B 546, 96 (1999) [arXiv:hep-th/9804058].
[14] I. R. Klebanov and E. Witten, AdS/CFT correspondence and symmetry breaking, Nucl.
Phys. B 556, 89 (1999) [arXiv:hep-th/9905104].
[15] P. Breitenlohner and D. Z. Freedman, Stability in gauged extended supergravity, Annals
Phys. 144, 249 (1982).
[16] I. Gradshteyn and I. Ryzhik, Table of integrals series and products (Academic Press, 1994).
[17] U. H. Danielsson, E. Keski-Vakkuri and M. Kruczenski, Vacua, propagators, and holo-
graphic probes in AdS/CFT, JHEP 9901, 002 (1999) [arXiv:hep-th/9812007].
[18] M. Spradlin and A. Strominger, Vacuum states for AdS(2) black holes, JHEP 9911, 021
(1999) [arXiv:hep-th/9904143].
[19] A. Achucarro and M. E. Ortiz, Relating black holes in two-dimensions and three-
dimensions, Phys. Rev. D 48, 3600 (1993) [arXiv:hep-th/9304068].
[20] W. Israel, Thermo field dynamics of black holes, Phys. Lett. A 57, 107 (1976).
[21] G. Lifschytz and M. Ortiz, Scalar field quantization on the (2+1)-dimensional black hole
background, Phys. Rev. D 49, 1929 (1994) [arXiv:gr-qc/9310008].
26
[22] J. M. Maldacena, Eternal black holes in anti de Sitter, JHEP 0304, 021 (2003)
[arXiv:hep-th/0106112].
[23] P. Kraus, H. Ooguri and S. Shenker, Inside the horizon with AdS/CFT, Phys. Rev. D 67,
124022 (2003) [arXiv:hep-th/0212277].
[24] L. Fidkowski, V. Hubeny, M. Kleban and S. Shenker, The black hole singularity in
AdS/CFT, JHEP 0402, 014 (2004) [arXiv:hep-th/0306170].
[25] D. A. Lowe and L. Thorlacius, “AdS/CFT and the information paradox,” Phys. Rev. D
60, 104012 (1999) [arXiv:hep-th/9903237].
[26] O. Aharony, M. Berkooz and B. Katz, Non-local effects of multi-trace deformations in the
AdS/CFT correspondence, arXiv:hep-th/0504177.
[27] G. W. Gibbons and P. K. Townsend, Black holes and Calogero models, Phys. Lett. B 454,
187 (1999) [arXiv:hep-th/9812034].
[28] M. Cadoni and S. Mignemi, Asymptotic symmetries of AdS(2) and conformal group in
d = 1, Nucl. Phys. B 557, 165 (1999) [arXiv:hep-th/9902040].
[29] V. de Alfaro, S. Fubini and G. Furlan, Conformal invariance in quantum mechanics, Nuovo
Cim. A 34, 569 (1976).
[30] N. D. Birrell and P. C. W. Davies, Quantum Fields In Curved Space, (Cambridge, 1982).
27
