Weather models differ in their ability to forecast, at medium range, atmospheric blocking and the associated structure of upper-level Rossby waves. Here, we evaluate the effect of a model's dynamical core on such forecasts. Operational forecasts from the ensemble prediction systems (EPSs) of the European Centre for Medium-range Weather Forecasts (ECMWF), the Met Office (MO) and the Korean Meteorological Administration (KMA) are used. Northern hemisphere model output is analysed from winters before and after a major upgrade to the dynamical core of the MO-EPS. The KMA-EPS acts as a control as it uses the same model as the MO-EPS, but used the older dynamical core throughout. The confounding factor of resolution differences between the MO-EPS and the KMA-EPS is assessed using a MO forecast model hindcast experiment with the more recent dynamical core, but the operational resolution of the KMA-EPS. The introduction of the new dynamical core in the MO-EPS has led to increased forecast blocking frequency, at lead times of five and seven days, counteracting the typicallyobserved reduction in blocking frequency with lead time. Hit rates of blocking activity, onset and decay are also increased in the main blocking regions (without a corresponding increase in false positive rate). The previously-found reduction of upper-level ridge area and tropopause sharpness (measured by isentropic potential vorticity gradient) with lead time is also reduced with the new dynamical core. This dynamical core improvement (associated with a reduction in implicit damping) is thus demonstrated to be at least as effective as operational resolution improvements in improving forecasts of upper-level Rossby waves and associated blocking.
Introduction
Atmospheric blocks are nearly stationary large-scale weather patterns that effectively redirect (or block) mobile cyclones. They are often associated with a large-amplitude, synoptic-scale, quasi-stationary anticyclone in the extratropics. This phenomenon has a strong influence on mid-latitude weather as it can lead to high-impact weather events, locally and downstream, due to its scale and persistence. Despite its importance, atmospheric blocking remains difficult to represent in weather and climate models. For example, Schiemann et al. (2017) showed that even though the representation of Euro-Atlantic blocking tends to improve with resolution, models still exhibit large biases, tending to underestimate winter northern European blocking even at a relatively fine 25-km grid spacing. The purpose of this study is to evaluate the impact of a model's dynamical core on its representation of blocking, specifically a change of dynamical core leading to a reduction in implicit damping.
Medium-range forecasts have demonstrated skill in predicting aspects of blocking for more than a decade. For example, Pelly and Hoskins (2003) found skill in the European Centre for Medium-Range Weather Forecasts (ECMWF) Ensemble Prediction System (EPS) predictions of (instantaneous) blocking and blocking episodes (with persistence of at least four days) out to 10 days over the Euro-Atlantic sector. They also showed that control forecasts remain skilful for block onset relative to climatology until day five of the forecast in the ECMWF-EPS and concluded that onsets are harder to predict than the decay of blocking. After classifying ECMWF-EPS Euro-Atlantic sector forecasts by weather regimes, Ferranti et al. (2015) found that blocking leads to the least accurate forecasts, with an underestimation of blocking persistence and large ensemble spread in forecasts initiating blocking as well as difficulties in the prediction of the transition to blocking (in agreement with Pelly and Hoskins (2003) and Tibaldi and Molteni (1990) ). Matsueda (2009) found that blocking frequency tended to be underestimated by ensemble forecasts from several operational centres beyond a lead time of five days in winters (December-February: DJF) between 2006/07 and 2009/10. Using single-member hindcasts from the NCEP Climate Forecast System version 2, Jia et al. (2014) found skilful forecasts of wintertime blocking activity in the Northern Hemisphere (NH) at lead times up to nine and seven days over the Euro-Atlantic and Pacific sectors, respectively, but less skill in blocking onset and decay.
Upper-level Rossby waves, manifest in the strong potential vorticity (PV) gradient region along the extratropical (dynamical) tropopause, are associated with mid-latitude tropospheric cyclones and anticyclones. Therefore, Rossby waves greatly influence the generation of midlatitude weather. Through analysis of seven winters from 2006/07-2012/13 in three EPSs, Gray et al. (2014) found systematic forecast errors in the structure of Rossby waves in terms of a reduction in Rossby-wave amplitude and tropopause sharpness with lead time. In agreement with those results, Giannakaki and Martius (2016) found systematic errors in the area and strength of Rossby waveguides, defined as long and narrow bands of strong isentropic PV gradient, in ECMWF forecasts compared to reanalyses. There is a causal relationship between diabatic processes and ridge development (Davis et al., 1993) . Latent heat release is known to have an effect on ridge building by advection of low-PV air into the ridge, which enhances the divergent flow at upper levels (Riemer and Jones, 2010) and 'tropopause uplifting' (Bosart and Lackmann, 1995) . Furthermore, it has been shown that the reduction in Rossby-wave amplitude is linked to diabatic processes through errors in forecasts of warm conveyor belts (Martínez-Alvarado et al., 2016) . Harvey et al. (2016) has also shown that the reduction of isentropic PV gradient can be linked to slower eastward propagation of Rossby waves and to a reduction in Rossby-wave amplitude. The correspondence between errors in the structure of Rossby waves (Gray et al., 2014) and those in the structure of Rossby waveguides (Giannakaki and Martius, 2016) , and the relationship of the former with warm conveyor belts (Martínez-Alvarado et al., 2016) suggest that these errors have a direct impact on the synoptic variability of models. However, their impact on the representation of stationary waves is not known.
Atmospheric blocking and the structure of upper-level Rossby waves are not independent of each other. As well as an anomaly in geopotential height, atmospheric blocking can be conceptualised as a negative anomaly in the PV field (Schwierz et al., 2004; Röthlisberger et al., 2016) . Negative PV anomalies can, in turn, be viewed as ridges in Rossby-wave structure. The dynamical association between Rossby-wave ridges and the anticyclones that define blocking imply that changes in the numerical representation of Rossby-wave ridges should lead to changes in the representation of atmospheric blocking. Consistent with this relationship, de Vries et al. (2013) found that future changes of seasonal atmospheric blocking activity can be explained by changes in the strength and variance of the mean upper-level zonal circulation.
The Met Office (MO) introduced a new dynamical core into its operational weather forecast model (the Unified Model: MetUM) in 2014. The new dynamical core is characterised by a reduction in implicit damping with respect to its predecessor. It has been previously shown that the reduced implicit damping has increased extratropical atmospheric variability in the model as measured, for example, by eddy kinetic energy (Walters et al., 2014 (Walters et al., , 2017 . Consistent with the increase in eddy kinetic energy, the new dynamical core has removed a detected loss in extratropical cyclone intensity with forecast lead time in models based on the previous core (Walters et al., 2017) . Mid-latitude cyclones and jets are more intense with the new dynamical core and, occasionally, too intense in comparison with corresponding analyses (Mittermaier et al., 2016; Walters et al., 2017) .
The MetUM dynamical core upgrade and the availability of The International Grand Global Ensemble (TIGGE, Bougeault et al., 2010) , which is an archive of operational forecasts from several forecast centres including the Met Office from 2006 to date, provides an opportunity to study the effects of the improved representation of extratropical variability and cyclone intensity on large-scale circulation features, using ensemble forecasts from other operational centres as control cases. In this study we focus on atmospheric blocking and the structure of upper-level Rossby waves. Thus, this article aims at answering the following questions: does a reduction in implicit damping in a model's dynamical core change the representation of atmospheric blocking and upper-level Rossby waves?; and, if so, are these changes consistent with the known dynamical link between the two features?
The rest of the article is organised as follows. A description of the new dynamical core features in the MetUM is given in Section 2. The data and methodology are presented in Section 3. The results are presented as two linked studies: (i) an analysis of atmospheric blocking in EPSs (presented in Section 4) and (ii) an analysis of upper-level Rossby waves in EPSs (presented in Section 5). Section 6 summarises and concludes this work.
The MetUM dynamical cores
The NewDynamics dynamical core (Davies et al., 2005) of the Met Office Unified Model (MetUM) was upgraded to the ENDGame (Even Newer Dynamics for General atmospheric modelling of the environment) dynamical core in July 2014. Both the NewDynamics and ENDGame dynamical cores use a finite-difference discretisation of the nonhydrostatic deep-atmosphere dynamical equations with semi-implicit, semi-Lagrangian integration schemes (Walters et al., 2017) . Moreover, both cores use Arakawa C-grid staggering in the horizontal (Arakawa and Lamb, 1977) and are terrain-following with a hybrid-height CharneyPhillips (Charney and Phillips, 1953) vertical staggering. The following are the differences between the two cores:
• ENDGame introduces a nested iterative approach for each atmospheric time step reducing the need for off-centring (time weights) used in the calculation of the departure point in the semi-Lagrangian scheme (see e.g. Shutts and Vosper, 2011) .
• The special treatment of potential temperature and the continuity equation in NewDynamics are abandoned for a full semi-Lagrangian discretisation of all prognostic variables in ENDGame.
• The horizontal staggering of variables has been modified in ENDGame to avoid solving the Helmholtz equation at the poles.
• The explicit horizontal and targeted diffusion used in NewDynamics are no longer required in ENDGame.
Together with improvement to physical parametrizations and increased resolution, the introduction of ENDGame constitutes the Global Atmosphere 6 (GA6) configuration of the MetUM. Full details on the GA6 configuration and the differences between ENDGame and NewDynamics can be found in Walters et al. (2017) . As discussed in that paper, these changes in the MetUM have improved the accuracy, scalability and numerical stability of the model. The improvement in extratropical circulation with the GA6 configuration seen in Walters et al. (2017) was attributed to the reduced implicit damping with the ENDGame dynamical core rather than a result of physical parametrization improvements.
Data and methodology
The operational forecasts used and a bespoke MetUM simulation are presented in Section 3.1, and the diagnostics used to assess atmospheric blocking and the structure of Rossby waves are presented in Section 3.2.
Model forecast data

Operational forecasts
The present study focuses on four winters, DJF 2012/13-2015/16, motivated by the introduction of ENDGame into the operational version of the Global configuration of the Met Office Global Ensemble Prediction System (MOGREPS-G) (Bowler et al., 2008 (Bowler et al., , 2009 Tennant et al., 2011; Williams et al., 2015) in July 2014. This choice spans two winters before and two winters after the introduction of ENDGame; these periods are hereafter referred to as the NewDynamics and ENDGame eras, respectively Daily 1200 UTC data from three operational EPSs, namely MOGREPS (Bowler et al., 2008 (Bowler et al., , 2009 Tennant et al., 2011; Williams et al., 2015) , the ECMWF EPS (Molteni et al., 1996; Buizza et al., 1999) , and the KMA-EPS, are used for both studies (blocking and upper-level Rossby waves). The KMA-EPS is included because its underlying numerical model is the MetUM with NewDynamics throughout the period of analysis; this offers an opportunity to compare the two dynamical cores in operational setups. A comparison between the configuration of the three EPSs in terms of horizontal and vertical resolution and the generation of initial ensemble perturbations is presented in Table 1 .
The data has been obtained from the TIGGE archive (Park et al., 2008) . Geopotential height at 500 hPa (Z 500 ) interpolated onto a regular 2.5
• grid is used in the study of atmospheric blocking. PV on the 320-K isentropic surface interpolated onto a regular 1
• grid is used in the study of Rossby-wave structure; this particular isentropic surface is often used for the study of Rossby-wave structure and is chosen here because it is the only isentropic surface for which PV is available in the TIGGE archive. Tests using a regular 1
• grid (instead of the regular 2.5
• grid) for the study of atmospheric blocking showed that the conclusions are not sensitive to the grid resolution within this range (not shown) and the coarser resolution data were used for computational speed.
MetUM experiment
Differences in the representation of atmospheric blocking and upper-level Rossby waves are likely to be affected by differences in resolution as well as differences in the dynamical core.
To determine the impact of this confounding factor on the comparison of forecasts from MO-GREPS and the KMA-EPS, a single-member MetUM run (hereafter ENDGame-RERUN) was performed for the winter 2013/14 with ENDGame and the associated physical parametrization package at a horizontal resolution of N320 (the same resolution as used by the KMA-EPS) and 70 vertical levels (with model top at 80 km). Forecasts were initiated from the Met Office analyses of the day. The output of this run is compared to the operational control-member forecasts from MOGREPS and the KMA-EPS which were both produced using the NewDynamics dynamical core; the resolution of the ENDGame-RERUN is the same as that used by the KMA-EPS and higher than that used by MOGREPS, allowing a relatively clean diagnosis of the relative roles of resolution and dynamical core differences in the atmospheric evolution.
Diagnostic methods
Atmospheric blocking
The blocking index proposed by d 'Andrea et al. (1998) is used in this study, following Matsueda (2009) . This index is one-dimensional, instantaneous (no persistence criteria) and based on the meridional gradients of Z 500 . Whilst this is a simple index and has several limitations, it is known to be capable of identifying basic blocking features (Barriopedro et al., 2010) and is sufficient for a forecast/reanalysis comparison such as this study. The gradient to the south (GHGS) and north (GHGN) of a central latitude are defined as follows:
where φ n = 77.5
were chosen because the data are interpolated onto a 2.5
• grid following Matsueda (2009) . The same ∆ is used for φ n , φ 0 and φ s . A specific longitude is defined as blocked if (for at least one value of the same ∆) both
and Figure 1 illustrates an example Z 500 field that satisfies these conditions. The first condition (2) ensures easterly flow to the south of a central blocked latitude, φ 0 , while the second (3) ensures strong westerly flow to the north. Several studies (e.g. Lejenäs et al., 1983) provide evidence that these conditions are suitable for identifying the characteristics of a blocked situation. The regions that are most prone to blocking are defined similarly to Matsueda (2009) as the Euro-Atlantic (EA) sector (27.5
• W-40
• E) and the Pacific (PA) sector (120
To take into account the longitudinal extent of blocking, a sector is then defined as blocked if three or more adjacent longitudinal grid boxes within the sector are blocked on a specific day (also following Matsueda (2009)). The onset date of a blocked sector is defined as the date when the sector transitions from a non-blocked to a blocked state and the decay date is the date when the sector becomes non-blocked after being blocked previously. Blocking frequency, defined as the fractional number of blocked days in a winter, was computed from the ensemble-mean forecasts from each EPS for the four winters considered and Matsueda (2009) , who found that blocking frequency is well forecast up to a lead time of five days and is under-predicted at longer lead times, taking the Japanese 25-year Reanalysis (Onogi et al., 2007) as the reference.
To assess the ability of forecasts to predict the timing of blocking, hit rate analyses for blocking activity, block onset and block decay were performed for ensemble forecasts at lead times from three to seven days also using ERA-I as the reference. The hit rate, H, and false positive rate, F , for a given event are defined, using the contingency table in Table 2 , as follows (e.g. Wilks, 2011; Jia et al., 2014) :
A good forecast will have a high hit rate and low false positive rate. Hit rates and false positive rates were also calculated for a randomly generated set of each event (e.g. block onsets) to determine if the operational forecasts performed better than a random forecast. The random sequence of events was constructed by randomly choosing whether an event occurred or not on a day in winter given the probability that it occurred in ERA-I in that period. 10000 random sequences of events were constructed and the hit rates and false positive rates were calculated and then averaged to give a hit rate and false positive rate for random forecasts of each event.
Blocking activity is defined as unity for a day when blocking is present and zero otherwise. Blocking onset is defined as occurring in the ERA-I data if blocking is present on the day being considered, but absent on the previous day. For the ensemble forecasts, onset occurs on a particular day and for a particular lead time if blocking is present on that day for that lead time forecast, but absent in that same forecast on the previous day. Blocking decay is defined analogously as occurring on the first day that a block is absent after being present on the previous day. No persistence criteria for blocking events is set to keep the sample size of events as large as possible and for direct comparability with Matsueda (2009) . Blocking frequency, hit rates and false positive rates were compared for events occurring in the NewDynamics and ENDGame eras.
Ensemble spread (inter-quartile range) is included for the analysis of blocking forecasts. The forecast of blocking frequency, activity, onset and decay are calculated separately for each ensemble member to calculate the ensemble spread. This assumes that the forecast from a given ensemble member for two different initialisation days are somehow related, which is not necessarily true. To test the representativity of the spread calculated in this way we also calculated the spread by choosing multiple random paths through the different ensemble members for each day to follow possible evolutions the system could have taken. The spread calculated with 10000 possible random ensemble member sequences is very similar to the spread calculated using consistent ensemble members, supporting the approach taken. For blocking frequency the spread is calculated at the peak of blocking frequency seen in ERA-I within the PA sector. The spread is similar in the EA sector and much smaller where there is infrequent blocking (not shown). For the hit rate analyses, ensemble spread is only plotted for hit rates for clarity of presentation. However, it is of similar magnitude for the false positive rates (not shown).
Rossby-wave structure
Following Gray et al. (2014) , forecasts of Rossby-wave structure are evaluated via two parameters: Rossby-wave ridge area and isentropic PV gradient at the tropopause. To define these two parameters, we need to first define the concepts of equivalent latitude, the tropopause, Rossby-wave pattern and Rossby-wave ridges on the 320-K isentropic surface used in this work.
Equivalent latitude, φ e , for a given PV contour is the latitudinal circle of a zonally-symmetric background state that contains the same mass and circulation as that contour in the full flow. Computing equivalent latitudes for all PV contours yields a background state, known as the modified Lagrangian mean (e.g. Nakamura, 1995) , given by the latitudinal location of the resulting zonally-symmetric PV contours. Further details on the calculation and interpretation of equivalent latitudes can be found in Methven and Berrisford (2015) .
The tropopause on the 320-K isentropic surface is defined here as the 2.24 PVU (PV units where 1 PVU = 10 −6 K m 2 kg −1 s −1 ) contour. The value 2.24 PVU has been chosen because it corresponds to the average location of the strongest PV gradient in the background state (Gray et al., 2014) . A Rossby-wave pattern on the 320-K isentropic surface at a given time is defined here as the (unique) tropopause contour that spans every longitude. Contours that span only a limited range of longitudes correspond to cut-off lows or highs depending on their location (south or north) with respect to the Rossby-wave pattern.
Rossby-wave ridges are outlined by all the points along the tropopause contour with a latitude φ > φ e ; similarly, Rossby-wave troughs are outlined by all the points along the tropopause contour with a latitude φ < φ e . Rossby-wave ridge area is defined as the area enclosed between the Rossby-wave ridge outline and φ e .
The same set of equivalent latitudes for the tropopause contour used in Gray et al. (2014) has also been used in this work. This set was computed from the ERA-I reanalyses for the fifteenth day of each month from November to March 2009/10. These values were then linearly interpolated to daily values for each day. The calculated ridge areas will be dependent on the prescribed φ e . However, the conclusions of the present investigation are independent of the precise values chosen for φ e because the ridge areas are classified and compared according to validation times: in a perfect forecast the ridge area would be the same as that in the analysis for the same validation time at all lead times as long as the same φ e is used for both forecast and analysis.
The isentropic PV gradient at the tropopause, calculated as the magnitude of the 2D vector ∇ θ PV written in spherical coordinates for an isentropic surface and evaluated at the tropopause, is computed by bi-linearly interpolating the magnitude of the PV gradient onto a set of equallyspaced points along the tropopause contour (this is a different calculation method to that used by Gray et al. (2014) ). The uniform spatial separation between tropopause points has been arbitrarily set to 50 km; however, the results are not particularly sensitive to this choice (not shown). The number of points changes from day to day with the length of the tropopause contour. The PV gradient is calculated for a given validation time as the median of the PV gradients at the tropopause points. The median has been chosen as the statistic that best represents the centre of the resulting skewed distribution (not shown).
The methodology used to characterise Rossby-wave structure in Gray et al. (2014) is here extended in two ways. First, rather than only presenting hemispheric results, a sector analysis is introduced by defining the Greenland-Euro-Atlantic (GEA, 90
• E) and Pacific-North America (PNAm, 120
• E-90
• W) sectors, akin to those in the atmospheric blocking analysis (see Section 3.2.1) but spanning larger longitude ranges under the assumption that a blocked region would be surrounded by a ridge outline. Second, rather than exclusively studying the control members in each EPS, whole ensembles are investigated by computing Rossby-wave ridge area and isentropic PV gradient at the tropopause, hemispherically and sector-by-sector, for each member in each ensemble. The ERA-I data reveals a large inter-annual variability in the pattern of NH blocking frequency (grey shadings in Fig. 2) . Atmospheric blocking over the EA sector is more frequent than that over the PA sector during winter 2012/13. This pattern is reversed during the next two winters, especially during 2013/14. Among the four winters considered, 2015/16 stands out as a winter with suppressed atmospheric blocking in both the EA and PA sectors in comparison with the three previous years.
Operational EPS forecasts
Blocking forecasts are first considered separately for each winter in the study period before synthesizing the results. During 2012/13, every EPS performed reasonably well at predicting blocking frequency over the EA and PA sectors, even at nine days lead time ( Fig. 2(a-c) ). However, the EA maximum was underestimated and the PA maximum was slightly overestimated by every EPS beyond seven days lead time.
In five-day forecasts for 2013/14, the ECMWF-EPS and the KMA-EPS accurately predicted blocking frequency over the EA sector (Fig. 2d) . At that lead time, the ECMWF-EPS also produced an accurate prediction of the secondary blocking frequency peak over the Pacific (around 150
• E), but underestimated the primary peak (around 200 • E). The KMA-EPS underestimated blocking frequency over the whole PA sector. During that same winter, five-day MOGREPS forecasts slightly underestimated blocking frequency over both sectors. Nevertheless, every EPS was able to produce the single-and double-peaked patterns observed over the EA and PA sectors, respectively. However, as lead time increased, the quality of the forecasts decreased. Even at seven days lead time (Fig. 2e) , a wider sector of blocking activity was forecast over the EA sector than was observed and the forecast maxima in blocking frequency over the Pacific was underestimated by every EPS; this underestimation is worse at nine days lead time. During 2014/15, every EPS reproduced the hemispheric structure of blocking frequency, mainly given by a single blocking frequency peak over the EA sector and a double peak over the PA sector, at five days lead time (Fig. 2g) . However, while the ECMWF-EPS accurately predicted blocking frequency over the two sectors, the KMA-EPS underestimated it over the EA sector and MOGREPS overestimated it over the PA sector. In contrast with the previous winter, both the ECMWF-EPS and MOGREPS performed well at seven days lead time even though the overestimation of blocking frequencies by MOGREPS was enhanced and those predicted by the ECMWF-EPS over the PA sector had started to decay by this lead time (Fig. 2h) . Blocking frequencies forecast by the KMA-EPS, on the other hand, had noticeably reduced over both the EA and PA sectors by seven days lead time.
The suppressed blocking frequency during DJF 2015/16 was slightly over-predicted in the region around 75
• E (blocking frequency peaked to the east of the EA region in this winter)
by every EPS and well predicted by the ECMWF-EPS and MOGREPS, but slightly underpredicted by the KMA-EPS, over the PA sector at five days lead time (Fig. 2) . The same forecast error pattern was produced at seven days lead time, but the errors were enhanced with respect to those at five days lead time (Fig. 2j) . The spread in the ECMWF-EPS, shown in the box and whisker plots in Figure 2 , is generally consistent for each winter and lead time considered. The MOGREPS and KMA-EPS have similar ensemble distributions in winters 2012/13-2013/14, consistent with the EPSs having similar ensemble mean forecasts. In winters 2014/15-2015/16 the forecast of blocking frequency is clearly increased in the whole MOGREPS ensemble compared to the KMA-EPS at both five and seven days lead time.
We conclude that the ECMWF-EPS performance was consistent across the four winters despite changes in model configuration ( Table 1 ). The performance of the KMA-EPS was similar to that of MOGREPS at all lead times in the NewDynamics era (i.e. before the introduction of ENDGame). This similarity was no longer present in the ENDGame era. Another aspect that highlights the contrasting performance between MOGREPS and the KMA-EPS in the two eras is a change in the tendency of the forecast frequency of frequently blocked regions to decrease with forecast lead time. This blocking frequency reduction has been a long-standing issue: it was already identified by Tibaldi and Molteni (1990) , who showed a reduction in amplitude of the main peaks in blocking frequency with lead time in operational ECMWF winter forecasts between 1980 and 1987. During the NewDynamics era, there is generally a decay in forecast frequency with lead time in all three EPSs (Figs. 2(a-c) and 2(d-f) ). This tendency is absent and even opposite in MOGREPS during the ENDGame era, whereas it is maintained in the other two EPSs (Figs. 2(g-h) and 2(i-j)).
ENDGame-RERUN
The blocking frequency produced by the ENDGame-RERUN, together with that from the control members from the three operational EPSs considered and ERA-I, is presented in Fig. 3 . Blocking frequency for winter 2013/14 is shown for forecasts at five, seven, and nine days lead time. The control members from MOGREPS and the KMA-EPS show similar features to the ensemble mean forecasts at five days lead time (cf. Fig. 3a and Fig. 2d ). For instance, the maxima in blocking frequency over the Pacific is under-predicted by both control members. However, unlike the MOGREPS ensemble mean, which underestimated the peak in EA-sector blocking frequency, the MOGREPS control member reproduced this feature. The control member from the ECMWF-EPS generally performs better than the ensemble mean, particularly at a lead time of nine days.
At lead times of five and seven days, the control members from the ECMWF-EPS and the ENDGame-RERUN perform better than those from the KMA-EPS and MOGREPS (Fig. 3(a,b) ). Furthermore, the ENDGame-RERUN forecast the highest peak in blocking frequency over the PA sector more accurately than any other EPS at these lead times; this is consistent with the accurate forecasts from MOGREPS with ENDGame run operationally during 2014/15 and 2015/16 (Fig. 2(g-j) ). At nine days lead time, the ENDGame-RERUN under-predicts blocking in the PA sector (as does the control member from the ECMWF-EPS), although it performs better than both MOGREPS and the KMA-EPS; in contrast, the ENDGame-RERUN overpredicts blocking over the EA sector and Eastern Europe, although it does not capture the peak blocking frequencies. 
Hit rate analysis
In this section, the model representation of the temporal behaviour of blocking in the EA and PA sectors is assessed in terms of blocking activity (Section 4.2.1) and blocking onset and decay (Section 4.2.2). For ease of presentation, results for the two winters during which MOGREPS used the NewDynamics dynamical core (2012/13 and 2013/14) are combined, as are the results for the two winters during which MOGREPS used the ENDGame dynamical core (2014/15 and 2015/16). It is better to compare the performance of different EPSs within each of these periods than compare how each EPS performs for the two periods because hit rates and false positive rates are sensitive to the observed blocking frequency.
Blocking activity
Hit rates and false positive rates as functions of lead time for each EPS are presented in Fig. 4 , which also includes the hypothetical hit rates and false positive rates for a randomly-generated period of blocking activity with the same probability of blocking as in ERA-I (grey lines in Fig. 4) . Blocking activity hit rates and false positive rates for all the EPSs remain above the hit rates and below the false positive rates, respectively, for the randomly-generated blocking activity, which implies that the ensemble forecasts have more skill at forecasting blocking activity than a random forecast for lead times up to (at least) seven days.
We first discuss hit rates and false positive rates over the EA sector (Fig. 4a,b) , followed by those for the PA sector (Fig. 4c,d ). Over the EA sector, MOGREPS and the KMA-EPS have similar hit rates and false positive rates in the NewDynamics era, which is consistent with the blocking frequency being similar for these two EPSs during those winters (cf. Fig. 2 ). The spread in MOGREPS and KMA-EPS is also similar in the NewDynamics era. The hit rates of both EPSs are well below those of the ECMWF-EPS, which indicates better forecasting skill in the ECMWF-EPS (using ERA-I as the reference). The false positive rates over the EA sector are similar across the EPSs. Moving to the ENDGame era (Fig. 4b) , there is a clear change in MOGREPS performance. MOGREPS hit rates are higher than those of the KMA-EPS (such that the ensemble spreads no longer overlap from five days lead time) and more comparable to those of the ECMWF-EPS for all lead times. False positive rates are similar across both eras for every EPS which, for MOGREPS in particular, implies that the over-estimation of blocking frequency over the EA sector during 2015/16 (Figs. 2(i,j) is not worse than it would have been with the NewDynamics dynamical core.
The patterns of hit rates and false positive rates in the PA sector are similar to those in the EA sector (Fig. 4c,d ). MOGREPS and the KMA-EPS have similar hit rates, which are generally below those of the ECMWF-EPS during the NewDynamics era. During the ENDGame era, MOGREPS has higher hit rates than the KMA-EPS at all lead times and, at lead times of five, six and seven days, MOGREPS exhibits the highest hit rates among the three EPSs considered. In terms of false positive rates, the three EPSs exhibit similar performance during the two eras.
Blocking onset and decay
Hit rates and false positive rates are shown in Fig. 5 for onset and decay of blocking occurring in the EA (Figs. 5(a,b,e,f) ) and PA (Figs. 5(c,d,g,h) ) sectors. Figures 5(a-h) also include the hit rates and false positive rates for a randomly-generated set of onset/decay events with the same corresponding probabilities as in ERA-I. Overall, the timescales for accurate prediction of block onset and decay (considered as hit rates above 0.5) by the EPSs are comparable to those found in Pelly and Hoskins (2003) and Jia et al. (2014) and are an improvement on those found in earlier studies (e.g. Tibaldi and Molteni, 1990) .
Hit rates are much lower (and false positive rates higher) for the onset and decay of blocking than for blocking activity. The ensemble spread is also larger for forecasts of onset and decay. In the EA sector, there is a general downward trend with lead time in hit rate for the onset of blocking in the every EPS in both the NewDynamics and ENDGame eras. MOGREPS and the KMA-EPS have similar hit rates for blocking onsets in the NewDynamics era and their ensemble spreads are similar. In contrast, in the ENDGame era, MOGREPS has hit rates greater than the KMA-EPS at all lead times and especially at longer lead times; the ensemble spreads for the forecasts from MOGREPS the KMA-EPS do not overlap at five and six days lead time and only just meet at 7 days lead time. This suggests an improvement in the forecast of block onsets with the ENDGame dynamical core in the EA sector, although analysis of more winters would be needed to confirm this.
For block onsets in the PA sector, hit rates for MOGREPS and the KMA-EPS are again similar in the NewDynamics era and there is an increase in hit rate for MOGREPS in the ENDGame era when compared to the KMA-EPS with separated ensemble spreads at four to six days lead time. This increased hit rate is not associated with an increased false positive rate: false positive rates for MOGREPS in the ENDGame era are lower than for the KMA-EPS and similar to the ECMWF-EPS. Hit rates for the ECMWF-EPS for block onset in the PA sector are similar in both eras. Hit rates for block onset are generally lower in the PA sector than in the EA sector at all lead times and for all EPSs. A possible explanation for this could be the different mechanisms driving the formation of blocking in each sector: block formation in the European region is most dependent on low-frequency dynamics, whereas forcing by transient eddies is crucial for block formation in the Pacific (Nakamura et al., 1997) . All EPSs perform better than for a randomly-generated list of onset dates.
Hit rates and false positive rates for the decay of blocking show similar patterns to those for block onset: a general downward trend in hit rate and increase in false positive rate with lead time. The values for each EPS are comparable for onset and decay, implying that EPSs do not clearly forecast either the onset or decay of blocking best. Other studies (e.g. Pelly and Hoskins, 2003) have found that models tend to predict the decay of blocking events more accurately. In the EA sector, the hit rate and false positive rate for MOGREPS and the KMA-EPS are similar for all lead times and the ECMWF-EPS performs best at short lead times of four and five days in both the NewDynamics and ENDGame eras. In the PA sector, the three EPSs perform similarly in the NewDynamics era. MOGREPS performs better than the KMA-EPS, and more similarly to the ECMWF-EPS, in the ENDGame era at lead times up to five days although the ensemble spreads are not separated: hit rates are generally higher and false positive rates lower than for the KMA-EPS. Apart from this short lead time difference in the PA sector, the hit rates, false positive rates and ensemble spreads for each EPS are consistent in both sectors and both eras. Hence, there has not been a clear impact on the forecast of block decay in MOGREPS due to the introduction of the ENDGame dynamical core.
The improvements in the representation of atmospheric blocking in MOGREPS due to the new dynamical core are hypothesised to be related to the improvement in the representation of upper-level Rossby waves. The changes in the representation of Rossby-waves in MOGREPS are presented in the next section.
5 Rossby-wave structure forecast skill
Rossby-wave ridge area
The 320-K Rossby-wave ridge area as a function of forecast lead time is shown in Fig. 6 for the NH (Figs. 6a-c) , and the GEA (Figs. 6d-f) and PNAm (Figs. 6g-i) sectors (as defined in Section 3.2.2). The results in each panel are grouped according to the NewDynamics and ENDGame era winters. The ensemble results are presented in terms of the first, second (median) and third quartiles of all ensemble members across the winter days for each forecast lead time. The control member median over winter is also shown for comparison. The definition of equivalent latitude prevents us from comparing absolute values of ridge areas between two different years (see Section 3.2.2). Thus, the results are presented as ridge area normalised by its value at analysis time (T+0).
During the NewDynamics era over the NH, the three EPSs exhibit a decrease in ridge area with lead time (as described by Gray et al. (2014) for earlier years in the TIGGE archive) in the medians of both the control member and the ensemble. The decrease in hemispheric ridge area is less evident in the control member of the KMA-EPS, but it is still noticeable in its ensemble median (Fig. 6c) . Considering only the ensemble data, the ECMWF-EPS and the KMA-EPS display very similar characteristics with a maximum decrease in the median in both EPSs of about 5% with respect to T+0 at ten days lead time, while the first and third quartiles are located at about 80% and 110% of the T+0 value, respectively. In contrast, MOGREPS exhibits the strongest ridge area decrease with a maximum decrease in the median of about 10% with respect to T+0 at ten days lead time; even the third quartile for this EPS only reaches 95% of the T+0 ridge area value at a lead time of five days. Considering that MOGREPS and the KMA-EPS use the same dynamical core during this era, the difference in behaviour between these two EPSs can be attributed primarily to resolution (see Table 1 ).
During the ENDGame era over the NH, the ECMWF-EPS exhibits strikingly similar statistical behaviour to the NewDynamics era (Fig. 6a) , both in the control member and in the rest of the ensemble. Similarly, the KMA-EPS exhibits similar behaviour over the NH for the two eras, at least up to six days lead time (Fig. 6c) (though the match is not as close as that for the ECMWF-EPS). In clear contrast with the ECMWF-EPS and the KMA-EPS, MOGREPS exhibits large differences in performance over the NH in the two eras (Fig. 6b) . During the ENDGame era, the ridge area value is maintained above 90% of its value at T+0 even by the first quartile; the median of the control member displays an increase in normalised ridge area as lead time increases. At a lead times exceeding five days, forecast NH ridge area is slightly more likely to be larger than (rather than less than) its T+0 value (Fig. 6b) .
The sector analysis reveals a longitudinal variation in the systematic forecast errors of Rossby-wave ridge area. However, this longitudinal variation depends on both the EPS and era. There are differences between the GEA and the PNAm sectors in the ECMWF-EPS during the NewDynamics era. In the ECMWF-EPS, the ensemble median over the GEA sector remains above 95% of the T+0 ridge area value (Fig. 6d) , while in the PNAm sector the ensemble median slowly decreases to reach 90% of the T+0 ridge area value over that sector (Fig. 6g) . In MOGREPS, the ensemble median and inter-quartile range during the NewDynamics era over the GEA (Fig. 6e ) and the PNAm (Fig. 6h) sectors are similar to each other throughout the ten days of forecast lead time considered with the decrease in the PNAm sector being slightly larger than in the GEA sector. In the KMA-EPS, the two sectors also behave similarly to each other during the NewDynamics era up to six days lead time (see Figs. 6(f,i) ).
The statistical behaviour of sector ridge-area forecasts during the ENDGame era is similar to that of the NewDynamics era in both the ECMWF-EPS and the KMA-EPS. However, there is a small displacement towards lower values in the GEA sector and towards higher values in the PNAm sector in the ENDGame era relative to the NewDynamics era in both EPSs. Considering that there are no significant changes in the configuration of these two EPSs between eras, the statistical differences between eras hint at flow dependence of the development of systematic Rossby-wave forecast error. Consistent with the findings of the hemispheric analysis (cf. Fig. 6b and related discussion), sector ridge-area forecasts in MOGREPS during the ENDGame era are very different from those during the NewDynamics era. During the ENDGame era, the median of the normalised ridge area over the GEA sector stays around 1, indicating the virtual absence of systematic forecast error (implying the forecast error is purely random) over this sector throughout the seven-day lead time interval considered (Fig. 6e) . However, this result should not be interpreted in isolation from the NH and PNAm results. Over the PNAm sector, the median of the normalised ridge area increases during the seven lead-time days so that there is a greater likelihood of an overestimation of ridge area over this sector (Fig. 6h) . The sector analysis also reveals larger ensemble spread in the sectors than in the hemisphere as a whole, implying that the narrower hemispheric distribution arises as a result of compensations between sectors. This effect is larger for longer lead times, which explains the apparent recovery of ridge area at longer lead times: the forecasts may be displaying total hemispheric ridge area values close to those at T+0. However, the recovery of ridge area may be taking place in localised hemispheric sectors. This effect can be found in both eras in the three EPSs considered.
Isentropic PV gradient at the tropopause
The ensemble representation of the isentropic PV gradient at the NH tropopause for the four individual winters is shown in Fig. 7 . Unlike ridge area, whose non-normalised values depend on the prescribed equivalent latitude, non-normalised values of isentropic PV gradient do not depend on any arbitrary reference and therefore can be compared directly. The ensemble statistics are represented by the median of all ensemble members over all winter days. The control member median over winter days is also shown for comparison. The tropopause PV gradient exhibits a decrease with forecast lead time in every year and all the three EPSs considered, similar to that described by Gray et al. (2014) for earlier years in the TIGGE archive. However, there is inter-annual variability in the values. Moreover, there is a lack of agreement in the values of the PV gradient at the tropopause among EPSs even at T+0. For any given year, MOGREPS tends to yield the largest values. There is also a systematic difference between the control member and the rest of the ensemble members in every EPS: the median of the ensemble corresponds to sharper PV gradients than the corresponding control member. This effect is present even at T+0, which suggests that it occurs as the ensemble perturbations are generated, and is most noticeable in MOGREPS. In this EPS (and in the KMA-EPS) the initial condition perturbations are produced using the local ensemble transform Kalman filter (Bowler et al., 2009) and are, therefore, a linear combination of the forecast perturbations. Since the forecast perturbations are affected by the stochastic physics perturbations, these physics perturbations influence the initial condition perturbations (Bowler et al., 2008) . In MOGREPS, the stochastic physics perturbations consist of the 'random parameters' and the stochastic kinetic energy backscatter schemes (Bowler et al., 2008 (Bowler et al., , 2009 ). The latter introduces vorticity perturbations into the forecast to account for kinetic energy dissipated by other model components such as numerical advection errors, horizontal diffusion and parametrization schemes (Bowler et al., 2009) . These vorticity perturbations, introduced in regions where gradients are already large such as the tropopause, are a likely source of the stronger PV gradients in the ensemble members (compared to the control member) at T+0.
Tropopause PV gradient normalised by its T+0 value as a function of time is shown in Fig. 8 . As for the Rossby-wave ridge area, results are presented for the NH (Fig. 8a-c) and for the GEA (Fig. 8d-f ) and the PNAm (Fig. 8g-h ) sectors and grouped according the NewDynamics and ENDGame eras. During the NewDynamics era over the NH, the ECMWF-EPS (Fig. 8a) displayed the smallest decrease in tropopause PV gradient relative to its T+0 value while MOGREPS (Fig. 8b) displayed the largest decrease, as indicated by both the control members' medians and the ensembles' inter-quartile ranges. The reduction of PV gradient in the ECMWF-EPS is very similar during the two eras (Fig. 8a) . The behaviour of the KMA-EPS control member median is very similar during both eras too; however, the ensemble exhibited a slight reduction during the ENDGame era in comparison to the NewDynamics era throughout the ten lead-time days considered, with a difference in medians of about 5% of the T+0 value at ten days lead time. Given the lack of changes in the configuration of the KMA-EPS between eras, the differences in response between eras could be attributed to differences in atmospheric flows. However, given that similar differences in response are not evident in the ECMWF-EPS, this flow-dependent sensitivity might be model dependent.
As for the Rossby-wave ridge area, MOGREPS exhibited clear differences in the forecasts of tropopause PV gradient in the two eras. The ensemble median changed from 70% of the T+0 value at seven-days lead time during the first era to just below 85% of the T+0 value at the same lead time during the second era, making the MOGREPS response more comparable to that of the ECMWF-EPS. Nevertheless, the ECMWF-EPS exhibited the smallest decrease in normalised PV gradient throughout the seven days of comparable lead time. The PV gradient in MOGREPS at T+0 is sharper than in other analyses (Fig. 7) . Thus, even though the drop with lead time in MOGREPS in the ENDGame era is comparable to that in the ECMWF-EPS (Fig. 8a-c) , the gradient in MOGREPS at day five is comparable with that of the ECMWF-EPS at T+0 (Fig. 7) . It is not possible to compare the analysed PV gradient with observations; indeed, the current lack of observations with which to verify and constrain tropopause PV gradients was one of the motivations for the the recent North Atlantic Waveguide and Downstream Impact Experiment (NAWDEX).
The sector-by-sector analysis shows that even though there is a longitudinal dependence of systematic errors in tropopause PV gradient in the three EPSs considered, the statistical behaviour of each EPS over each sector is consistent with that over the NH. The PV gradient forecasts of the ECMWF-EPS are very consistent across the two eras for both sectors (Figs. 8(d,g) ). As observed when considering the NH, the PV gradient forecasts from the KMA-EPS exhibit differences across the two eras for both sectors (Figs. 8(f,i) ). However, these differences are much smaller than those exhibited by MOGREPS, for which there is clearly a reduction in the decrease of tropopause PV gradient with lead time during the ENDGame era relative to the NewDynamics era over both sectors (Figs. 8(e,h) ).
ENDGame-RERUN
The comparison between MOGREPS and the KMA-EPS leaves open the possibility that the changes seen in the MOGREPS forecasts on the introduction of the ENDGame dynamical core are just due to the increased resolution. To assess this possibility, the results for the ENDGame-RERUN are compared with the EPS control members for winter 2013/14 in Fig. 9 .
The control members of the ECMWF-EPS, MOGREPS and the KMA-EPS show the same general features during 2013/14 as those discussed previously for the NewDynamics era, both in terms of ridge area (Fig. 9a) and tropopause isentropic PV gradient (Fig. 9b) . Regarding ridge area, the three operational EPSs behaved in a very similar way during this particular winter, even though the KMA-EPS conserves ridge area marginally better than MOGREPS and the ECMWF-EPS (Fig. 9a) . However, it should be noted that the apparent similarity between MOGREPS and ECMWF-EPS for this winter is not present in winter 2012/13 (not shown). The performance of the ENDGame-RERUN at maintaining ridge area is similar to that of the KMA-EPS control member for the first three days, after which time the median ridge area is greater for the ENDGame-RERUN. The median stays within 97% of the T+0 ridge-area value for up to five-days lead time (Fig. 9a) and then increases so that it is about 1% larger than its value at T+0 at ten-days lead time although the spreads for all of the models overlap at all times. This slight increase in normalised ridge area, relative to the T+0 value, by 10-days lead time is consistent with the behaviour found for MOGREPS during the ENDGame era (Fig. 6b) . Regarding tropopause PV gradient, the ENDGame-RERUN values are comparable, but slightly weaker, than those of the ECMWF-EPS control member and clearly stronger than those of the control members of both MOGREPS and the KMA-EPS (the spreads of the MOGREPS control member and the ENDGame-RERUN do not overlap, and the upper-limit (third quartile) of the spread of KMA control member is below the median of the ENDGame-RERUN).
Direct comparisons between the control members of MOGREPS and the KMA-EPS and between the latter and the ENDGame-RERUN show that the changes in the representation of the ridge area and tropopause isentropic PV gradient are partly due to the changes in the dynamical core and partly due to the resolution increase. Thus, improving the dynamical core can be as important as increasing resolution for the improvement of the representation of upper-level Rossby wave structure as well as blocking, as discussed in Section 4.
Summary and conclusion
We have compared the performance of the ECMWF-EPS, MOGREPS and the KMA-EPS at forecasting two inter-related large-scale aspects of the mid-latitude circulation, atmospheric blocking and upper-level Rossby-wave structure, to assess the impact of changing a model's dynamical core. Forecasts of blocking have been evaluated in terms of blocking frequency and sector hit rate analysis of blocking activity, blocking onset and blocking decay. Forecasts of upper-level Rossby-wave structure have been evaluated in terms of non-conservation of ridge area and isentropic PV gradient at the tropopause with lead time. The study has focused on the winters 2012/13-2015/16. This period was chosen because it includes two years before and two years after the change of dynamical core from NewDynamics to ENDGame in MOGREPS in July 2014. During this same period, the ECMWF-EPS and the KMA-EPS maintained a relatively stable configuration (see Table 1 ) providing an opportunity to examine the impact of the improvements in the dynamical core by using the performance of the ECMWF-EPS and the KMA-EPS as references. The KMA-EPS, in particular, has effectively provided a direct control experiment (apart from resolution differences) as it is based on the same underlying model as MOGREPS, but used the NewDynamics dynamical core throughout the period of analysis. The confounding factor of resolution has been addressed using a single-member hindcast, comparable to a control member run, in which the MetUM was run with ENDGame for winter 2013/14 at N320 resolution, the same resolution as that used by the KMA-EPS.
The long-standing issue that forecast frequency of frequently blocked regions exhibits a tendency to decrease with lead time (e.g. Tibaldi and Molteni, 1990) has been identified in the present study in both the ECMWF-EPS and the KMA-EPS during the four winters included in the analysis. The effect was also identified in MOGREPS during the NewDynamics era, during which the performance of MOGREPS was similar to that of the KMA-EPS at all lead times. However, it has been shown that the introduction of ENDGame into MOGREPS has led to forecast frequency increases with lead time relative to the KMA-EPS and ERA-I in several longitude bands and these changes are robust across the ensemble. The impact of ENDGame was confirmed by the single-member hindcast experiment, which showed that control forecasts with the ENDGame dynamical core performed better than control forecasts with the NewDynamics core (even at the same resolution) for 2013/14.
Consistency was also found in the hit rates and false positive rates for blocking activity in the ECMWF-EPS and the KMA-EPS throughout the four winters considered. The KMA-EPS and MOGREPS exhibited similar hit rates, generally below those of the ECMWF-EPS, during the NewDynamics era. During the ENDGame era, MOGREPS exhibited higher hit rates than the KMA-EPS and similar to the ECMWF-EPS, while maintaining a similar performance in terms of false positive rates throughout the four winters (as did the other two EPSs). Hit rates for onset and decay of blocking were lower than that for blocking activity and the ensemble spread was larger, which highlights that the models struggle to forecast the onset and decay of blocking accurately. The EPSs were found to be more skilful at forecasting onsets in the EA than PA region, while decays were more consistent across the two sectors during the four winters considered. For MOGREPS in the ENDGame era, hit rates for blocking onset were clearly above, and false positives below, those for the KMA-EPS for most lead times; during the NewDynamics era, the performance of the two EPSs was more comparable.
The tendency of the frequency of frequently blocked regions to decrease with lead time is consistent with a reduction in Rossby-wave ridge amplitude with lead time (first identified by Gray et al. (2014) ); this tendency has also been found in the present study. The ECMWF-EPS and the KMA-EPS exhibited a decrease in Rossby-wave ridge area with lead time that was consistent across the four winters considered. In contrast, the reduced reduction (or increase) in blocking frequency with lead time in several locations in MOGREPS in the ENDGame era (but not in the NewDynamics era) was associated with a clear improvement in conserving, and even increasing, Rossby-wave ridge area with lead time.
Finally, there is still a tendency for isentropic PV gradient at the tropopause to rapidly decrease with lead time, as previously identified by Gray et al. (2014) . However, the introduction of ENDGame has improved the performance of MOGREPS in this respect. There may be a link between this result and the assessment of atmospheric blocking through the mechanism outlined by Harvey et al. (2016) : smoothing of the PV gradient was found to lead not only to slower Rossby waves, but also to a decrease in their amplitude.
In summary, the ENDGame dynamical core has led to noticeable changes in forecasts of blocking frequency as well as in blocking activity and the onset of blocking; consistent changes were not seen in the decay of blocking. These results are consistent with those for upperlevel Rossby-wave structure, as expected from the relationship between this and atmospheric blocking.
We conclude with the formulation of a feature chain, linking the physical basis of the changes in the dynamical core to the changes in the large-scale circulation. At the grid-point level, ENDGame has improved the accuracy of the MetUM's large-scale dynamics, leading to a reduction of the model's implicit damping and, as a consequence, to more kinetic energy at midlatitudes (Walters et al., 2014 (Walters et al., , 2017 . More mid-latitude kinetic energy has upscaled, leading to synoptic effects such as stronger extratropical cyclones (Walters et al., 2017) . Stronger extratropical cyclones have led to an improved tropopause structure and so improved Rossbywave structure and development as shown by our results in terms of improvements in the conservation of Rossby-wave ridge area and tropopause sharpness (diagnosed by isentropic PV gradient at the tropopause) with lead time. In turn, the cumulative effect of a better representation of upper-level Rossby waves has led to an improved representation of atmospheric blocking. We hypothesise that a better representation of mid-latitude weather systems will also lead to improvements to the representation of large-scale modes of variability (i.e. NAO, PNA). This hypothesis is supported by Williams et al. (2015) , who showed improvement in correlation and variability in the NAO, and Dunstone et al. (2016) , who showed that the skill at predicting the NAO in DePreSys3-GC2 (whose atmospheric component is based on ENDGame) is similar to that using GloSea5.
Finally, our study has revealed that changes in a model's dynamical core can be at least as effective as realistic increases in operational model resolution in improving forecasts of upperlevel Rossby wave structure and associated atmospheric blocking. This finding is important because the computational cost of dynamical core changes is likely to be substantially less than that associated with typical resolution increases.
