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Abstract
Mathematical modeling and computer simulation are powerful approaches for un-
derstanding the complexity of biological systems. In particular, computer simulation
represents a strong validation and fast hypothesis verification tool. In the course of
the years, several successful attempts have been made to simulate complex biolog-
ical processes like metabolic pathways, gene regulatory networks and cell signaling
pathways. These processes are stochastic in nature, and furthermore they are char-
acterized by multiple time scale evolutions and great variability in the population
size of molecules. The most known method to capture random time evolutions of
well-stirred chemical reacting systems is the Gillespie’s Stochastic Simulation Algo-
rithm. This Monte carlo method generates exact realizations of the state of the
system by stochastically determining when a reaction will occurs and what reac-
tion it will be. Most of the assumptions and hypothesis are clearly simplifications
but in many cases this method have been proved useful to capture the randomness
typical of realistic biological systems. Unfortunately, often the Gillespie’s stochas-
tic simulation method results slow in practice. This posed a great challenge and
a motivation toward the development of new efficient methods able to simulate
stochastic and multiscale biological systems. In this thesis we address the problems
of simulating metabolic experiments and develop efficient simulation methods for
well-stirred chemically reacting systems. We showed as a Systems Biology approach
can provide a cheap, fast and powerful method for validating models proposed in
literature. In the present case, we specified the model of SRI photocycle proposed
by Hoff et al. [4] in a suitable developed simulator. This simulator was specifi-
cally designed to reproduce in silico wet-lab experiments performed on metabolic
networks with several possible controls exerted on them by the operator. Thanks
to this, we proved that the screened model is able to explain correctly many light
responses but unfortunately it was unable to explain some critical experiments, due
to some unresolvable time scale problems. This confirm that our simulator is use-
ful to simulate metabolic experiments. Furthermore, it can be downloaded at the
URL http://sourceforge.net/projects/gillespie-qdc. In order to accelerate
the simulation of SSA we first proposed a data parallel implementation on General
Purpose Graphics Processing Units of a revised version of the Gillespie’s First Re-
action Method [178]. The simulations performed on a GeForce 8600M GS Graphic
Card with 16 stream processors showed that the parallel computations halves the
4execution time, and this performance scales with the number of steps of the simu-
lation. We also highlighted some specific problem of the programming environment
to execute non trivial general purpose applications. Concluding we proved the ex-
treme computational power of these low cost and widespread technologies, but the
limitations emerged demonstrate that we are far from a general purpose applica-
tion for GPU. In our investigation we also attempted to achieve higher simulation
speed focusing on τ -leaping methods. We revealed that these methods implement
a common basic algorithmic convention. This convention is the pre-computation of
information necessary to estimate the size of the leap and the number of reactions
that will fire on it. Often these pre-processing operations are used to avoid negative
populations. The computational cost to perform these operations is often propor-
tional to the size of the model (i.e. number of reactions). This means that larger
models involve larger computational cost. The pre-processing operations result in
very efficient simulation when the leap are long and many reactions can be fired.
But at the contrary they represent a burden when leap are short and few reactions
occur. So to efficiently deal with the latter cases we proposed a method that works
differently respect to the trend. The SSALeaping method, SSAL for short, is a new
method which lays in the middle between the direct method (DM) and a τ -leaping
[182]. The SSALeaping method adaptively builds leaps and stepwise updates the sys-
tem state. Differently from methods like the Modified τ -leaping (MTL) [39], SSAL
neither shifts from τ -leaping to DM nor pre-selects the largest leap time consistent
with the leap condition. Additionally whereas MTL prevents negative populations
taking apart critical and non critical reactions, SSAL generates sequentially the re-
actions to fire verifying the leap condition after each reaction selection. We proved
that a reaction overdraws one of its reactants if and only if the leap condition is
violated. Therefore, this makes it impossible for the population to become nega-
tives, because SSAL stops the leap generation in advance. To test the accuracy and
the performance of our method we performed a large number of simulations upon
realistic biological models. The tests aimed to span the number of reactions fired in
a leap and the number of reactions of the system as much as possible. Sometimes
orders of magnitude. Results showed that our method performs better than MTL
for many of the tested cases, but not in all. Then to augment the number of models
eligible to be simulated efficiently we exploiting the complementarity emerged be-
tween SSAL and MTL, and we proposed a new adaptive method, called Adaptive
Modified SSALeaping (AMS). During the simulation, our method switches between
SSALeaping (SSAL) and Modified τ -leaping, according to conditions on the number
of reactions of the model and the predicted number of reactions firing in a leap. We
were able to find both theoretically and experimentally how to estimate the number
of reactions that will fire in a leap and the threshold that determines the switch
from one method to the other and viceversa. Results obtained from realistic biolog-
ical models showed that in practice AMS performs better than SSAL and MTL by
augmenting the number of models eligible ro be simulated efficiently. In fact, the
method selects correctly the best algorithm between SSAL and MTL according to
the cases.
In this thesis we also investigated other new parallelization techniques. The
parallelization of biological systems stimulated the interest of many researchers be-
cause the nature of these systems is parallel and sometimes distributed. However,
the nature of the Gillespie’s SSA is strictly sequential. We presented a novel exact
formulation of SSA based on the idea of partitioning the volume. We proved the
equivalence between our method and DM, and we have given a simple test to show
its accuracy in practice. Then we proposed a variant of SSALeaping based on the
partitioning of the volume, called Partitioned SSALeaping. The main feature we
pointed out is that the dynamics of a system in a leap can be obtained by the com-
position of the dynamics processed by each sub-volume of the partition. This form
of independency gives a different view with respect to existing methods. We only
tested the method on a simple model, and we showed that the method accurately
matched the results of DM, independently of the number of sub-volumes in the parti-
tion. This confirmed that the method works and that independency is effective. We
have not already given parallel implementation of this method because this work
is still in progress and much work has to be done. Nevertheless, the Partitioned
SSAleaping is a promising approach for a future parallelization on multi core (e.g.
GPU’s) or in many core (e.g. cluster) technologies.
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Part I
Introduction

Chapter 1
Introduction on the mainstream
research
In the genomic era, it was argued that information about the functioning of living
cell reside in the genome physically encoded in a DNA molecule. For years biolo-
gists collected data classifying the elements (e.g. genes and proteins) involved in the
inner processes of living cells. But in the post-genomic era the overview changed. It
emerged that the basic principles of the functioning of a biological system cannot be
fully understood merely by drawing diagrams of the gene and protein interconnec-
tions. Therefore while an understanding of genes and proteins continues to be an
important step, the focus of biology is shifted on understanding how the interactions
between those elements give a specific cellular function, or a well defined phenotypic
character or, at higher level, a physiological response. The shift from a static view
to a dynamic one changed the way to think biological organisms leading toward a
system level view. In order to understand biological organisms at system level, four
key aspects need to be accomplished [100].
1. Understanding the structure of systems, including physical structures as well
as the network of gene interactions and biochemical pathways.
2. Understanding of dynamics of systems, performing both qualitative and quan-
titative analysis as well as construction of theories/models with powerful pre-
diction capability of the system’s behavior.
3. Understanding of mechanisms for systematically control the state of a cell, to
minimize malfunctions and devise effective therapies.
4. Devising of design methods to construct and modify biological systems with
desired properties.
This level of systemic comprehension will provide substantial advantages and pos-
sibilities to biologists. For instance, it will help in new drug discovery, disease
mechanism explanation and fast hypothesis verification [16]. For now, this task
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seems to be far because the counterpart of these great possibilities is the complexity
characterizing living systems.
Real-life processes are inherently multi-physics and multi-scale. From amino-
acids to living organisms, nature builds systems that involve interactions amongst a
wide range of physical phenomena operating at different spatial and temporal scales.
Complex behaviors not necessarily emerge from a large number of interacting ele-
ments of the system. Sometimes it can just manifests itself from very few elements.
In such a scenario a combination of experimental and computational approaches is
expected to handle this complexity [13]. The dynamic and system level perspective
is considered in the area of research called Systems Biology.
Systems Biology can be viewed as a field of study, in particular, the study of the
interactions between the components of a biological system, that aims to understand
how these interactions give rise to specific behaviors.
But also as a paradigm, usually defined in antithesis to the so-called reductionist
paradigm. The distinction between the two paradigms is that the reductionist ap-
proach tries to understand simpler fundamental elements in order to understand the
system as a whole. Instead, the holistic approach of Systems Biology regards the
conviction that the properties of the whole cannot be explained by the properties
of its parts, but they have to be studied directly by the whole. In this case people
speak of emergent properties.
Systems Biology can also be viewed as a working protocol to perform research. A
cycle composed of theory, analytic or computational modelling that propose specific
testable hypotheses about a biological system, that validate them through experi-
ments, and then refine the computational models or the theories using the knowledge
acquired, restarting the cycle.
Another view can be the socio-scientific phenomenon defined by the strategy
of pursuing integration of complex data deriving from diverse experimental sources
using interdisciplinary tools.
Inside a cell, a large number of different entities (e.g. genes, proteins, inorganic
chemical elements, ecc.) move in the space at a specific speed reacting selectively
with other entities. The results of these reactions are new entities which often
possess new reactive capabilities. In this way, the system evolves in time performing
all activities necessary to the cell for living. The network of interactions among the
entities forms a graph in which the nodes are the entities or species and the edges
are the interactions or reactions among them. Reactions happens at specific rates
depending on the number of species involved, on the number of molecules present
in the space and on a specific basal rate (affinity) that depends on the number and
type of species involved in that reaction. How molecules move, how fast they move,
how they bump into each other, and how all that results in chemical reactions is
competence of Kinetics. Computer simulation takes a description of the network, the
law provided by the kinetics, an initial state and it mimics the temporal evolution of
this system. This makes computer simulation well suited to do quantitative analysis
of many biological systems.
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Undoubtedly, in silico experiments can have an edge over conventional experi-
mental biology in terms of cost, ease and speed. Having a complete description of a
process, in silico experiments offers opportunities for unprecedented control over the
system. Modeling can provide valuable insights into the working and general prin-
ciples of organization of biological systems. It also can suggest novel experiments
for testing hypotheses based on the modeling experiences [119]. However, in silico
biology cannot be considered the substitute of the more conventional biology, that
in any case remains fundamental.
A direct way to specify a network or model is to simply write down a list of
reactions corresponding to the system of interest. However, in literature exists a
strong research vein that focused on finding more expressive languages with respect
to simply write down the list of reactions [171]. These formalisms view biological
systems as distributed systems composed by a huge number of patterns that interact
and compete, characterized by decentralized control and strong localization of in-
teractions [15]. In the last decade a main research field has addressed the problems
of concurrent and distributed computation, proposing abstract formal languages,
as for instance process algebras, for the specification of concurrent computational
processes. We will not give a complete list of such a formalisms because it is out
of the scope of this thesis. For more details refer to [15, 14]. However, today no
accordance exists on the best formalism to use.
For what regards the time evolution, historically for years biological systems
have been viewed as essentially deterministic in character, with dynamics entirely
predictable given sufficient knowledge of the state of the system (together with
complete knowledge of the physics and chemistry of interacting bio-molecules). In
recent years, has emerged the concern on the fact that reactions are more realistically
modelled as discrete event, for which no prediction can be made about the exact
time a reaction will occur. Many recent studies have confirmed the phenotypic
variability of organisms to an inherent stochasticity that operates at a basal level of
gene expression [119].
In such a scenario uncertainty deriving by reality must be treated probabilisti-
cally and consideration about statistical physics is necessary to uncover the precise
nature of the stochastic process governing the system dynamics [171]. In many cases,
when small numbers of molecules react in a stochastic manner, random fluctuations
are observable and macroscopic concepts such as chemical concentration cannot be
used to describe the stochastic dynamics [140]. One of the most used method to cap-
ture those randomness is through stochastic simulation. The Stochastic Simulation
Algorithm (SSA) [75] proposed by Gillespie in the 70’s is the most famous method to
compute the random evolution of a system in a well-stirred chemical reacting envi-
ronment. Time evolutions or realizations are generated moving the system forward
in time by determining when will the next reaction occur and what reaction it will
be. The Stochastic Simulation Algorithm was first realized giving two equivalent
implementations known as the Direct Method (DM) [180] and the First Reaction
Method (FRM) [75]. These original methods generate the next reaction to fire and
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its occurrence time in two probabilistically equivalent ways. They are also termed
exact in the sense that the two algorithms sample the pairs according to theoretically
founded and probabilistically correct procedures. However, the generation of each
single reactive event makes SSA slow when it is used to simulate realistic biological
systems.
This happens for three reasons mainly. The first is that the sequence of reactions
and times represents one possible evolution of the system. The uncertainty about
future evolutions requires to collect statistical information about the final states
reached. So in general people that use SSA implementations need to perform an
ensemble of independent simulations (e.g. 1000 runs). This represents an important
distinction between the deterministic and the stochastic approach, and surely a
computational cost. The second is that biological systems can evolve in different
time scales. Sometimes when this happens a subset of the entire reactions are faster
than the others. This would not be a problem in normal cases, however sometimes
these fast reactions reach a stable state or equilibrium, and SSA spends very long
time to simulate these fast reactions, but unfortunately this effort not correspond to
a dynamical evolution of the system because the system is stable. This phenomenon
is known with the name Stiffness, and it affects any approach used to simulate
chemical reacting systems. The third represents the case in which the populations
of some species are orders of magnitude larger than the others. In this cases, the
reactions with these large population species are fast and occur many more times
than the others. However, when populations are large the fluctuations typical of
small numbers result less evident. So SSA spends long time to catch the dynamics
of a system that would be better simulated with a less sensitive to fluctuations
method.
Now, the reality of the simulation of biological systems can be very different and
more complicated situations can happens. For example, at the beginning a system
can exhibits stiffness, and then after some time it can require to track each single
reaction, or it can happen that some species with large population amount reacts a
lot.
During the years a lot of methods have been proposed to accelerate SSA imple-
mentations. Some of these methods maintain exactness making it faster the selection
of the next reaction to fire and the consecutive updating of the state. Parallel meth-
ods that implement this form of acceleration decompose the volume into a number
of sub-volumes. They divide the molecules into smaller independent populations as-
signing them to each sub-volume [154, 141]. The division leads these methods to suf-
fer of some accuracy and sometimes efficiency problems. Recently, programmability
improvements makes it possible the general purpose programming of the high perfor-
mance computing technologies known as Graphics Processing Units(GPUs). In this
thesis we attempt to overcome the above efficiency and accuracy problems proposing
an exact parallel implementation of the First Reaction Method on NVIDIA GPU’s.
Others methods sacrifice some exactness in order to achieve higher simulation
speed [40, 145, 147, 136, 46, 44, 73, 131]. Among these the τ -leaping methods
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have been proved very efficient solutions. The basic idea of the original τ -leaping
[73] is to divide the simulation into contiguous time intervals, called leaps. By en-
forcing a condition on the propensity functions associated to the reactions called
Leap Condition, the original τ -leaping computes the reactions to fire in a leap in
bulk. This simple but effective idea makes τ -leaping methods a natural connec-
tion between the stochastic and the deterministic regimes [76]. The advantage of
this feature is that they deal efficiently systems with different population scales.
Until now three fundamental points characterizes a τ -leaping method. These are:
how it generates the largest leap time consistent with some definition of leap con-
dition, the distribution it uses to sample the occurrences of the reactions and how
it avoids negative populations. A common basic algorithmic convention of these
methods is the pre-computation of information necessary for the leap. Often these
pre-processings are selected in such a way that negative populations can be avoided.
The algorithmic cost to perform these processing is often proportional to the size of
the model. This means that larger models involve larger computational cost. This
common convection results in very performant simulations when leap are long and
many reactions can be fired. But unfortunately it can represent a burden when leap
are short and few reactions occur. To deal efficiently these cases in this thesis we
present a method called SSALeaping. This method lays in the middle between the
direct method (DM) and a τ -leaping. It achieves good performance taking advan-
tage from leap condition and the fast generation of the next reaction to fire. In a
leap the SSALeaping method pays a computational cost proportional to the number
of reactions fired. This makes SSALeaping faster respect to others τ -leaping meth-
ods provided that the number of reactions fired in a leap remains bounded. Our
SSALeaping represents the connection between SSA and τ -leaping. So to augment
the number of models eligible to be simulated efficiently in this thesis we present
an adaptive method, called AMS, that exploit this complementarity. Our method
switches between SSALeaping one of the most known and fast τ -leaping methods
called Modified τ -leaping and viceversa. During the simulation the switch condition
depends from the relation between the number of reactions of the model and the
number of reactions expected to fire in that leap.
Furthermore, to handle efficiently the cases in which large number of reactions
can be fired in a leap in this thesis we present an ongoing variant of SSALeaping
based on the idea of partitioning the space into sub-volumes. This method is very
different from other preceding τ -leaping or other simulation methods because it
exploits a form of independency derived from the leap condition. This independency
allows to separate the computation of the reactions to fire in a leap and to compose
the results at the end of the leap. This operations can be done without loss of
accuracy.
In this thesis we also address the problem of modeling and simulating the photo-
motile responses of Halobacterium salinarum. In this work that involved the coor-
dination and cooperation of a multisciplinary group, we use the simulation as fast
hypothesis verification and validation tool. Halobacterium salinarum has been stud-
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ied since thirty years, because of the fascinating and very complex motile responses
it shows when exposed to different light stimuli. A very large collection of experi-
mental data has been acquired, and some qualitative models have been proposed to
explain the different response patterns shown after light stimulations. In the last few
years, different simulators have been proposed that take into account the possibility
to perform actions on the simulated biochemical systems, in order to have an in
silico representation of metabolic experiments performed in wet-lab [133, 58, 143].
But in our opinion, they do not cover all the most frequent events that can take
place in signaling pathways or metabolic experiments. So we developed a specific
tool, that we called QDC (Quick Direct-method Controlled) designed to in silico
reproduce wet-lab experiments.
Recently, more sensitivity about the applicability of the Gillespie’s stochastic
formulation of chemical kinetics deal scientists to propose new alternative formu-
lations that relax some of the hypothesis made. Gillespie’s formulation describes
intracellular kinetics as a well stirred environment and it assumes that the reactions
occur instantaneously. The well-stirred assumption holds in case of an equilibra-
tion of the reactants between all positions in the system volume occur on a much
faster timescale than the chemical reactions time. Since diffusion of molecules in a
living cell is considerably slower than in the test tube [64], the condition of spatial
homogeneity and the well-stirred hypothesis are expected to be violated. Whereas
the instantaneous assumption is true in many cases, it is also possible that some
chemical reaction in living cells takes certain time to finish after they are initiated.
Thus, the product of such reactions will emerge after certain delays [36]. This lead
to take into account the possibility of delayed reactions.
Although the preceding alternative formulations are very interesting and cer-
tainly related to the topic of this thesis, they are not the focus of the present work.
Chapter 2
Other subjects
Even though the focus of this thesis is the Stochastic Simulation of chemically react-
ing systems, we want to briefly introduce our result in the area of biological sequence
analysis.
2.1 Masking Patterns in Sequences: A New Class
of Motif Discovery with Don’t Cares
In this section, we describe the theoretical study of a new class of motifs with don’t
cares, motivated by sequence analysis in biological data and data mining on se-
quences [24]. Motifs are repeated patterns, where a pattern is an intermixed sequence
of alphabet symbols (solid symbols) and special symbols ◦ (don’t care symbols). The
don’t care symbol found in a position of the pattern specifies that the position may
contain any alphabet symbol. For example, pattern A◦T◦◦C repeats twice in the
input text sequence T = AAAATTACCCCATAGT at positions 2 and 3 (starting from 0),
and matches the two corresponding portions AATTAC and ATTACC of T .
Informally, motifs represent frequent patterns, where the latter ones repeat at
least q times, for a user defined integer q ≥ 2 called the quorum. Given an input text
sequence T of length n, a quorum q, and a motif length L, we consider the problem
of motif discovery : find the motifs of quorum q and length L in the text T . Each
motif may have associated the list of the starting positions of its occurrences in the
given sequence T . Unfortunately, due to the don’t cares, the number of motifs can
be exponentially large for increasing values of L. Potentially, there can be as many
as Θ
(
(|Σ|+1)L)motifs, where Σ is the alphabet of the distinct symbols in the text T .
Even though this number can be smaller for some particular instances, the known
algorithms discovering these motifs still require, in the worst case, exponential time
and space for increasing values of L. A lot of research has investigated these issues in
order to mitigate the combinatorial explosion of motifs [65, 66, 120, 128, 134, 167].
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Problem formulation and motivations We follow a new approach based on
modeling motifs by using simple binary patterns, called masks, that implicitly rep-
resent families of patterns in T (instead of individual patterns). For example, mask
101001 represents both A◦T◦◦C and T◦G◦◦A: each 1 represents a solid symbol while
each 0 represents a don’t care symbol. A mask is a motif if at least one of its
represented patterns occurs q or more times in the given sequence T .
As it should be clear from the above informal definition, we aim at describing
interesting repetitions in a sequence, using a succinct description (mask) that gives
rise to a smaller set of output motifs. Intuitively, consider some patterns that
occur at least q times each and that also share the same structure, meant as a
certain concatenation of solid and don’t care symbols. Since they originate from
the same mask, we take this mask as a motif. Moreover, any two patterns sharing
the same structure but having a different number of occurrences in T (still at least
q in number), which were previously considered as different motifs, are now giving
rise to the same motif by our definition of mask. Since each mask can be seen
as a binary string, we have potentially 2L masks to examine instead of (|Σ| + 1)L
frequent patterns with don’t cares. In practice, the experimental tool MaskMiner
in [24] found that the number of frequent patterns is actually close to the number
of mask motifs, and so the (|Σ| + 1)L bound is overly pessimistic and we can use a
lattice of 2L masks as a better way to identify these patterns. Hence, our new class
of motifs may summarize some regularities in the given sequence T , better than ever
before.
We study the problem of detecting maximal masks, namely, the most specific
ones (maximal number of 1s) such that at least one of its represented patterns
occurs q times or more. For example, given the text T = AAAATTACCCCATAGT, fixing
L = 4 and q = 2, we obtain the maximal masks 1110, 0111, and 1101. Notice
that 1110 and 0111 are equivalent since they originate the same patterns (three
consecutive solid symbols) ignoring border effects, so we can treat them as the same
mask. Therefore the patterns that are represented by the maximal masks are AAA,
CCC, and AA◦T, and so the parameter L can equivalently be read as an upper bound
on their length.
Specifically, we intend to solve the following motif discovery problem. We are
given an input text sequence T over alphabet Σ, an integer length L ≥ 1, and a
quorum q ≥ 2. We want to infer the set M of all motifs µ such that
1. µ is composed of L bits;
2. at least one of the patterns implicitly represented by µ occurs q or more times
in T ;
3. µ is maximal, namely, flipping any of its 0s into a 1 violates condition 2 above.
It is worth noting that motif discovery has many applications in the investigation
of properties of biological sequences. In such applications, it is a must to allow
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distinct occurrences of a motif to show some differences. In other words, we actually
infer approximated motifs. Such approximation can be realized in several ways,
according to the kind of application one has in mind. Motifs of limited length
with don’t cares can typically model biological object such as transcription factors
binding sites, that are characterized by a short length, and a high conservation of
their structure. Also, they present a high conservation of the contents in certain
positions while for others it does not matter at all. The don’t care symbols of our
masks indeed aim at masking the latter, while the solid character should unmask
the former.
Moreover, our masks could also be employed as building blocks for longer and
flexible motifs, of different kind, allowing also indels. In recent years, there has been
a growing interest in seeds for several applications (preprocessing filtration prior
to a multiple alignment, approximate search task, data base search, BLAST like
homology search, profile search, probe design) in bioinformatics ([68, 91, 102, 103,
101, 108, 158]). Among them, many have focused the attention on gapped seeds, or
spaced seeds ([29, 32, 53, 60, 95, 157]). It turns out that gapped seeds can be found
using the masks.
Finally, an application of finding motifs with don’t cares could help to detect
structural similarities, with a suitable input sequence. For example, when investi-
gating the folding of a DNA sequence, it can be interesting to rewrite the sequence
itself into the alphabet {w, s} replacing each A and T with w (weak), and each C and
G with s (strong). The motivation is that in the base pairing that assists in stabiliz-
ing the DNA structures, adenine (A) binds to thymine (T) via two hydrogen bonds,
while cytosine (C) forms three hydrogen bonds with guanine (G). Hence, the latter
bond is stronger than the former, and this has an influence on the actual structure of
the molecule. Here, a motif on such sequence could represent a repeated structure,
regardless of the actual DNA bases that form it. Further biological motivations can
be found in [24].
Our results We show conceptually how to associate a pruned trie of height L with
each mask µ. Since the text positions of the occurrences of the patterns implicitly
represented by µ cannot overlap (while the patterns themselves can), we store the
corresponding partition of the text positions into the trie, where the positions cor-
responding to the occurrences of the same pattern share a common leaf.
Our algorithm refers to the above pruned tries for the masks but it does not
actually need to store them explicitly. Indeed, it extends the Karp-Miller-Rosenberg
doubling scheme [93] and applies it to the masks, of length an increasing sequence
of powers of 2 up to L. Our algorithm avoids to actually create the tries and just
performs scanning and sorting of some suitable lists of consecutive pairs and triplets
of integers. In this way, the access to memory is cache friendly.
However, the above method still generates the set Q of all the (maximal and
not) masks having quorum q for the given sequence T , where Q ⊇ M . A post-
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processing that filters from Q the masks that are not maximal, may increase the
time complexity: precisely, it may take Θ(|Q|2L) time in the worst case (e.g. [78]),
yielding an additional cost of Ω(22L L) time.
We therefore introduce the crucial notion of safe masks, which includes the max-
imal masks as a special case. We show how to explore the lattice of 2L masks of
length L by examining only safe masks, so that maximal masks can be efficiently
detected. In this way, we avoid the above postprocessing and obtain our final bound
of O(2Ln) time and space in the worst case, for discovering all the masks belonging
toM , which is our main result. Some tests in [24] show evidence of the advantages
of this strategy also in practice.
In order to compare the time complexity of our proposed algorithm, consider
the following scenario. After a preprocessing phase of the text T in polynomial
time O(nc), for a constant c ≥ 1, consider the following checking phase: for each
of the (|Σ| + 1)L candidate patterns, verify if the given pattern has quorum and
is maximal, taking just constant time (which is the best we can hope for, once a
candidate pattern is given). An algorithm based on this ideal strategy would cost
O(nc + (|Σ| + 1)L) time. When the latter is compared to the O(2Ln) time cost
of our algorithm, we observe that 2Ln ≤ nc when L ≤ (c − 1) log2 n and that
2Ln ≤ (|Σ| + 1)L when L ≥ log2 n/(log2(|Σ| + 1) − 1). Hence, our cost O(2L)
is better than the ideal bound O(nc + (|Σ| + 1)L) except for few degenerate cases
(namely, when c < 1 + (log2(|Σ| + 1) − 1)−1). In general, we can establish an
upper bound 2Ln = O
(
nΘ(1+1/ log2 |Σ|) + min{2Ln, (|Σ| + 1)L}). In other terms, our
algorithm performs better than virtually constant-time enumerating and checking
all the potential (|Σ| + 1)L candidate patterns in T . In the above discussion for
the complexity, we assume that the word size of w bits in the standard RAM is
sufficiently large, so that L = O(w). When L is much larger, the time complexity
of our algorithm must be multiplied by a factor of O(L/w).
Finally, given the scan-and-sort nature of our algorithm, we naturally obtain
a cache friendly solution to our problem as a byproduct. To our knowledge, this
is the first cache friendly solution for a motif discovery problem, which is useful
for long input sequence(s). Indeed, our algorithm works also in the ideal cache
model, introduced by Frigo et al. [71] to generalize the two-level memory model
of Aggarwal and Vitter [17] and to deal with such a situation, where M is the
size of the fast memory, and B is the size of the block in each transfer between
fast and slow memories. The goal is to minimize the number of block transfers.
For example, scanning n consecutive elements has a complexity of Θ(n/B) block
transfers while the optimal complexity of sorting is sort(n) = Θ
(
n
B
logM/B
n
B
)
block
transfers [31, 69, 71].
Employing the simple scan and the cache-oblivious sorting in our algorithm, we
do not need to further orchestrate their memory accesses. Using this model, we can
easily obtain a complexity of O(2L sort(n)) block transfers for finding the masks in
M . Also, we think that our algorithm can run in a distributed setting, such as a
cluster of computers, using distributed sorting.
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Related problems and state of the art We are not aware of previous works
introducing our class of motifs. Hence, we relate our results in motif discovery to
those of mining frequent itemsets, where more sophisticated techniques have been
found over the years. The notion of masks comes naturally into play when perform-
ing data mining for frequent itemsets, where the “apriori” algorithm is intensively
employed [84]. Here, a set of L items is given, and each transaction (basket) cor-
responds to a subset of these items, which can be represented as a binary sequence
in which the ith symbol is 1 if and only if the ith item is chosen for the basket.
A set of baskets can be therefore represented as a set of masks in our terminology.
For the lattice of all possible 2L masks, all possible itemsets should be examined.
Note that, instead, our definition of masks has the goal of condensing patterns that
have the same sequence of solid and don’t care symbols. Moreover, our traversal of
the lattice is different from the apriori algorithm, since we start from the top and
generate candidates in a different way, namely, using safe masks.
As far as we know, the “dualize and advance” algorithm [80, 81] is the best
theoretical approach that can be obtained in terms of running time. It sets up
an interesting connection between mining itemsets in the lattice of 2L masks and
finding hypergraph traversals [25]. In our terminology, suppose to have incrementally
found some of the maximal masks, say µ1, µ2, . . . , µk. We build the corresponding
hypergraph as follows: there are L nodes numbered from 1 to L, and there is one
hyperedge per mask, where the jth bit in the mask is 0 if and only if the node j is
incident to the corresponding hyperedge (1 ≤ j ≤ L). In general, the ith hyperedge
connects the nodes that correspond to the 0s in the ith mask µi (1 ≤ i ≤ k). In
order to find additional maximal masks (and hence add hyperedges), it suffices to
find all the hypergraph traversals as starting points for upward paths in the lattice,
where each traversal is a minimal hitting set for the current set of k hyperedges [25].
The problem of finding hypergraph traversals is intimately related to the dual-
ization of monotone Boolean functions [62]. The known algorithms required O(2L)
time in the worst case [25, 94] until the seminal result in [70, 96] showing a subexpo-
nential bound proportional to t(k) = kO(log k) time, when the number of hyperedges
k is o(2L). This algorithm is plugged into the scheme of the “dualize and advance”
algorithm, giving a bound of O (n× t(|M |+ |Bd−(M )|)) as shown in [80], where
we include the cost O(n) of verifying the quorum, and Bd−(M ) is a set of non-
maximal masks that are “close” inside the lattice to the ones inM . While |M | can
be subexponential, there are cases in which |M | + |Bd−(M )| = Θ(2L) [80], and so
the final bound can be Ω(2L
2
n).
Surprisingly, this and other approaches based on hypergraph traversals, which
are the state of the art theoretically, are slower than our solution in the worst case.
We also run some experiments in [24] and found that our solution is faster in practice,
where we accounted for the number of masks we queried for checking their quorum.
Indeed, the dualize and advance method needs to query many more masks than our
safe masks, thus suggesting that the latter notion is crucial to our algorithms.
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Chapter 3
Thesis plan
This thesis is organized as follows.
The Section entitled Background gives the background and the state of the art
in the area of stochastic simulation methods. In particular, a slightly description of
the main formulations of chemical kinetics is provided in Chap. 4. A very detailed
collection of exact and approximated methods have been surveyed in Chap. 5. In
this listing we point particular attention on τ -leaping methods that are one of the
focus of this thesis. This entire section is the result of my personal investigation in
the area.
The Section entitled Motivating Case Study summarizes the contributions of
our multisciplinary group, called BioLab. Details about the photo-perception of
Halobacterium Salinarum are given in Chap. 6. Whereas the main features of our
new simulator are presented in Chap. 7 and the results of our systems biology
approach to the photo-motile responses case study are presented and discussed in
Chap. 8. In particular, my main contributions in the QDC Tool and Halobacterium
Salinarum project have been the following. The formal definition of the QDC input
file format, the testing and the development of the tool and its examples. The
surveying of the tools available and the performance comparison. But also the
Halobacterium models development and hypothesis testing, group discussions and
meetings since the early stages of the work. Writing and revision of the papers.
The Section entitled Algorithmic Improvements to Stochastic Simulation collects
our proposed exact and approximated simulation methods. In Chap. 9 we describe
practical issues arising from a parallel implementation of the First Reaction Method
on ’Graphics Processing Units’ (GPUs). In particular, my main contributions are the
following. The sequential implementation, test cases, random number generation,
development supervision and optimization. Writing and revision of the paper. In
Chap. 10 we present SSAL a new variant of the stochastic simulation algorithm
which lays in the middle between the Gillespie’s Direct Method and a τ -leaping. We
present AMS a new adaptive method in Chap. 11. Both SSAL and AMS are the
result of my personal investigation in the area.
In the Section entitled ongoing work we introduce one of our ongoing simulation
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methods based of the partitioning of the volume. Its description and some numerical
tests are given in Chap. 12. This on going method is the result of my personal
investigation in the area.
Finally, in the Part Concluding Remarks and Future Works some concluding
remarks and research perspectives are discussed. In Appendix A we present a formal
syntax of our simulator, and in Appendix B provides the proof of exactness of one
of the methods based on the partitioning of the volume. This part is the result of
my personal investigation in the area.
3.1 Published (or pending) items about the work
presented in this thesis
This thesis is also based on the following published and submitted results.
1. Chap. 2 has partly been published in [1].
2. Chap. 9 has partly been published in [178].
3. Chap. 10 has partly been published in [182].
4. Chap. 11 has partly been submitted to the 8th Conference on Computational
Methods in Systems Biology, (CMSB 2010) in Trento (Italy).
5. Chap. 7 has partly been submitted to the Journal IET Systems Biology.
6. Chap. 6 and Chap. 8 have partly been published in Photoperception in Halobac-
terium salinarium: a systems biology approach. vol. unico, p. 1, Poster at the
European Conference on Computational Biology (ECCB 2008) and Simulating
signaling pathways: the motile photoresponse of H. salinarum as a case study,
Poster associated to oral communication, BITS ’09 Sixth Annual Meeting of
the Bioinformatics Italian Society March 18 - 20, 2009, Genoa, Italy.
Finally, part of Chap. 12, Chap. 6 and Chap. 8 still have to be published as papers.
Part II
Background

Chapter 4
Basics of Chemical Kinetics
A cell has a large number of functionally diverse, and frequently multi-functional,
sets of molecules interacting selectively and nonlinearly1 to produce coherent be-
haviors. Dense networks of interacting macromolecules (genes, mRNAs, proteins),
or pathways, control any cellular process [159]. Generally speaking, molecules move
inside a cell with a certain speed and they bump into others molecules. By collision
theory we know that a reaction occurs only when reactants collide, bumping into
specific domains of their structure at a certain speed. How molecules move, how
fast they move, how they bump into each other, and how all that results in chemical
reactions is competence of Kinetics. Biochemists use an understanding of kinetics
to figure out reaction rates. The rate of a chemical or biochemical reaction is just a
measure of how the concentration of the involved substances changes with time. Due
to the complexity of the pathway and molecular interactions it is almost impossible
to intuitively predict the behavior of cellular networks. Mathematical modeling and
computer simulation techniques have proved useful for understanding the topology
and dynamics of such networks. In particular, the main ability of computer simula-
tion is to mimic the temporal evolution of a set of elements that react according to
the rules of kinetics to produce certain dynamics. This makes computer simulation
well suited to do quantitative analysis of many biological systems. In silico biology
has an edge over conventional experimental biology in terms of cost, ease and speed.
Also experiments that are infeasible in vivo can be conducted in silico, e.g. it is
possible to knock out many vital genes from the cells and monitor their individual
and collective impact on cellular metabolism. Evidently such experiments cannot be
done in vivo because the cell may not survive. The development of predictive in sil-
ico models offers opportunities for unprecedented control over the system. Modeling
can provide valuable insights into the working and general principles of organization
of biological systems. Also it can suggest novel experiments for testing hypotheses,
based on the modeling experiences [119].
The modelling of chemical reactions using deterministic rate laws has been proved
1Usually the rate of production of a fired reaction cannot be expressed as a linear combination
of the reactants concentration.
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successful in both chemistry [150] and biochemistry [88] for many years. This de-
terministic approach has at its core the law of mass action, an empirical law giving
a simple relation between reaction rates and molecular component concentrations.
Given knowledge of initial molecular concentrations, law of mass action provides a
complete picture of the component concentrations at all future time points [67].
The law of mass action considers chemical reactions to be macroscopic under con-
vective or diffusive stirring, continuous and deterministic [57]. These are evident
simplifications, as it is well understood that chemical reactions involve discrete, ran-
dom collisions between individual molecules. As we consider smaller and smaller
systems, the validity of a continuous approach becomes ever more tenuous. As
such, the adequacy of the law of mass action has been questioned for describing
intracellular reactions [148, 82]. Arguments for the application of stochastic models
for chemical reactions come from at least three directions [166], since the models
take into consideration the discrete character of the quantity of components and
the inherently random character of the phenomena; they are in accordance (more
or less) with the theories of thermodynamics and stochastic processes; and they
are appropriate to describe instability phenomena. At the molecular level, random
fluctuations are unavoidable. The effect of these fluctuations becomes more evident
as we consider systems with smaller populations of molecules. This typically oc-
curs in the regulation of gene expression where transcription factors interact with
DNA binding sites in the genes regulatory sequences. Additionally, it has been
proven that small numbers of expressed RNAs can be significant for the regulation
of downstream pathways [117]. Thus, there are evidently a number of important
biological environments where only small numbers of molecules are present in the
reaction volume, for which, it is argued, stochastic modelling approaches are re-
quired [55]. There is also growing evidence of the importance for reaction kinetics
of the structural organization of the intracellular environment, which is far from the
homogeneous, well mixed solution typical of in vitro conditions (see [151] and ref-
erences therein). Cellular environments are highly compartmented and structured
throughout the reaction volume. A high degree of molecular crowding as well as the
presence of endogenous obstacles in cellular media have important consequences in
the thermodynamics of the cell [121] and strongly affect diffusion processes [112].
The viscosity of the mitochondrion is 2537 times higher than that of a typical in
vitro experimental buffer [149]. Diffusion of macromolecules in the cytoplasm can
be 520 times lower than in saline solutions [168]. Furthermore, many reactions oc-
cur on two-dimensional membranes or one-dimensional channels. These structural
considerations mean that we must be careful when considering how well mixed a
chemical system is. Apart this there is a strong research vein that believes that the
discrete and stochastic nature of many biological process can only be captured by a
stochastic approach.
The stochastic approach uses the inherent random nature of microscopic molec-
ular collisions to build a probabilistic model of the reaction kinetics. This approach
is thus inherently suited to the small, heterogenous environments typical of in vivo
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conditions [82]. In the next sections we introduce the basic principles of the Con-
tinuous and Deterministic, the Continuous and Stochastic and the Discrete and
Stochastic formulation of chemical kinetics.
4.1 Continuous and Deterministic Formulation
The deterministic approach regards the time evolution as a continuous and wholly
predictable process governed by a set of coupled, first order, ordinary differential
equations, called Reaction Rate Equations (RRE). In general, the deterministic ap-
proach assumes that for large population of molecules the stoichiometric changes
induced to a population by one reaction are small enough to assume that the overall
changes to the population are continuous. Then for a large population of reactants
the system behavior is well approximated by the average behavior. In other words,
the fluctuations in the molecular populations due to the casual occurrence of the
reactions introduces so negligible changes in the macroscopic trend of the concen-
trations that the mean value well describes the system evolution. Furthermore, the
system is in thermodynamic equilibrium, and no temperature and volume changes
occur.
Now given a set of elementary reactions Rj and set of species Si RRE is a set of
ODEs, one for each species.
The Ordinary Differential Equation (ODE) for Si is obtained from the reactions
in which Si appear as reactant or product and from the rules of mass action kinetics.
The Mass action kinetics states that the rate of any given elementary reaction is
proportional to the product of the concentrations of the species reacting (reactants)
in the reaction.
To show an example of how to set up RRE we consider system in Eq. 4.1. In this
Michaelis-Menten model there is an initial bimolecular reaction between the enzyme
E and substrate S to form the enzymesubstrate complex C. Although the enzymatic
mechanism for the unimolecular reaction C
k2⇀ E + P can be quite complex, there
is typically one rate-determining enzymatic step that allows this reaction to be
modelled as a single catalytic step with an apparent unimolecular rate constant k2.
S + E
k1­
k−1
C
k2⇀ E + P (4.1)
For example, the rate of production of the complex C, denoted with d[C+]
dt
, would be
d[C+]
dt
= k1SE
and the rate of destruction of the complex C, denoted with d[C−]
dt
, would be
d[C−]
dt
= k−1C + k2C.
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Combining these terms it results an ODE for the following rate of change of con-
centration of C
d[C]
dt
=
d[C+]
dt
− d[C−]
dt
= k1SE − (k−1 + k2)C (4.2)
As we showed in the example above RRE are based on concentrations, while tra-
ditionally the discrete models are based on number of molecules. Exists a specific
connection between concentrations and populations that can be summarized as fol-
lows.
The molar concentration of a given species Si is denoted with [Si]. It is defined
as the number of moles of a solute dissolved in a liter of solution. Usually, molar
concentration is given as mole per liter:
1
mol
L
≡ 1M
For the International System of Units (SI) a mole is the base unit measurement of
the amount of substance. One mole represents 6.02214179 ∗ 1023 molecules and it
was named the Avogadro Number in honor of the father of stoichiometry. Even
though the Avogradro’s number does not actually determine the exact number of
molecules it represents the best approximation obtained with the best measurement
method known. Here, we consider
NA = 6.02214179 ∗ 1023mol−1.
To convert a concentration into a number of molecules we need to consider the
volume V , for instance expressed in liter (L), and NA. Therefore, given the molar
concentrations [S] for a specie S expressed in mol per liter (M), and given a volume
V the corresponding number of molecules ]S follows the following expression
[S] ∗ V = S and ]S = S ∗NA
where S is the number of moles in [S].
4.2 Continuous and Stochastic Formulation
The validity of the assumptions made in the continuous and deterministic formula-
tion becomes strained as we examine small-scale cellular reaction environments with
limited reactant populations. Instead of dealing with only one possible evolution in
time, as is the case for ODEs, the stochastic formulation takes into account the
indeterminacy about future evolutions. This uncertainty is described by probability
distributions. This means that even though the initial state is known, some evolu-
tions can be more probable than others. So executing a bunch of time evolutions,
a subset of the possible final states will be reached more frequently than others.
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The stochastic formulation of chemical kinetics considers a system of N molecu-
lar species {S1, · · · , SN} interacting through M chemical reactions {R1, · · · , RM}.
It assumes that the system is well stirred, in a constant volume V and in thermal
(but not chemical) equilibrium. Well stirred means that the overwhelming majority
of molecular collisions that take place in the system are elastic (nonreactive), and
the net effect of these elastic collisions is twofold [76]. First, the positions of the
molecules become uniformly randomized throughout V . Second, the velocities of
the molecules become thermally randomized to the Maxwell-Boltzmann distribu-
tion. It corresponds to the most probable speed distribution in a system consisting
of a large number of non-interacting particles in which quantum effects are negli-
gible. To the extent that this happens, the nonreactive molecular collisions can be
ignored and only events that change the populations of the chemical species are
considered. In this case, the system state is described by the multivariate variable
X(t) = {X1(t), · · · , XN(t)}, where Xi(t) is the number of molecules of species Si
in the system at time t. The evolution in time of the system state is of course
consequence of chemical reactions, and the reactions in the stochastic formulation
of chemical kinetics approach are viewed as distinct, essentially instantaneous phys-
ical events of two elemental types. Unimolecular, occurring as a result of processes
internal to a single molecule, and bimolecular, occurring as a result of a collision
between two molecules. Fundamental to the principal of stochastic modelling is the
idea that reactions are essentially instantaneous elementary random events. In this
scenario, each reaction Rj can be characterized by a propensity function aj and a
state change vector νj ≡ (ν1j, · · · , νNj). Let X(t) = x, the quantity aj(x)dt gives
the probability that one reaction Rj will occur in the next infinitesimal time interval
[t, t+ dt), while νij gives the change in the Si molecular population induced by the
reaction Rj.
To estimate the probability of a reaction to occur the stochastic formulation
states the existence of a constant cj which depends only on the physical properties
of the molecules involved and the temperature. The stochastic reaction constant cj
is also termed the fundamental hypothesis of the stochastic formulation of chemical
kinetics. Multiplying the probability cjdt for the total number of distinct combina-
tions of reactants of Rj in V at time t, the result is
cjhjdt = ajdt
that is equal to
Pj(dt) = ajdt (4.3)
where Pj(dt) gives the probability that R will occur in V in [t, t+dt), provided that
the system is in state X at time t.
Gillespie in [180] has given physical rationale of the propensity for unimolecular
and bimolecular reactions that can be briefly summarized as follows.
If Rj is a unimolecular reaction of the form S1
cj→ Product(s) the underlying
physics, dictates the existence of some constant cj, such that cjdt gives the proba-
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bility that any particular S1 molecule will so react in the next infinitesimal time dt.
It then follows from the laws of probability that if there are currently x1 molecules on
the specie S1 in the system, the probability that some one of them will undergo the
Rj reaction in the next dt is x1cjdt. Thus the propensity function is aj(x) = cjx1.
If Rj is a bimolecular reaction of the form S1+S2
cj→ Product(s), kinetic theory
arguments and the well-stirred condition together imply the existence of a constant
cj, such that cjdt gives the probability that a randomly chosen pair of S1 and S2
molecules will react according to Rj in the next infinitesimal time dt. The probability
that some one of the x1x2 S1 − S2 pairs inside V will react according to Rj in the
next dt is therefore x1x2cjdt. In this case, the propensity function is aj(x) = cjx1x2.
If instead the bimolecular reaction had been S1 + S1
cj→ Product(s), the number of
distinct S1 molecular pairs are x1(x1 − 1)/2, and so the propensity function results
aj(x) = cj
1
2
x1(x1 − 1).
Intuition suggests that the stochastic reaction constant cj, should be closely
related to the more familiar reaction-rate constant kj, which forms the basis for the
deterministic approach to chemical kinetics. Table 7.1 summarizes the mathematical
relation between the stochastic coefficient and the deterministic reaction constants
for each basic reaction type Rj. Note that the relationship between the stochastic
Rj Units of kj cj hj
∅ k−→ . . . Msec−1 kNAV 1
S1
k−→ . . . sec−1 k XS1
S1 + S2
k−→ . . . M−1sec−1 kN−1A V −1 XS1 ·XS2
2S1
k−→ . . . M−1sec−1 2!kN−1A V −1
(
XS1
2
)
Table 4.1: Stochastic rate constant cj and number of distinct Rj reactant combina-
tions hj for elementary reaction channels Rj.
rate constant cj and the reaction rate k is only a constant factor. However, the
conceptual difference is rather more complicated. The stochastic rate constant cj,
multiplied for hj, is a propensity and thus referring to a stochastic model of a
population of molecules. In contrast, the rate constants kj are indeed rates in the
sense of a velocity. The fact that the cj, and hence any stochastic simulation,
is dependent on the knowing the rate constants of the mass action model is no
coincidence. It has not been feasible to derive an expression for cj from physical
principles without knowledge of either the rate constants or the probabilities that a
colliding set of reactants of Rj will chemically react.
Now, in the stochastic formulation the probabilistic nature of the problem pre-
cludes making an exact prediction of X(t), so what one might hope to infer is the
probability that at time t in V there will be x1 molecules of specie S1, x2 molecules of
specie S2, until xN molecules of specie SN starting fromX(t0) = x0. This probability
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called grand probability function (GPF,) and denoted with P (x, t|x0, t0), evolves ac-
cording to a time-evolution equation known as Chemical Master Equation (CME ).
In probability theory, Eq. 4.4 identifies a continuous-time Markov process, that is, a
mathematical model for the random evolution of a system for which, at any given
moment, a given future state depends only on its present state, and not on any past
states.
∂P (x, t|x0, t0)
∂t
=
M∑
j=1
[aj(x− νj)P (x− νj , t|x0, t0)− aj(x)P (x, t|x0, t0)] , (4.4)
The preceding CME was obtained from laws of probability and the definition of
propensity function. The first term on the right-hand side in Eq. 4.4 describes the
probability from any other state to reachX(t) = x in one step, while the second term
describes probability to be just in X(t) = x and change away. In principle, the CME
completely determines the function P (x, t|x0, t0). Unfortunately the major difficulty
with the CME is that each chemical species in the model adds one dimension to
the problem, and the computational time to obtain any numerical solution to the
CME growths exponentially with the number of reacting species in the system.
In Mathematics this phenomenon is known as curse of dimensionality. The main
difficulty when the curse of dimensionality happens is that the analytical solution
of the CME becomes intractable, in particular, if many reactions are bimolecular
[76]. Supposing to be able to find an analytical solution for a CME, this would be
a Probability Density Function (PDF) of X(t) with a specific mean and variance. If
we would compare that solution with the solution of a RRE for the same system,
we would observe that in general we obtain different results for the means. This
happens in presence of reactions with two reactant species because one considers
propensity as function of the volume V whereas the other never.
4.3 Gillespie’s Discrete and Stochastic Formula-
tion
Because the CME can rarely be solved for the PDF of X(t), Gillespie proposed a
rigorous Monte Carlo procedure, known as Stochastic Simulation Algorithm (SSA),
to generate numerical realizations of X(t). To simulate numerically the time evolu-
tion this procedure moves the system forward in time by answering two questions:
when will the next reaction occur and what reaction will it be? The main theoretical
construct of the SSA is the reaction probability density function P (τ, j) defined as
follows.
P (τ, j)dτ ≡
probability at time t that the next reaction
in V will occur in the infinitesimal time interval
(t+ τ, t+ τ + dτ), and will be reaction Rj.
(4.5)
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In the terminology of probability theory, P (τ, j) is a joint probability density func-
tion (JPF) on the space of continuous variable τ (0 ≤ τ < ∞) and the discrete
variable j (j = 1, 2, · · · ,M). However, SSA provides only the steps composing the
procedure, and two logically equivalent implementations of SSA called First Reac-
tion Method (FRM) [75] and Direct method (DM) [180] have been proposed. We
will introduce them in detail in the next chapter.
The SSA and CME are logically equivalent. This means that they are rigorous
consequences of the same premises [77]. In addition, to the limit of an infinite
number of independents SSA realizations, the PDF P (x, t|x0, t0) computable on the
final states reached by the SSA realizations matches exactly the PDF P (x, t|x0, t0)
obtained solving analytically CME. This introduce an important point. A single
realization gets no statistical picture of the temporal evolution of X(t). A complete
picture can be found only carrying out an infinite independent realizations. In
practice, a set of independent realizations must be carried out to have an acceptable
statistical picture.
The Stochastic Simulation algorithm has been applied to simulate different re-
alistic biological models. For example, Chiarugi et al. simulated a Virtual Cell
[52], Bracciali et al. modelled and simulated synaptic plasticity [27], Arkin [20]
showed how stochastic variations in the concentrations of some regulatory protein
can produce probabilistic pathway selection.
One important characteristic of SSA is the exactness. Often it was not clear
what exact refers to. Gillespie states that SSA produces exact ”realizations” of
the jump Markov process X(t) [77]. Sometimes exact refers to the fact that τ in
SSA is not a finite approximation to some infinitesimal dt [76]. Another definition
refers to the fact that under the hypothesis of the stochastic formulation of chemical
kinetics, the systematic Monte Carlo generation of (τ, j) realizes one possible evo-
lution of X(t), probabilistically correct and theoretically founded. The preceding
assertions are all undoubtedly true. The key point is that the exactness depends by
the validity of its fundamental hypothesis of SSA to model realistic systems [124].
In fact, SSA is often applied to systems that not necessary respect the Gillespie’s
hypothesis. For instance, it is quite common to use SSA to simulate Biochemical
systems. Biochemical systems can be seen as particular instances of chemical sys-
tems where reacting molecules are heavy biological compounds such as proteins and
nucleic acids. However, these types of compounds are far from gaseous conditions as
theoretically assumed by Gillespie’s. Normally, in the small volume of a living cell
no temperature gradients can be reasonably assumed, which entitles us considering
the hypothesis of thermal equilibrium applicable. Similarly, the diffusion processes
in a cell are also quite efficient. Even though each type of cell uses indeed various
mechanisms to regulate the concentration of molecules in different areas, it is widely
accepted to consider that in small volumes homogeneity is assured [124]. This obser-
vation would lead us to consider well-stirred hypothesis valid for most biochemical
systems considered in limited volume areas.
Instead, more discussions are required to the hypothesis that the reactions are
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instantaneous. In a bimolecular reaction, the time of the reaction to occur can be
considered negligible with respect to the collision time only if it does not involves
complex transformations, such allosteric changes, of the two binding molecules. In
biochemistry the reactants may be heavy structured molecules whose binding may
be just the first step of a conformational rearrangement. In fact, the situation men-
tioned above is a particular example of the difficulty that can be encountered in
describing a biochemical system in terms of elementary reactions. This is the case
for the well-known Michaelis-Menten abstraction for the reactions in Eq. 4.1. Obvi-
ously, the hypothesis of having only elementary reactions is not always applicable,
and this introduce approximations. However, the fundamental hypothesis can be
considered valid using the Michaelis-Menten abstraction if the speeds of the binding
and unbinding of the enzyme is much higher than the one of the catalysis reaction.
Other cases of approximations can be found in [124].
In conclusion, as stated by Mura there is no general theory to predict a priori
the effect that different model choices will have on output results. So the results
obtained through the SSA must be validated with the observed behavior of the real
system, if possible.
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Chapter 5
Simulation Algorithms and
Improvements
5.1 The original Gillespie’s Exact Methods
As anticipated in the previous chapter, Gillespie proposed two equivalent procedures
to perform exact realizations. This procedures are: the First Reaction Method(FRM)
[75] and the Direct method (DM) [180]. Although these are famous another famous
implementation is Next Reaction Method(NRM), proposed by Gibson et Bruck [72].
Below we briefly introduce them.
5.1.1 First Reaction Method
Every implementation of SSA are required to define the probability at time t that
the next reaction in the considered volume V will occur in the infinitesimal time
interval (t + τ, t + τ + dτ), and this reaction will be Rj. First Reaction Method
defines it as follows.
P FRM(τ, j | x(t))dτ = aje−ajτdτ. (5.1)
The generation of a random pair (τ, j) happens by sampling it according to the PDF
in Eq. 5.1. To do that for all M reactions, FRM generates a ”tentative reaction time”
τj according to the following formula
τj =
− ln(rj)
aj
, (5.2)
and then it selects as next firing reaction that one which occurs first, i.e. the method
takes
τ = smallest τj for all j = 1, · · · ,M (5.3)
and
j = reaction index j for which τj is the smallest . (5.4)
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Giving M reactions and kinetic constants, N species, one initial state X(t0) and a
stop time TIME, FRM performs the elementary steps summarized in Algorithm 1.
Algorithm 1 First Reaction Method
while t < TIME do
for j=1 to M do
Compute aj(x)
end for
Generates r1, · · · , rM in U(0, 1) and generate values for τ and j according to
Eq. 5.3 and Eq. 5.4
t← t+ τ ; x← x+ νj;
print (t,x)
end while
5.1.2 Next Reaction Method
The Next Reaction Method [72] revises the first-reaction method, and it is a much
more popular and efficient implementation than FRM. It uses an indexed binary tree
priority queue P to find the next occurring reaction and its tentative time, and a
directed graph, called Dependency Graph G, to recalculate only those propensities
and tentative times effectively changed after the firing of the selected reaction.
The indexed priority queue P consists of a tree structure storing in the nodes
pairs of the form (j, τj). Its main characteristic is that the tree is builded and
maintained in such a way that each parent node has a lower τj than its children.
This means that the root node always contains the smallest τj.
Then giving the setR = {R1, · · · , RM} ofM elementary reactions, letReactants(j)
and Products(j) be the set of species Si reactants and products of a reaction Rj ∈ R,
respectively. Let DependsOn(aj) and Affects(j) be the set of the species that
changing their number of molecules induce a change in the value of the propensity
aj, and the set of species that change their number of molecules when Rj fires, re-
spectively. The dependency graph G is a directed graph with vertex set R and with
a directed edge from Rj to Rj′ if and only if Affects(j) ∩ DependsOn(aj′) = Ø.
Note that in this definition the self loop edges are included.
So giving M reactions and kinetic constants, N species, one initial state X(t0)
and a stop time TIME, NRM performs the elementary steps summarized in Al-
gorithm 2. Note that the procedure computes at most one uniformly distributed
random number for each selected reaction, instead of the M computed by FRM.
This depends mainly on two tricks. The first is the re-usage of τj′ for those reac-
tions j′ not affected by the firing of a reaction Rj. The second is the application of
the update formula for those reactions affected by the firing of Rj that are different
from it.
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Algorithm 2 Next Reaction Method
Generate the Dependency Graph G
for j=1 to M do
Compute aj(x)
Generate rj in U(0, 1), and τj according to Eq. 5.3
Store (j, τj) into the Indexed Priority Queue P
end for
while t < TIME do
(j, τ)← Root(P)
t← τ ; x← x+ νj;
for all ((j, j′) ∈ G do
Update aj′(x)
if j′ 6= j then
τj′ ← (aj′,old/aj′,new)(τj′ − t) + t
else
Generate rj in U(0, 1) and τj according to Eq. 5.3
end if
Generate a sample time ρj according to Eq. 5.4
τj,new ← ρj + t
replace (j, τj) with (j, τj,new) in P
end for
print (t,x)
end while
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Note also that even though the generation of the pair (j, τj) takes constant time,
to maintain P sorted the procedure takes time proportional to the logarithm of the
number of reactionsM . This is again better than FRM that takes time proportional
to M . More information and proofs about NRM can be found in [72].
5.1.3 Direct Method
In the DM formulation the time τ is an exponential random variable with mean
(and standard deviation) 1/a0, where a0(x) =
∑M
j=1 aj(x). Whereas, the index j is
a statistically independent integer random variable with point probabilities aj/a0.
Formally, DM defines as follows the probability at time t that the next reaction in
the considered volume V will occur in the infinitesimal time interval (t+τ, t+τ+dτ),
and this reaction will be Rj.
P (τ, j | x(t))dτ = aj(x)e−a0(x)τdτ (5.5)
As pointed out in [75], to generate a pair (τ, j) according to Eq. 5.5 the method
draws two independent uniformly distributed random samples r1and r2 in the unit
interval U(0, 1), taking
τ =
− ln
(
r1
)
a0(x)
(5.6)
and
j = the smallest integer such that
j∑
j′=1
aj′(x) > r2a0(x). (5.7)
Giving M reactions and kinetic constants, N species, one initial state X(t0) and a
stop time TIME, DM performs the elementary steps summarized in Algorithm 3.
FRM and DM, but also NRM, are equivalent implementations of SSA because it
Algorithm 3 Direct Method
while t < TIME do
for j=1 to M do
Compute aj(x)
end for
Compute a0
Generates r1 and r2 in U(0, 1) and generate values for τ and j according to
Eq. 5.6 and Eq. 5.7
t← t+ τ ; x← x+ νj;
print (t,x)
end while
can be proved that they substantially sample from the same density function [75].
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DM pre-sums all propensity functions, and then it generates separately: the
next occurring time and the next reaction to fire. While FRM computes one tenta-
tive reaction time for each reaction, and then it selects the smallest tentative time
and the corresponding reaction as next occurring time and reaction, respectively.
NRM simply revises FRM minimizing re-computations and maximizing re-usage for
optimization.
Although, in theory the asymptotic complexity of DM and FRM coincides, in
practice, DM performs better than FRM. This is mainly consequence of the smaller
number of uniform random numbers required at each step. While NRM performs
better than DM for systems with large number of reactions.
Before the introduction of the accelerated methods we briefly overview a famous
alternative stochastic simulation method called StochSim.
5.1.4 StochSim: an alternative to Gillespie’s Exact Methods
As with conventional deterministic methods, the implementations introduced before
treats molecular species in bulk assigning to each new molecular product a different
name. The population based formulation typical of SSA can be very efficient with
respect to others that simulates the non reactive collisions as well. However, when
molecules have many specific internal states the combinatorial complexity deriving
by the possible reactions between these multi state molecules can results in a huge
number of species names and reactions. In other words, changing the state of a
molecule the new state and their possible reactions are identified with new names.
In these cases SSA implementations becomes slow because their bottleneck opera-
tions depend by the number of reactions in the system. StochSim works differently.
It handles multi-state variables and spatially inhomogeneous stochastic simulations.
Its efficiency is not affected by the number of reactions present in the system as
for SSA. In fact, StochSim considers each molecule an independent entity with its
own properties, such as velocity, position and so on. This individual representation
of the molecules can better describe many biochemical processes [55, 123, 155] and
allow to compute a multi state molecule as a single entity. The StochSim procedure
performs the following elementary steps. During initialization the method builds a
look-up table that stores the probability for two molecules to react. The probabil-
ities are computed considering formulas specific for first or second order reactions,
and once processed these probabilities remain fixed for the entire execution. The
look-up table consider the first reactant species in the rows, and the second reactant
species in the columns. For first order reactions a special virtual pseudo-molecule is
considered in the columns. Then the simulation time is divided into fixed length dis-
crete time steps. In each time step, StochSim randomly selects two reactants. The
first is taken from the real molecule set. The second is taken from the real molecule
set and pseudo-molecule objects. The selection occurs sampling from using uniform
distribution. If no corresponding reaction is found between the selected molecules
in the look-up table, StochSim concludes that no reaction occurs in this time step.
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Otherwise a uniform random number in (0, 1) is generated and compared with the
probability associated to that reaction in the look-up table. If the random number
is greater, StochSim concludes that no reaction occurs in this time step. Otherwise
there is a reaction between these two molecules. If there is only one possible reac-
tion, the reaction is selected to fire. Then the system is updated accordingly, and
the method proceeds with the next step. Otherwise the method selects the next
reaction to fire according to the classical SSA selection method, but it does that
only considering the selected species.
In practice StochSim represents the only alternative to the Gillespie SSA im-
plementations. An important question arises, what relation exists between these so
different procedures and view. Shimizu and Bray showed the equivalence of their
physical assumptions [155]. However, the main difference is more visible in practice.
The Direct Method implementation of Gillespie’s SSA is more efficient in general,
especially for systems with larger number di molecules [110, 130]. But when multi-
state molecules are involved in a system, StochSim can be more efficient. In any case
today SSA represents the de facto standard in the stochastic simulation of chemical
reacting systems.
5.2 Exact Methods to Accelerate the SSA
During the years, many different methods have been proposed to accelerate SSA.
Many of these methods maintain exactness.
5.2.1 Exact Sequential Methods
The exact sequential methods simply speed up the way the original algorithms
select the next reaction to fire. Lok et Brent [111] showed that, at least when using
Gillespie algorithm, it is not necessary to introduce all the reactions and species
at the beginning of a simulation. They developed a stochastic simulation software
package calledMoleculizer that uses a slightly simplified version of the next-reaction
method in which reactions and species are introduced only when they are needed,
and removed when they are not needed. Cao et al. proposing the Optimized Direct
Method [42] observed that indexing reactions so that lower index values are assigned
to reactions with larger propensity function, the average number of terms summed
in the computation of the next reaction is minimized. Additionally, good speed
up can be achieved. In particular for systems with many reactions or with large
disparities in the values of propensity functions. The re-indexing must be preceded
by a relatively short pre-run using the direct method in which the average sizes of the
propensity functions are assessed. The Sorting Direct Method [175] tends to establish
the desired index ordering by repeatedly interchange the index of the firing reaction
with the index of the next lower indexed reaction (if there is one) whenever a reaction
fires. This tactic not only eliminates the pre-run of the modified direct method, but
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it also accommodates any changes in the relative size of the propensity functions
that might develop as the simulation proceeds. Anyway, arranging the reaction
indices in order of decreasing size of the propensity functions make the linear search
of the next reaction faster to compute, but it also makes that search potentially less
accurate. Li et Petzold [83] have recently proposed the Logarithmic Direct Method
(LDM). The LDM represents one of the fastest known SSA implementations [132].
Its strategy is to collect and store the partial sums of the propensity functions during
the computation of the sum a0. The index of the next reaction j can then be found
rapidly by means of a binary search over those partial sums. Other logarithmic
solutions have been proposed and interested reader can refer to [153] and [49]. Recent
progress on constant time SSA have been proposed by Slepoy et al. [184]. Authors
developed the following composition and rejection method called SSA-CR. First the
method divides all reactions according to their propensity value into a constant
and predefined number of groups. Then SSA-CR selects stochastically one of these
groups (Composition step). By generating couple of random numbers the method
iteratively checks an inclusion condition for the reactions belonging to the selected
group (Rejection step) until the method finds the reaction satisfying the condition.
Then it fires the selected reactions redistributing all reactions changed into the
already formed groups and the algorithm restarts.
5.2.2 Exact Parallel and Distributed Methods
Although the Monte Carlo generation of SSA is not well-suited to be carried out
by parallel processing [30] because the process is fundamentally sequential in na-
ture [141], noticeably speed-up has been achieved through parallelization. There
are mainly two types of implementation approaches for stochastic simulations on
parallel computers: the parallelism across the method and parallelism across the
simulation [164]. The parallelism across the method involves the decomposition and
the separate processing of the domain [141]. When the domain regards the reaction
set the approach requires that the number of reactions in the system is very large.
The parallelism across the simulation is based on the fact that a large number of
independent simulations (often 1000 or more) needs to be performed in order to
collect statistics. However, a challenge problem in the parallel implementation of
stochastic simulations is the quality of the random number generator. The inde-
pendence of the generated random numbers, and the subsequent independence of
simulations on different processes are the primary requirement for the success of
stochastic simulations [164].
Among the methods that implement the parallelism across the method, we pro-
posed an Optimized Parallel Implementation of FRM on Graphics Processing Units
[178] that we will introduce in detail in Chap. 9. Our solution splits the reaction
set, and it determines the next reaction to fire and the time by computing these
samples in parallel for each subset. Ridwan et al. [141] decomposed the volume
into a number of sub-volumes. Dividing the entire species into smaller indepen-
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dent populations, and assigning them to each sub-volume. Although this solution
obtained good speed, to overcome some accuracy problem due to the violation of
the well-stirred assumption, it required to introduce some synchronization point at
regular time intervals. The synchronization is fundamental to maintain the entire
molecules well-stirred. However, despite the fact that the methodology works for the
systems under study here, it is not possible to state categorically as to whether it
would work for any arbitrary system. Schwehm proposed something similar in [154]
solving the already mentioned accuracy problems the method randomly exchanges
molecules between neighboring sub-volumes. However, this implementation results
very costly as large numbers of point to point messages must be used [141].
Among the methods that implement the parallelism across the simulations, Li
et Petzold [132] proposed a solution on GPGPU. GPGPU is a very cheap, fast,
widespread and easy to program as well as general purpose architecture. To deal
with the requirement of the independence of the random numbers, Li et Petzold used
a modified multithreaded C implementation of the famous Mersenne Twister ran-
dom number generator. Other solutions implement parallel computation on clusters
[107], on grid [59], on Field Programmable Gate Arrays (FPGAs) [172]. However,
clusters are still relatively expensive to buy and maintain, and specialized devices
such as FPGAs are difficult to program. So with low cost and high efficiency modern
GPGPUs are very promising technologies for a variety of applications [132].
5.3 Approximated Methods to Accelerate SSA
Some other simulation methods sacrifices some exactness in order to achieve higher
speed up. The methods can be classified into τ -leaping, Hybrid and Multiscale meth-
ods. Here, we survey them pointing particular attention on the τ -leaping because
in this thesis we propose different solutions based on them.
5.3.1 τ-leaping methods.
The first τ -leaping method was introduced by Gillespie in 2001 [73]. Author identi-
fied a condition on the propensity functions, that he called leap condition, for which
if a time period τ exists over which the propensity aj’s remain essentially constant
then the number of occurrences of a reaction Rj during the time interval [t, t+τ) can
be approximated by a Poisson distributed random variable. So rather than account-
ing for the time of occurrence of every molecular reaction, the method in each step
select the largest τ compatible with the leap condition, it draws for each reaction
Rj a Poisson distributed random sample kj = Pj(aj, τ) and it updates the system
state according to following formula.
x(t+ τ) = x(t) +
M∑
j=1
kjνj. (5.8)
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In the course of the years the interest in determining efficiently the value of τ that
enable the maximum number of reactions that can be fired in one step has inspired
improvements [74, 41]. Unfortunately, the unbounded range of values of the Pois-
son distributed random samples can induce so much changes that some population
can be driven to become negative. This issue was recently addressed by Tian and
Burrage [163] and by Chatterjee et al. [48], who have substituted the Poisson distri-
bution with a Binomial distribution, that differently from the Poisson distribution
is bounded. However, resolving the bound issue of the sampling distribution was
not enough, and the negative species issue was not resolved for the general case. In
fact, in applying the Binomial leaping methods to systems with multiple reactions
sharing the same reactant, it was revealed that the interdependence arising from
species participating in multiple reactions can still lead to negative species popula-
tions. To overcome this last case, Binomial methods for each reaction Rj defined
the maximum number of occurrence of a reaction Rj before consuming one of its
reagents during τ , denoted with Lj. Tian and Burrage [163] and Chatterjee et al.[48]
used basically the same recipe for doing this. For each elementary reaction Lj was
defined as follows. For the unimolecular reaction S1 → Product(s) Lj takes x1; for
the bimolecular reaction S1 + S2 → Product(s) Lj is equal to min{x1, x2}, whereas
for the bimolecular reaction 2S1 → Product(s) Lj takes the greatest integer deriving
by the division x1/2. In general, for any unimolecular or bimolecular reaction Rj,
Lj is assigned the value
Lj =
(υij<0)
min
i=1,··· ,N
[ xi
|υij|
]
(5.9)
where the square brackets denote the greatest integer operation. Notice that the
minimization in Eq. 5.9 is taken over only those species that get decreased in an
reaction Rj.
In general, requiring that kj ≤ Lj can be overly restrictive if other reactions
in the system can augment the populations of some consumed reactants of Rj.
For example, suppose to consider the reversible reaction S1 ­ S2. In this case,
restricting the total number of the forward reaction to x1, and the total number of
occurrence of the backward to x2 ignores the fact that far more of both reactions
might actually occur during τ . So in absence of other reactions involving the species
S1 and S2, actually these two reactions observe the less restrictive conditions that
the number of forward reactions minus the number of occurrences of the backward
reaction must be smaller than x1, and the number of occurrences of the backward
minus the number of occurrences of the forward reaction must be smaller than x2.
Requiring that kj ≤ Lj can not be restrictive enough if other reactions in the
systems can decrease the populations of the consumed reactants of Rj. For instance,
considers two or more reactions with a common consumed reactant, we must take
care that the total number of firings of all those reactions should not consume
more molecules of the common reactant than are available. Tian and Burrage and
Chatterjee et al. addressed this requirement in two different ways.
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Chatterjee et al.[48] handle the problem by generating a binomial kj subject
to the limit in Eq. 5.9, once kj is generated the state X(t + τ) is updated by
subtracting the number of reactant molecules of all species consumed in Rj in the
following way Xi(t + τ) = Xi(t) + kjνij for i = 1, · · · , N if νij < 0. This updating
operation modifies the maximum number of firings for Rj+1. This step ensures that
the maximum allowed firings Lj+1 left over in executing the subsequent reaction
Rj+1 would not exceed the actually available populations. But this strategy makes
its outcome dependent by the order of the reactions. Earlier considered reactions
will tend to fire more often than later considered reactions; indeed, later considered
reactions will not be allowed to fire at all if the earlier considered reactions have
used up all the molecules of the common reactant. Chatterjee et al. tried to correct
this bias by randomly changing the order in which the reactions are considered from
one leap to the next.
Tian et Burrage [163] handle the problem designing a sampling technique for the
total reaction number of a reactant species that undergoes two or more reactions.
This technique is based on two properties of the Poisson and binomial random
variables. Briefly, the properties guarantee that the sum of the samples kj and kj′
generated by the sampling procedure, never can exceed the total reaction number
of a reactant species that undergoes the corresponding reactions Rj and Rj′ . Tian
and Burrage stated that this procedure can be extended to more than two reactions,
although they do not give detailed instructions for doing that [39]. For instance, if
in some bimolecular reaction, one of the two reactants is also a consumed reactant
in a second reaction while the other consumed reactant is also a consumed reactant
in a third reaction, then the constraints on the numbers of times each of those three
reactions could fire would be complicated even to write down, much less develop
theorems for. It thus appears that the problem of multiple reactions with common
consumed reactants poses issues for the binomial τ -leaping strategy [39].
Cao et al. described a modified Poisson τ -leaping procedure that resolves the
negativity problem without having to address these particular issues [39]. Recog-
nizing that negative values of a consumed reactant are likely to arise only when the
population of that reactant is small, they splits the reactions into two groups. One
that collects the reactions, termed critical, that may produce negative populations,
and the other that collects the reactions with low probability to produce negative
populations, termed non critical. The partitioning allows to simulate the critical
group one reaction at a time using DM, while the non critical by using the classical
τ -leaping. Simulating at most one critical reaction at each leap reduces the proba-
bility that critical reactions can overdraw some of their reactant. Additionally, when
the number of reactions expected to be fired in a leap is smaller than a constant
value p, the method switches to the Gillespie’s Direct Method (DM) for a number
of steps q.
Rathinam and El Samad in [139] proposed two algorithms to deal with negative
states called the parallel and the sequential, respectively. The parallel generates
tentative samples for kj denoted with kˆj. The method updates the state according
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to the general state update formula
Xˆ(t+ τ) = x+
M∑
j=1
νj kˆj,
then if Xˆ(t + τ) has negative components, it applies a simple bounding procedure
to obtain a new non negative value for Xˆ(t + τ) as for implicit and trapezoidal
τ -leaping methods [137, 43].
The sequential instead of updating the state of the system based on the collective
firing of all reactions, sequentially updates the individual reversible reaction pairs.
The main idea is the same as the one proposed in [48], except that they update
reversible pairs simultaneously. The choice of ordering of the reversible reaction pairs
is important and it may bias the probabilities of the future outcomes. Typically this
situation arises in bimodal systems (also known as bistable) where the asymptotic
distribution has two modes (peaks) [139] .
Pettigrew and Resat [131] proposed MτL. This method generates the samples
k1, · · · , kM from a multinomial distribution with probabilities {a1/a0, · · · , aM/a0}
and number of trials N ′ as parameters. The key parameter N ′ needs to be chosen
accurately in order to avoid negative populations. For this purpose N ′ is gener-
ated by a binomial distribution with probability a0τ/N and number of trials N as
parameters. The estimation of N is decisive because N defines the upper bound
to the number of reactions that can fire in this leap in order to avoid negative
states. To estimate N Pettigrew and Resat developed a simple procedure, that they
called rate-limiting reactant (RLR). They formulated the problem of maximizing
the value of N as an integer linear programming problem over the solution domain
R = {x +∑M−1j=0 νjKj ≥ 0}, where Kj are the variables defining the samples for
every reaction Rj. For each reactions Rj the procedure computes a reaction number
limit K ′j based on population limits of the reactants involved and N is assigned
the minimum of the Kj, for short min{K ′0, · · · , K ′M−1}. Authors state that they
can prove that any random walk of length N ′ ≤ N never leaves the solution re-
gion, so the RLR method guarantees that the state generated from the individual
reaction numbers produced by a multinomial distribution is non-negative. So MτL
with the RLR procedure may be simply summarized as follows. For a given error
control parameter ², it determines the tentative time leap τ² that satisfies the leap
condition. It computes N using RLR, and it sets τ = min{N/a0, τ²}. Then MτL
generates N ′ from the binomial distribution with p = a0τ/N and N , and finally
using the multinomial distribution with N ′ and probabilities {a1/a0, · · · , aM/a0} as
parameters, MτL generates the reaction numbers k1, · · · , kM . Follow the updating
and the procedure advances to the next leap.
Recently, Cai et Xu proposed the K-leap method [37], and Auger et al. gave the
R-leaping method [21], which both constrain the total number of reactions occurring
during a leap to be a number K(or L) to better satisfy the leap condition, thereby
improving simulation accuracy.
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The idea of the multinomial distribution was also used by Cai et Xu. In this
method the samples k1, · · · , kM are generated from a multinomial distribution with
probabilities {a1/a0, · · · , aM/a0} and number of trials K as parameters. But K
is computed differently from MτL. Authors gave three different methods to select
the deterministic number N ′ all starting from different formulations of the leap
condition. If K = 1, K-leap executes DM, otherwise it generates a tentative time
τ according to a gamma distribution with shape parameter K and scale parameter
1/a0. Then all kj’s can be generated according to the multinomial distribution. The
negative population issue is resolved by the strict adherence to the leap condition
of the value generated for K.
Instead, Auger et al. proposed a binomial based method. They pre-select the
number of firing that are expected to occur in the leap, denoted with L, and they
imposed that the number of occurrence samples for all reactions be equal to L, for
short
∑M
j=1Kj = L. This is similar as seen before for K-leap.
Here, instead to use a multinomial distribution to generate k1, · · · , kM the method
proposed computes each kj by generating it by a binomial conditional distribution
given the events {K1, · · · , Kj−1}. The result is invariant under any permutation of
the indices. Two bounding mechanisms over L, together three alternative formulas
based on three respective leap condition formulations for L, avoid the occurrence of
negative populations. Given L the leap time τ is generated according to a gamma
distribution with shape parameter L and scale parameter 1/a0.
Then Anderson developed a new adaptive τ -leaping procedure [18]. The proce-
dure uses a leap rejection method and a postleap checks. In other words, it attempts
to use a tentative leap accepting leaps that demonstrably satisfy the leap condition.
It proved to be a very accurate method although it is not the most efficient one.
Further, since any leap condition is ensured with a probability of one, the simulation
method naturally avoids negative population values.
Peng et al. [129] presented a modified binomial leap method that improves the
accuracy and the application range of the binomial leap methods. This method was
proposed to be the generalization of the original binomial methods to an arbitrary
number of reactions sharing the same reactant. Let Si to be reactant of k reactions
indexed by l = 1, · · · , k, this method determines the maximum bound of consumed
molecules Si for each Rl. The MxN sparse matrix resulting by the sampling proce-
dure is then used to determine the maximum number of permitted firing for each
reaction Rj. The extra effort employed to the sampling procedure assures to avoid
negative population whatever number and type of reactions in which a species can be
reactant. However, the new sampling procedures requires non trivial computation
time.
Recently, we proposed SSAL, a new method which lays in the middle between
the direct method (DM) and a τ -leaping. SSAL adaptively builds leap and step-
wise updates the system state. SSAL generates sequentially the reactions to fire
verifying the leap condition after each generation. As a reaction overdraws one of
its reactants if and only if the leap condition is violated, this makes it impossible
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for the population to become negatives, because SSAL stops the leap generation in
advance. We discuss SSAL in detail in Chap. 10.
Considerable work is being done to improve accuracy of τ -leaping methods.
For instance, the midpoint τ -leaping [73] is analogous to the midpoint rule for
ODEs. The Poisson RungeKutta method [35], which is essentially the well known
RungeKutta methods for ODEs in SDEs driven by Poisson noise [90].
Nevertheless, rigorous error analysis for τ -leaping methods have been provided
by Rathinam et al. in [138]. They performed a consistency check for the original
τ -leaping method showing that its local truncation error is O(τ 2) for all moments
of Xt. This means that the τ -leaping method is quite consistent in the moments.
They also proved that the τ -leaping is of first order weak accurate for the special case
of linear propensity functions. Li [109] extended this result to general propensity
functions. Whereas by adding a random correction to the original τ -leaping in each
leap Hu et Li improved the accuracy demonstrating rigorously the reduction of the
local truncation error to the order of τ [90].
5.3.2 Hybrid methods.
Hybrid methods was designed to simulate efficiently systems with great disparity in
molecule populations. These methods combine techniques belonging to the Contin-
uous and Deterministic and/or Continuous and Stochastic and/or the Discrete and
Stochastic approaches into the same simulation framework. The idea is inspired
to the fact that numerical integration of ODE’s are very effective in simulating
biochemical systems with high numbers of molecules, but they completely neglect
stochastic fluctuations which primarily occur when only few molecules are present
in the system. Instead, stochastic simulation methods reproduce those random fluc-
tuations correctly but can only do that efficiently for systems containing relatively
few molecules.
Intuitively, these methods choose a division criteria that allows to classify the
reactions into fast and slow. The dynamics of the fast subsystem are assumed to
evolve independently of the slow. Instead, the dynamics of the slow subsystem are in
general considered dependent from the fast. This asymmetry is due to the fact that
the slow subsystem cannot evolve independently of the fast because the molecular
species participating to slow reactions are, in general, species whose concentrations
are changed by fast reactions. Additionally fast reactions occur many more times
than slow reactions and the modification induced by the occurrence of the slow
reactions are negligible with respect to the change induced by the occurrence of
the fast reactions. For this reason the slow subsystem has to be described by a
master equation with time varying propensity functions. Moreover, synchronization
between the different simulation techniques as well as information conversion are
needed (e.g. concentration and molecular amount).
Then it can happen that reactions classified initially in the fast subsystem can
evolve in a way that recomputing a partitioning should insert them into the slow sub-
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system, and viceversa. Hybrid methods that take into account this possibility have
a dynamical partitioning of the system. Characterization of a hybrid method passes
through which simulation algorithm it combines (SSA,ODE’s, τ -leaping, SDE),
whether it uses dynamic/automatic or user-defined partitioning, which partitioning
criteria it adopts (population number of reagents, propensities, user-defined, heuris-
tics ecc.), if it considers the propensities as time varying or constant [127]. Pahle
[127] gave a detailed description of the main Hybrid methods, interested reader can
refer to his work and references therein.
5.3.3 Multiscale methods.
Besides the coexistence of chemical species in relatively small quantities and species
in larger quantities, biological systems can evolve with processes that can span
several order of magnitude in time scale. The presence of great disparity in time
scales, the fastest of which reach some form of stability can slows down significantly
the simulation with SSA[119]. This phenomenon is known as stiffness. In fact,
in simulating a stiff system Gillespie SSA spends very long computational time to
capture the fast dynamics of the system, while the slow dynamics are simulated
very slowly. The analysis of the phenomenon revealed that in stochastic simulations
multiple time scales can arise in at least three different ways [86]: first, some set
of reversible reactions occur frequently, and the remaining reactions occur rarely.
This situation is analogous to reaction equilibrium. Second, some set of irreversible
reactions occur frequently, and the remaining reactions occur rarely. Generally for
this situation to be sustained some species numbers have to be large. Third, some
species react so rapidly that their average number throughout the simulations is
nearly zero or their average number is much smaller than the other species numbers.
To simulate multiscale systems many different methods have been proposed.
Some of these methods deal with the phenomenon of rapid equilibrating reactions
[86, 40, 79, 146, 145], others deal with many fast irreversible reactions [87, 74, 137],
others with highly reactive intermediates [114].
Most of these methods are based on notions introduced in the deterministic coun-
terpart, conveniently adapted to work in the stochastic context. Some examples of
this assertion are the quasi steady state assumption (QSSA) and the partial equilib-
rium assumption (PEA). The quasi steady state is a model reduction technique used
to remove highly reactive and transient species from the model [114], whereas the
partial equilibrium assumes that fast reactions that reach equilibrium remain always
in equilibrium. The main difference between QSSA and PEA in the deterministic
context is that the former focus on the state while the latter concentrates on the re-
actions. The adaptation of these assumptions in the stochastic context complicated
them a bit because their definitions have to consider probability distributions and
sometimes chemical master equations.
Now, briefly we survey some of these methods. Rao et Arkin proposed the first
method based on QSSA [136]. This method divides the species set into transient
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and primary species. In a deterministic context a species is transient if the net
rate of change of this species is approximatively equal to zero. Otherwise it is
primary. In the stochastic context Rao et Arkin state that in order to apply the
QSSA they have to make two assumptions. The first states that fixed the primary
species sub-set y the conditional probability distribution of the transient species z
approximatively satisfies a specific definition of the chemical master equation. The
second states that the net rate of change for the conditional probability distribution
of the transient species is approximatively equal to zero. Resolving, the method finds
a stationary conditional probability density for z. Then at each step simply generates
a conditional random variable z(t) from the statinary distribution P ((z(t)|y(t))).
The resulted samples change the value of the state for these transient species. Then
the method computes the propensity functions of the primary species using this new
state, and then proceeds normally executing the Gillespie’s Direct Method until a
the next generation.
A different approach is accomplished by Cao et al. with the slow-scale SSA
(ssSSA)[40]. The algorithm proceeds as follows. The first step consists to make
a provisional partitioning of the reactions into fast and slow subsets denoted Rf
and Rs, respectively. The division occurs according to the value of the propensity
functions. In the second step the method divides the species into fast and slow
denoted with Sf and Ss. Any species whose population gets changed by a fast
reaction is classified as fast, the rest are slow species. The third step defines a
virtual fast process Xˆf (t) as the fast species populations evolving under only the
fast reactions Rf . Next the algorithm applies the stochastic stiffness condition. This
condition first requires that the virtual fast system Xˆf (t) must be stable. Second
check that the limit Xˆf (t)→ Xˆf (∞) must be effectively accomplished in time, and
it checks that it is small compared to the expected time of the next slow reaction.
This gives a formal specification of the separation between the time scale of the
fast and slow reactions. If the stochastic stiffness condition is satisfied, the ssSSA
invokes the slow-scale approximation. The slow-scale approximation states that the
method can ignore the fast reactions and it can simulate one slow reaction at a time.
The propensity of each slow reaction needs to take into account the modifications
to the state induced computing the asymptotic virtual fast process Xˆf (t) [44].
Samant et Vlachos [146] divide the reactions and the species into fast and slow
according to the value of the propensity functions. Then the method performs SSA
for the fast reactions over a number of preselected events (window). At the end of
the window the method checks its own equilibrium condition. If the condition is not
satisfied than it performs again SSA for the fast reactions, otherwise it runs SSA over
a longer window to collect equilibrium statistics and evaluate the equilibrium state.
Then taking into account the equilibrium state it selects the next slow reactions
from the slow reactions. The method updates the state, and it starts a new step by
recomputing the propensity functions, re-dividing the reactions and the species.
Haseltine et Rawlings tackled the issue of stiffness approximating the fast species
either deterministically or via the Langevine equation and the slow one via the SSA
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[87]. In [45] Cao et al. introduced a new stochastic formulation of the partial
equilibrium assumption and they provide a test on a non trivial biological model.
Whereas Weinan et al. proposed a method based on averaging theorems for Markov
processes which allows to identify the fast and slow variables in the system and the
effective dynamics over the slow time scale [61].
However, the complex system may not always remain in a partial equilibrium
state [46]. When the system is not in partial equilibrium, it is necessary to simulate
the fast reactions accurately to reflect the corresponding dynamical changes. How-
ever, when the fast reactions reach the partial equilibrium state, it is more efficient
to focus on the slow-scale reactions. This can be achieved by keeping dynamic lists
of fast and slow reactions, verifying equilibrium conditions during the simulation.
However, the frequent house-keeping operations can be computationally expensive
and they can impact the simulation efficiency. Moreover, when the system exhibits
modes between fast and slow, the partial equilibrium method is not applicable. Cao
et al proposed a new adaptive method [46]. This method dynamically switches
between implicit and explicit tau-leaping methods without explicitly distinguishing
the fast and slow scales. To do that the method compares the step-sizes given by
the implicit τ -selection formula and the explicit τ -selection formula.
Generally speaking, the model reduction methods have been applied to a num-
ber of stiff systems (e.q. Michaelis-Menten system) with great speed up (2 or three
order faster) with respect to SSA. However, some issues deriving from the general-
ization to nonlinear kinetics, the one time system partitioning and the simultaneous
contribution from both population size and rate constants have to be resolved [146].
Then we also noticed that only very few tests have been conducted to non trivial
systems and to non stiff systems, or for systems with no great separation in time
scales.
Recently, Cao et Petzold in [44] highlighted also that the adaptive method has
difficulties in effectively handling the situation when a species with a small popula-
tion is involved in a fast reactions. Situation that also results in low efficiency for
hybrid methods [44]. Then authors combined the ssSSA and the adaptive τ -leaping
[44]. They designed a method to automatically detect the fast but stable reactions.
They prepose a novel idea based on an automatic partitioning of the reactions into
reversible reaction groups.
Instead, the HyMSMC method [147] blends stochastic singular perturbation con-
cepts, to deal with potential stiffness, with a hybrid of exact and coarse-grained
stochastic algorithms, to cope with separation in population sizes. In addition, au-
thors introduce the computational singular perturbation (CSP) method as a means
of systematically partitioning fast and slow networks and computing relaxation times
for convergence.
In conclusion the stiffness problem and the solutions proposed in the stochastic
simulations represent a very interesting field, however in this thesis we do not deal
with them directly.
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5.3.4 Accuracy Measurement
Approximated simulation methods can achieve great efficiency and give a close ap-
proximation to the SSA method. In this section we address the problem of measuring
the accuracy of an approximated methods.
One possibility for measuring the error can be compute the errors in solution
moments such as the mean and variance. Sometimes, these low-order moments are
not enough. For instance, considering a bi-stable system (e.g. Schlo¨gl model [34])
the mean and the variance are not relevant. So in [34] Cao et al. seek a more precise
quantitative measurement introducing two distribution distances. The first is the
Kolmogorov distance, defined to measure the distance between cumulative distri-
bution functions (cdf). The second is the density distance area, defined as the L1
distance between the probability density functions (pdf). Due to the limited num-
ber of Monte Carlo simulations these two continuous distances have been adapted
to consider discrete values. So, an empirical distribution function (edf) is used to
measure the cumulative, and a histogram is used to measure the pdf.
Let N independent random variable x1, · · · , xN having the same distribution,
the edf is defined as follows.
FN(x) =
1
N
N∑
j=1
κ(x− xj) (5.10)
where
κ =
{
1 if x ≥ 0,
0 if x < 0.
(5.11)
The FN(x) gives the fraction of points smaller than x. Supposing that all the
observations fall in the interval I = [xmin, xmax) and letting L = xmax − xmin, we
are able to divide the interval I into K subintervals, denoting the subintervals by
Ii = [xmin +
(i−1)L
k
, xmin +
iL
k
), the histogram function hX is reported in Eq. 5.12.
hi(I − i) = K
NL
N∑
j=1
χ(xj, Ii) (5.12)
where
χ(xj, Ii) =
{
1 if x ∈ Ii,
0 otherwise .
(5.13)
The histogram hi(I − i) gives the fraction of points falling into the interval Ii.
Starting from the definitions of FN(x) and hi(I − i) the distribution distances are
defined as follows.
For two random variables X = X1, · · · , XN and Y = Y1, · · · , YM with edf FX
and FY respectively, the Kolmogorov distance is
K(X, Y ) = max
−∞<x<+infty
|FX(x)− FY (x)| (5.14)
60 CHAPTER 5. SIMULATION ALGORITHMS AND IMPROVEMENTS
For two groups of samples Xi and Yj, the histogram distance is
DK(X, Y ) =
K∑
i=1
|hX(Ii)− hY (Ii)|L
K
. (5.15)
A notable difference between the Kolmogorov and the Histogram distances is that
the histogram distance considers the absolute value of the density difference, whereas
the Kolmogorov distance considers the sign. Because the signed differences may
cancel each other, the Kolmogorov distance may underestimate the difference [34].
In any case, both the Kolmogorov distance and the histogram distance can be used
to measure accuracy.
Now, in stochastic context with a limited number of simulations, two groups
of samples X and Y , even though they are taken from the same distribution can
be different [34]. In the estimation of accuracy we need to take into account this
distance, called self distance. For two sets of independent samples X = X1, · · · , XN
and Y = Y1, · · · , YM that follow the same distribution, self distance is defined as the
distribution distance between X and Y . The Kolmogorov self distance is denoted
with K(X, Y ), whereas the Histogram self distance with DK(X, Y ). The self dis-
tance is a random variable with mean and variance. The bounds for the mean and
the variance of the Histogram and the Kolmogorov self distance are given in [34].
For sufficiently large N andM , the mean and the variance of histogram self distance
DK(X,Y ) are bounded by
√
2K
pi
( 1
N
+ 1
M
) and (pi−2)K
pi
( 1
N
+ 1
M
), respectively. Whereas
for sufficiently large N and M , the mean and the variance of Kolmogorov self dis-
tance K(X,Y ) are bounded by
√
pi
2
log 2
√
( 1
N
+ 1
M
) and (pi
2
12
− pi
2
log2 2)( 1
N
+ 1
M
),
respectively. The values of the self distances have to be interpreted as follows. The
closer to the self distance a distance value is, the more accurate the method who
has generated that samples will be.
StochKit provides a simple Matlab DataAnalyzer package to generate and plot
statistical information from ensembles [105]. In particular, the package provides
functions to compute the distribution differences. In this thesis any measurement
of the accuracy is made through distribution distances implemented in the Matlab
DataAnalyzer package. The two group of samples necessary for the computations
are collected as follows. Giving a model with N species and M reactions we run a
numberRUNS of independent simulations with our approximated method. Then we
compute the same number RUNS with SSA. At the end of each simulation we store
the value Xi(TIME) for a given species Si at a given final time TIME. Completed
the RUNS simulations we have two groups of samples necessary to compute the
distribution distances and we have enough information to compute the bounds for
the relative self distances.
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5.4 Chemical Kinetics with Different Hypothesis
Recently, more sensitivity about the applicability of the Gillespie’s stochastic for-
mulation of chemical kinetics deal to new alternative formulations that relax some
of the Gillespie’s hypothesis. In this section we briefly overview the basic ideas of
these approaches introducing some representative method.
5.4.1 Chemical kinetics with Spatiality
The Gillespie’s Stochastic formulation assumes that the system is well stirred. This
assumption holds in case of an equilibration of reactants between all positions in the
system volume occur on a much faster timescale than the chemical reactions. Since
diffusion of molecules in a living cell is considerably slower than in the test tube [64],
the condition of spatial homogeneity is expected to be violated in most cases. In
fact, many important intracellular processes such as cell division [89], morphogenesis
[165], some type of chemotaxis [162] and metabolic and signalling pathways as it
is known depend on spatial heterogeneity. Molecular Dynamics, Partial Differential
Equations, Brownian Dynamics, Lattice based methods and Spatial Gillespie meth-
ods have been proposed to incorporate spatial effects in biochemical networks, as
reviewed in Takahashi et al. [160]. However, currently there is no single model capa-
ble of efficiently coping with the broad range of spatial, temporal and concentration
scales commonly found in biochemical networks. For instance, the highly accurate
microscopic methods are too computationally demanding to simulate full pathways,
while macroscopic ODE models cannot cope with spatial and stochastic phenomena.
For this reason mesoscopic models may represent a plausible alternative approach
and a compromise between computational efficiency, spatial and stochastic accuracy.
One approach for mesoscopic models is to tackle inhomogeneities, or spatial lo-
calization of reactions, by dividing the space into smaller homogeneous sub-volumes.
These sub-volumes are considered to be well-stirred systems for which efficient well-
stirred reaction methods can be used, either stochastic or deterministic [169, 54,
156, 63, 22].
Stundzia and Lumsden [156] proposed the first treatment of diffusion in the
stochastic method for non linear reaction-diffusion processes. They extended the
Gillespie’s Direct Method to reaction-diffusion processes in spatially inhomogeneous
systems, and they proved equivalence of the algorithm with the reaction-diffusion
master equation. The bounding surface of the volume is taken to be totally reflecting
barrier, impermeable to diffusion.
ELf and Ehrenberg [63] extended the Next Reaction method seen in Sec. 5.1.2
to be used in 3D sub-volumes. They called this method Next SubVolume Method
(NSM). The sub-volume sizes are determined such that all reactive molecular species,
represented as point particles, are almost uniformly distributed in each sub-volume
space. This is done by ensuring that the diffusion of reactants in a sub-volume takes
place more frequently (e.g., more than 100 times) than their respective reactions.
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At each time-step, each molecule can either react in its current sub-volume or dif-
fuse to an adjacent one. The diffusion probability at each time-step is obtained
by mapping the bulk diffusion constant in Fick’s law using the Green’s function.
Similar to the original Next Reaction method, the computation time increases only
with the logarithm of the number of sub-volumes in the system. Nonetheless, it is
not possible to reproduce crowded conditions because volume exclusion from both
reactive and non-reactive crowder molecules cannot be represented explicitly when
they are depicted as point particles.
Jeschke et al. provided the parallel and distributed implementation of NSM [92],
while Marchez-Lago and Burrage proposed a new coarse grained modified version
of the NSM that uses the binomial τ -leaping [113]. Bernstein [26] has extended the
Gillepsie’s Direct method for simulating reaction-diffusion systems on irregularly
spaced sub-volumes (or Cartesian meshes in 2D). The system may have inhomoge-
neous diffusion coefficients, including those with discontinuities.
The Gillespie Multi Particle Method (GMP) [142] is another approach for sim-
ulating reaction systems with an inhomogeneous distribution of discrete number of
dimensionless, uniformly distributed particles using cubical lattice. In contrast to
NSM, diffusion events take place through an operator split scheme at predetermined
times, lifting the diffusion to the macroscopic level. The geometry of a membrane
is represented by a number of lattice sites. These membrane sites also hold cytoso-
lic molecules, enabling, membrane-cytosol reactions. During initialization, the first
diffusion event time is calculated for each species. In each iteration, the event with
the smallest time stamp is selected and Gillespies Direct Method is used to simulate
reactions between the last and the next event time. The execution of the next diffu-
sion event is then performed locally in each sub-volume, distributing all entities of
the species assigned to the event randomly among its neighbors. Therefore, in con-
trast to NSM, the GMP method abandons the idea of single entity diffusion events
between two sub-volumes and performs simultaneously bulk diffusions of species
entities in all sub-volumes.
5.4.2 Chemical kinetics with Delayed Reactions
In the Gillespie’s stochastic formulation it is assumed that all reactions occur in-
stantly. While this is true in many cases, it is also possible that some chemical
reactions in living cells takes certain time to finish after they are initiated. Thus,
the product of such reactions will emerge after certain delays [36]. Delay processes
are ubiquitous in the biological sciences but sometimes they can also be ignored.
For instance, when delays in biochemical reactions are small compared with other
significant time scales characterizing the system. If the time delays are of the or-
der of other processes or longer, they cannot be ignored and taking the delays into
account can be crucial for the accurate description of transient processes. To this
end, Bratsun et al. showed how time delay in gene expression can cause a system to
be oscillatory even when its deterministic counterpart exhibits no oscillations [28].
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They also proved how such delay-induced instabilities can compromise the ability
of a negative feedback loop to reduce the deleterious effects of noise.
To deal with delays in the stochastic simulation framework has required to modify
the Markovian procedure typical of SSA. In fact, advancing the state one reaction
at a time, the simulation can result in wrong evolutions due to the non-Markovian
nature of the reactions with delays. When some of the reactions are non-Markovian,
Bratsun et al. [28] modified the original version of the direct method algorithm as
follows. At each step the method generates the next reaction and time according to
Eq. 5.6 and Eq. 5.7. If the next time event is t∗ but the selected reaction is delayed,
the reaction is placed in a stack and it will actually be completed at time t∗ + τ .
If, however, the chosen reaction is Markovian, the time of the next reaction t∗ is
compared with the times of the previously scheduled delayed reactions. If none of
those scheduled reactions occur before t∗, the time is advanced to t∗, the state is
updated according to the chosen non delayed reaction, and the process repeats. If,
however, there is a delayed reaction scheduled for completion at td < t
∗, the last
selection is ignored, time advances to td, the scheduled delayed reaction is performed,
and the selection process repeats.
Barrio et al. proposed an exact [36] generalization of the Gillespie’s SSA with
delay, named delay stochastic simulation algorithm (DSSA) [23]. Different versions
of DSSA have been discussed by Barrio et al in the supplementary material. Authors
identified the following simulation aspects to characterize these versions:
1. Waiting time. In the SSA the time between two reactions is regarded as the
waiting time until the next reaction occurs, while reactions happen instan-
taneously. In the DSSA one can ignore the waiting time until the reaction
considering this time included in the delay time. Otherwise one can compute
the waiting time and the delay time separately.
2. Time steps in the presence of delayed reaction updates. The problematic
situation is the following. Suppose that the algorithm selects a reaction for
firing but a delayed reactions can fire in the same time step. One can ignore
the selected reaction that should be updated beyond the current update point.
But this can be considered as changing the stochastic path. Otherwise we can
ignore any changes of the systems state due to the delayed reactions within
this time step. But in this case we loose the property of only one reaction per
time step.
3. Updating delayed consuming reactions. The systems state at the moment of
selection of the delayed reaction can be very different to the state at the mo-
ment when the delayed reaction is updated [23]. When in the period between
selection and update of a delayed consuming reaction other reactions occur
consuming the same reactants, by updating the delayed reaction the molecu-
lar number of those reactants can become negative. Therefore, reactants and
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products of delayed consuming reactions must be updated separately namely
when the delayed reaction is selected and when it is completed, respectively.
The first DSSA considers the waiting time included in the delay time (1). It updates
a delayed reactions ignoring a reaction (2) if the time step would pass the update
points of a delayed reaction. It works only for non-consuming reactions (3) since
there is only one update when a delayed reaction is due.
The second DSSA computes the waiting time and the delay time separately
(1). Moreover, the delayed reactions that are scheduled at time points passed by a
simulation step are updated all together with the latest reaction (2). It works only
for non-consuming reactions (3).
The third DSSA include waiting times (1) as the second algorithm and the
updates of only one reaction per step ignoring the reaction that is selected for the
time step (3) as the first algorithm. However, it still does not run with delayed
consuming reactions. This deficiency is remedied with the fourth DSSA.
All experiments in the paper of Barrio et al. run with the third DSSA. Recently
some other works have been proposed. Starting for the fact that delay can be
deterministic but also stochastic, Roussel and Zhu [144] generalized previous DSSA
by proposing an algorithm which allows both multiple delay and stochastic delay
times. Finally, Anderson in [19] proposed an efficient modified NRM for simulating
chemical systems with time dependent propensities and delays.
Part III
Case Study for biochemical
processes simulation

Chapter 6
Modeling perceptive functions:
the photoperception in
Halobacterium salinarum
The capability to perceive the surrounding world and to react to environmental stim-
uli is one of the most important characteristics of living organisms, already present
at the early stages of the biological evolution. The Halobacterium salinarum has
been studied since thirty years, because of the fascinating and very complex behav-
ior it shows when exposed to light. To explain these complex behaviors different
qualitative models have been proposed.
The aim of our work is to apply a systems biology approach to the most ac-
credited model, by rewriting it as a stochastic system of biochemical reactions and
to explore its dynamic time course. This will enable us to test if this model can
actually explain correctly the light responses obtained by exposing H. salinarum to
different light stimuli.
We formed a multidisciplinary group, that we called BioLab, to cope with this
problem. In this chapter we introduce the problem listing the behaviors observed in
wet-lab experiments and the main models.
6.1 Overview
H. salinarum is an halophile organism belonging to the Archæa domain that lives
in environments of high salt concentration like the Dead Sea and salt evaporation
ponds. It has multiple flagella at the same pole, which are used synchronously to
move in a specific direction.
In its habitats, solar radiation is very intense, so H. salinarum needs to be able
to detect light intensity and exhibit adequate motile responses.
H. salinarum swims by rotating its flagellar bundle; when changing from clock-
wise to counterclockwise and vice versa, the archæon ’tumbles’ and changes its
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swimming direction. In normal conditions of light intensity and nutrients concen-
tration, the archæon tumbles with a random reversal frequency, switching every 5
to 50 seconds. Variations of different kinds in the environmental conditions result
in a change in this frequency, in order to avoid damaging situations or to make use
of newly available resources [7].
These changes in the swimming behavior happen by mediation of a series of
archæal rhodopsins embedded in the cell membrane. There are, in fact, four different
light-activated proteins in H. salinarum: bacteriorhodopsin, halorhodopsin, sensory
rhodopsin I (SRI) and sensory rhodopsin II (SRII). Only the last two play a proper
photoreceptor role, as the first two are classified as light-activated ionic pumps.
An increase in the reversal frequency is considered a repellent response, because
the cells are induced to flee from the site where the stimulus was felt. This can
be caused by the presence of harmful molecules in the environment, or dangerous
light wavelengths that may cause damages to the cell (like UV light). An attractant
response is instead an increase in the time elapsed between a reversal and the next
in order to allow the cell to use the nutrients or the light energy for its growth.
Different light wavelengths interact with the sensory rhodopsin I and II, associ-
ated to transducer complexes called Htr (Halobacterium transducer proteins). The
light stimuli are therefore converted in biochemical signals that enter in a pathway,
resulting in a modulation of the flagellar activity: when the receptor absorbs pho-
tons of a specific wavelength, their energy allows a transition within the receptor
to new states. These signaling states interact with the transducers; the stimulus
arrives in two different sites and causes the activation of a histidine kinase by au-
tophosphorilation, and a change in the susceptibility to methylation of a second
site. The histidine kinase loses its phosphate by activating a cytoplasmic protein
that causes a transient alteration of the switching probability of the flagellar motor.
The second site then causes a return of the transducer to its initial activity [4].
In an aerobic environment, H. salinarum tends to avoid sunlight to prevent
oxidative damage; in such a situation, the only rhodopsin produced and exposed on
the cell surface is SRII (also called phoborhodopsin). SRII absorbs blue-green light,
the energy peak of the solar spectrum; its activity allows the cell to detect high light
intensity and to flee from this dangerous situation.
When an oxygen tension drop occurs, SRII’s synthesis stops and BR and HR are
produced instead. The first pumps out protons and the second pumps in chloride
ions, contributing to the motive force needed to synthesize ATP and preventing
cytoplasmic alkalization.
In this situation, SRI is produced too. SRI mediates an attractant response to
orange wavelengths, allowing the cell to stay in the light more, in order to take ad-
vantage of the light energy available to produce ATP. At the same time, SRI prevents
damage from too high light energy, thanks to a photointermediate that mediates a
repellent response from blue light (with an absorption peak in the near-UV wave-
lengths). SRI therefore allows an attractant response to light only in absence of
potentially damaging photons.
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6.2 SRI’s Photocycle
In the last thirty years, a very large collection of experimental data has been ac-
quired, and some qualitative models have been proposed to explain the different
response patterns shown after light stimulations. To explain this complex photo-
behavior, in these proposed models the main role is covered by the photoreceptor
molecules, which have shown to perform photocycles.
In particular, the two most reliable models proposed to explain the photobehavior
of Halobacterium salinarum are focused on the properties of the SRI, which can
assume several spectroscopic states arranged together in a photocycle. These two
models differ each other for the number of signaling states they identify among the
different spectroscopic states. The first one has been proposed by Marwan et al.
[7] where the SRI has four different spectroscopic states. In this model, a state is
responsible for the increase in switching, and another for the decrease. The other
two states do not have signaling activity (Fig. 6.1). The second proposed by Hoff
Figure 6.1: The four-state model, from [7]
et al. [4] has seven spectroscopic states (Fig. 6.2).
This model assumes two distinct cycles for the responses to orange and blue
light. For each cycle there are two signaling states, one inducing and one suppress-
ing reversals. This has been obtained after experimental studies of the photocycle
behavior.
SRI’s fundamental state is called SR587 for its maximum absorption wavelength.
When a photon is absorbed, it starts a cyclic series of transitions with the conversion
of the receptor in three intermediate states, called S610, S560, S373, of which the only
long-lived is the last, which then reconverts to SR587. If blue light is present, S373
absorbs it and reconverts more rapidly via another intermediate called Sb510. This
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Figure 6.2: The seven-state model, modified from [4]
photochromic effect and the opposite responses it mediates allow the cell to adequate
its behavior in different light conditions. Both S373 and S
b
510 decay thermally to
SR587, though with different constants [4].
It has been shown that the attractant response to orange light is proportional to
the concentration of S373, indicating this intermediate as the signaling state for this
kind of response. The S373 produced during on a continuous orange light stimulus
is also proportional to the repellent response from blue light, thus giving a double
role to this intermediate.
In the case of simultaneous stimulation with both blue and orange light, however,
although S373 concentration increases, a strong repellent response is registered. This
suggests the existence of a second signaling state, specific for the repellent response.
The only intermediate with a lifetime compatible with this function was shown to
be Sb510 [11].
6.3 Phototaxis
When unstimulated, H. salinarum reverses its swimming direction randomly about
every 5 to 50 seconds. Light stimuli and concentration gradients alter this reversal
frequency, causing different kind of responses in its behavior.
An increase in orange light causes an attractant response: reversals are sup-
pressed for a short period of time, during which the cells use this specific wavelength
for their growth. On the other hand, blue light and UV radiations determine a re-
pellent response increasing this frequency. UV light in fact is very dangerous for the
cell, since it can cause mutations in DNA and alter the nature of the protein-protein
interactions.
This reflects what happens in the case of an orange light spatial gradient. The
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cells switch their directions less frequently when they are swimming up the gradient,
while they reverse more often when they’re swimming down the gradient, resulting
in a net movement towards the higher light intensity. Likewise, a blue light gradient
determines an opposite response, with a net direction towards the lowest intensity
areas.
The reason of this behavior is a change in the steady state concentration of SRI’s
signaling states. Attractant signaling states inhibit the histidine kinase’s activity,
while repellent signaling states promote it. However, even when a stimulus per-
sists and the signaling states’ concentration results altered, the cells’ response are
transient, which means that a second signal inducing adaptation is involved in this
mechanism.
Indeed, some seconds after the stimulus begins, the cells show an adaptation
and return to their pre-stimuli reversal behavior. As seen before, this feedback is
mediated by the activation of CheB1, which brings the transducer to its initial state
of methylation and stops the transduction, whereas the photocycle keeps responding
as before.
At the end of a stimulus, an opposite response is registered. For attractant
stimuli it means a sudden peak in the reversal frequency; for repellent stimuli the
result is instead a decrease.
All the cell transient responses are therefore results of interactions between ex-
citation and adaptation signals [4]. Depending on the photons wavelengths, the
possible responses are:
• A primary response to an increase of S373 after a step-up in orange light;
• A deadaptation response to the decrease in S373 concentration after a step-
down in orange light;
• A primary response to an increase in Sb510 concentration after a blue light
step-up;
• A deadaptation response to the decrease in Sb510 after a blue light step-down.
The primary responses are caused by a transient increase in the signaling state con-
centration, which promote the histidine kinase activity. The deadaptation responses
are caused by the decrease in the signaling states’ concentration, probably due to a
role of the methylation level in the transducer, that changes transiently after a light
step-down, determines an independent action on the kinase and results in a change
in the reversal frequency following the step-down.
1CheB is a carboxylmethyl esterase which acts a pivotal role in responsiveness and feedback
control, restoring the methylation levels of the transducer to its pre-stimulus values.
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6.3.1 Complex stimuli
More complex stimuli patterns determine peculiar and interesting responses. Some
patterns are reported to cause integrative responses when delivered in particular
conditions, while others cause responses opposite to the usual [3].
A first example is the so-called paradox effect : when a single orange pulse of 1s or
less is given to a cell adapted in the dark, it causes no changes in the cell’s behavior,
or determines a weak attractant response at most. But if the pulse is given shortly
after an orange step-down, it promotes reversals. To cause this behavior, the second
stimulus must be a very short pulse, because it has been shown that step-ups do
not promote reversals in this condition.
Another interesting case is the stimulation of the cells with a train of short
impulses. In this condition too, when given alone the stimuli do not elicit a response.
But if every 3-4 seconds a 1-second stimulus hits the cells, the first stimuli do not
elicit a response, but the following ones determine an increasing response after each
pulse, up to an asymptotic value. When the interval between one pulse and the
following is too short to promote a response, only the last pulse elicit reversals, with
a strong increase in the population’s reversal frequency. The cells do not behave like
if a series of pulses is given, but show a response very similar to the one for orange
step-ups, with a strong repellent response at the step-down.
The cell is also able to respond to orange and blue lights given simultaneously.
The result, which is the same as to give white light, is a repellent response. The
response to blue light seems to prevail on the response’s mechanisms to orange light.
As said before, the discovery of this behavior led to the assumption that in the orange
and blue light responses must be involved different states of the photocycle.
As shown in these and other responses to complex stimuli, within this ensemble of
photoreceptor and transducer happen important events of integration and memory.
The exact nature of these events is not clear, and their understanding and description
is an open challenge.
Chapter 7
QDC: Quick Direct Method
Controlled
Most of the algorithms reviewed in Chap. 5 are used to simulate biochemical systems
as isolated universes : there are neither external forces nor events that can alter the
time course of the system evolution. This actually is a great limitation. In fact, one
would be able simulate the time course of a real metabolic experiment. Experiments
differ from simple simulations because in the experiments the operator performs
perturbing actions on the observed system with the aim of investigating how the
system responds to a stimulus. In the last few years, different simulators have been
proposed to take into account the possibility to perform actions on the simulated
biochemical systems, in order to have an in silico representation of metabolic exper-
iments performed in wet-lab [133, 58, 143]. These simulators enhance their syntax
in order to describe more actions, system states and events that can take place in
the extended framework of metabolic experiments. They present a great variability
with respect to the events they can simulate and the actions they can perform on
the simulated systems; nevertheless, in our opinion, they do not cover all the most
frequent events that can take place in signaling pathways or metabolic experiments,
and their syntax is often very complex for people with a biochemistry or biology
background. We wanted to develop a simulator able to give a quick and easy (i.e.,
with a language similar to that of biochemistry) representation of metabolic experi-
ments with a comprehensive description of the most frequent experimental controls
used. Within this perspective we designed QDC (Quick Direct-method Controlled).
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7.1 The approach: from biochemical systems to
metabolic experiments
Usually, real metabolic systems are perturbed by signals and stimuli, either endoge-
nous1 or exogenous2, that can alter the system status, by changing the concentration
of some chemical species, as well as by supplying new species or changing the rate of
some reactions. For example, a signaling pathway changes its status dependently on
the signal molecules presence/absence. Moreover, metabolic experiments are often
designed to alter the behavior of a system by adding new chemicals to it, or by
enhancing or reducing the rate of a give reaction by means of agonists or inhibitors.
In photoperception experiments, the light switching on/off dramatically changes the
rate of the reactions that involve the activated photoreceptor molecule. In metabolic
drugs testing experiments, a drug is supplied to the system at a given time and at
a given concentration. In the present chapter we propose a new simulator, called
QDC (quick direct-method controlled), that has been designed to simulate metabolic
experiments through the specification of several control statements that simulate dif-
ferent actions the operator performs on the real metabolic system during wet lab
experiments. QDC’s syntax has been developed to be as close as possible to the
standard syntax of biochemistry, to allow biologists to have a natural confidence
with this tool. The list of control actions that is possible to specify under QDC
represents the most common events that can take place in signaling pathways or
metabolic experiments; in particular QDC allows to:
a) indicate how many molecules of each species are added to the system and at
what time they are added (when the time is zero, this value represents the
initial quantity of that species);
b) represent the rate of a reaction with a parametric variable, that can change
its value when certain conditions are satisfied (e.g., after a certain time);
c) specify zero-order reactions that can be used to simulate uptaking systems and
other possible experimental set-up that supply some chemical species with a
constant rate;
d) specify immediate reactions; here the term immediate means that these re-
actions do not have a kinetic law, but they take place immediately, once the
stoichiometric conditions of the left side of the equation are verified.
The difference between point a) and point c) is that in the former case a given
number of molecules is added at a given time, while in the latter case molecules of
a given species are added regularly with a certain rate. This can be important, for
example, when it is necessary to distinguish between two ways to collect food: it
1Generated from within the system.
2Action or object coming from outside a system.
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is, in fact, already known that the behavior of the glycolysis in E. coli depends on
glucose availability. When glucose is supplied with a given frequency, oscillations
arise in the time course of fundamental metabolites; these oscillations represent an
emerging property of the systems [161, 170, 51]. Instead, when glucose is available
in a virtually infinite number of molecules, no oscillations are observed. Molecular
biology of the cell and laboratory experimental protocols show a very wide variety
of similar situations, raising the challenge to have a simulation environment able
to reproduce such a emergent property. QDC is not designed to take into account
cellular compartments or membranes: the simulated biochemical system is imagined
as well-stirred and compartment-free. Nevertheless, QDC allows the user to simulate
molecular flows in/out of the simulated system by using the NULL operator. When
it is placed at the left side of the equation in 0-order reaction, it is used to simulate
the intake of molecules. When NULL is placed at the right side of either a 1st-
order reaction or an immediate reaction, it is used to simulate the excretion of
chemical species from the simulated system. In this way, the simulated system is not
considered as an “isolated universe”, but as an open system which can import/export
material from/to a generic “outside”. From a computational point of view, QDC uses
a very efficient implementation of Gillespie’s direct method to simulate biochemical
systems, as its computational performances are comparable or even better than
those of the most popular simulators, as detailed in the following.
7.2 Our tool: From input to output, SBML Im-
port/Export and GUI
7.2.1 QDC’s syntax specification and input file structure
The definition of input system and events must be specified using the QDC input
format. QDC’s input is represented by an ASCII file, written in a home-defined
format, where the syntax to express reactions is very similar to that of biochemistry
(see Fig. 7.1). The input file is structured in subsequent blocks, separated by a
blank line. Each block contains a different category of information that we briefly
summarize as follows (see Appendix A for a more rigorous description).
The first block contains the name declaration for each biochemical species that
will take part in the system; each valid name is an alphanumeric string with pos-
sible underscore character starting with a letter. This last requirement is to avoid
confusion with the stoichiometry values of a reaction. One row can host several
names separated by a comma. Some names are reserved for internal program us-
age or for SBML import/export; in particular: NULL, null, parameter, event,
reaction, addition, volume. These terms cannot be used in the user-defined
input code.
The second block declares the volume (measured in liters) taken by the sys-
tem, as it is required for transforming reaction rates (deterministic) into stochastic
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propensities for chemical reactions whose order is greater than 1. The line statement
is of the form: volume, < value >.
The third block contains all the biochemical reactions hosted by the system. The
general reaction syntax is:
r, A + B > C + D + ...
where A, B, C, D represent any allowed symbolic name of a chemical species.
The numerical value in input for the reaction rate is the deterministic one that QDC
will transform into the stochastic propensity, accordingly with the reaction order.
The usual arrow of the chemical equation is represented by the sign “>”. QDC is
able to manage and simulate reactions of different orders:
• 0-order reactions. These reactions specify the “creation” of a given species:
they are very useful for representing the effect of an uptake system that supply
a certain species at a given rate. The syntax is of the type:
r, NULL > A+ . . .
As the term NULL (even lowercase null) is a reserved name, it must not be
declared among the chemical species. For the same reason, it is not allowed
to assign a number of molecules to it. The rate of 0-order reactions depends
neither on the molecule concentration nor on the volume do they occupy.
• 1st-order reactions. These reactions describe processes like isomerization,
auto-splicing, decay, fission and similar, where the left term of the chemical
equation involves a single molecule. The rate of 1st-order reactions depends
only on the number of molecules present. The syntax of this kind of reaction is:
r, A > B + C + . . .
A peculiar case of first-order reaction is when the right term of the chemical
equation contains only the term NULL. This can be considered as an excretion
reaction, where some chemical is released outside the chemical system. These
reactions can be viewed as the opposite of 0-order reactions, at least as long
as an uptaking systems can be thought as the opposite of an excreting system.
In this case the syntax is:
r, A > NULL+ . . .
• 2nd-order reactions. These reactions feature two species on the left side of the
chemical equation. Since this kind of reaction takes place when one molecule
of the first species collides with one molecule of the second species, the rate of
2nd-order reactions depends on the number of molecules of the first species, the
number of molecules of the second species, and on the volume of the system.
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2nd-order reactions are the most common reactions in the cellular scenario,
also because a higher-order reaction can be described as a combinatorial col-
lection of several consecutive 2nd-order reactions.
• Immediate reactions. They take place immediately after the verification of the
condition represented by the left side of the equation. In other words, the stoi-
chiometry noted at the left side of the equation is a logical condition: once it is
verified, the immediate reaction takes place and yields the products indicated
at the right side. These reactions allow for complex stoichiometries, where
both the reagents species number and the number of molecules per species can
be greater than two. We want to remark that immediate reactions are not to
be considered higher-order reactions since they do not have a kinetic law, and
they happen immediately. The general syntax for an immediate reaction is:
−, A + B + . . . > C + D + . . .
The initial dash sign declares that this is an immediate reaction, with no
associated reaction rate.
Immediate reactions can also be used to simulate the simultaneous excretion
of several chemical species, once they have reached a given threshold number
of molecules: to do so, the right side of the equation must contain only the
“NULL” term.
The fourth block contains the number of molecules assigned to all the declared
chemical species that are supplied to the system, along with the time at which they
are supplied. When such time is set to zero, the statement denotes the initial number
of molecules for the declared species.
The last two blocks are optional and concern with the eventual presence of control
variables, and in particular:
The fifth block contains all the control variables used during the experiment,
their name begins with a dollar sign. As for the species names, multiple variables
can be written on a line, separated by a comma; e.g.: $k, $y, . . .
The sixth block declares at what moment the control actions have to be executed
and what is the final value of the controlled variable after the control action. To as-
sign a value to a control variable at the beginning of the simulation, the statement is:
0, $k, v0
e.g., the statement: 0, $k, 100 assigns the value 100 to the variable $k at the
beginning of the simulation.
If one wants to change such value during the simulation, the syntax is:
1, t, $k, vt
78 CHAPTER 7. QDC: QUICK DIRECT METHOD CONTROLLED
e.g.: 1, 10, $k, 0.1 will indicates that at 10 sec of simulated time $k changes its
value to 0.1.
7.3 QDC’s core
Given a metabolic system (and eventual actions performed on it) described in QDC
input format, QDC parses it into C++ source files, compiles and simulates the
time course of a biochemical system using our C++ language implementation of
the Gillespie’s direct method. As the input rates of the reactions must be the
reaction-rate constant kj, QDC uses Table 7.1 for converting them into the stochastic
reaction constant cj required for the simulation. This procedure has been designed
Rj Units of kj cj
NULL
k−→ . . . Msec−1 kNAV
S1
k−→ . . . sec−1 k
S1 + S2
k−→ . . . M−1sec−1 kN−1A V −1
2S1
k−→ . . . M−1sec−1 2kN−1A V −1
Table 7.1: Conversion table between stochastic and deterministic kinetics constants.
NA is the Avogadro’s constant.
to specialize the source file on the given model, thus allowing to fully exploit the
compiler optimizations. QDC turns out to be able to perform comparably or even
better than most of its competitors (see the “Benchmark test” section for a detailed
discussion on this point). Suitable scripts are provided to automate all these steps.
QDC can be used in a command-line environment: in this way, it does not need any
graphical resource, and can be run on all the most common operating systems. But
also using a graphical interface as we show in the following.
7.3.1 QDC’s output
QDC outputs three files: the first contains the time course of the number of molecules
of each simulated metabolite; the second contains the counters of each metabolic
reaction firing and the third contains the time course of the propensity for each
reaction. These outputs allow the user to test whether possible artifacts (for in-
stance, those induced by stiffness) have occurred. By exploiting the time course of
the concentrations and the actual rate of reaction firing it is possible to perform a
deeper investigation of the chemical system.
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7.3.2 SBML Import/Export
The QDC package contains also two applications (called import sbml.py and export sbml.py)
that provide the Import/Export from/to SBML (www.sbml.org)by means of the
libSBML v.4.0 libraries. Of course, such I/E is limited to the expressions and the
statements that both the languages (SBML and QDC’s one) support. The SBML
I/E can be managed also via the GUI.
7.3.3 QDC’s GUI
The QDC’s GUI has been developed to allow the user to have an immediate visu-
alization of the simulated system behavior. The GUI is basic and easy to use: it
has been developed in Python v.2.6 language and uses the PyQt libraries to manage
interface’s elements. This choice confers QDC’s GUI to be of good portability, as
it has been tested on different Linux distributions (Fedora, Ubuntu, etc.) and on
Mac OS X. The Fig. 7.2 shows the edit panel where one can directly write or paste
the input file containing all the required blocks. Once completed the input, one
can switch to the simulation tab where the simulation can be started by using the
apt button; the next steps (compiling and running) are displayed once completed
(Fig. 7.3). Lastly, the plot tab provides a direct access to the plotting of the output
files. These are released as .CSV files, and the user can choose which one to plot
in the plot window, by using the “load CSV” button. Then, the user can choose
a single species to plot, by selecting it out of the list and clicking on “add plot”
as shown in Fig. 7.4(a). The same goes for the reaction firing rates (Fig. 7.4(b))
and the propensity functions (Fig. 7.4(c)) files. That allows the user to see how the
propensities change during the experiment.
7.4 Numerical experiments and Performance eval-
uation
Now we present some simple examples to see in practice the main features of QDC.
7.4.1 Some simple example
Fig. [7.2,7.4(c)] show an example of a QDC run of the biochemical system presented
in Fig. 7.1. It consists of four chemical species interacting in two first-order reactions.
The rate of the second reaction is controlled by the variable $k, which is set to 0.1
at the beginning of the experiment and switches to 0.01 after 7 seconds, as indicated
in the second line of the block that assigns numerical values to symbolic variables.
As it is clearly shown in Fig. 7.2, the reaction rate change modifies abruptly both
the curves of the reagent species (“c”) and product species (“d”) of the controlled
reaction, while it does not affect the other two species involved in a fixed rate
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Figure 7.1: An example of QDC input file: blocks are separated by blank lines.
reaction. This is only one possible example out of many of a simple chemical system
Figure 7.2: QDC GUI input form.
where a reaction is somehow controlled by an external factor. In Fig. 7.4, and in
all the following one, the abscissa reports the number of computed samples during
the simulation. As the sampling frequency is set at 0.1 Hz, 10 samples take 1 s of
simulation time. In this case, the change in the reaction rate after 7 s is clearly visible
as the 70th sampling point. A more sophisticated example, with no control actions,
but with a very peculiar behavior by the system is shown in Figs. [7.5,7.7. We used
QDC to face a stiff system described by Cao et al. [38], when they considered the
problem of a generic enzymatic reaction. It is well known, in fact, that in enzymatic
reactions the enzyme-substrate complex is usually much more likely to decay into
its original constituents than to generate a product molecule. This is because the
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Figure 7.3: QDC GUI: monitoring the running status.
decay reaction has a much higher rate than that of product formation reaction.
In this simple model, an enzyme S1 binds a chemical species S2 and generates a
enzyme-substrate complex S3. This can decay back into S1+S2 or continue with
the reaction giving a product S4 and the enzyme free form S1. The decay reaction
rate is three orders of magnitude higher than the two others. Fig 7.5 shows the
complete QDC input file for this system. In a stiff system the slow part of the
system (the system subset with very low rate reactions) is called after a relatively
long time, if compared with the fast part of the system. If only the time course of
the number of molecules of each species is checked (see Fig. 7.6), it could erroneously
be concluded that the system has reached an equilibrium state, even if this is not
true at all. In the simulated stiff system, after a very short initial period (only one
sampling period, 0.1 s), the species seem to have reached an equilibrium, as they
possess a (quasi)-constant number of molecules. Two species are not visible here as
their quantities exactly overlap those of the two displayed species. To be aware of
this it is also necessary to inspect the actual firing rate of each reaction (II output
file of QDC): this makes evident that reaction 3 does not take place at all during
all the experiment duration (see Fig. 7.7). The effective reaction firing rate in the
considered stiff system shows that there is one reaction (s3> s1 + s4) that has not
yet taken place.
7.4.2 A benchmark test
To test the efficiency of our simulator we ran a benchmark test and we compare
results with three widely used simulators, StochKit [98], Dizzy [135] and BetaWork-
Bench [58], which offer an implementation of Gillespie’s direct method. We ran on
the same computer several simulations of the same biochemical model (one strictly
similar to that presented in Fig. 7.1, but without controlled variables). We varied
the simulated time TIME, and we measured the execution time in seconds required
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(a) Chemical species concentrations. (b) Reaction firing rates.
(c) Propensity functions.
Figure 7.4: QDC GUI output: plotting the time-course
7.4. NUMERICAL EXPERIMENTS AND PERFORMANCE EVALUATION 83
Figure 7.5: An example of a stiff system input file.
Figure 7.6: Plotting the time-course of the chemical species concentrations for the
stiff system.
to perform the task. We plotted the execution time required by the simulators for
each value TIME. In this curves we identifies the region where they are quasi-linear
(when the simulation requires a number of operations significantly greater than
those necessary to launch the program, but not so high as to require swapping).
By using a linear regression, we determined the slope of the lines, which represents
the coefficient linking the elapsed time TIME to the simulation time. Smaller slope
corresponds to higher efficiency. Here we report these slope values for the simulators
examined. StochKit = 7.25 10−3, Dizzy = 5.8 10−3, BetaWorkBench = 4.09 10−3
and QDC= 2.75 10−3. The values are (each within a very small error, less than two
order of magnitude, as we have taken 100 measurements of the same point)
These tests do not represent a proper study on QDC’s complexity. They repre-
sent only an indication that QDC’s efficiency is comparable or even better than that
of other freely available simulators. In other words, QDC has successfully conquered
the goal to open the Gillespie’s SSA based simulation of biochemical systems to new
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Figure 7.7: Plotting the time-course of the reaction firing rates for the stiff system.
complex features, without any loss of computational performances.
7.5 Conclusions
QDC (Quick Direct-method Controlled) is a simulator specifically designed to in
silico reproduce wet-lab experiments performed on metabolic networks with several
possible controls exerted on them by the operator. To execute a correct stochastic
simulation of biochemical systems, QDC offers a very efficient implementation of the
direct method version of the Gillespie’s Stochastic Simulation Algorithm (SSA). It
allows the user to simulate experimental controls in different ways; the user can: add
or remove chemical species at a given time (even after the simulation has started);
change the rate of a reaction at a given moment; describe reactions with complex sto-
ichiometry, that take place once the stoichiometric condition is verified (here called
immediate reactions). Moreover, even though QDC is not designed to manage com-
partments or membranes, it can simulate uptaking and excreting reactions through
the usage of an operator called NULL. QDC is useful in particular for the simulation
of signaling pathways, where the reaction parameters change upon specific triggering
signals activated by the stimulus. The QDC syntax is designed specifically to be very
close to the usual syntax of biochemistry, and it extends in a natural way the descrip-
tion of the action performed on the simulated system. Anyway, the import/export
to/from SBML (Systems Biology Markup Language, www.sbml.org) level 2 is al-
lowed, within the limits of the commonly supported features. QDC provides also
a graphical interface designed by using Python language v.2.6, to ensure a good
portability on the most common platforms. It is available as a GPL v.3 licence, and
can be downloaded at http://sourceforge.net/projects/gillespie-qdc. The
core is platform independent; while the GUI works on Linux or MacOSX.
Chapter 8
In silico testing of qualitative
photoperception model
By realizing our QDC simulator we have been able to described the seven state
model and to perform on it a large gamma of in silico experiments equivalent to
those performed in vivo and reported in literature. This allowed us to explore the
qualitative dynamic behavior of the proposed model and to assess if the model
accounts for all experimental observations or not.
8.1 Data collection
Chemotaxis and phototaxis are very widely studied topics; the sensory mechanisms
responsible are structurally and functionally conserved in many prokaryotes, and
the understanding of their signaling pathway is of great interest for many research
groups.
Most of the studies, however, are carried out on E. coli [6, 10, 9], and only parts
of the discoveries about this gram negative enterobacterium are compatible with
other organisms. H. salinarum has a similar pathway, but there are differences in
the cytoplasmic molecules involved in the transduction chain: some are common to
both E. coli and H. salinarum, others are found only in the first or in the second
[4].
The literature about specifically H. salinarum was limited but very helpful in
the understanding of both the basic and the complex responses in this archæon, and
as many data as possible were retrieved from this source [5, 2, 8].
Much information used in this work about the reaction rates, peculiar aspects of
the cell’s behavior, and experimental evidences, however, comes also from unpub-
lished results of the group of the CNR-IBF cooperating with ours.
Where lacking, constants were estimated in order to keep the system self-consistent.
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8.2 The model
After an extensive research in literature, we chose the model introduced in Fig.6.2
that describes SRI’s photocycle.
This model assumes transitions between seven spectroscopical species; four of
them are responsible for the responses to orange light, while the other three medi-
ate responses to blue light. The reason for this separation is in the experimental
evidences that indicate that two different pathways are at work when the cells are
stimulated with complex light stimuli.
In this proposed model, the signal transduction starts with four signaling states,
two for each part of the cycle: two states are ultimately responsible for an increase
in the reversal frequency, while the other two decrease it.
Figure 8.1: Our model for the photocycle
Starting from this structure, we set up a model formed by a photocycle of seven
states, four of which are signaling states, whose role is - in our model - to phospho-
rylate or dephosphorylate the histidine kinase CheA1 (Fig. 8.1). This role in nature
is actually carried out by the transducer, that in our model is implicit in each state
of the photocycle. The mechanisms of feedback and signaling therefore are included
in the photocycle’s activities.
1CheA is the autophosphorylating histidine kinase modulated by the signaling states; its activity
includes the phosphorylation of CheB and CheY, resulting in its own dephosphorylation.
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Figure 8.2: Signaling pathway from CheY-P to the flagellar motor
CheA is then responsible for the activation of CheB and CheY2. In this reaction,
a phosphate is transferred from CheA to CheB or CheY. The loss of phosphate
inactivates CheA, while the other molecule is activated.
Phospho-CheB brings the system toward its initial state by demethylating the
activated states. In the process CheB-P return to its initial dephosphorylated state.
Phospho-CheY binds to the flagellar motor. We assumed that when a hundredth
of the total concentration of CheY(-P) is bound to the motor, a reversal occurs (Fig.
8.2).
We assume for CheY-P a rate of autodephosphorylation and a much lower rate
of autophosphorylation. Similarly, when bound to the flagellar motor, CheY-P can
spontaneously detach from the motor before a reversal occurs, or can dephosphory-
late and detach in the CheY form.
After a reversal, the motor loses the contact with CheY in a slow reaction that
determines a temporary inhibition in the reversal occurrence. The motor releases
CheY-P and reverts to its free form in two steps: first it converts in an intermediate
state, then this state reconverts in the free motor state and CheY-P is released.
The rate of the passage from a state to another is set in some cases not by
a constant but by a variable associated to the transition from light to dark and
vice versa. Different variables account for the blue and orange lights signals. An
2CheY (in its phosphorylated form) is the cytoplasmic agent responsible for the signal trans-
duction to the flagellar motor. Deletions in the cheY gene (as well as in cheA’s) results in a smooth
swimming phenotype.
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important case is the reaction from the fundamental state SR587m to S373m. In
absence of stimuli, in our model this reaction happens with a basal rate, enough to
allow a photoisomerization in the dark. The same happens for the other reactions
whose rates are set by variable. To allow photoisomerization in the dark is an
important assumption for the model, and it accounts for both the random reversal
frequency registered in absence of signals, and the response to blue light in the
dark, which is an open debate as to whether it causes a repellent response or gives
no response at all (see also chapter 8.3).
The QDC description of the model is summarized in Fig. 8.3.
Figure 8.3: QDC input file for our model
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8.3 Results and Discussions
Here we provide the experiments executed with our QDC simulator. We simulated
the time evolution of 100 cells for 60 seconds. This required 100 independent sim-
ulations and time t=60. After each simulation we stored information about the
final state reached, we set further operations on these data (e.g. counting the num-
ber of reversals) using some simple script written in the C and Perl programming
languages.
We plotted the time each 0.001 seconds (axis x), the average concentration of
CheY-P for the 100 cells (axis y in the left side of the plot) and the number of
reversals happening during the simulation in the whole population (axis y in the
right side of the plot). We also plotted the light intensities showing when light of a
given spectrum is on or off.
The light condition tested are :
1. Dark (Absence of stimulation)
2. Long Lasting Orange
3. Blue Flash
4. Blue Flash on an orange background
5. Red and Blue Flash (white stimulus)
6. Sequence of orange pulses (Integration effect)
7. Orange step-down followed by a short orange pulse (Paradox effect)
The time required by our simulator vary very much according to the parameters of
the model, the time spent for the simulation of our final model for 60 seconds of 100
cells is less than ten minutes.
8.3.1 Dark (Absence of stimulation)
In the absence of stimulation, H. salinarum performs spontaneous reversals with a
frequency of one reversal every 5-50 s. We were able to reproduce this behavior, as
shown in Fig. 8.5, where no stimulation has been supplied to the cells.
8.3.2 Long Lasting Orange
This experiment gives rise to a very complex behavior: at the orange light switch-on,
there is a decrease in the reversals frequency. After a few seconds, there is an adap-
tation phase, during which the reversals frequency returns to its usual unperturbed
value. At the orange light switch-off there is something like a step-down reaction,
characterized by a strong increase of the reversals frequency. As it is shown in
Fig. 8.6 the model show a qualitative agreement with the experimental data.(
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Figure 8.4: Experimental response of a dark condition, from [12]
Figure 8.5: Simulation of a dark condition
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Figure 8.6: Responses to orange light. Top: experimental behavior, modified from
[8]; bottom: our model’s response.
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8.3.3 Blue Flash
Experimentally, it is not clear whether the cells can or cannot respond to blue light
in absence of other stimuli. The Hoff et al. model, for example, assumes a separate
part of the photocycle for the responses to blue light, accessible only during an
orange stimulation. On the other hand, some unpublished results suggest that this
response is also possible when this is the only light given.
We therefore assumed for our model a photoisomerization in the dark, which
allows the receptor to convert spontaneously also in the states involved in blue light
responses. Our model, then, is able to respond to blue light stimuli starting from a
dark condition (Fig. 8.7). The effect is a strong increase in the reversals frequency.
8.3.4 Blue Flash on an orange background
A similar condition tested is a blue flash on an orange light background. In vivo
and in silico results show the same responses (Fig. 8.8):
• After the initial orange light step-up, the usual decrease in the reversals fre-
quency is shown;
• 5-10 seconds later, the system adapts and the frequency returns to its basal
value;
• A one-second long blue flash is given, and the cells respond with a rapid and
strong increase in the reversals frequency;
• After the blue flash, the frequency returns to the pre-stimulus value;
• When the orange light is turned off, after a transient increase, the cells return
to their normal basal frequency.
8.3.5 Red and Blue Flash (white stimulus)
As discussed in 6.3.1, white light, or a simultaneous orange and blue light stimu-
lation, causes a strong repellent response similar to the one to blue light only. In
Fig. 8.9, it is shown that our model’s response to this stimulation agrees to the one
experimentally registered:
• Immediately after the simultaneous orange and blue light step-up, the reversals
frequency increases strongly;
• After the step-down, a rapid decrease in the frequency is registered and the
system returns to its initial behavior.
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Figure 8.7: Our model’s response to a blue light flash.
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Figure 8.8: Blue flash on an orange background. Top: experimental response, from
[2]; bottom: our model’s response.
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Figure 8.9: Top: red and blue flash response, modified from [5]; bottom: our result.
96 CHAPTER 8. IN SILICO TESTING OF QUALITATIVE PHOTOPERCEPTION MODEL
8.3.6 Sequence of orange pulses (Integration effect)
The integration effect is observed when a train of ineffective orange flashes is supplied
to H. salinarum. If the delay between two consecutive flashes is shorter than a given
threshold, after a certain number of flashes H. salinarum reacts as if had received a
single flash with an intensity proportional to the sum of the intensities of the flash
series. In other words, H. salinarum possesses the capability to integrate ineffective
stimuli, and to store them in memory for a short time. Fig. 8.10 compares the in
silico and in vivo behavior in response to a sequence of orange flashes:
• Each flash, if given alone, is not sufficient to determine a significative response;
• When a series of ten or more orange flashes is given in sequence, an integrate
response is shown; in our model this is especially visible in the concentration
values of CheY-P during the flashes;
• The result is that during this sequence of impulses, the reversals frequency
decreases as if the pulses where a single, long stimulation.
Both in silico and in vivo, this effect is visible only in specific conditions of duration
and distance of the flashes; if the interval between a flash and the following one is
too long, there is only a partial integration or no integration at all.
A difference between our result and the laboratory one is in the times of the
stimulation: in vivo, the flashes are one second long and are given every three
seconds; in our model flashes and intervals are ten times smaller. For longer intervals
each flash determines its own response and no integrate behavior is shown, similarly
to what happens in vivo if the time between a flash and the next is more than 4-5
seconds.
8.3.7 Orange step-down followed by a short orange pulse
(Paradox effect)
The so-called ”paradox effect” takes place when an orange flash is supplied about
12 seconds after the switch off of a long-lasting orange illumination. The paradox
consists that this flashes generates an increase in the reversals frequency, rather
than a decrease as usual. Such phenomenon suggests that the relaxation of the
photomotile system after the long-lasting orange light exposure is a long process,
during which there is a memory of the long-lasted previous illumination, so that the
flash is perceived more similar to a switch off that to a switch on. Fig. 8.11 shows
that in our model the second orange flash causes the usual decrease in the reversals
frequency. In order to rule out possible critical dependence of this phenomenon on
reaction kinetics, initial concentrations, etc., we performed an accurate and deep
scanning analysis during which we varied:
1. The initial number of molecules for the whole model;
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Figure 8.10: Top: stimulation with a sequence of orange pulses, modified from [3];
bottom: analogue stimulation in our model.
98 CHAPTER 8. IN SILICO TESTING OF QUALITATIVE PHOTOPERCEPTION MODEL
Figure 8.11: Top: In vivo response to an orange step-down followed by a short
orange pulse, modified from [5]; bottom: the same stimulation in our model.
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2. The flash duration;
3. The delay from the long lasting orange exposure and the flash supplying.
Our results showed impossible to reproduce the paradox effect in both the models. In
our opinion this could be due to some missed component of the system the lifetime
of which should be long enough to ensure a slow discharge of the photoreceptor
transduction chain after the long lasting orange illumination. Of course, our models
cannot give any indication about the nature of such missed component.
8.3.8 Conclusions
In this chapter we provided a quantitative stochastic model of the qualitative model
proposed by Hoff et al. [4] to describe the SRI’s photocycle. The aim of our study
has been to verify what confirmed experimental behaviors of Halobacterium sali-
narum this accredited model is able to explain and eventually what it is not able
to explain. To do this we build the quantitative stochastic model following meticu-
lously the qualitative description of the model and we performed a very large gamma
of in silico experiments varying different light and intensity stimuli. Then through
the simulation of this model verify the results agreement between real wet-lab ex-
periments taken from the literature and in silico results obtained by the simulations.
To make it possible the comparison between real wet-lab experiments taken from
the literature and the in silico results obtained by the simulations, we added the
description of the signaling pathway from the photocycle’s to the flagellar motor.
The development of the quantitative model required to achieve kinetic data from the
literature, when those data lack we took them by homology with E. Coli. To test
the quality of the parameters we conducted a very meticulous robustness analysis
of the model. In this analysis we spanned the value of the parameters by several
order of magnitude and we check the results returned in correspondence of these
parameters changes.
We were able to simulate many of the peculiar photoresponses of Halobacterium
salinarum published in literature. Experimental conditions like dark, long lasting
orange, blue flash, blue flash on an orange background compared with the experi-
mental results are very similar and show at least a general agreement of the model to
the simplest stimulations. More complex light patterns, like the sequence of orange
pulses light stimulations showed also a qualitative agreement, whereas quantitatively
our model differ from the times registered in vivo.
The paradox effect, on the other hand, seems impossible to show with the current
model. This limit and the quantitative disagreement of the sequence of impulses
suggests that our model lacks components that give it memory. This could be
another state in the photocycle, leading to a more complex model than the one
we adapted in this work, or something along the signaling pathway, which in this
minimal model could be not adequately described, though seems to be sufficient for
every other condition.
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Concluding our quantitative analysis was able to reproduce many correct re-
sponse observed experimentally, this make the approach a very promising validation
tool. This confirmed that the qualitative model proposed by hoff explains many in-
teresting observed behaviors. However, this model is not able to explain the paradox
effect. Further works already in progress aim at finding the lacking parts needed
to our system to show the paradox effect, as well as performing studies about the
autocorrelation of the signals and expanding our system in order to have a more com-
prehensive understanding of the molecular mechanisms and interactions underlying
the photoresponses in Halobacterium salinarum.
Part IV
Algorithmic Improvements to
Stochastic Simulation

Chapter 9
Optimized Parallel FRM on
Graphics Processing Units
In our research we also focused on the development of new efficient stochastic sim-
ulation methods. In this chapter we present a technological solution based on the
multi-core GPGPU’s.
9.1 General-purpose GPU
Graphics Processing Units (GPUs) are multicore chips dedicated to and integrated
into most of the modern video cards. As schematically illustrated by Fig. 9.1, a
GPU devotes more transistors to data processing rather than data caching and
flow control typical of CPU’s. In this way they expect to be faster than CPUs in
particular when the problem can be expressed as data-parallel computations1 with
high arithmetic intensity2 [56]. Data-parallel processing maps data elements into
parallel processing threads. Applications dealing with large data sets, such as arrays
or matrices, can use a data-parallel programming model to speed up very much the
computation. For example, in 3D rendering large sets of pixels and vertices are
mapped and computed by parallel threads. For managing computations on GPU
as a data-parallel computing device NVIDIA proposed the Compute Unified Device
Architecture (CUDA) as high-level development environment [125]. In CUDA a
GPU is viewed as a computing device capable of executing a very high number of
threads in parallel. Any GPU co-operates like a coprocessor with the main CPU or
host.
Giving an application in which a specific function is executed many times, but
independently on different data, in this case the function can be isolated and exe-
cuted on different portion of the data on the device by threads. To do that, such a
1The same program is executed on many data elements in parallel
2The ratio of arithmetic operations to memory operations must be high
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Figure 9.1: The GPU Devotes More Transistors to Data Processing
function is compiled to the instruction set of the device and the resulting program,
called a kernel, is downloaded to the device.
Both host and device maintain their own DRAM, named host memory and device
memory, respectively. One can copy data from one DRAM to the other through
optimized API calls that utilize a specific tool named devices high-performance
Direct Memory Access (DMA) engine.
Computational model
CUDA uses stream computing that is a computational model that represents a specific
portion of data as a stream, and the program that specifies the operations on the
streams as a kernel function. Stream computing enforces repetition of the same
kernel on multiple independent data (SIMD). Each computation can be executed
on the multiple processing units or cores. This means that CUDA represents a GPU
as a matrix of computational cores capable of running kernels. As illustrated in
Fig. 9.2 each kernel is executed as a batch of threads organized like a grid of thread
blocks.
Programming model
The CUDA programming interface consists of a minimal set of extensions to the C
language and a runtime library. These extensions allow to the programmer to target
kernel code. When a kernel is invoked, a number N of different CUDA threads exe-
cute it in a SIMD fashion. Logically, kernels are executed as a grid of thread blocks.
Threads within a block can cooperate by sharing data through the shared memory,
and they can synchronize to coordinate memory accesses. The number of threads
per block is restricted by the limited memory resources, so it cannot be arbitrarily
large. Different blocks run independently, so the order of block execution is not
guaranteed and communication between them is not available. Moreover, NVIDIA
gives developers support on kernel execution configuration; programmers can spec-
ify the number of blocks and the number of threads for each block as arguments to
the execution configuration. These are evaluated before the actual execution takes
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Figure 9.2: Thread Batching
place, CUDA also allows to perform read-modify-write atomic operations on one 32-bit
or 64-bit words residing in local memory.
Memory model
The device is implemented as a set of SIMD multiprocessors. Each multiprocessor
has on-chip memory of the four following types:
1. One set of local 32-bit registers per processor,
2. A parallel data cache or shared memory that is shared by all the processors
and implements the shared memory space,
3. A read-only constant cache that is shared by all the processors and speeds up
reads from the constant memory space, which is implemented as a read-only
region of device memory,
4. A read-only texture cache that is shared by all the processors and speeds up
reads from the texture memory space, which is implemented as a read-only
region of device memory.
A thread has only access to the devices DRAM and the on-chip memory. It can
read and write the registers and local memory. The threads in a block can read and
write the shared memory, whereas the blocks in a grid can read and write the global
memory, while read only from the constant memory and the texture memory. The
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Figure 9.3: Memory Model
memory spaces model is illustrated in Fig. 9.3. So, the global, constant, and texture
memory spaces can be read from or written to by the host and they are persistent
across kernel launches by the same application. The global, constant, and texture
memory spaces are optimized for different memory usages.
The NVIDIA GPUs can access both on-chip and off-chip memory. The on-chip
is the fastest but also limited in dimension. For example, the shared memory ca-
pacity not exceeds 16KB. The off-chip is one order of magnitude larger but two
orders of magnitude slower than the former. CUDA provides non-blocking memory
instructions to allow concurrent execution of master and kernel processes. For the
reasons mentioned above, an effective on-chip memory and off-chip memory usage
is a fundamental step for efficient computations in GPGPU’s.
Compilation Toolchain
Source files for CUDA applications consist of a mixture of conventional C++ host
code and GPU device functions. The CUDA compilation separates the device func-
tions from the host code, it compiles device functions using proprietary NVIDIA
compilers/assemblers. Then it compiles host code using any general purpose C/C++
compiler on the host platform. Afterwards, compilation embeds the compiled GPU
functions as load images in the host object file. In the linking stage, specific CUDA
runtime libraries are added for supporting remote SIMD procedure calling and for
providing explicit GPU manipulation operations, such as, allocation of GPU mem-
ory buffers and host-GPU data transfer.
Interested reader can refer to [56] and the document at URL http://sbel.wisc.
edu/Courses/ME964/2008/Documents/nvccCompilerInfo.pdf.
9.2. SEQUENTIAL IMPLEMENTATION 107
9.2 Sequential implementation
To take advantage of the GPGPU capabilities, an intensive use of their on-chip memory
is necessary. This imposes any GPGPU programmer to consider seriously implemen-
tations with limited memory availability. Gillespie’s DM requires to store N integers
for the state X(t) and M floating points or doubles for the propensity functions aj.
This can be a very good solution in a CPU based implementation but through some
simple shrewdness we expect to propose a less space demanding implementation
based on FRM.
The original version of FRM requires to store the state and at least M single
or double precision variables for the propensity functions and M for all tentative
times. The complexity in space of DM and FRM coincide to Θ(N +M). In our re-
formulation we generate the minimum tentative time incrementally. In other words,
a propensity function and a random number are computed only when we want to
compare the tentative time with the minimum among the times already computed
in this minimum generation step. After the generation and the comparison a ten-
tative time remains stored only if it is the minimum, otherwise it is removed. At
the end of this iterative process the τm and jm computed as minimum are in exact
accordance with Eq. 5.3 and Eq. 5.4. This makes our algorithm equivalent to the
original formulation of FRM. We summarize the main steps of our FRM re-definition
in Alg. 4. Although the complexity in time of the algorithm remains essentially the
Algorithm 4 First Reaction Method Re-Formulation
while t < TIME do
τm ←∞
jm ← −1
for j=1 to M do
Compute aj(x)
Generates rj in U(0, 1)
Generate values for τj according to Eq. 5.2
if τj < τ
m then
τm ← τj
jm ← j
end if
end for
t← t+ τm; x← x+ νjm ;
print (t, jm)
end while
same of FRM, its complexity in space changes noticeably. In fact, the incremental
computation requires to only store the system state X(t), one aj, one τj and the pair
(τm, jm). So the complexity in space now becomes θ(N). This reduces the order
of required memory space of our re-definition with respect to both FRM and DM. We
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also introduce another memory saving optimization. This optimization regards the
storing of the pair (t, jm) instead of the more time consuming (t,X), typical of the
original version of FRM. In fact, the pair (t, jm) describes the minimal information
to determine the number of molecules over time. The motivation is that from one
step to the next the state involves at most four molecules population changes. So
storing the entire state X after each reaction generation substantially re-stores many
unchanged state values. In literature, the file writing operation is often neglected,
but we think that the number of writing of the state in the output file affects very
much the execution time of FRM and all stochastic simulation methods.
Sequential Random Number Generation
As good statistical information can be achieved by independence of random numbers
generated. In the sequential implementation of our algorithm we used a C language
implementation of the well knownMersenne-Twister random number generator (MT)
[116]. MT was designed to have a very long period of 219937 − 1, to generate neg-
ligible serial correlation between successive values, efficient usage of memory, good
performance and portability.
9.3 Parallel implementation
Parallelism inside the simulation
In this section we describe how we implemented the sequential algorithm Alg. 4 in
CUDA. At the beginning, the state X(t) and the propensities values aj(x) must be
transferred from the host to the device local memory. According to the data-parallel
paradigm, we split M reactions into a number of portion H, and we assign each
portion to a block, or task. Each task h = 1, · · · , H computes its local minimum τmh
according to the reactions assigned to its block, and then all tasks synchronize in
order to find the global minimum τm. Then the resulting pair (τm, jm) is sent back to
the CPU for further processing and outputting operations. In order to obtain the best
performance, our implementation hides the communication costs between device and
host by overlapping GPU and CPU computations. The overlapping computation is
possible using specific CUDA non-blocking communication operations between CPU
and GPU and a double-buffering technique. In particular, double buffering consists
in the following operations. While CPU reads from the buffer B1, the device updates
information in the buffer B2. Then in the next step, the device writes into B1, while
the CPU reads from B2. To minimize the size of data transferred, the kernel stores
only the pair (τm, jm). When CPU obtains a pair, it computes the next state and
it stores this state into an output file. Alg. 4 summarizes the steps of this parallel
version.
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Host process (CPU) Kernel program (GPU)
1. Initialization (seq. step 1)
2. Load X(t) into GPU local memory
3. Spawn kernels using stream S2
4. Wait until buffer B2 is readable Execute seq. step 2 on its block
5. Write the pair (τm,jm) back into B2
6. Spawn kernels using S1
7. Read from B2 and Store (t, jm) Execute seq. step 2 on its block
8. Wait until B1 is readable Write the pair (τm, jm) back into B1
9. Read from B1 and Store (t, jm)
10. if t < tf return to step 3
To guarantee the maximum locality tasks communicate only after they terminate
the local computation of the minimum. Whereas in order to maximize the usage of
the limited shared memory, the number of threads per block is computed with the
formula CX + P ∗ (Caj + Crj + Cτj + CG) < 16 ∗ 1024. Here, CX is the cost in byte
to store the state X(t) in the shared memory, P is the number of threads, Caj , Crj
and Cτj are the cost in byte to store one propensity, one pseudo-random number
and the tentative time in the shared memory, respectively. Then CG is the shared
memory used by the random number generator, and 16*1024 is the maximum size
of the shared memory for one block.
Parallel Random Number Generation
In the parallel version, the multiple instances of MT should execute in parallel. How-
ever, the MT generator does not map very well onto the GPGPU paradigm, since it
is hard to make a single twister state update in parallel among several execution
threads [106]. Moreover, even when using “very different” initial state values, it is
possible to have the emission of correlated sequences by each generator that shares
identical parameters. For these reasons, we used an implementation of MT which runs
multiple MT instances in parallel and uses a special off-line library for the dynamic
creation of MT parameters [115]. The library accepts the 16-bit thread id as one of
the inputs, and encodes this value into the MT parameters on a per-thread basis, so
that every thread can update the twister independently, while still retaining good
randomness of the final output.
9.4 Result and discussion
To test the performance of our parallel implementation we selected the Heat shock
Response model (HSR) of E. Coli [104]. HSR describes the mechanism elaborated
by E. Coli to respond to a fast temperature increment. The model involves 28
species participating in 61 chemical reactions [42]. Both sequential and parallel
implementations of FRM run in a NVIDIA GeForce 8600M GS installed on a notebook
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MacBook Pro with an Intel Core 2 Duo 2.4GHz, 4GB RAM running Windows XP. The
GeForce 8600M GS has 16 stream processors, 1.2GHz engine clock speed, 512MB
on-board memory. For this model we set a bunch of numerical experiments. For
each experiment we fixed the number of steps of the simulation, we ran sequential
and parallel implementations and we stored the execution time for one simulation.
Fig. 9.4 shows the CPUTime obtained. While Fig. 9.5 summarizes speed-up. Our
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Figure 9.4: Comparison of CPUTimes (in milliseconds) of the sequential and the
parallel version of FRM algorithm considering different number of simulation steps..
parallel achieves almost double speed-up compared with the sequential FRM version,
and furthermore the performance scales with the number of simulation steps.
Although we obtained very efficient results for the biological model considered, in
our opinion current GPGPUs programming environment is not yet mature to support
general-purpose programming. NVIDIA nvcc has shown wrong behaviors during the
tests. For example, some C language keywords are not recognized (e.g. const), and
moreover emerged problems when translating non-trivial C code, especially using the
switch-case control statements. We justify this issues as problems in the NVIDIA’s
pre-processing step. We guess that the include files and macro invocations produce
large files difficult to be managed by the compiler. This provokes the generation of
executables that do not have the performance expected. To verify this hypothesis we
performed a numerical experiment upon the signaling pathway of epidermal growth
factor (EGF) receptor (EGFR) activated mitogen activated protein (MAP) kinase
cascade [152]. This biological model involves 106 species and 296 reactions. During
the compiling step the NVIDIA compiler failed the translation of the switch-case
statement. This confirmed our hypothesis.
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Figure 9.5: Speedups between sequential and parallel FRM considering different num-
ber of simulation steps.
9.5 Conclusion
In this chapter we have introduced a new sequential version of the FRM and a CUDA-
based implementation to run it on modern GPGPUs. Our sequential re-formulation
of FRM reduces space allocation by incrementally determining the minimum τm and
by avoiding the storing of the state X(t) at each step. The parallel implementa-
tion on GPGPU halves the execution time, and we showed that this performance
scales with the number of steps of the simulation. However, we highlighted that for
our application the compiler provided some error augmenting the size of the model
simulated. We conclude stating that in our opinion current GPGPUs programming
environment is not yet mature to support a general-purpose programming. In par-
ticular, for our scientific application based on stochastic simulation. However, we
are convinced that the future evolution of this very promising technology will resolve
all issues mentioned, enabling new efficient possible parallel implementations.
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Chapter 10
SSALeaping: Efficient Leap
Condition Based DM Variant
To achieve higher simulation speed we shifted on approximated solutions based on
the famous τ -leaping approach. The original τ -leaping method [73] substituted the
notion of reaction time with the notion of leap. A leap is a time interval within which
hopefully many reactions fire. In general given a time interval τ ′, there is no way to
predict the reactions that will fire in τ ′ unless to run the simulation. However, the τ -
leaping overcomes the problem ground on a condition of the reactions activity, called
Leap Condition. The leap condition enables to estimate the number of occurrences
of a given reaction into the considered leap as a sample value taken from a Poisson
distribution, this step is known as Leap Approximation. The method advances from
one state to the next, applying cumulatively all the reaction occurrences computed
in the leap approximation step. So if each leap fires many reactions, substantial
gain in simulation speed can be achieved [73].
Unfortunately, sometimes an uncontrolled application of the leap approximation
can lead some population to become negative. To solve this problem some authors
provided interesting solutions [163, 48, 39]. One of the most known and efficient τ -
leaping method is the Modified τ -leaping (MTL) [39, 41]. This method uses a new
user defined parameter to split the set of reactions of the system. The division is
useful to separate and manage differently, reactions that potentially risk to overdraw
some of its reactants, from the others. Moreover, MTL shifts from the Gillespie’s
DM to the τ -leaping and viceversa according to a condition that depends on a further
user defined parameter. We will survey it in detail in the next section.
Our method is a new efficient stochastic simulation algorithm, called SSAL,
which combines the advantages of Gillespie’s Direct Method and of the τ -leaping.
SSAL basically works as a standard DM but it verifies efficiently if the leap has to be
interrupted or not. If it is the case, SSAL starts a new leap, otherwise, it computes
a new pair (τ, j) reusing the same propensities and the sum of the preceding step.
Moreover, the careful verification of the leap condition makes it impossible that
some population becomes negative as we will prove later on. We also provide the
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asymptotic time complexity of DM, MTL and SSAL for further analysis.
10.1 Stochastic Simulation Algorithm: DM
As we already pointed out in Chap. 5, DM computes the following elementary steps.
First DM computes all propensity functions aj(x), then it computes the sum a0, and
generating r1 and r2 in U(0, 1) it processes values for τ and j according to Eq. 5.6
and Eq. 5.7. Afterwards, DM updates the time course t ← t + τ and the state
x ← x + νj storing (t,x) into the output file. Here we want to investigate costly
operations and complexity of DM.
For a single algorithmic step the main costs of DM are:
1. Caj , to compute M propensity functions aj,
2. Ca0 , to sum M propensity aj and obtain a0,
3. C2r, to generate the two uniformly distributed random numbers r1 and r2,
4. Cτ , to find the next occurring time τ ,
5. Cj, to find the next reaction to fire,
6. Cupdate, to update the system state and the simulation time.
Assuming constants operations like: multiplication, division, sum, comparison, as-
signment and random number generation in a single step the bottleneck operations
and their complexity are the following.
1. Caj of order of magnitude Θ(M),
2. Ca0 of order of magnitude Θ(M),
3. Cj of order of magnitude O(M).
The bottleneck costs obtained are in accordance with the bottleneck costs identified
in [42]. Taking into account the costs and their complexity the complexity in time
of DM is reported in Eq. 10.1.
TDM(M,N, n) = (Caj + Ca0 + C2r + Cτ + Cj + Cupdate)n
= Θ((M +M + 1 + 1 +M + 1)n)
= Θ(Mn),
(10.1)
where n is the number of steps of the simulation.
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10.2 Modified τ-leaping and Efficient τ-Formula
In Chap. 5 we introduced the general idea of the τ -leaping approach, as well as the
main issues and solutions proposed. Here we pay more attention on the mathemat-
ical aspects that characterize a τ -leaping method, and we focus on the description
of the Modified τ -leaping.
The idea of the τ -leaping is that the simulation can be divided into contiguous
subintervals, or leaps. Substantial speed up can be achieved if many reactions can
fire into a leap and if the leap computation can be done expeditiously [73]. The
key constructs of the τ -leaping are the Leap Condition and the Leap Approxima-
tion. Suppose that the system is in state x at time t, the leap condition states the
existence of a time value τ ′, such that, during the time interval [t, t + τ ′], every
propensity function remains approximately constant to the value aj(x) at time t.
The first leap condition formulation [73] required that, for every reaction Rj, the ab-
solute fractional change ∆aj(x)/aj(x) during the leap never exceeded a user-defined
tolerance parameter ²¿ 1. Mathematically, it is written as follows.
| aj(x(t+ τ ′))− aj(x(t)) |≤ max{²aj(x(t)), 1} j = 1, · · · ,M. (10.2)
The amount of approximation depends by a user-defined tolerance parameter ²¿ 1.
Reducing the value of ², the leap condition admits fewer changes in the propensity
functions in a leap. Consequently, in a run the number of leap increases, and this
affects the execution time. However, larger number of leap increase the accuracy of
the results because the method recomputes more frequently propensity functions.
The Leap Approximation, instead, approximates the number of times a given
reaction Rj fires during the leap as the Poisson distributed random variable Pj(ajτ ′).
According to Pj(ajτ ′) a τ -leaping method generates a random sample kj for each
reaction Rj. Then the state of the system at time t + τ
′ results by the application
of the formula X(t + τ ′) = x +
∑M
j=1 νjkj, where νj is the state change vector of a
reaction Rj. As the larger τ
′, the larger values for Pj(ajτ ′) and kj, it is therefore
important estimating the largest τ ′ consistent with the leap condition. In literature
the procedure to select the largest τ ′ is named τ -selection procedure[73, 74]. One
of the most accurate, easier to implement and fast to execute has been recently
proposed by Cao et. al in [41]. The underlying strategy of this procedure is to
bound the relative change in molecular populations in such a way that the relative
changes in the propensity functions are all bounded by the value ²aj. Cao et al.
reformulated the leap condition definition as follows.
| xi(t+ τ ′)− xi(t) |≤ max{²ixi(t), 1} i ∈ Irs. (10.3)
In Eq. 10.3 Irs denotes the set of indices of the species participating as reactant to
at least one reaction, whereas, the values ²i are selected to approximatively bound
by ² the relative changes in all the propensity functions [41]. This means that the
leap condition formulation in Eq. 10.3 implies that reviewed in Eq. 10.2. Unfortu-
nately, using the above procedure, sometimes the selected τ ′ can induce too large
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changes and the population of some reactant with few molecules can become neg-
ative. The analysis of the phenomenon revealed negative populations arise for two
main reasons. Being the Poisson distribution unbounded, a sample kj generated in
the leap approximation can exceed the maximum number of times that Rj can fire
before consuming one of its reactants. Than since each propensity function change
gets estimated separately, two reactions sharing a common reactant, acting together
may overdraw that reactant population [163, 48, 39, 131]. To deal with negative
populations, some methods substituted the Poisson distribution with a bounded
one, as for instance a Binomial or a Multinomial distribution [131, 48, 131]. Some
issues pointed out in [39] for the binomial τ -leaping methods have been resolved in
[39] with the Modified τ -leaping (MTL). The Modified τ -leaping is one of the most
known and efficient method to solve the negative population issue. So we focus on
it surveying in detail the strategy used to solve the problem.
The Modified τ -leaping splits the reactions set into two groups: the critical and
non critical. The critical group is composed by reactions that risk to consume
some of their reactants. The non critical is composed by reactions that have low
probability to consume the population of some of their reactants. To split the
reactions MTL first computes the maximum number of times a reaction Rj can fire
before exhausting one of its reactants, denoted with the quantity Lj(x) in Eq.10.4.
Lj(x) = min
i∈Irs
[ xi
| νij |
]
(10.4)
Then by means of a new user-defined parameter nc, MTL puts a reaction Rj in the
critical group Jc, if Lj(x) < nc or in the non critical Jnc, otherwise. MTL treats
these two groups in two different ways. The non critical reaction set Jnc serves to
generate the largest τ ′ consistent with leap condition in Eq. 10.3 according to the
Formula 10.5.
τ ′ = min
i∈Irs
{ max{²xi/gi, 1}
|∑j∈Jnc νijaj(x) | , max{²xi/gi, 1}
2∑
j∈Jnc ν
2
ijaj(x)
}
(10.5)
If many reactions can be fired in a leap, the non critical reactions are simulated
by the original version of τ -leaping. However, if few occurrences can be fired, MTL
temporarily switches to DM for q = 100 steps. The switch condition is the following.
τ ′ ≤ p
a0(x)
(10.6)
We recall that 1/a0(x) is the mean waiting time for the next firing reaction consid-
ering the propensity of all reactions, and p is a third user defined constant usually
initialized to ten. The critical set Jc is managed differently. MTL imposes that at
most one critical reaction can occur during the leap. This reduces drastically the
probability to incur into negative populations. It first determines the occurrence of
the next critical reaction τ ′′ and then it compares the times t + τ ′′ and t + τ ′. If
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t+ τ ′′ < t+ τ ′ then MTL reduces the leap time assigning τ ′ = τ ′′, then it selects the
next critical reaction jc setting kjc = 1 and kj = 0 for all j ∈ Jc/jc. For all j ∈ Jnc
it generates the samples kj according to Pj(ajτ ′). If t+ τ ′′ > t+ τ ′ MTL sets kj = 0
for all j ∈ Jc and it generates kj = Pj(ajτ ′) for all j ∈ Jnc.
Schematically, giving M reactions and kinetic constants, N species, one initial
state X(t0) and a stop time TIME, four user-defined parameter nc, ², q and p, MTL
performs the elementary steps in Algorithm 10. The procedure CompareTimes in
Alg. 6 simply determines if the next critical reaction occurrence requires to reduce
the leap or not. It also computes the leap approximation step. Below, we analyze
the algorithmic time complexity of MTL. The costs that we identified are:
1. Caj and Ca0 , the same costs seen for DM,
2. CL, involves both the costs for the computation of the M quantity Lj and to
split the reaction set,
3. Cτ ′ , the cost for τ -selection formula Eq. 10.5,
4. CDM , the cost to execute q DM steps,
5. Cτ ′′ , the cost to compute the firing time of the next critical reaction,
6. Cτ ′<τ ′′ , the cost to compute the leap approximation in case no critical reactions
fires during the leap,
7. Cτ ′≥τ ′′ , the cost to compute the leap approximation in case the next critical
reaction fires during the leap,
8. Cneg and Cupdate, respectively, the cost of the N checks to find eventual negative
populations and the cost to apply the formula xi ← xi +
∑M
j=1 νijkj and
t← t+ τ .
The corresponding orders of magnitude associated with the costs are the following.
1. Caj and Ca0 are Θ(M).
2. CL is Θ(M) because Lj must be computed M times, and for each reaction it
performs at least one division and one comparison to decide if it is critical or
not.
3. Cτ ′ is Θ(N +M). The τ -selection formula finds the minimum among N ten-
tative leap times, that is one for each species in Irs, this is O(N). Then as the
maximum number of multiplications of each propensity aj in
∑
j∈Jnc νijaj(x)
or
∑
j∈Jnc ν
2
ijaj(x) of Eq. 10.5 is at most equal to the number of the reactants
of Rj, Eq. 10.5 needs at most Θ(M) propensity multiplications. This is Θ(M).
4. CDM is Θ(Mq).
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Algorithm 5 Modified τ -leaping
while t < TIME do
for j=1 to M do
Compute aj(x)
end for
Compute a0
for j=1 to M do
Compute Lj according to Eq. 10.4
if Lj < nc then
Jc ← Jc ∪ j
else
Jnc ← Jnc ∪ j
end if
end for
if Jnc 6= {} then
Compute τ ′ according to Eq. 10.5
else
τ ′ ← 0
end if
repeat
if τ ′ < (p · 1
a0
) then
temp← t
Execute q steps of DM
else
if Jc 6= {} then
Compute τ ′′ = 1
a0c(x)
ln
(
1
r1
)
else
τ ′′ = 0
end if
Execute CompareTimes in Alg. 6
temp← t
t← t+ τ
xi ← xi +
∑M
j=1 νijkj
for j from 1 to N do
if xi < 0 then
xi ← xi −
∑M
j=1 νijkj
t← t− τ ;
τ ′ = τ ′/2
end if
end for
end if
until t = temp
print (t,x)
end while
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Algorithm 6 CompareTimes
if τ ′ ≤ τ ′′ then
τ ← τ 1;
for all j ∈ Jc do
kj ← 0
end for
for all j ∈ Jnc do
kj ← Pj(ajτ);
end for
else
τ ← τ ′′
jc ← j′ such that
∑
j′∈Jc aj′(x) > r2a00c
kjc ← 1
for all j ∈ Jc/jc do
kj ← 0
end for
for all j ∈ Jnc do
kj ← Pj(ajτ);
end for
end if
5. Cτ ′′ is O(M) because for | Jc |=M the firing time of the next critical reaction
requires to sum at most M propensities for a0c.
6. Cτ ′<τ ′′ and Cτ ′≥τ ′′ are ΘM . They are mutually exclusive, and both computeM
values kj’s. To simplify we assume that the Poisson random number generation
is O(1).
7. Cneg and Cupdate are O(N) and Θ(M) because MTL checks at most N values
of the state to find negative populations and it computes at most M unitary
operations, one for each kj, respectively.
In order to improve the readability of the time complexity in Eq. 10.7 and Eq. 10.8
we grouped together some of the preceding costs forming two groups: CTLEAP and
CTSTEP .
CTLEAP = Cτ ′′ +max{Cτ ′<τ ′′ , Cτ ′≥τ ′′}+ Cneg + Cupdate (10.7)
CTSTEP = Caj + Ca0 + CL + Cτ ′ (10.8)
Now, let n′, n′′ and n′′′ the number of shifts to DM during the simulation, the
number of leap and the number of reactions fired in all the shifts to DM, respectively.
Considering the orders of magnitude introduced above and assuming that M and
N are of the same magnitude, the time complexity of MTL is reported below in
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Eq. 10.9.
TMTL = (CTSTEP + CDM)n
′ + (CTSTEP + CTLEAP )n′′
= Θ(Mn′′′ +Mn′′).
(10.9)
Eq. 10.9 highlights that the time complexity of MTL is mainly affected by the
shifts to DM (Mn′′′) and by the computation of the leap (Mn′′). This point out
that the efficiency of MTL depends very much by the number of step and leap
computed. In other words, by the value of the sum n′′′ + n′. Now, comparing
the complexity of MTL and DM if the sum n′′′ + n′ is of order of magnitude of
n, the time complexity for MTL is Θ(Mn). In this case, the complexity of MTL
and DM coincide. Instead, if n′′′ + n′ is of order of magnitude n
M
, it results that
TMTL(M,N, n
′, n′′) = Θ(n) < TDM(M,N, n) and this means that asymptotically
MTL performs better than DM.
10.3 Our Proposal: SSALeaping (SSAL)
The preceding asymptotic analysis highlighted the substantial gain in simulation
speed that can be achieved by MTL if each leap fires many reactions and few shifts
occur (i.e. the n′′ and n′′′ are small). Apart the optimistic case, it can happen
that n′′ and n′′′ are not so small. In other words, MTL can frequently shifts to DM,
continuing to perform some of the extra operations identified with the costs CL, Cτ ′ ,
Cτ ′≥τ ′′ , Cneg and Cupdate. When frequent shifts to DM occur, the burden introduced
by these extra operations can slow down the performance. This can lead MTL to
be slower than DM as well. In particular, when M and N are large. The minimum
number of reactions to fire in a leap that guarantee a good speed up of MTL with
respect to DM is fixed by the parameter p. However, this parameter is an heuristic
and an arbitrary constant. To deal efficiently with the bad cases described above
we propose a new method, that we call SSALeaping or SSAL for short. The idea
of SSAL is very simple. It generates values for τ and j according to Eq. 5.6 and
Eq. 5.7, then it updates the system state X(t) according to the state change vector
νj and it checks if the changes in some population break down the leap condition
in Eq. 10.3. If it is the case, SSAL recomputes all propensities and a0, otherwise,
for the next generation of the values τ and j it reuses the same aj and a0. The
extra cost paid for the verification of the leap condition is small compared to the
extra costs seen for MTL. The verification also allows to build leap adaptively, and
it makes impossible that some species population becomes negative. To do that the
property used by SSAL is described in the next section.
10.4 No Negative Populations
We consider a reaction Rj and we solve the inequality | aj(x+νj′)−aj(x) |> ²aj(x),
that is, if the leap condition for Rj is violated. To consider the most general case we
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identify the maximum state change that a propensity function aj(x) can undergo
when a reaction Rj′ fires. Below we list all possible representative cases for Rj with
their relative maximum change.
The first case we consider is when Rj is the unimolecular reaction of type
Rj : S1
cj→ Product(s). For the unimolecular reaction the maximum change of
the propensity aj(x) happens for ν1j′ = −2.
| aj(x+ νj′)− aj(x) | > ²aj(x)
| (x1 − 2)cj − x1cj | > ²x1cj
2 > ²x1
2
²
> x1
(10.10)
Here, the leap condition of Rj is violated when x1 < 2/².
The second case we consider is for the bimolecular reaction of type Rj : 2S1
cj→
Products. In this case, the maximum change of the propensity for Rj happens for
ν1j′ = −2 and we have the following inequality.
| aj(x+ νj′)− aj(x) | > ²aj(x)
| (x1 − 2)(x1 − 3)
2
cj − x1(x1 − 1)
2
cj | > ²x1(x1 − 1)
2
cj
| (x1 − 2)(x1 − 3)− x1(x1 − 1) | > ²x1(x1 − 1)
| −4x1 + 6 | > ²x1(x1 − 1)
For the absolute value | −4x1 + 6 | we distinguish two cases. If −4x1 + 6 ≥ 0 we
resolve in the following way.
| −4x1 + 6 | > ²x1(x1 − 1)
−4x1 + 6 > ²x1(x1 − 1)
²x21 − (²− 4)x1 − 6 < 0
x1 < 2.
(10.11)
The leap condition of Rj can be violated when x1 < 2. Instead, if −4x1 + 6 < 0 we
treat it as follows.
| −4x1 + 6 | > ²x1(x1 − 1)
4x1 − 6 > ²x1(x1 − 1)
²x21 − (²+ 4)x1 + 6 < 0
2 ≤ x1 < (²+ 4) +
√
((²+ 4)2 − 24²)
(2²)
(10.12)
Finally, consider the reaction of type Rj : S1 + S2
cj→ Products, we have two inter-
esting state change cases: ν1j′ = −2, ν2j′ = 0 and ν1j′ = −1, ν2j′ = −1. In the first
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case the result is the following.
| aj(x+ νj′)− aj(x) | > ²aj(x)
| (x1 − 2)x2cj − x1x2cj | > ²x1x2cj
| −2x2 | > ²x1x2
2
²
> x1.
(10.13)
Instead, the second case results as follows.
| aj(x+ νj′)− aj(x) | > ²aj(x)
| (x1 − 1)(x2 − 1)cj − x1x2cj | > ²x1x2cj
| −x1 − x2 + 1 | > ²x1x2
The absolute value | −x1 − x2 + 1 | has two distinct cases. If −x1 − x2 + 1 < 0 we
resolve in the following way.
| −x1 − x2 + 1 | > ²x1x2
x1 + x2 − 1 > ²x1x2
²x1x2 − x1 − x2 + 1 < 0
x1(²x2 − 1) < x2 − 1
x1 <
x2 − 1
(²x2 − 1)
(10.14)
Instead, if −x1 − x2 + 1 ≥ 0 we treat it as follows.
| −x1 − x2 + 1 | > ²x1x2
−x1 − x2 + 1 > ²x1x2
x1(²x2 + 1)− x1 < −x2 − 1
x1 = 0
x2 = 0
(10.15)
Next we give one numerical example to show how to use the bounds defined before.
Suppose to have ² = 0.03, a unimolecular reaction Rj : S1
cj→ Product(s) and
x1 = 10. Assume that a reaction Rj′ fires and ν1j′ = −1. Than if we check the leap
condition on Rj, we obtain the following result.
| aj(x+ νj′)− aj(x) | ≤ ²aj(x)
| (x1 − 1)cj − x1cj | ≤ ²x1cj
| 9− 10 | ≤ 0.03 ∗ 10
1 ≤ 0.3
Now 1 ≤ 0.3 is false, so the leap condition for Rj is violated, but as we expect
x1 = 10 < 66 = 2/². Similar examples can be provided for any reaction. In
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summary, Formulas 10.10-10.15 give the thresholds under which any state change,
involving a population xi, violates the leap condition of some reaction of which the
species Si is reactant. Nevertheless, the leap condition is violated frequently, when
species with small populations are involved in fast reactions. In those cases, fast
reactions occur frequently and their firing violates the leap condition many times
because they change the population of species with few molecules. In literature
exist some discussions about the worst case conditions for τ -leaping methods. Cao
et al. [44, 46] stated that τ -leaping methods still have difficulties in effectively
handling the situation when multiple time and population scale coexist, particularly
when a species with a small population is involved in a fast reaction. Harris et
al. [85] state that small reaction subnetworks (e.g. reversible reactions) that have
small populations and large rate constants are the main bottlenecks for explicit
leaping algorithms. In summary, small numbers and stiffness are considered the
conditions causing worst cases. This broadly accepted conclusions are undoubtedly
true, but the Formulas 10.10-10.15 tell us more. They confirm numerically the above
discussions providing also numerical thresholds under which a population lays into
what is often named small number population.
10.5 Optimizations and Comparisons
SSAL uses some algorithmic optimization that we summarize below. The first is on
the leap condition. We reformulate the leap condition by substituting ²ixi to value
max{²ixi, 1} in Formula 10.3 yielding
| xi(t+ τ ′)− xi(t) |≤ ²ixi(t) i ∈ Irs. (10.16)
Here, Irs is the set of species of the system that act as reactant at least in one
reaction. Additionally, we introduce the constraint that if the leap condition of a
given reaction is violated after the firing of a reaction Rj′ , SSAL aborts the current
leap maintaining Rj′ the last fired reaction. In this way, any leap fires at least one
reaction. This makes Formulas 10.3 and 10.16 equivalent.
The second optimization increases efficiency in the selection of the reaction to fire.
This optimization is the core of the Logarithm Direct Method (LDM) [181]. LDM
accumulates the partial sums of the propensities and it stores them in an array A.
The ordered sequence of partial sums enablemakes it possible a binary search that
finds the position j such that subtotal satisfies A[j] < a0r2 < A[j + 1].
Our algorithm depicted in Alg. 9 takes as inputs M reactions and kinetic con-
stants, N species, one initial state X(t0), a stop time TIME and a tolerance pa-
rameter ². Given a reaction Rj, we define the set Reactants(Rj) as the indices i ∈
{1, · · · , N} such that νij < 0 and the set Products(Rj) as the indices i ∈ {1, · · · , N}
such that νij > 0. We also define the set ((Reactants(Rj) ∪ Products(Rj)) ∩ Irs),
that is the set of reactants or products species of the reaction Rj that are also
reactants of at least one reaction.
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Algorithm 7 SSALeaping
while t < TIME do
Compute a1(x); A[0]← a1(x)
for j=2 to M do
Compute aj(x)
A[j]← A[j − 1] + aj(x)
end for
a0 ← A[M − 1]
Store a copy of x(t)
OK ← true
τ ′ ← 0
while t+ τ ′ < TIME and OK = true do
Generate r1 and r2 in U(0, 1) and generate values for τ according to Eq. 5.6.
Through binary search find j according to Eq. 5.7.
x(t+ τ ′ + τ)← x(t+ τ ′) + νj;
τ ′ ← τ ′ + τ ;
for all i ∈ ((Reactants(Rj) ∪ Products(Rj)) ∩ Irs) do
if | xi(t+ τ ′)− xi(t) |> ²ixi(t) then
OK ← false
end if
end for
end while
t← t+ τ ′
print (t,x)
end while
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For a single step the costs are:
1. Caj , Ca0 , C2r, Cτ ,Cupdate, the same of DM
2. Ccopy, the cost to make a copy of the state X(t).
3. Cj, the cost for the binary search,
4. CLeap, the cost to verify the leap condition in Formula 10.16.
The costs have the following order of magnitude.
1. Caj , Ca0 , C2r, Cτ ,Cupdate are the same as for DM.
2. Ccopy is Θ(N) because the state has N elements.
3. Cj is Θ(log2M).
4. CLeap is O(1) because checking the leap condition involves few arithmetic op-
erations for each reactant and product of the fired reaction. Each reaction
involves at most four species.
Note that for SSAL a leap is a time interval between two consecutive violations of
the leap condition. A leap can involve the firing of one or more reactions. However,
in those cases in which the reactions fired in a leap are more than one, SSAL pays
the costs C2r, Cτ , Cj, Cupdate and CLeap for each selected reaction, and the costs
Caj , Ca0 and Ccopy for each leap. If we denote the number of steps with n and the
number of leap with k, we consider the costs and the complexity associated the time
complexity of SSAL is written in Eq. 10.17.
TSSAL(M,N, n) = (Caj + Ca0 + Ccopy)k + (C2r + Cτ + Cj + Cupdate + CLeap)n
= Θ((M +M +N)k + (log(M) + 1)n)
= Θ(Mk + log(M)n).
(10.17)
Note that two of the three bottleneck costs of DM (e.g. Caj , Ca0) now have to
be computed only for each leap. Whereas the third bottleneck cost Cj takes only
logarithm time. If we compare the complexity of SSAL with the complexity given
for DM and MTL we obtain the following results. In the worst case k = Θ(n), the
complexity of SSAL and DM coincide. In the same way the complexity of SSAL and
MTL coincide if we consider n′′′+ n′′ = Θ(n). Without loss of generality, supposing
that k and n′′ are of the same order of magnitude. Asymptotically SSAL performs
better than MTL if it holds when n′′′ > log(M)n
M
. Whereas MTL performs better than
SSAL otherwise. In other words, SSAL performs better than MTL if the number of
reactions fired by MTL when it shifts to DM exceeds the bound log(M)n
M
.
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10.6 Numerical Experiments
The asymptotic analysis estimates theoretical information about efficiency, costly
operations and relations among those operations and simulation parameters. How-
ever, to give a more pragmatic comparison of SSAL, MTL and DM we investigated
how efficiency changes in practice. We provided experimental tests that consider
different model parameters taken from realistic biological models. Our tests are
made upon the Decaying-Dimerizing, Map Kinase Cascade and LacZ/LacY models,
which span from four up to hundreds of reactions. In the LacZ/LacY model the
cell volume is assumed to grow in time. The population of two species are ran-
domly determined from two Normal random variables, and the mean values of these
variables grow together with the volume of the cell. To the best of our knowledge,
existing toolkits that implement MTL (i.e. Stochkit), even though extensible, they
do not allow to specify those model features yet. For this reason, we realized our
C language implementations of DM, MTL and SSAL and we used those implemen-
tations to simulate LacZ/LacY and the others models. All experiments run on a
WINDOWS XP personal computer with a 3.0 GHz CPU and 1 Gbyte memory. For
each experiment, we collected the final states of a selected species taken from 1000
independent simulations. We estimated the accuracy of the results by computing
first the histogram and the Kolmogorov distances [47] between 1000 samples of DM
and MTL or SSAL. Then we compared those distance values with the so called self
distance [47], interpreting the comparison as follows. The closer to the self distance
a distance value is, the more accurate the method who has generated that samples
will be. We performed the mean and variance of the histogram and Kolmogorov
self distances according to the formulas given in [47]. The mean and variance for
the histogram self distance are 0.079 and 0.49 respectively. Whereas for the Kol-
mogorov self distance are 0.0389 and 0.00136 respectively. Apart this in order to
cover the most large possible range of cases and parameters, we repeated experi-
ments considering different ² values. For each test we have taken the values for: (²),
CPU Time (CPUTimeSSAL/MTL), number of reactions fired per leap for SSAL
and for MTL (m′/m′′), histogram distance (HDSSAL/HDMTL) and Kolmogorov
distance (KDSSAL/KDMTL). Whereas, only for MTL, we consider: (²), the
number of MTL shifts to DM (n′), the number of leap and reaction fired (n′′′+ n′′),
the number of executions of the branch (τ ′ < τ ′′), the number of executions of the
branch (τ ′′ < τ ′).
10.7 Decaying-Dimerizing Model
This first test model is taken from [74]. It consists of three species S1, S2 and
S3 (N=3) and four reactions (M=4). A monomer S1 reversibly dimerises to an
unstable form S2, which can convert to a stable form S3. We simulate the model
using the following stochastic coefficients: c1 = 1.0, c2 = 0.002, c3 = 0.5 and
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Figure 10.1: Results comparison between SSAL and MTL for 1000 independent
simulations for the Decaying-Dimerizing reactions. Accuracy have been taken for
the values X0(10.0).
c4 = 0.04 and the initial state X(t0) = (x1 = 4150,x2 = 39565,x3 = 3445). We
set also stop time TIME = 10, nc = 10, q = 100 and p = 10. To run 1000
independent simulations, DM required 43.625 seconds. Fig. 10.1 and Table 10.1
summarize the results obtained for SSAL and MTL. Fig. 10.1 shows that m′ is
greater than m′′ for small values of ². In particular for ² = 0.004. As we can see,
SSAL fired m′ = 18.53 reactions, whereas MTL only m′′ = 3.65. It can be also
noted from Table 10.1 that, for small ² values, MTL computes many shifts. Being
log(M)n
M
= 279036
2
= 139138 and n′′′ ≈ n′ ∗ q, we have that n′′′ > log(M)n
M
for any value
² ≤ 0.001. Although theoretically for n′′′ > log(M)n
M
SSAL ought to perform better
than MTL, for this specific biological model, the CPU time of MTL results always
smaller than the CPU time of SSAL (CPUTimeSSAL > CPUTimeMTL), as we
can see in Fig. 10.1. This happens because the model involves only four reactions,
so it takes the same time to SSAL to compute and sum M = 4 propensity functions
and to verify the leap condition. For the same reason, the CPU time of SSAL and
DM almost coincide for ² > 0.004.
Apart for ² = 0.1, the histogram and Kolmogorov distances are very close to the
histogram and Kolmogorov self distances provided.
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² n′′′ + n′′ n′ τ ′ < τ ′′ τ ′′ < τ ′
0.0 279036.8 2790.85 0 0
0.001 279000.0 2790.5 0 0
0.004 76264.4 613.69 14943.8 0
0.01 3564.1 0.21 2562.8 0
0.03 399.2 0.027 399.1 0
0.06 123.1 0.011 123.83 0
0.1 68.39 0.003 68.37 0
Table 10.1: MTL statistics for the Decaying-Dimerizing reactions for 1000 indepen-
dent run.
10.8 Map Kinase Cascade Model
Recently Chatterjee et. al [50] applied their Binomial τ -leaping method to the signal-
ing pathway of epidermal growth factor (EGF) receptor (EGFR) activated mitogen
activated protein (MAP) kinase cascade. EGFRs belong to the receptor tyrosine
kinase (RTK) family of receptors and play an important role in many physiological
processes among which cell proliferation. This biological model involves 106 species
and 296 reactions. The reaction set, initial amount and kinetic coefficients have been
taken from the web site http://www.dion.che.udel.edu/multiscale/software.
html. Addditionally, we set stop time TIME = 0.1, nc = 10, q = 100 and p = 10.
To run 1000 independent simulations, DM required 209.53 seconds. Fig. 10.2 and
10.2 summarize the results for SSAL and MTL. Fig. 10.2 shows that m′ is greater
than m′′ for ² ≤ 0.01. Then being log(M)n
M
= 8.2∗60237
296
= 1668.7 and n′′′ ≈ n′ ∗ q, we
have n′′′ > log(M)n
M
for ² ≤ 0.01. Although theoretically when n′′′ < log(M)n
M
MTL
ought to perform better than SSAL, Fig. 10.2 shows that SSAL performs better than
MTL in that range as well. This happens because the extra costs of MTL requires
substantial computational extra time for M = 296 and N = 106. In Table 10.2 this
has a peak in correspondence of ² = 0.001. SSAL is almost one order of magnitude
faster. Here, MTL executes τ ′ < τ ′′ = 3515.7 times the τ -leaping branch, but the
number of reaction fired in each of these leap is very small. This means that MTL
computes τ ′ for M = 296, but unfortunately often the leap fires only one reaction.
This case is a realistic example of the impact of the extra operations of MTL in
the simulation time. Again the accuracy is very close to the self distances both for
SSAL and MTL.
10.9 LacZ/LacY Model
This model was first introduced by Kierzek et al. in [99] but we consider the model
reviewed in [131]. It consists of 23 species (N=23) and 22 reactions (M=22), details
and kinetic parameters can be found in those references. In this model the cell vol-
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Figure 10.2: Results comparison between SSAL and MTL for 1000 independent
simulations for the Map Kinase Cascade reactions. Accuracy have been taken for
the values X2(0.1).
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² n′′′ + n′′ n′ τ ′ < τ ′′ τ ′′ < τ ′
0.0 60237 608.9 0 0
0.001 22266.1 189.87 3515.7 0.82
0.004 10742.3 88.58 2018.6 1.94
0.01 3725.3 22.24 1435.6 136.86
0.03 853.3 0.65 625.3 223.5
0.06 588.4 0.63 362.3 221.8
0.1 465.2 0.65 269.12 224.49
Table 10.2: MTL statistics for the Map Kinase Cascade reactions for 1000 indepen-
dent run.
ume is assumed to grow in time according to the formula V (t) = V0(1+t/Tgen). The
initial cell volume is V0 = 10
−15 liter and Tgen = 2100 seconds. Than the population
of the two species RNAP and Ribosome are randomly determined from the two Nor-
mal random variables N(35 ∗ (1 + t/2100), 3.5) and N(350 ∗ (1 + t/2100), 35). The
mean values of these variables grow together with the volume of the cell so that the
concentrations of these molecules remain constant [163]. We simulate this system in
the time interval [300, 330] for two reasons. The first is that consider also the [0,300]
takes too much time. In fact, 1000 independent simulations of DM required 4840
seconds and n = 6.409324e6. The second is because in literature the time interval
[300,330] is well studied [21, 131, 163]. For these reasons, we simulated DM in the
interval [0,300], we have taken the state of the simulation at time t = 300 and we
used it as initial state for the SSAL and MTL simulations. MTL used the parame-
ters: nc = 10, q = 100 and p = 10. For this model 1000 independent simulations of
DM in the interval [300,330] required 2053.1 seconds. Fig. 10.3 and Table 10.3 sum-
marize the results for SSAL and MTL. Fig. 10.3 shows that the number of reaction
fired m′ is greater than m′′ for each value ². In particular, for ² = 0.03 the number
of reactions fired in a leap for SSAL averages at m′ = 10.75, instead, for MTL it is
m′′ = 1.056. For the LacZ/LacY model, we have log(M)n
M
= 4.45∗2877222
22
= 581983.5
and n′′′ ≈ n′ ∗ q. Whereas it results that n′′′ > log(M)n
M
for ² ≤ 0.03. Again CPU
times show that SSAL performs better than MTL for any value ² in the table. In
particular, SSAL is four times faster for ² = 0.03. Accuracy of the results in Fig. 10.3
are very similar for SSAL and MTL. Table 10.3 shows that for small ² MTL shifts
to DM, while in the other cases the simulation turns into the branches τ ′ < τ ′′
and τ ′′ < τ ′. We omit the negative population branch in all the tables because no
negative populations occurred for the parameters chosen for the models.
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Figure 10.3: Results comparison between SSAL and MTL for 1000 independent
simulations for the LacZ/LacY reactions. Accuracy have been taken for the values
Xtrrbslacy(330).
132 CHAPTER 10. SSALEAPING: EFFICIENT LEAP CONDITION BASED DM VARIANT
² n′′′ + n′′ n′ τ ′ < τ ′′ τ ′′ < τ ′
0.0 2877222 28772.6 0 0
0.001 2871591 28716.3 0 0
0.004 2880443 28736.8 0 0
0.01 2723601 28738.6 0 0
0.03 2724048 27064 14621.7 125.4
0.06 102529.3 10.8 99298.2 2405.4
0.1 37771 0.097 35386.5 2409.7
Table 10.3: MTL statistics for the LacZ/LacY reactions for 1000 independent run.
10.10 Performance Comparison
Now, to conclude we provide the speed-up of SSAL against DM and MTL, respec-
tively. The speed-up is taken by dividing the CPU Time of a method for the CPU
Time of SSAL. Fig. 10.4 shows that, apart for some ² in the Decaying-Dimerizing
model, SSAL performs better than DM. While Fig. 10.5 confirms that SSAL per-
forms better than MTL in the non trivial cases.
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Figure 10.4: Speed-up between SSAL and DM.
10.11 Conclusions
We presented SSAL, a new method which lays in the middle between the direct
method (DM) and a τ -leaping. The SSALeaping method adaptively builds leap
and stepwise updates the system state. Differently from MTL, SSAL neither shifts
from τ -leaping to DM nor pre-selects the time leap τ ′. Additionally whereas MTL
prevents negative populations taking apart critical and non critical reactions, SSAL
generates sequentially the reactions to fire verifying the leap condition after each
generation. We proved that a reaction overdraws one of its reactants if and only if
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Figure 10.5: Speed-up between SSAL and MTL.
the leap condition is violated. Therefore, this makes it impossible for the population
to become negatives, because SSAL stops the leap generation in advance.
In order to compare SSAL with existing methods, we focused on the Modified τ -
leaping (MTL) and the direct method (DM). For them we provided the time com-
plexity and a detailed asymptotic analysis. These allowed to abstract from many
implementation details and model specifications, and it highlights both the bottle-
neck operations and the specific features of the model that make these methods
inefficient. We showed that in the worst case, the complexity of MTL and SSAL
reduce themselves to that of DM. Instead, SSAL performs better than MTL if the
number of reactions fired sequentially by MTL exceeds the bound log(M)n
M
.
We also integrated the analysis with some numerical experiments to test how the
above methods work in practice. We run our implementations of SSAL, DM and
MTL upon the Decaying-Dimerizing, the Map Kinase Cascade and the LacZ/LacY
models. Results substantially agrees with the theoretical analysis provided. They
showed that for MAPK and LacZ/LacY and for ² > 0 our SSAL implementation
performs better than the two implementations of MTL and DM. Additionally, they
highlighted that n′′′ > log(M)n
M
is the main range emerged for two of the three realistic
biological models considered. In this range SSAL performs better than MTL.
Concluding results confirmed that SSAL is very promising to simulate realis-
tic biological models. We noted that between MTL and SSAL exists a very clear
complementarity because SSAL seems to perform better than MTL when the the
number of reactions fired in a leap is small compared to the model size M , other-
wise MTL performs better than SSAL in the other cases. For the future we will
investigate a solution that expect to gain efficiency from this complementarity.
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Chapter 11
Efficient Adaptive Tau-leaping
Method
The main differences between SSAL and MTL can be summarized as follows. On
one hand, SSAL avoids any leap pre-computation, and it builds leap incrementally
by quickly verifying the leap condition for the selected reaction. This means that
SSAL pays a cost proportional to the number of reactions effectively fired for each
leap. On the other hand, MTL computes some extra costs at the beginning of the
leap and it samples the number of occurrences of each reaction. The computation
of such extra information regards operations on the total number of reactions in
the system independently on the number of reactions that will fire. This means
that for each leap MTL pays a cost proportional to the number of reactions in the
system. Comparing the characteristics of SSAL and MTL it is arguable a natural
complementarity between them that is related to the number of reactions that will
fire and the number of reactions of the system. In this chapter we propose a new
adaptive method, called Adaptive Modified SSALeaping (AMS), that exploits the
complementarity between SSAL and MTL. This method adaptively switches from
one method to the other and viceversa during the simulation. In this way, we expect
to be able augment the number of systems eligible to be simulated efficiently. But to
fully exploit the idea AMS is based on we require to solve two issues: how identify
the threshold µ that fixes the point of switching, and how to estimate the number of
reactions k′ that will fire in a future leap that is necessary to decide the switch for
a specific leap. In this chapter we introduce AMS and its main features. We start
by proving complementarity in a rigorous way, we introduce two proposed solutions
for the issues mentioned above and we present AMS and a bunch of numerical
experiments.
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11.1 Adaptive Modified SSALeaping (AMS)
To show complementarity we use a simple asymptotical analysis. We start from the
complexity TSSAL in Eq. 10.17 and TMTL in Eq. 10.9. We restrict these complexities
in such a way that they refer to a single leap. To further simplify the analysis we
consider only the case in which the leap is long enough that MTL has not need
to switch to DM. This means that we further restricted the complexity TMTL by
eliminating the term (CTSTEP + CDM)n
′. We summarize the resulting costs in
Eq. 11.1 for SSAL and Eq. 11.2 for MTL, respectively.
TSSAL = (Caj + Ca0 + Ccopy) + (C2r + Cτ + Cj + Cupdate + CLeap)k
′ (11.1)
TMTL = (CTSTEP + CTLEAP ) (11.2)
The costs CTSTEP and CTLEAP in Eq. 11.2 are the same costs defined in Eq. 10.8
and in Eq. 10.7.
Now as the complementarity depends by the number of reactions fired in a leap
we want to show the order of magnitude of k′ that makes the complexity TSSAL
better, equal or worst than the complexity TMTL.
To simplify the comparison we eliminate the costs C2r, Cτ , Cupdate, CLeap from
TSSAL because they are asymptotically constants.
TSSAL < TMTL
(Caj + Ca0 + Ccopy) + (C2r + Cτ + Cj + Cupdate + CLeap)k
′ < TMTL
Ccopy + (Cj)k
′ < TMTL − Caj − Ca0
(11.3)
Now we substitute the asymptotic complexities associated to the corresponding costs
and we isolate the order for k′.
Cjk
′ < CL + Cτ ′ +max{Cτ ′<τ ′′ , Cτ ′≥τ ′′}+ Cneg + Cupdate − Ccopy
Θ(log(M)k′) < Θ(M)
k′ < Θ(
M
log(M)
)
(11.4)
It results that TSSAL is asymptotically better than TMTL for k
′ < Θ( M
log(M)
). TSSAL
and TMTL results comparable for k
′ = Θ( M
log(M)
) and TSSAL performs asymptotically
worst than TMTL for k
′ > Θ( M
log(M)
). This gives important indications on the order
of magnitude of the threshold µ that separates asymptotically the cases in which
SSAL or MTL is faster than the other. They also prove the complementarity existing
between SSAL and MTL. In accordance to the asymptotic analysis we have µ =
Θ( M
log(M)
).
The following sections take into account how determine threshold value and how
to estimate the number of reactions that will fire in a leap.
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11.1.1 Determining the threshold
For what concern the threshold the preceding asymptotic analysis abstracts from
many implementation details and model specifications, highlighting costly opera-
tions and most relations among those operations and simulation parameters. How-
ever, some of the costs that can asymptotically be neglected, in practice can be
a burden. In particular, the smaller the number of reactions in the system, the
more burden these costs have. Only to give some simple example of some of these
costs given a very small system consider the processing of the cumulative τ ; or
the generation of the uniform random numbers for SSAL; or the generation of the
poisson random numbers for MTL. Give a precise and general quantification of the
weigh introduced by these operations can be a very hard task. This is because any
quantification is impossible without information about hardware specifications and
software implementations. For this reason we assign the value c M
log(M)
to the thresh-
old µ, letting the quantification of a specific value for the constant c experimentally.
11.1.2 Estimating the occurrences in a leap
For what concern the estimation of the number of reactions that will fire in a leap, in
our asymptotic analysis we discussed the values of k′ and the threshold µ for which
we have better or worst complexities using SSAL and MTL. However, in practice k′
is unknown at the beginning of the leap.
MTL has a simple way to compute k′ explicitly. This is given by the formula in
Eq. 10.6. According to this formula we just need to select the closest integer to the
sample generated by the distribution P(τ ′a0). This requires to know the values a0
and τ ′. So if AMS is executing MTL this is not a problem because the computation
of τ ′ is part of the algorithm. However, since SSAL avoids the computation of τ ′
at the begin of the leap, using the formula to estimate k′ is impossible when AMS
executes SSAL. Furthermore, we want to avoid the explicit computation of τ ′ using
some explicit τ -selection procedure. So we need to find something different for SSAL.
To this end we propose to estimate k′ as follows. Suppose we are at the i-th
leap of the simulation, our solution guesses k′ by approximating it with the average
number of reactions effectively fired until that moment. Mathematically, let ni the
number of reactions effectively fired until the i − 1-th leap, we define kmean as the
following average value.
kmean =
ni
i− 1 (11.5)
The kmean formula in Eq. 11.5 is clearly an approximation of k
′. Intuitively, given
model the simulation can be faster by using SSAL or MTL. In this cases kmean
will be much smaller or larger than the threshold and this will be well recognized by
AMS. Instead, for those cases in which kmean results very close to the threshold both
methods are suited because around the threshold they have the same computational
costs and consequently execution times. However, we need to clarify that at the
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moment AMS is not able to select the fastest method at each leap but only the
fastest according to the trend. This is a very interesting aspect of our method
and for now it is under investigation and we expect to propose some alternative
in the future. For now we focus on the preceding proposal based on kmean. The
introduction of kmean involves rewrite the following new switch condition.
kmean > µ (11.6)
The condition must be interpreted as follows. If kmean is smaller than the threshold
µ execute SSAL for the leap under consideration, otherwise execute MTL.
11.1.3 Algorithmic Optimizations
In our investigation we also identified two important optimizations that we introduce
as follows. The first regards the typical switch to DM of MTL. This operation has
been introduced to efficiently deal with small leaps. In particular, leaps for which
τ ′ < 10/a0, where τ ′ is the time interval obtained by the τ -selection procedure and
1/a0 is the mean waiting time for the next reaction to fire. In other words, when
the mean number of reactions expected to fire in τ ′ are less or equal to 10. Now
as we proved that SSAL is more efficient than DM, we substitute DM with SSAL
in the switch operation of MTL. The new switch to SSAL requires to change the
switch condition inequality. We substituted the condition in Eq. 10.6 into the new
condition in Eq. 11.7.
P(τ ′a0(x)) < µ (11.7)
Note that we do not only consider the mean value a0τ as proposed in the original
version of MTL. We estimate the number of reactions that will fire by sampling from
a Poisson distribution to assure more accurate estimation of k′ also when the mean
τ ′a0(x) is small.
The second optimization regards the computation of the cumulative τ ′ in SSAL.
Until now SSAL incrementally computes the value of τ ′ by summing sample times
generated from an exponential distribution with parameter a0 each time a new re-
action occurs. For very small leap this method is efficient, but if the number of
reactions that fire in a leap increases, more efficient methods exist. These meth-
ods exploit the well known relation between Exponential and Erlang distributions.
Erlang distribution Erl(l, θ) represents the sum of l independent exponentially dis-
tributed random variables, each of which has mean θ. This means that giving the
number of reactions fired by SSAL in a leap k′, we compute the time interval τ ′ for
a leap by drawing a sample taken from an Erlang distribution with shape parameter
k′ and scale parameter a−10 :
τ ′ ≈ Erl(k′, a−10 ) (11.8)
The use of the Erlang distribution to determine τ ′ has been used by a method called
R-leaping method [21]. The difference between the use of Erlang in R-leaping and in
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SSAL is that R-leaping selects the shape parameter θ at the beginning of the leap,
whereas SSAL computes this value at the end of the leap, in other words ones that
SSAL knows the exact number of reactions fired.
To efficiently generate samples from the Erlang when l < 1000 exist very fast
methods, for example Cheng/Feast Algorithm [183]. Then when k′ > 1000 Erlang
distribution is well approximated by the Gaussian distribution, and sampling from it
becomes computationally even more efficient generators have been proposed. Sum-
ming up, using Erlang (approximated and not) we further improved the performance
of SSAL and consequently of our adaptive method.
11.1.4 The Algorithm AMS
Identified a formula for the threshold, the estimation of the number of reactions fired
and some optimizations we can introduce AMS in detail. The adaptive modified
SSALeaping is a sort of meta-algorithm that decides the procedure to use for each
leap. Intuitively, AMS can be divided into three steps. The first evaluates the
algorithm to use. The switch between one method and the other entirely depends
by the values kmean and µ. If kmean ≤ µ then SSAL is expected to be faster. If
kmean > µ then MTL is expected to be faster. In the second step AMS applies
the chosen method by executing a procedure implementing the simulation method
corresponding. In the third AMS updates kmean according to the effective number
of reactions fired and the formula in Eq. 11.5.
So giving M reactions and kinetic constants, N species, one initial state X(t0)
and a stop time TIME, two user-defined parameter nc and ², AMS performs the
elementary steps in Alg. 8. The procedure Alg. 8 calls the procedures Alg. 9 and
Alg. 10, where Alg. 9 implements SSAL with the new computation of τ according
to the formula in Eq. 11.8. Whereas Alg. 10 implements MTL adapted with the
new switch condition introduced in Eq. 11.7. Both procedures update the value of
kmean.
Taking into account our optimizations and assuming N of order of magnitude of
M , we show the new time complexities for SSAL and MTL in Eq. 11.9 and Eq. 11.10,
respectively. The costs we identified are the following.
1. Caj , Ca0 , Ccopy, Cj, CLeap, Cupdate, the same of SSAL
2. Cτ is the cost to sample τ
3. Cr is the cost to generate one uniformly distributed random number in [0,1)
4. CL, Cτ ′ , Cτ ′′ , Cτ ′<τ ′′ , Cτ ′≥τ ′′ , Cneg are the same of MTL
5. CSSALkmean , C
MTL
kmean
are the costs to compute kmean in SSAL and in MTL, respec-
tively.
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Algorithm 8 Adaptive Modified SSALeaping
µ← c M
log(M)
ni ← 0;
ki ← 0
kmean ← 0
while t < TIME do
Compute a1(x)
for j=2 to M do
Compute aj(x)
A[j]← A[j − 1] + aj(x)
end for
a0 ← A[M − 1]
if kmean ≤ µ then
Execute SSAL through the procedure Alg. 9
else
Execute MTL through the procedure Alg. 10
end if
end while
Algorithm 9 SSALeaping Leap Generation Procedure
Store a copy of x(t)
OK ← true
τ ′ ← 0
while OK = true do
Generate r1 in U(0, 1), and find j according to Eq. 5.7 through binary search.
ni ← ni + 1;
x′ ← x′ + νj;
for all i ∈ ((Reactants(Rj) ∪ Products(Rj)) ∩ Irs) do
if | x′i − xi |> ²ixi then
OK ← false
end if
end for
end while
ki ← ki + 1;
Generate a sample τ according to the distribution in Eq. 11.8.
t← t+ τ
compute kmean =
ni
ki
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Algorithm 10 Modified τ -leaping Leap Generation procedure
for j=1 to M do
Compute Lj according to Eq. 10.4
if Lj < nc then
Jc ← Jc ∪ j
else
Jnc ← Jnc ∪ j
end if
end for
if Jnc 6= {} then
Compute τ ′ according to Eq. 10.5
else
τ ′ ← 0
end if
repeat
if µ > P(τ ′a0(x)) then
SWITCH ← SSAL
run SSAL through the procedure Alg. 9
else
if Jc 6= {} then
Compute τ ′′ = 1
a0c(x)
ln
(
1
r1
)
else
τ ′′ = 0
end if
Execute CompareTimes in Alg. 6
temp← t
t← t+ τ
xi ← xi +
∑M
j=1 νijkj
for i from 1 to N do
if xi < 0 then
xi ← xi −
∑M
j=1 νijkj
t← t− τ ;
τ ′ = τ ′/2
end if
end for
end if
until t = temp
ni ← ni +
∑M
j=1 kj;
ki ← ki + 1;
compute kmean =
ni
ki
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The cost CSSALkmean is of order of magnitude O(1) because kmean only requires one
increment for each step and one division. Instead, the cost CMTLkmean results Θ(M)
because it requires to sum M kj’s. Summing up, Eq. 11.9 and Eq. 11.10 summarize
the complexities for SSAL and MTL, respectively.
T ′SSAL = (Caj + Ca0 + Ccopy + Cr + Cτ )k + (Cr + Cj + Cupdate + CLeap + C
SSAL
kmean )n
= Θ(Mk + log2(M)n).
(11.9)
The main differences between the original version TSSAL and T
′
SSAL are the following.
First, the cost Cτ is now processed at the end of the leap instead that for each step.
Second, CSSALkmean belongs now to the costs paid for each step of the simulation. The
cost C2r has been substituted by Cr. However, in spite of the new optimizations the
complexity of SSAL remains the same.
T ′MTL = (CTSTEP + T
′
SSAL)n
′ + (CTSTEP + CTLEAP + CMTLkmean)n
′′
= Θ(log2(M)k
′n′ +Mn′ +Mn′′)
= Θ(log2(M)n
′′′ +Mn′ +Mn′′).
(11.10)
In this case, the main difference with the complexity in Eq. 10.9 is that the switch
to DM has been substituted with the switch to SSAL. Consequently, instead to
have q steps we have the number of steps k′ computed by SSAL. Asymptotically the
complexity T ′MTL is better than TMTL when n
′′′ > n′. While T ′MTL and TMTL have
the same complexity when n′′′ ≤ n′. In this last case few reactions have been fired
by SSAL in average per leap.
Finally, starting from the two time complexities defined before for SSAL and
MTL, the asymptotic time complexity for AMS is the sum of T ′SSAL and T
′
MTL.
TAMS = T
′
SSAL + T
′
MTL (11.11)
If any shift to SSAL occurs during the simulation (i.e. k=n=0) the complexity
TAMS = T
′
MTL. Whereas if any shift to MTL occurs during the simulation (i.e.
n′ = n′′ = n′′′ = 0) the complexity TAMS = T ′SSAL.
11.2 Numerical Experiments
Now we intend to give practical evidence of the efficiency and accuracy of our method
by providing numerical experiments. We selected three known realistic biological
models that are: the Decaying-Dimerizing, the epidermal growth factor (EGF) re-
ceptor (EGFR) activated mitogen activated protein (MAP) kinase cascade and the
LacZ/LacY. For each biological model we run our C language implementation of
AMS, SSAL and MTL ranging ² in the set (0.003, 0.006, 0.009, 0.012, · · · , 0.06)
and the threshold µ in the set (4M/ log(M), 8M/ log(M), 16M/ log(M)). For each
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combination (µ, ²) we run a number of independent simulations and we collect infor-
mation about CPU Time (CPUTime), average number of reactions fired in a leap
(k′), number of leap computed with SSAL (k) and number of leap computed with
MTL (n′′). In this way, we expect to identify the constant value for c in µ = c M
log(M)
for which AMS obtains the most efficient simulations. We also estimated accuracy
of results of AMS, SSAL and MTL by computing first the histogram and then Kol-
mogorov distances [47] for ensembles of 1000 independent simulations. For each
experiment, we provided the relative Histogram and Kolmogorov distances between
the results of DM and AMS, SSAL and MTL. Additionally, we computed the so
called self distance in order to have an absolute comparison value for the accuracy
[47]. We interpreted the results as follows. The closer to the self distance a distance
value is, the more accurate the method who has generated that samples will be. For
ensembles of 1000 simulations the mean and variance for the histogram self distance
are 0.079 and 0.49, respectively. Whereas for the Kolmogorov self distance we have
0.0389 and 0.00136, respectively. Then all experiments run in a WINDOWS XP
personal computer with a 3.0 GHz CPU and 1 Gbyte memory.
11.2.1 Decaying-Dimerizing Model
This first test model is the same seen in Chap. 10 with three species S1, S2 and
S3 (N=3) and four reactions (M=4). We simulate the model using the following
stochastic coefficients: c1 = 1.0, c2 = 0.002, c3 = 0.5 and c4 = 0.04 and the
initial state X(t0) = (x1 = 4150,x2 = 39565,x3 = 3445). We set also stop time
TIME = 10. To run 1000 independent simulations, DM required 43.06 seconds
for 2.789923e + 005 steps. For this model the average number of reactions fired in
a leap spans from M for ² = 0.003 to more than 500 times M for ² = 0.06, as
shown in Fig. 11.1. This makes the system well suited for MTL because for most
² it results k′ À µ. For what concerns the CPUTime in Fig. 11.2 all values of µ
obtained comparable results. Then if we consider the case µ = 16M/ log(M), results
in Fig. 11.3 show that only for ² = 0.003 AMS executes the majority of leaps with
SSAL. In the other cases MTL is always the method selected.
11.2.2 LacZ/LacY Model
The second model is the LacZ/LacY model seen in Chap. 10. It consists of 23
species (N=23) and 22 reactions (M=22). For this model, we set up two different
experiments for two different time intervals. The first considers the well studied
time interval [300, 330] [21, 131, 163]. We simulated DM in the interval [0,300], we
have taken the state of the simulation at time t = 300, and we used it as initial
state for the interval [300, 330]. We simulate the model using the following initial
state X(300) = (1, 39, 0, 0, 16, 0, 0, 449, 0, 0, 46, 40, 991, 438, 1964, 2047, 175097,
53, 14, 10, 33, 23, 2275413). For this first range 1000 independent simulations of
DM required 1998.64 seconds for 2.873994e + 006 steps. In this case the average
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Figure 11.1: Average number of reactions fired in a leap after 1000 independent
simulations varying ² from 0.003 to 0.06 and µ in the set (4M/ log(M), 8M/ log(M),
16M/ log(M)) for DD model.
number of reactions fired in a leap spans by a small constant to less of two times M ,
as we can see by Fig. 11.4. This features make this model very suitable for SSAL
because for most ² k′ < µ. The CPUTime in Fig. 11.5 confirms that anticipating the
execution of MTL can affect very much execution time. However, the most efficient
simulations are for µ = 8M/ log(M) and µ = 16M/ log(M). For µ = 16M/ log(M)
SSAL occurs all the time, as we can see in Fig. 11.6.
The second experiment considers the time interval [600, 700]. We simulated DM in
the interval [0, 600], we took the state of the simulation at time t = 600, and we
used it as initial state for the AMS simulations. We simulate the model using the
following initial stateX(600) = (1, 38, 0, 0, 20, 0, 3, 457, 0, 1, 63, 51, 1518, 508, 7242,
7191, 188387, 232, 109, 103, 98, 89, 21475758). For this range 1000 independent
simulations of DM required 25797 seconds for 3.418590e+007 steps, and the number
of independent simulation have been reduced from 1000 to 10 because otherwise it
would require approximatively more than 1 week. For this case the average number
of reactions fired in a leap spans from values smaller than M , to values that exceed
12 timesM , as summarized in Fig. 11.7. These range of values is interesting because,
for small ², we expect that k′ < µ, instead for large ², we expect that k′ > µ. This
means that for small values of ² SSAL results intuitively better than MTL. While
for large value of ² MTL performs better. This makes a very interesting case to test
if AMS is able to choose the best method. Fig. 11.8 shows CPUTime. The best
performances happens for µ = 16M/ log(M). Taking µ = 16M/ log(M) we note
that for ² < 0.03 the leap are entirely simulated with SSAL, whereas for ² > 0.03
the leap are simulated with MTL, as shown by Fig. 11.9.
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Figure 11.2: CPUTime after 1000 independent simulations varying ² from 0.003 to
0.06 and µ in the set (4M/ log(M), 8M/ log(M), 16M/ log(M)) for DD model.
11.2.3 Map Kinase Cascade Model
The last model is the signaling pathway of epidermal growth factor (EGF) receptor
(EGFR) activated mitogen activated protein (MAP) kinase cascade, MAPK for
short. This biological model involves 106 species and 296 reactions. The reaction
set, initial amount and kinetic coefficients are the same seen in Chap. 10. For
stop time TIME = 0.1, running 1000 independent simulations, DM required 256.5
seconds for 7.543967e+004 steps. For this model, Fig. 11.10 shows that the average
number of reactions fired in a leap spans from very few to less than M/4. Then we
expect that for all ² we obtain k′ < µ. If we consider the relatively large number
of reactions characterizing this model, the simulation is intuitively well suited for
SSAL, and not well suited for MTL. The simulation times in Fig. 11.11 are affected
by some fluctuations, but µ = 16M/ log(M) gives very efficient simulations for any
value of ² in the range considered. As we expect, in Fig. 11.12 SSAL simulates the
total number of leap, whereas MTL never occurs.
11.2.4 Performance and Accuracy Comparison
Now to conclude, we compare the CPUTime between SSAL, MTL and AMS consid-
ering the threshold µ = 16M/ log(M) emerged as the best threshold in the previous
experiments. As we can see by Fig. 11.13 AMS often performs better, but most
of time as efficiently as the best between SSAL and MTL. As we can see from
Fig. 11.14, the relative accuracy of results is perfectly comparable with that ob-
tained with SSAL and MTL. But also those values respect the bounds fixed by the
self distances. This confirm that AMS does not add further approximations.
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Figure 11.3: Number of leap executed with SSAL and MTL after 1000 independent
simulations varying ² from 0.003 to 0.06 and µ = 16M/ log(M) for DD model.
11.3 Conclusions
In this chapter an adaptive method, called Adaptive Modified SSALeaping (AMS),
has been presented to accelerate the execution of τ -leaping and to augment the
number of models eligible to be simulated efficiently. During the simulation, our
method switches between SSALeaping (SSAL) and Modified τ -leaping (MTL), ac-
cording to conditions on the size of the model and the predicted length of the leap.
The main issues related to the practical application of the proposed method are:
the identification of the threshold µ and the estimation of the number of reactions
that will fire at each leap k′. In accordance with asymptotic analysis and numer-
ical experiments we identified the value µ = 16M/ log(M), as the threshold that
produced almost the best efficiency simulations in all the biological models tested.
For the second issue, we estimated the number of reactions that will fire at each
leap in two ways. If the system is simulating MTL, we adapted the formula used by
MTL to switch to DM. If the system is simulating with SSAL, we simply used the
average number of reactions fired until the last leap preceding the leap considered.
Then AMS avoids negative populations because at each leap, it mutually applies
SSAL or MTL, that are well known and effective strategies to solve this issue. The
numerical experiments have been conducted upon realistic biological models. The
DD and MAPK models are two examples in which SSAL and MTL perform very
well in one case but not in both the cases. The LACZ/LACY in the range [600,700]
is an example in which for small value of ² SSAL performs better than MTL but for
larger values the CPUTime required by MTL becomes smaller than that required
by SSAL. Results confirmed that AMS performs was able to deal efficiently all the
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Figure 11.4: Average number of reactions fired in a leap after 100 independent
simulations varying ² from 0.003 to 0.06 and µ in the set (4M/ log(M), 8M/ log(M),
16M/ log(M)) for LacZ/LacY model in the time interval [300,330].
cases considered. Moreover, maintaining the same accuracy of SSAL and MTL. This
prove the adaptivity, efficiency and accuracy of our method.
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Figure 11.5: CPUTime after 100 independent simulations varying ² from 0.003 to
0.06 and µ in the set (4M/ log(M), 8M/ log(M), 16M/ log(M)) for LacZ/LacY
model in the time interval [300,330].
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Figure 11.6: Number of leap executed with SSAL and MTL after 100 independent
simulations varying ² from 0.003 to 0.06 and µ = 16M/ log(M) for LacZ/LacY
model in the time interval [300,330].
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Figure 11.7: Average number of reactions fired in a leap after 10 independent sim-
ulations varying ² from 0.003 to 0.06 and µ in the set (4M/ log(M), 8M/ log(M),
16M/ log(M)) for LacZ/LacY model in the time interval [600,700].
 0
 20
 40
 60
 80
 100
 120
 140
 160
 180
 200
 0  0.01  0.02  0.03  0.04  0.05  0.06
CP
UT
im
e 
in
 s
ec
Epsilon
LACZ/LACY700
mu=4M/log(M) mu=8M/log(M) mu=16M/log(M)
Figure 11.8: CPUTime after 10 independent simulations varying ² from 0.003 to 0.06
and µ in the set (4M/ log(M), 8M/ log(M), 16M/ log(M)) for LacZ/LacY model
in the time interval [600,700].
150 CHAPTER 11. EFFICIENT ADAPTIVE TAU-LEAPING METHOD
 0
 5e+007
 1e+008
 1.5e+008
 2e+008
 2.5e+008
 0  0.01  0.02  0.03  0.04  0.05  0.06
N
um
be
r o
f l
ea
p
Epsilon
LACZ/LACY700
MTL (n") SSAL (k)
Figure 11.9: Number of leap executed with SSAL and MTL after 10 independent
simulations varying ² from 0.003 to 0.06 and µ = 16M/ log(M) for LacZ/LacY
model in the time interval [600,700].
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Figure 11.10: Average number of reactions fired in a leap after 1000 independent
simulations varying ² from 0.003 to 0.06 and µ in the set (4M/ log(M), 8M/ log(M),
16M/ log(M)) for MAPK model.
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Figure 11.11: CPUTime after 1000 independent simulations varying ² from 0.003 to
0.06 and µ in the set (4M/ log(M), 8M/ log(M), 16M/ log(M)) for MAPK model.
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Figure 11.12: Number of leap executed with SSAL and MTL after 1000 independent
simulations varying ² from 0.003 to 0.06 and µ = 16M/ log(M) for MAPK model.
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Figure 11.13: CPU Times after 1000 independent simulations for SSAL, MTL and
AMS varying ² from 0.003 to 0.06 and considering µ = 16M/ log(M).
11.3. CONCLUSIONS 153
 0.48
 0.5
 0.52
 0.54
 0.56
 0.58
 0.6
 0  0.01  0.02  0.03  0.04  0.05  0.06
H
is
to
gr
am
 D
ist
an
ce
Epsilon
Accuracy Comparison for Decaying-Dimerizing model
SSAL MTL AMS
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 0.08
 0  0.01  0.02  0.03  0.04  0.05  0.06
Ko
lm
og
or
ov
 D
ist
an
ce
Epsilon
Accuracy Comparison for Decaying-Dimerizing model
SSAL MTL AMS
 0.32
 0.33
 0.34
 0.35
 0.36
 0.37
 0.38
 0  0.01  0.02  0.03  0.04  0.05  0.06
H
is
to
gr
am
 D
ist
an
ce
Epsilon
Accuracy Comparison for LACZ/LACY model
SSAL MTL AMS
 0.02
 0.025
 0.03
 0.035
 0.04
 0.045
 0  0.01  0.02  0.03  0.04  0.05  0.06
Ko
lm
og
or
ov
 D
ist
an
ce
Epsilon
Accuracy Comparison for LACZ/LACY model
SSAL MTL AMS
 0.51
 0.52
 0.53
 0.54
 0.55
 0.56
 0.57
 0.58
 0  0.01  0.02  0.03  0.04  0.05  0.06
H
is
to
gr
am
 D
ist
an
ce
Epsilon
Accuracy Comparison for LACZ/LACY700 model
SSAL MTL AMS
 0.022
 0.024
 0.026
 0.028
 0.03
 0.032
 0.034
 0.036
 0.038
 0.04
 0.042
 0  0.01  0.02  0.03  0.04  0.05  0.06
Ko
lm
og
or
ov
 D
ist
an
ce
Epsilon
Accuracy Comparison for LACZ/LACY700 model
SSAL MTL AMS
 0.62
 0.63
 0.64
 0.65
 0.66
 0.67
 0.68
 0.69
 0.7
 0  0.01  0.02  0.03  0.04  0.05  0.06
H
is
to
gr
am
 D
ist
an
ce
Epsilon
Accuracy Comparison for MAPK model
SSAL MTL AMS
 0.026
 0.028
 0.03
 0.032
 0.034
 0.036
 0.038
 0.04
 0.042
 0.044
 0  0.01  0.02  0.03  0.04  0.05  0.06
Ko
lm
og
or
ov
 D
ist
an
ce
Epsilon
Accuracy Comparison for MAPK model
SSAL MTL AMS
Figure 11.14: Accuracy for SSAL, MTL and AMS with µ = 16M/ log(M) for ² =
0.004, ² = 0.01 and ² = 0.06 after 1000 independent simulations.
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Part V
Ongoing work

Chapter 12
Ongoing Work
As we already discussed in Chap. 4 SSA is sequential in nature. This limits very
much its parallelization across the method. However recently it is believed that
spatiality can open new and efficient parallelized simulation methods. In our research
we are investigating a method that merges ideas from space division and from τ -
leaping. This method does not consider the diffusion of the molecules or molecular
dynamics but it remains in the context of the classical stochastic formulation of
chemical kinetics.
12.1 First Subvolume Direct Method
Suppose to have a system of N molecular species {S1, · · · , SN} interacting through
M chemical reaction channels {R1, · · · , RM}. Assume that the system is well stirred,
in a constant volume V and in thermal (but not chemical) equilibrium. With the
multivariate variable X(t) = {X1(t), · · · , XN(t)} as system state, where Xi(t) is the
number of molecules of species Si in the system at time t. In this case, the quantity
aj(x)dt gives the probability that one reaction Rj will occur somewhere in the volume
in the next infinitesimal time interval [t, t+ dt). Suppose now to divide the volume
V into a number NDIV of identical sub-volumes. In this case, we obtain a partition
P of identical sub-volumes {V1, · · · , VNDIV }. The term identical indicates that in
each sub-volume the probability that a reaction occurs in one specific sub-volume in
the next infinitesimal time dt is equal. In other words, potentially any molecule of
any specie can react with the same probability in all sub-volumes. This means that
we can define the propensity function of a reaction for a specific sub-volume Vm as
the quantity amj (x)dt that gives the probability that a reaction Rj will occur in the
sub-volume Vm in the next infinitesimal time interval [t, t+ dt). This new definition
of propensity local to a specific sub-volume depends by a new definition of stochastic
coefficient cmj . The new definitions of stochastic coefficient and propensity functions
can be summarized as follows. If Rj is the unimolecular reaction S1
cj→ Product(s), if
there are currently x1 molecules in the system, the probability that some one of them
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will undergo the Rj reaction in the sub-volume Vm in the next dt is x1(cj/(NDIV ))dt.
Here, cj is rearranged becoming c
m
j = (cj/NDIV ). The c
m
j dt gives the probability
that any particular molecule S1 will so react in the next infinitesimal time dt in Vm.
Thus the propensity function results amj (x) = (cj/(NDIV ))x1 = aj/(NDIV ). If Rj is
a bimolecular reaction of the form Rj : S1 + S2
cj→ Product(s), the probability that
some one of the x1 and x2 S1-S2 pairs will react in Vm according to Rj in the next
dt is therefore x1x2(cj/(NDIV ))dt, where (cj/(NDIV ))dt gives the probability that a
randomly chosen pair of S1 and S2 molecules will react in Vm according to Rj in the
next infinitesimal time dt. In this case, the propensity function becomes amj (X(t)) =
(cj/(NDIV ))x1x2 = aj/(NDIV ). Finally, if the bimolecular reaction is Rj : S1+S1
cj→
Product(s), the propensity function now results amj (x) = (cj/(NDIV ))
1
2
x1(x1− 1) =
aj/(NDIV ), where (cj/(NDIV )) gives the probability that a randomly chosen two
molecules of the same specie S1 they will react in Vm according to Rj in the next
infinitesimal time dt. Following the DM implementations of SSA for a sub-volume
Vm we define a
m
0 as follows.
am0 =
M∑
j=1
amj . (12.1)
The sum
∑M
j=1 a
m
j dτ gives the probability that one reaction in the reaction set will
occur during the time dτ in the sub-volume Vm. Now according to the new definitions
of propensity function amj and the assumption that all sub-volumes are identical we
obtain the mathematical equalities in Eq. 12.2, Eq. 12.3 and Eq. 12.4.
aj =
NDIV∑
m=1
aj
NDIV
=
NDIV∑
m=1
amj (12.2)
a0 =
M∑
j=1
aj =
M∑
j=1
NDIV∑
m=1
amj =
NDIV∑
m=1
M∑
j=1
amj =
NDIV∑
m=1
am0 . (12.3)
aj
a0
=
aj
NDIV
a0
NDIV
=
amj
am0
=
∑NDIV
m=1 a
m
j∑NDIV
m=1 a
m
0
(12.4)
From the equality in Eq.12.4 we have that the point probability that a reaction Rj
will occur in V is equal to the point probability that Rj will occur once we consider
one of the sub-volumes. Similarly to DM and FRM we can define the probability
P (τ,m, j) as follows.
P (τ,m, j)dτ ≡
probability at time t that the next reaction
will occur in the infinitesimal time interval
(t+ τ, t+ τ + dτ), it will be the reaction Rj
and it occurs in a specific sub-volumeVm.
(12.5)
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It is also easy to see the following relation between the probability P (τ, j) seen for
DM and FRM and P (τ,m, j).
P (τ, j) =
∑
m
P (τ,m, j) (12.6)
The equality in Eq. 12.6 can be read as follows. The probability P (τ, j) that the
next reaction will occur somewhere in V and it will be the reaction Rj is the same
of the probability that Rj will occur in one of the sub-volumes Vm. The probability
theory allows to write P (τ,m, j) as a function of P1(j | τ,m) and P2(τ,m), where
P1(j | τ,m) gives the probability that the next reaction will be Rj, given that the
next reaction occurs in some sub-volume Vm at time (t+ τ, t+ τ +dτ); and P2(τ,m)
gives the probability that the next reaction will occur in the interval (t+τ, t+τ+dτ)
and it occurs inside the sub-volume with index m, independently on what that
reaction will be.
P (τ,m, j) = P1(j | τ,m)P2(τ,m). (12.7)
The probability P1(j | τ,m) that the next reaction will be Rj, given that the next
reaction occurs in the sub-volume Vm at time t+ τ is
P1(j | τ,m) =
amj
am0
. (12.8)
Next, giving a sub-volume Vm the probability P2(τ,m) that the next reaction will
occur between times t+ τ and t+ τ +dτ in a specific sub-volume Vm, independently
on what that reaction will be results
P2(τ,m) = a
m
0 exp(−
∑
m
am0 τ). (12.9)
Here, exp(−∑m am0 τ) gives the probability that no reaction in any sub-volume Vm
will occur during (t, t+ τ) and then a reaction occur specifically in Vm. Substituting
P1(j | τ,m) and P2(τ,m) in Eq. 12.7 and solving we obtain the following JPF:
P (τ,m, j)dτ =
amj
am0
am0 exp(−
∑
m
am0 τ)dτ (12.10)
= amj exp(−
∑
m
am0 τ)dτ (12.11)
Again substituting P (τ,m, j) of Eq. 12.11 into Eq. 12.6 the result is
P (τ, j)dτ =
∑
m
P (τ,m, j)dτ =
∑
m
amj exp(−
∑
m
am0 τ)dτ. (12.12)
Now, we introduce a Monte Carlo procedure to sample from the PDF in Eq. 12.12.
We generate a tentative reaction time τm a sub-volume Vm according to the PDF
P2(τ,m) by drawing a uniformly distributed random number r1 in U(0, 1) and taking
τm =
1
am0 (x)
ln
( 1
rm
)
, (12.13)
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then we choose as next firing sub-volume that one which occurs first,
τ = smallest τm for all m = 1, · · · , NDIV (12.14)
Moreover, because the value am0 is the same for all sub-volumes V
m, the formula τm
in Eq. 12.13 changes only for the value of the number rj, so
min{τm for all m = {1, · · · , NDIV }} = 1
am0
ln
( 1
max{rm}
)
. (12.15)
As the minimum tentative τm is that one associated to the maximum uniform ran-
dom number generated, it is not necessary to compute all tentative times τm.
Then by drawing another uniformly distributed random number r2 and taking
the index j for which
j = the smallest integer satisfying
j∑
j′=1
amj′ (x) > r2a
m
0 (x), (12.16)
we generate a sample index of the next reaction to fire according to P2(j | τ,m) in
Eq. 12.8.
We called the preceding procedure First Sub-volume Direct Method (FSDM). It
a Monte Carlo procedure that iteratively generates τ and Rj according to Eq. 12.15
and Eq. 12.16. The name is inspired by the fact that it is an hybrid procedure.
It samples the next reaction Rj and the waiting time τ using a DM-like procedure
and the next sub-volume using a FRM-like procedure. As we already pointed out
the main difference in the formulations of the FRM and the DM are the following.
FRM generates independent tentative times for each reaction, and it chooses as next
reaction that one which occurs first. Instead, DM generates independently only one
tentative time and the reaction to fire. Our FSDM generates a tentative time for
each sub-volume and it selects that one in which the next reaction occurs first. Than
it generates the next reactions to fire exactly as DM. Schematically, FSDM makes
the elementary steps summarized in Alg. 11. For NDIV = 1 the operations processed
by FSDM are the same of DM, in this case FSDM and DM have the same efficiency.
Instead, for NDIV > 1 at each step FSDM requires to generate and compare NDIV
random numbers. This last requirement makes FSDM less efficient than DM. But
also more efficient of FRM for NDIV smaller than M . The proof of exactness of the
procedure is given in Appendix B.
12.1.1 Testing FSDM
We already proved the exactness of FSDM, here we want to show it in practice. We
run a bunch of simulation upon a simple model known as Schlo¨gl model [34]. This
model is famous because executing a bunch of runs the final state population for the
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Algorithm 11 First Sub-Volume Direct Method
m← 1;
for j=1 to M do
Compute cj/NDIV
end for
while t < TIME do
for j=1 to M do
Compute amj (x)
end for
Compute am0
for i=1 to NDIV do
Generates ri in U(0, 1)
end for
Determine the maximum rm
Generate τ according to Eq. 12.15
Generates r2 in U(0, 1) and generate j according to Eq. 12.16
t← t+ τ ; x← x+ νj;
print (t,m,x)
end while
specie S2 figure out a bistable distribution. The Schlo¨gl model as a two reversible
coupled chemical reactions
S1 + 2S2
c1­
c2
3S2
S3
c3­
c4
S2.
The propensity functions are given by
a1(x) =
c1
2
x1x2(x2 − 1),
a2(x) =
c2
6
x2(x2 − 1)(x2 − 2),
a3(x) = c3x3,
a4(x) = c4x2
and the parameter values are:
c1 = 3× 10−7, c2 = 10−4, c3 = 10−3, c4 = 3.5.
and initial state X(t0) = (x1 = 1× 105,x2 = 250,x3 = 2× 105).
Here, we measure the accuracy of our FSDM with respect to DM for the Schlo¨gl
model using distribution distances. Results are reported in Fig. 12.1. The kol-
mogorov self distance for the Schlo¨gl model for 1000 samples has mean 0.079 and
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Figure 12.1: Accuracy for FSDM for ² = 0.03 after 1000 independent simulations.
variance 0.49, whereas the Histogram self distance for the Schlo¨gl model for 1000
samples and 544 bins has mean 0.83. The results in Fig. 12.1 show that FSDM is
very close to the self distances, this confirms FSDM exactness as expected.
12.2 The Partitioning of the Volume
In this section we introduce a new method based on FSDM and SSAL. We called it
Partitioned SSALeaping (PSSAL). The fundamental idea of PSSAL is the following.
If a time interval τ ′ exists such that the leap condition holds, then each sub-volume
is able to perform the sequence of reactions fired into the area assigned to it without
any regards on the reactions occurring in the other sub-volumes. Then at the end of
the leap the dynamics independently generated can be composed and the composi-
tion preserve accuracy of results. The practical application of this method involves
the discussion of the following three issues. Why the leap condition produces inde-
pendency, how to enforce the leap condition in a distributed environment and how
to compose the dynamics. Our algorithm gives answers to these issues.
The first issue follows from the fact that enforcing the leap condition in a leap
the relative changes in the propensity functions are related to the relative change
in the molecular populations. Then if the propensity functions remain bounded in
a time interval [t, t + τ ′) then the molecular populations do not change too much
in τ ′, so the state x remains approximately bounded in τ ′. Moreover, any reaction
fired does not change too much the state in [t, t + τ ′). So the leap condition frees
any sub-volume to take care of what the other sub-volumes are doing in τ ′.
To enforce the leap condition in a distributed environment we assign a identical
fraction of the tolerance to each sub-volumes. In other words, suppose to have a
partition P with NDIV > 1, we assign the tolerance ²i/NDIV to each sub-volume.
We cannot assign more tolerance to a particular sub-volume because they have the
same capability to react.
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The explanation of the composition of the dynamics requires some further defi-
nitions. Given a time interval [t, t+ τ ′) in which the leap condition holds we define
the dynamics Dm of a sub-volume Vm as the set of pair {(t′, j) sorted in increasing
order of time t′ ∈ [t, t + τ ′)}. Then given a partition P = {V1, · · · , VNDIV } and
the dynamics D1, · · · ,DNDIV , we define the compositional operator ⊕ as the set of
pair {(t′, j) sorted in increasing order of time t′ ∈ [t, t + τ ′) and (t′, j) ∈ Dm for
some m = {1, · · · , NDIV }. We denote the dynamics composition with D, and we
mathematically write it as follows.
D = ⊕mDm. (12.17)
For example, consider the dynamicsD1 = {(0.000001, 5), (0.000002, 3), (0.000004, 1),
(0.000014, 9), (0.000027, 9)} and the dynamics D2 = {(0.0000014, 7), (0.000003, 8),
(0.00002, 1)}, the resulting dynamics composition D will be D = D1 ⊕ D2 =
{(0.000001, 5), (0.0000014, 7), (0.000002, 3), (0.000003, 8), (0.000004, 1), (0.000014, 9),
(0.00002, 1), (0.000027, 9)}. Note the order of the elements in D.
12.2.1 Partitioned SSALeaping
The PSSAL performs the following simple steps. It starts creating the partition of
the volume V . Each sub-volume executes SSAL until the leap condition is violated
storing the sequence of reactions executed and the relative times. Regarding to the
times τ ′m obtained by each sub-volume, PSSAL selects the minimum. This becomes
the time τ ′ for this leap. Then for each sub-volume any reaction occurred after τ ′
are discarded because they do not contribute to the composition and the next state
update.
Schematically, PSSAL takes M reactions and kinetic constants, N species, the
number of sub-volumes NDIV , one initial state X(t0), a stop time TIME and a
tolerance parameter ² and performs the elementary steps summarized in Alg. 12.
PSSAL calls the following SSAL procedure adapted to store the dynamics of a sub-
volume. The choice of the minimum τ ′ comes from the fact that even though the
sub-volumes are identical the fluctuations can generates very different dynamics
and leap times τ ′m. Taking the minimum we expect that the dynamics composition
derives considering the same time interval for all sub-volumes.
12.2.2 Testing PSSAL
To test the accuracy of PSSAL we realized our C language implementation of Alg. 12,
and we apply it to simulate the Decaying-Dimerizing model seen in Chap. 10. We
simulated the model by performing numerical tests for NDIV = 2, NDIV = 4 and
NDIV = 8. For each experiment we collected the final states of a selected species. We
estimated the accuracy of the distribution distances between 1000 samples obtained
by PSSAL and 1000 obtained by executing DM. Accuracy results are shown in
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Algorithm 12 PSSALeaping(NDIV , x)
m← 1;
NDIV ← number
for j=1 to M do
Compute cj/NDIV
end for
while t < TIME do
for j=1 to M do
Compute amj (x)
end for
Compute am0
τ ← 0
for all m = 1 to NDIV do
(Dm, τm)← execute SSALeaping according to Alg. 13
end for
mintau← the smallest τm
D ← ⊕mDm
for all p = 1 to D.end do
if p.τ <= mintau then
x← x+ νp.j
end if
end for
t← t+mintau
print (t,x)
end while
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Figure 12.2: Accuracy for PSSAL for ² = 0.03 after 1000 independent simulations
and NDIV = 2.
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Algorithm 13 SSALeaping
k ← 0
OK ← true
τ ′ ← 0
while OK = true do
Generate r1 and r2 in U(0, 1) and generate values for τ according to Eq. 5.6.
Through binary search find j according to Eq. 5.7.
x′ ← x′ + νj;
for all i ∈ ((Reactants(Rj) ∪ Products(Rj)) ∩ Irs) do
if | x′i − xi |> ²ixi/NDIV then
OK ← false
end if
end for
τ ′ ← τ ′ + τ
List← List+ (τ ′, Rj)
end while
return (τ ′, List)
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Figure 12.3: Accuracy for PSSAL for ² = 0.03 after 1000 independent simulations
and NDIV = 4.
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Figure 12.4: Accuracy for PSSAL for ² = 0.03 after 1000 independent simulations
and NDIV = 8.
Fig. 12.2, Fig. 12.3 and Fig. 12.4. However, as we can see from Fig. 12.5, for larger
value of NDIV the average number of reactions fired in a leap substantially decreases.
We justify the phenomenon simply stating that, due to the intrinsic randomness,
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Figure 12.5: Average number of reactions fired in a leap changing NDIV
reactions occur not homogeneously inside the volume. So for larger NDIV this non
homogeneity reduces further the number of reactions fired in a leap.
12.3 Conclusions
In this chapter we proposed FSDM, a new exact formulation of SSA based on the
partitioning of the volume. We proved the equivalence with the DM formulation,
and we have given a simple numerical test to show the accuracy of our method
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upon a realistic model. Then we introduced an ongoing method called Partitioned
SSALeaping that is based on FSDM and SSALeaping. The main feature we pointed
out is that in a leap the dynamics of a biological model can be obtained by composing
the dynamics of the sub-volumes of the partitioned space. For now we executed the
method upon a simple model test, we showed that the method accurately matched
the results of DM, augmenting the number of sub-volumes as well. This confirmed
that our method works maintaining the same accuracy of SSAL. However, we note
that for partitions with a larger number of sub-volumes the number of reactions
fired in a leap decreases. As one of the main advantages of a τ -leaping is that the
propensity functions are computed a limited number of times when leap are long,
we need to look for a way to build leap as long as possible. For this reason we let
this issue for a future work. Additionally, in our discussions we completely neglected
any reference to possible optimizations or efficiency. This is because this work is
still in progress and much work have to be done. Apart this we consider the volume
partitioning a very promising topic because independency and composition enable
the parallelization of the computation of the dynamics of the sub-volumes.
A possible future application of our FSDM can be into hybrid simulation methods
that consider the diffusion processes. As in general the methods that integrate the
diffusion of the molecules divides the molecules among the sub-volumes even though
the molecules diffuse very quickly. It is notorious that many of these methods
spend much time to simulate the transition among neighbors sub-volumes. The
volume partitioning can be integrated with these techniques to simulate quickly the
molecules with very fast diffusion. We expect that this application accelerates the
execution of these methods because many of the transitions can be saved. Please
consider the preceding as possible applications but until now we have no specific
proposals.
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Part VI
Concluding Remarks and Future
Work

Conclusions
In this thesis we mainly addressed problems about the efficient stochastic simula-
tion of realistic biological models and the simulation of metabolic experiments as a
powerful validation tool. In Chap. 8 we showed as the Systems Biology approach
can provide a cheap, fast and powerful method for validating models proposed in
literature. In the present case, we specified the model of SRI photocycle proposed
by Hoff et al. [4] in a suitable developed simulator. This simulator was specifically
designed to reproduce unprecedented in silico wet-lab experiments performed on
metabolic networks with several possible controls exerted on them by the operator.
Thanks to this, we proved that the screened model is able to explain correctly many
light responses but unfortunately it was unable to explain some critical experiments,
due to some unresolvable time scale problems. This also confirms that our simulator
is useful to simulate metabolic experiments and interested reader can download our
tool at the http://sourceforge.net/projects/gillespie-qdc.
This success calls for faster simulation techniques able to simulate realistic bi-
ological models. In order to accomplish this task in Chap. 9 we first investigated
a parallel implementation of a devised version of FRM on the Graphic Processing
Units. Differently from other methods in literature that perform parallel stochastic
simulations on GPUs, our method implements what is known as the parallelism
across the method. Numerical tests performed on a GeForce 8600M GS Graphic
Card with 16 stream processors confirmed that simple general purpose applications
are implementable using CUDA 2.0, however we identified some important limita-
tions in the C language statements interpretation. These limitations constrain this
technology only to simple general purpose applications. So the parallel implemen-
tation of stochastic algorithms of large size remains a challenge topic that is waiting
for future advancements of GPUs technologies.
To achieve higher simulation speed we focused on well-known τ -leaping methods.
We demonstrated that the most performant τ -leaping methods [163, 48, 131] are
notoriously fast when leaps are long and many reactions can be fired. This is because
the extra costs for pre-processing information necessary to advance the leap and
avoid negative populations are more than compensated by the gain in simulation
time due to the cumulative firing of a so great number of reactions. Unfortunately,
we demonstrated that when leaps are short and few reactions can occur, those extra
costs represent a burden for these methods and the performance can slow down. In
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particular, we highlighted that it is not the number of reactions fired per se that make
such methods the most performant methods but it is the relation between the size of
the model and the reactions firing that can make these method fast. In other words,
in a leap to be fast these methods have to fire a number of reactions that exceeds
the size of the model. Basing of the previous observations in Chap. 10 we proposed
SSALeaping a new method in middle between DM and a τ -leaping. We proved
experimentally upon realistic biological models that SSALeaping perform better
than one of the most performant methods known as the Modified τ -leaping. Simply
by generating each reaction as a conventional DM and checking the leap condition
for that reaction this methods avoids to recompute the propensity functions at
each step paying a cost proportional to the number of reactions effectively fired.
For two of the three model tested SSALeaping performed better than MTL. Now
we noted that already in the biological model tested the systems simulated can
vary greatly in size and in the number of reactions fired in a leap, this makes very
difficult in advance to establish what method will perform better. In our test we
considered the algorithmic comparison with a method in the same class, but a more
generalized comparison lacks. In fact, to the best of our knowledge do not exist
scientific papers that compare simulation methods belonging to different classes.
For instance, considering the methods proposed specifically to simulate stiff systems
with τ -leaping and hybrid. Recently, adaptive methods [44] tried to put in the
same framework solutions belonging to different simulation classes. Certainly these
solution augment the number of model simulated efficiently but in our opinion,
although these methods resumes the main advantages of the component algorithms
they also suffer of their disadvantages.
Then in Chap. 11 we proposed Adaptive Modified SSALeaping (AMS) an adap-
tive method that exploiting the complementarity emerged between SSAL and MTL.
During the simulation, our method switches between SSALeaping (SSAL) and Mod-
ified τ -leaping (MTL), according to conditions on the size of the model and the
predicted length of the leap. The main issues related to the practical application of
the proposed method are: the identification of the threshold that tells the algorithm
to switch and the estimation of the number of reactions that will fire at each leap.
We were able to solve both the issues. Numerical results performed on realistic
biological models confirmed that AMS performs very well in all the cases tested.
Moreover, maintaining the same accuracy of SSAL and MTL. Our AMS accelerated
the execution of τ -leaping and and SSAL augmenting the number of models eligi-
ble to be simulated efficiently. Moreover, this has been made introducing negligible
extra time. This prove that AMS is effective and promising to simulate realistic
biological models. As our tests have not been applied specifically for stiff systems,
for the future we will investigate efficient improvements of SSAL and AMS for stiff
systems. In particular, we will investigate how propensity functions change in stiff
systems. How the sequential generation of the reactions of our leap condition based
methods can take into account those variations also when the simulation exhibit
stiffness phenomenon. For the future we will also include our AMS into our QDC
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simulator letting the user the selection of the method to use for the simulation.
In Chap. 12 we also investigated other new parallelization techniques. We first
presented a novel exact formulation of SSA based on the idea of partitioning the
volume. We proved the equivalence between our method and DM, and we have
given a simple numerical experiment to show its accuracy in practice. Then we
proposed a variant of SSALeaping based on the partitioning of the volume, called
Partitioned SSALeaping. The main feature we pointed out is that the dynamics of
a system in a leap can be obtained by the composition of the dynamics processed by
each sub-volume of the partition. This form of independency gives a different view
with respect to existing methods. We only tested the method on a simple biological
model, and we showed that the method accurately matched the results of DM,
independently of the number of sub-volumes in the partition. This confirmed that
the method works and that independency is effective. We have not already proposed
a parallel implementation of this method because this work is still in progress and
much work have to be done. Nevertheless, the Partitioned SSAleaping is a promising
approach for a future parallelization on multi core (e.g. GPU’s) or in many core
(e.g. cluster) technologies. In order to obtain very efficient simulations with the
parallelization remains to be solved some issue. First, how to compute the largest
leap in this distributed environment. Second, how much reactions will be necessary
to obtain real improvements against sequential τ -leaping methods.
Concluding in our opinion answer to the question what algorithm is best-suited
for a given biochemical model represents today a great challenge in this field. Lack
rigorous algorithmic analysis and strong experimentation. With SSALeaping pro-
viding an asymptotic complexity analysis we started making a step forward toward
a more rigorous comparison among the simulation algorithms. However, we are far
from a strong identification of the simulation conditions in which an algorithm is
best than another. This is true both between algorithms in the same class and
among algorithms belonging to different classes. Nevertheless, even though this
question will receive answer we have to keep in mind that the simulation conditions
and the realistic biological systems can be very different and can vary dynamically.
So next generation algorithms must have the capability to adapt to such a variety.
Developing such algorithms will be our focus.
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Appendix A
QDC’s Syntax
More formally, a QDC program is made of mandatory and optional declarations.
Mandatory are the declarations of the species, the volume, the reactions set, the
initial amounts for the species. Whereas variables and events can be omitted. In
this case simulation does not have perturbations. Any QDC program is an ASCII
file. The user can declare any name (sequence of Letters [a-zA-Z] and Digits [0-9]).
A name is a generic identifier, here we will write speciesname or variablename in
order to distinguish the names given to species by that given to the variables. We
will write naturalnumber, realnumber, baserate, and time in order to distinguish
the numbers given for the different cases in which a specific number type must be
provided. However, because QDC uses the symbols NULL, volume,>, $,,+, , , 0, 1
as language statements, these symbols cannot be introduced in the declarations.
The syntax of the QDC language has the following syntax:
QDCProgram := ProgramWithEvents
| ProgramWithoutEvents
ProgramWithEvents := SpeciesList
V olumeDec
ReactionsList
StateV ector
V ariablesList
EventList
ProgramWithoutEvents := SpeciesList
V olumeDec
ReactionsList
StateV ector
SpeciesList := speciesname
| speciesname, SpeciesList
192 APPENDIX A. QDC’S SYNTAX
V olumeDec := volume, realvalue
ReactionsList := Reaction
| Reaction
ReactionsList
Reaction := baserate, Reactants > Products
| $variablename,Reactants > Products
| , Instantaneous > Instantaneous
Reactants := speciesname
| speciesname+ speciesname
| 2speciesname
| NULL
Products := speciesname
| speciesname+ speciesname
| 2speciesname
| NULL
Instantaneous := naturalnumberspeciesname
| naturalnumberspeciesname+ Instantaneous
StateV ector := SpeciesAmount
| SpeciesAmount
StateV ector
SpeciesAmount := speciesname, time, naturalnumber
V ariablesList := V ariable
| V ariable, V ariablesList
V ariable := $variablename
EventsList := Event
| Event
EventsList
Event := 0, $variablename, realnumber
| 1, $variablename, realnumber
The syntax expressed before define in a very simple way any correct QDC pro-
193
gram. Below we provide also how our Tool maps any syntactically well formed
QDC file into the input parameters of the Gillespie’s Direct Method. To do that
we define the state of a SSA simulation as the tuple Z = (X(t), E, S,R,C,A, t),
where X(t) = x = {x1, · · · ,xN} is the state of the system at a given time t,
E = {e1, · · · , eh} is the set of events, S = {S1, · · · , SN} is the set of all the species
name, R = {R1, · · · , RM} is the set of all the system reactions, C = {c1, · · · , cM}
is the set of all the stochastic coefficients, A = {a1(x), · · · , aM(x)} is the set of the
propensity values of the reactions and t is the simulation time.
Given Z = (X(t), E, S,R,C,A, t), an instance S1, S2, · · · , SN obtained by the Species-
List production is mapped into the set of species names S = {S1, · · · , SN}. The
volume declaration in the VolumeDec production becomes the volume of the com-
partment expressed in Liter. For example, volume, 0.0000000000015 is interpreted
as the declaration of the volume identifier V = 0.0000000000015. A sequence of
M = 8 reaction declarations, as follows:
• r1, S1 > S2
• r2, S1 + S2 > S3
• r3, 2S2 > S4 + S5
• r4, NULL > S2
• $var1, S1 > S2
• $var2, S1 + S2 > S3
• $var3, 2S2 > S4 + S5
• $var4, NULL > S2
is interpreted as the reaction set: R = { S1 r1→ S2, S1 + S2 r2→ S3, 2S2 r3→ S3,
NULL
r4→ S2, S1 $var1→ , S2, S1 + S2 $var2→ S6, 2S2 $var3→ S3, NULL $var4→ S2}. The
initial value of the variables $var1, $var2, $var3, $var4 must be assigned using the
statement 0, $s, r in the EventList production. Anyway, our tool interprets the val-
ues r1, r2, r3, r4, $var1, $var2, $var3, $var4 as deterministic reaction rates k1, · · · , k8,
then it converts them according by the conversion Table 7.1 and generates the
stochastic coefficients set C = {c1, · · · , c8}. Once the conversion is completed, our
tool computes the propensity function set A = {a1(x), · · · , a8(x)} using the classical
propensity functions seen at the beginning of this Appendix.
Events declaration requires a different treatement. In fact, events are external state-
ments to the SSA formulation. They reprensent perturbation actions with effects
on the system evolution. The action fired by the occurrence of an event is subject
to the verification of a trigger condition. The trigger condition can dependent both
on the simualtion time and on stoichiometric conditions. In any case, the list of
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events declared using the EventsList production form the set E of the events and in
the following we will give how our tool executes the events and what effects on the
state of the simulation they induce. To do this we first define the State Transition
Function 7→. State Transition Function 7→ is a function that maps a given tupla into
another that is the result of a possible evolution of the first one. In the Gillespie’s
Stochastic Simulation Algorihtm we can see 7→ as the function that starting from a
state of the simulation Z = (X(t), E, S,R,C,A, t) and given the pair (τ, j) passes
to a new state Z ′′ = (X(t + τ), E, S,R,C,A′, t) where X(t + τ) = X(t) + νj and
A′ is the new set of propensity function that changed their value for effect of the
changing of the molecular amount. More formally
(τ, j)← GillespieTauandJselectionStep
< Z > 7→< (X[(X(t) + νj)/X(t)], E, S,R,C,A′, t) > (A.1)
We write A[r/$s] to specify that in a given set A we substitute the value of the
variable $s with a new value r. We will also write A/$s to indicate the removal of
the element with identifier $s from the set A.
To complete the definition of the State Transition Function 7→ we give a set of
Rules to define how our tool executes Events.
Let’s suppose now to have an instantaneous reaction that we call inst for short,
defined in the following way, , l1s1+l2s2 > l3s3 where l1, l2, l3 > 0 are stoichiometric
values. When the system can satisfy the stoichiometry of the left side of the equation,
QDC immediately puts the simulation in pause and it remains in pause since the
inst trigger condition holds. To represent the pause of the simulation we write
(X(t), E, S, R, C, A, t) calling this new state Z ′. Since the simulation is in pause all
elements in Z ′ cannot be modified except X(t). To deal with inst we identified
four distinct cases. The first one happens when the simulation run and at a certain
point the system has enough molecules to trigger this event. Formally, the Rule A.2
expresses this case.
xs1 ≥ l1 xs2 ≥ l2 inst ∈ E
< Z > 7→< Z ′[(X(t) + νinst)/X(t)] > (A.2)
The second case Rule A.3 takes place when the simulation has been already paused
and the system has enough molecules to trigger again inst. Note that inst is not
removed by any elements of Z ′.
xs1 ≥ l1 xs2 ≥ l2 inst ∈ E
< Z ′ >7→< Z ′[(X(t) + νinst)/X(t)] > (A.3)
The Rule A.4 considers the third case, when inst cannot occur anymore. In this
case, the state of the simulation is restored to a value in which all elements of Z ′
are no longer in pause and the simulation can continue normally.
xs1 < l1 or xs2 < l2 inst ∈ E
< Z ′ >7→< Z > (A.4)
195
Last, the Rule A.5 considers the fourth case in which the event cannot be triggered
because there are not enough molecules and the simulation continues normally.
xs1 < l1 or xs2 < l2 inst ∈ E
< Z > 7→< Z > (A.5)
Supposing to have the statement s, t′, n, called aug for short, the Rule A.6 expresses
the following behavior: if t′ ≥ t, only two elements of Z change due to aug : the
state xs of the species with name s, augments its current value of n molecules and
the event set E, deleting aug, decreases its size.
t′ ≥ t aug ∈ E
< Z > 7→< (X[(xs + n)/xs], E/aug, S, R, C,A, t) > (A.6)
Supposing now to have the statement 1, t′, $s, r, called chan for short, the Rule A.7
expresses the following behavior: if t′ ≥ t, due to chan, Z the current value of
the stochastic coefficient with name $s in C is substituted with the new value f(r)
and the event set E, deleting chan, decreases its size. Here, f(r) represents the
deterministic reaction rate r opportunely converted using Table 7.1. Consequently
the reaction in which $s appears as kinetic parameter must be recomputed.
t′ ≥ t chan ∈ E
< Z > 7→< (X(t), E/chan, S, R,C[r/$s], A[aj[r/$d](x)/aj(x)], t) > (A.7)
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Appendix B
Proof of Exactness of FSDM
To prove the equivalence between FRM and DM Gillespie showed in [75] that both
procedures sample the random pair (τ ,j) according to the same PDF. Here we want
to do the same between FSDM and DM.
Let P¯ (τ, j)dτ be the probability that the procedure described in Eq. 12.14 and
Eq. 12.16 will result in the next reaction being Rj and occurring in the time interval
(t+ τ, t+ τ + dτ).
From Eq. 12.14 and Eq. 12.16 we may write
P¯ (τ, j) =
∑
m
Prob{τ < τm,j < τ + dτ}Prob{τν > τ, all ν 6= m}, (B.1)
where, the probability P¯ (τ, j)dτ is equal to the probability that the next reaction is
just Rj, that occurs in one of the sub-volume m = 1, · · · , NDIV with tentative time
τm and any other reaction in any other sub-volume occurs after τm.
From Eq. 12.8 and Eq. 12.9 we see that the first factor is just
Prob{τ < τm,j < τ + dτ} = Prob{τ < τm < τ + dτ}·
· Prob{next = Rj}
= exp(−am0 τ)amj dτ. (B.2)
For the second factor in Eq. B.1, Gillespie proved in [75] that
Prob{τν > τ, all ν 6= m} =
NDIV∏
ν=1
ν 6=m
exp(−aν0τ)dτ. (B.3)
Inserting the equation in Eq. B.2 and Eq. B.3 in Eq. B.1 we have
P¯ (τ, j) = (
∑
m
amj )exp(−
∑
m
am0 τ). (B.4)
From Eq. 12.2 we know that a
∑
m a
m
j = aj and from Eq. 12.3 we know that∑
m a
m
0 = a0. Substituting them into Eq. B.4 we have
P¯ (τ, j) = aj · exp(−a0τ) = PDM(τ, j) (B.5)
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Thus, the First Subvolume Direct Method, as defined in Eq. 12.14 and Eq. 12.16 is
as rigorous and exact as the Direct Method.
