Planning with non-decreasing returns to scale by Crémer, Jacques Charles
- 1 -
PLANNING WITH
NON-DECREASING RETURNS
TO SCALE
by
JACQUES CREMER
Ancien Eleve, Ecole Polytechnique
1970
S.M., Massachusetts Institute of Technology
1973
SUBMITTED IN PARTIAL FULFILLMENT
OF THE REQUIREMENTS FOR THE
DEGREE OF DOCTOR OF
PHILOSOPHY
at the
MASSACHUSETTS INSTITUTE OF
TECHNOLOGY
August, 1976
Signature of Author
Department of Economics
July 22nd, 1976
Certified by . .................
Thesis Supervisor
Accepted by ............ ....................................
Archives
FEB9 1977
-2-
TABLE OF CONTENTS
Abstract......
Acknowledgements
Biographical Note.
Chapter I. . . . .
Figures . . .
References.
Chapter II . .
Figures . . .
Table . .
References.
Chapter III. . .
Figures . .
References.
3
4
. . .. 5
6
34
41
42
64
66
67
68
93
95
-3-
Abstract
The first chapter of this dissertation presents an
algorithm in the Malinvaud-Lange tradition. It converges
to a global optimum in cases where firms in the economy
exhibit non-decreasing returns to scale. A new type of
communication between the planning board and the firm is
developed: all information is exchanged in the form of
quantities; prices and/or marginal rates of substitution
are not used.
The second chapter explores the applications of this
algorithm to non-convex problems in operations research.
Some computational evidence is presented on its speed of
convergence.
The third chapter studies a centrally planned economy
with both an increasing returns to scale and a decreasing
returns to scale sector. It shows how the central planning
board can use a price-led procedure to plan the decreasing
returns to scale sector and the quantity-led algorithm
developed in the first chapter in the increasing returns
to scale sector.
Thesis Supervisor: Martin L. Weitzman
Title: Professor of Economics
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CHAPTER I
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I. INTRODUCTION
This paper is a contribution to the fast-growing lit-
erature on central planning under incomplete information.
Since Lange's classic work [4] economists have developed
a number of formal procedures by which a Central Planning
Board (C.P.B.) can maximize its utility over the produc-
tion possibilities of an economy with only partial knowl-
edge of the production possibility set of any firm. Typ-
ically such procedures are not even well defined in a non-
convex environment. When convergence can be proved it is
limited to local optima. cf [1] [3]. In this paper we
present an algorithm which converges to a global optimum
in practically all decomposable environments which make
economic sense.
To solve this problem, a new type of communication be-
tween the planning board and the firms has to be developed.
In the first models of planning procedures the C.P.B. "spoke"
in terms of prices while the firms answered with quantities.
Later algorithms were developed where the center speaks in
terms of quantities and the firms respond with prices -- or,
more exactly, marginal rates of substitution. In our pro-
cedure all information is exchanged in the form of quanti-
ties -- hence the name quantity-quantity.
Hopefully the computational technique presented here
-8-
can be used to solve a large class of non-convex optimiza-
tion problems. In this paper we will concentrate our at-
tention on its applications to planning theory. Prelimin-
ary investigation of its applicability to operation re-
search problems will be presented in [2].
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II. PRELIMINARY DISCUSSION
In Figures 1 and 2 we give a visual representation of
the quantity-quantity procedure. We consider the special
case of a two-goods economy composed of one firm, whose
production possibility set (P.P.S.) is Y. No convexity
assumption is made about Y.
The Central Planning Board knows society's utility
function u, but does not know Y. The managers of the
firm do not know u, and we must therefore devise a method
for exchanging information which will enable the C.P.B.
to find the best feasible production program for the economy.
At the beginning, the center knows upper bounds w
and w2 on the coordinates y* and y* of y*, where y* maxi-
mizes u over Y. The point w = (w1 ,w2) is chosen by the
center so as to ensure that it is greater or equal than y*.
The set of points smaller or equal than w will be called Y*.
Obviously, y* cY*.
The center first asks the firm whether it can produce
w. If it can, the problem is solved. If it cannot, the
firm must communicate to the center an efficient point,
i.e., a point on the boundary of Y, which is strictly smal-
ler than w. In Figure la this point is y*.
What does the center learn from the answer of the
firm? As y* is efficient it knows that no point of Y is
- 10 -
strictly greater than y0 . In Figure la I have hatched with
vertical lines an area which the center can eliminate
from future consideration at this stage. The C.P.B. knows
that y* must be in Y1, the set of points of YO which are
not greater than y0 . From Figure la, it is clear that
another, more interesting, characterization of Y is pos-
sible: Y is the set of points smaller or equal to either
vi or v2 .
At the beginning of the second stage the center maxi-
mizes u on Yl. As u will be assumed non-decreasing in all
components, it is sufficient to compare its value at vi and
v 2 . Let, for instance, u(vl) be greater than u(v 2 ). The
center asks the firm whether it can produce v1 . If the
1firm cannot, it offers as a compromise y . The center
builds Y2 , the set of points belonging to Yl, but not
greater than yl. As we can see from Figure lb, Y2 can al-
so be described as the set of the set of points smaller
or equal to either v2, v3 or v4. The center maximizes u
over Y2 . In order to do so it is sufficient to choose the
greater of u(v 2 ), u(v 3 ) and u(v4). Let us assume it is u(v2).
y2 is chosen strictly smaller than v2 and the process is repeated.
In Figure 2 I have represented the state of the process
after seven stages. y is composed of all points smaller
than at least one of z' to z8 . As s increases, Ys becomes
closer and closer to Y in a neighborhood of y*. The rest
- 11 -
of the paper is devoted to a precise formulation of this
idea in a more general framework.
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III. A MODEL OF A PLANNED ECONOMY
The economy we are studying is composed of m + 1
agents: m firms and the C.P.B. The firms produce and/or
use n goods.
Yk will be the Production Possibility Set (P.P.S.) of
the kth firm, k = 1, . . ., m; for all k, Yk satisfies
assumptions 2 Al to A3:
Al Yk is closed
A2 Yk is bounded from above
A3 If x' x and xEYk, X'cYk-
A3 is simply an assumption of free disposal. No as-
sumption whatsoever is made about the convexity of the {Ykl
Assumptions Al to A3 satisfy "invariance under mergers": if
two firms which satisfy them are combined under the same
management the new firm will also satisfy them.
A point x will be said k-feasible if it belongs to Yk'
It will be called k-efficient if it is maximal in the set
of k-feasible points, i.e,, if (i) it belongs to Yk and
(ii) x1 > x implies x' d Yk-
The center has full authority over the firms. It
tries to maximize some function of net output. This utili-
- 13 -
ty function, u, satisfies assumptions A4 and A5:
A4 u is non-decreasing in all components
A5 u is upper semi-continuous.
Assumption A4 does not prevent us from considering nuisan-
ces; they simply have to be introduced with a negative sign
in our model. However, products cannot change from being
goods to being nuisances (or vice versa) when their quan-
tity increases. The assumption of upper semi-continuity
is more than a cheap generalization: it allows us to
model jumps in the planners' satisfaction. Suppose good i
represents swimming pool 3 of a certain type; there ex-
ists a discontinuity in our utility between 1.99 units of
good i and 2 units. This discontinuity can be modelled
by an upper semi-continuous function.
The center is also responsible for making sure that
the vector of net output belongs to a consumption set X.
X satisfies the non-saturation assumption A6 and A7:
A6 If xcX and x' = X, x'eX
A7 X is closed
Finally the economy has at its disposition initial
stocks of resources -- denoted by the vector o. The cen-
- 14 -
ter knows with certainty both w and X.
The problem, P, facing the C.P.B. can therefore be
written:
max u(x)
s.t. xeX
qkEy k k = 1,...,m
m
q= Z qk
k=l
x =q+
The problem has been set in the framework of national
plan construction. Other interpretations are certainly
possible. For instance, many of the choices facing large
bureaucracies -- whether private or governmental -- could
be modelled in this fashion.
To completely specify this problem we must describe
the technology which can be used in the planning process.
We first assume that the processes of production are so
complex that it is impossible for the firms' managers to
transmit to the C.P.B. a complete description of the sets
Yk. The assumptions we shall make on the instruments
available to the C.P.B. are much less realistic. First,
we bestow upon the center a practically unlimited com-
putational capability so that we need not concern ourselves
- 15 -
with the size of the computations it will have to perform.
Furthermore, we assume that communications between the
C.P.B. and the firms are at the same time very quick and
very cheap.
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IV. THE QUANTITY-QUANTITY ALGORITHM
Before beginning the planning process the center knows
all the data necessary to solve problem P except the sets
Yk. It is therefore natural to proceed by approximating
those sets.
At stage s, the C.P.B. builds an estimate Ys of thek
P.P.S. of firm k, k = 1,...,m. It replaces Yk by Ys in P
and solves this "problem of approximation" which we will
name Ps-
Max u(x)
s.t. xsX
qkeY k = 1,...,m
Ps
- m
q = qk
k=1
x q +W
The solution of Ps provides the C.P.B. with a tenta-
tive plan (qs,...,q ,...,qs) which is proposed to the firms.
In the quantity-quantity procedure this plan will, in gen-
eral, be infeasible. Therefore the firms offer a compromise,
a feasible point not too far, in some specific way to be
precised later, from the center's proposal. From those an-
swers new approximate sets Ys+1 can be built and the pro-k
- 17 -
cess is repeated until the plan {q }converges to a solu-
tion of P.
We will use the rest of this Section to make precise the
description we have just sketched. We will first discuss
the choice of the set Y, then the construction of the set
Ys+l from Ys and finally some properties of the sequencek k
of sets {Y5 }.
We assume that, at the outset, the center knows some-
thing about one of the solutions (y*,... ,y*) of P: for1 m
all k it knows a wk such that y* is smaller or equal to
wk. As wk does not need to satisfy any other requirement
this seems a very weak assumption. In real life wk would
be built by, say, doubling all outputs required of firm
k in the last planning period and dividing by two all the
inputs it was allocated. Note that (w1,...,wm) is not in-
feasible because it misallocates responsibilities between
firms but because it requires too much of every one of
them.
The center builds YO from wk: YO is the set of pointsk k
smaller or equal to wk. Formally: Y = {x x = wk}.
Obviously y* belongs to Yo for all k.kk
Let qs = (qs,. .. ,q) be a solution of Ps. The center
asks firm k whether it can produce q . Assume first that
the answer is negative. The firm proposes as a compromise
a point y , k-efficient and strictly smaller than q .
- 18 -
No point strictly greater than y belongs to Yk, by the
definition of k-efficiency.
s+1Y s+, our new approximation,
is therefore built by subtracting from Ys all the pointsk
strictly greater than y k Formally:
s+1 s s
Y = {xjxCY , xxy }
k k k
(1)
s s+1 s
If q is feasible we have yk = q and define Yk =k
The process is then repeated starting with problem
s+l
P .Obviously we have:
(2)
Since no point of Yk is strictly greater than y , all
s s+1
points of Yk which belong to Y will belong to Y 's k k
Ys+l Y Yny
k nIrk k
and by (2):
Therefore
and
Y5+1 kskk
Y (1Yk = k k
y E Ys for allkk s and all k
Obviously YO satisfies A3, the assumption of free dis-
(3)
0
Yk ?y k Y kS
- 19 -
posal. We will show by induction that so does Ys, for all
s. Assume Ys- satisfies A3. Let xcYk and x' x. By
(2) x belongs to Ys-l and therefore so does xt . But xEYkkk
also implies x / ys-1 there exists an i such that x x.=k 1 1
yik, the ith coordinate of ys. This implies x1 y; hence x'eY.
We have proved:
xxx'kY (4)
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V. APPROXIMATING THE PRODUCTION POSSIBILITY SETS OF THE
FIRMS
In this Section we will show that for all s and all
k there exist finite sets D such that Y is composed ofkc k
all points smaller than or equal to at least one point of
D . Formally:
xcY k veD such that x=v (5)
D will be said to generate Ys
This result will give us a simple rule for solving
problem Ps: we merely compare the value of u at a finite
number of points. Indeed, let ( 5 ,. ) be a solution1 m
of PS. By (5), for all k, there exists a vs cDs such that
- s <
q = v . Therefore, as u is non-decreasing,we will have
m m
u( q + w) u( l v + w); (v .. ,v) is a solution
k=1l k=l k m
of Ps. To find a solution of Ps, it is therefore sufficient to
solve the finite problem Ps:
Max u(x)
s.t. XEX
- 21 -
qkE-D k = 1,..,Mk k
k=1
x =q + o
Obviously D' exists: YO has been defined as the setk k
of points smaller than or equal to wk. Therefore, the
set {wk}, whose only element is wk, generates Y.
Let us now assume that D exists. We have solved Psk
by the method indicated above, so that qs belongs to Dk
k 5
for all k. y s will be chosen strictly smaller than q .
There might actually be other points of D strictly great-
er than y (Figure 1 can be misleading on this point: in
two dimensions only one such point exists, but this prop-
erty does not hold in general).
s
In any case, let us consider a v belonging to Dk and
strictly greater than Y5+l. Obviously v does not belongk
s+l
to Y . Let iv,i = l,...,n,be the point defined by (6)
and (7).
. . = (6)
lv 1 Yik
v = v for all i and all j #i (7)
As v is smaller than v it belongs to Y by (4). By
1 k
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(6) it is not strictly greater than yk and therefore by (1)
s+lit belongs to Yk '
We can go further and show that the set of points smal-
ler than v and belonging to Ys+1 is generated by the iv,
i =,...,n.
Consider first an x such that x iv. As iv belongs
to Ys+ ,by (1) x belongs to Ys+1k k
Assume now that x belongs to Ys+l and is smallerk
s+l
than v. As x belongs to Ys it cannot be strictly greater
< 5
than yj, and therefore xi = yi i i for some i. Further-
more x =v implies x v = v for all j i. We have
proved that x is smaller than or equal to v.
Consider now a point v' belonging to D and not strict-
ly greater than y . Obviously v'EY s+1 By (4) all x v
also belong to Y5+lk
As Y +l is a subset of Y all points of Ys+1 are smal-k k k arsml
ler than some VEDS. From the preceding discussion it fol-
s+1 s+1
lows that Y is generated by the set Dk of all v' andkk
all *is. Formally:
D5+l = and v / yS or v = iv for some vED, v > (8)
A simple numerical example might help clarify the
economics of the matter. Firm 1 is producing econometric
studies (good 1) using brains (good 2) and computers (good
- 23 -
3) as inputs. From previous experience the C.P.B. knows
that the optimum plan will not ask the firm to produce
more than 100 studies, and will not assign it less than
10 brains and 3 computers. Remembering to count inputs
negatively we can write w1 = (100,-10,-3). The firm can-
not produce 100 studies with such a small input but offers
to produce y' = (50,-20,-4). The center can now build D11'
it is composed of three points 1v = (50,-10,-3), 2v = (100,
-20,-3) and 3v = (100,-10,-4). The center knows, for in-
stance, that with less than 4 computers and less than 20
brains the center cannot produce more than 50 studies.
We have mentioned above the possibility for D to havek
more than one point greater than y . Figure 3 allows us
to show this on a simple example. Assume that q = v.
1
Nothing in the structure of the problem rules out y1 = (40,
1 1
-15,-6). At the same time we would have 1v >y1 and 3v l'y1
- 24 -
VI. CONVERGENCE
Before proving that the sequence {qk} converges to a
solution of the problem P we must impose a slightly more
stringent condition on the choice of y by the firms. In
Figure lb we see that no information would have been gained
by the C.P.B. if the firm had proposed h instead of y as a
compromise. This is the reason why we required yk to be
strictly smaller than q . However, this requirement is
not enough for the procedure to converge. We must prevent
the firm from giving less and less information as time goes
by; i.e., no component of the vector (q - ys) must be al-
lowed to converge to zero faster than the others. We will
ensure this by a simple additional requirement on yk: for
all s and all k such that q s ys, qs - ys must belong to
a close cone Ck which is a subset of the positive quadrant.
Formally let Rn+ be the positive quadrant, Rn+ - {xlx i 0}.
Ck is closed and belongs to Rn+ = {xjx > 01.
This additional requirement on the answers of the
firms is normatively undesirable; it would be much easier
to ask the firms questions of the type: "How much output
could you produce with those inputs?" Our need for this
additional requirement points out the fact that the easy
questions might be those which produce the less useful in-
formation.
- 25 -
We should now check that the procedure is what Malin-
vaud [5] calls "well-defined", i.e., that every step can
actually be carried out. The only aspect which raises
any problem is the existence of an answer to the question
asked by the center. 5
At stage s the center has asked firm k whether it can
produce a k-efficient point smaller than q . If q is
feasible we are done. In the following we will assume it
is not. Let e be a vector of Ck -- e is strictly positive.
We will prove that there exists aX m > 0 such that
=q -me belongs to Yk and is k-efficient; Cm will
be an answer to the question asked by the center as q - Cm
= AMe obviously belongs to Ck.
It is clear that for any qS, qs - Xe will be smaller
than y* for some finite X large enough; qs - Te will then belong
to Yk by the free disposal assumption. The set of
A:{qs - XeYk } is therefore non-empty. As Yk is closed,
it is also closed. Finally qk does not belong to Yk so
that X has a lower bound, 0. From all this we know there
exists a Xm which is a minimum of the set of feasible X.
Is 3m = qs - Xme k-efficient? Assume it was not and con-
sider 3 > 3m, 3 E Yk. There would exist a X' > 0 such that
3m + Xte is smaller than 3 and therefore belongs to Yk'
But then (Xm - X') would belong to { XI q - X e cYk} which
is not possible if Xm is to be the lower bound of this set.
This is the contradiction we were looking for.
- 26 -
We need one last preliminary remark. At this point
we cannot guarantee that the sequence {qs} will converge.
The reason is illustrated by Figure 4a. In this example
the economy has only one firm; we are trying to maximize
the output of good 2. The sequence qs does not converge.
There are a number of ways of ruling out such behavior.
One of them is illustrated by Figure 4b. We assume that,
for all k, the set Wk of points which are smaller than or
equal to wk and do not belong to the interior of Yk is
bounded. This assumption does not seem very restrictive
economically.
For all s, q belongs to Wk. Therefore {q5 } will
have at least one accumulation point. Furthermore, there
must exist subsequences of {qs}, k=l,. .. ,m, which converge
m -
simultaneously to points {qk} . Let q = .3 qk'
Our proof of convergence will be divided into three
steps. First we will show that, for all k, qk belongs to
Yk. Then we will show that the point (q + w) belongs to
X. Finally, we will prove that it is a solution of P.
Of these three steps only the first is not trivial.
Proposition 1: qk belongs to Yk'
Some of the definitions used in the proof of this
proposition are illustrated in Figure 5.
Proposition 1 is obvious if the algorithm converges
- 27 -
in a finite number of steps. Suppose it does not and that
qk does not belong to Yk* As Yk is closed there exists
a compact set F such that qk belongs to the interior of
F, and the intersection of F and Yk is empty.
For all x6F define Ck(x) in the following manner: y
belongs to Ck(x) if and only if it is k-efficient and (x-y)
belongs to Ck' Ck(x) is closed because both Ck and Yk are
and it is bounded as it is a subset of the bounded set Wk-
Therefore it is compact.
Let x be a vector of F, y in Ck(x) and z a vector of
Rn which does not belong to Rn+. We will define d(x-yz)
as the distance between x-y and z and E(x,y) as the lower
bound of d(x-y,z) for zfRn+. As x-y belongs to Ck which
is closed and interior to Rn+ 6 (x,y) is strictly positive.
6(x) will be the lower bound of E(x,y) for y belong-
ing to Ck(x). By compactness of Ck(x), E(x) is a minimum
and therefore strictly positive for all x.
Finally let us call c the lower bound of E(x) on F.
As F is compact we can apply the same reasoning as in the
preceding paragraph to show that c is strictly positive.
We can summarize this discussion:
xcF, ypCk(x), zXRn+ d(x-y,z) > £ > 0 (8)
Consider a qs belonging to the interior of F such that
d(qk - qs) < c/2; such a qs necessarily exists. Let
- 28 -
zcR.n+ We have:
(q y s z (q -qs) + (s S
k k - z = ( k + (q yk
This implies:
d q - y , z) > d (qs - ys, z) - d (q , qs)
As y EQ (q ) and by (8):
d (k - y, z) > e- 72 = E/2 (9)
Equation (9) holds for every zdRn+; therefore (qk - k
belongs to the interior of Rfn+; k is strictly greater than
y and does not belong to Yk+1. By (2) q +m, m >0, belongs
to~s+lto Yk which is a closed set; therefore qk cannot be the
limit of {qs} which is the contradiction we were looking
for.
m
Proposition 2: q = q is feasible.
k=l
m
For all s we have Z qs + wcX ;as X is closed q + w
k= 1
will also belong to X. Furthermore, by Proposition 1,
qk E Y for all k and therefore q is feasible.
- 29 -
Proposition 3: q is a solution of P.
By (3) and (5) for every s and every k there exists
a point t s Ds such that y* is smaller than or equal to
m m
tS. Letts = Z t5 andy*= E y*. We have y* + w
k=1 k=l
= t + W, and therefore, by the non-satiation hypothesis,
m
ts + W belongs to X. As qs = E q is a solution of Ps
k=l
we have:
u(j + w) < u(ts + w) < u(qs + o)
Therefore, by upper and semi-continuity of u:
u(q + w) = u[lim(qs + o)]
> lim sup u(qs + u )
> u(y* + o)
As y* is a solution of P and q is feasible we have
u(q + w) = u(y* + a ) and q is a solution of P.
- 30 -
VII. CONCLUDING REMARKS
Of course in all applications we would have to stop
the procedure before reaching an optimum. What should the
planner do in this case? The answer to this question is
easy for procedures such as Malinvaud's [5] where the pro-
posals of the firms form at every stage a feasible pro-
m
gram. It is sufficient to choose the y5 = Z y with
k=1
the highest utility. In production target procedures, it
is not possible to guarantee that a feasible sequence
m s
{ E yk} converges to the optimum:
k=1
m
E y + w might very
k=l
well not belong to the set X.
However, in practical situations we can expect that
for s big enough there will exist a set of integer indices
m s
(s,. s)m si < s,such that Z yk belongs to X. The
k=1
m sk
center can choose as final plan one of those Z yk which
k=1
gives the highest utility.
Up to this point we have assumed that all the quanti-
- 31 -
tities of all goods can vary continuously. With only
minor changes it is possible to handle situations where
goods come only in discrete quantities 6(e.g., the number
of lanes of a highway). In this case a firm might have
s
to propose at some states several points yk. This is
illustrated in Figure 6. The economy is similar to the
one discussed in Section II, but good 1 came only in
discrete quantity. I have represented the situation af-
ter 5 stages. We see that no feasible point is strictly
smaller than ql; the form will have to offer two points
ys; a and b.
It is clear that the quantity-quantity algorithm is
not effective in the case where the production possibility
sets of the firms are known to be convex as it does not
use the information available on the special structures
of such economies.7
In most economies, however, there are a few big firms
-- presumably acting under increasing returns to scale
(I.R.S.) -- and a large number of small firms acting un-
der constant or decreasing returns to scale (D.R.S.).
For such economies it is possible to design composite
planning algorithms. In the I.R.S. sector the center uses
the quantity-quantity algorithm while a specialized "glo-
bal" algorithm is used in the D.R.S. sector. Two of those
algorithms are discussed in [2].
- 32 -
1) This paper is part of a Ph.D. dissertation at M.I.T.
I wish to thank Vince Crawford, Yves Balcer and especially
Professor Martin Weitzman, my thesis advisor.
2) Notation: Let a, b c Rn. a i b (a is smaller than,
or equal to b) means a < b i, V. a < b (a is smaller
than b) means ai < bi, V , a # b. a < b (a is strictly
smaller than b) means a1 < bi, V .
3) We assume that 1.99 swimming pools (whatever the pre-
cise meaning) is better than 1, for instance, because it
can be finished during the next planning period. If not,
it is easier to model swimming pools as discrete variables
(see Section VI).
4) Furthermore, we have characterized Dk in such a mannerk
that we could have, v c Dk, r c Dk as v < r. In this case
v would be redundant. In practical applications such points
would be eliminated.
5) Note that Ps is always feasible as y* Ys for all k
m
and Z y + w 6 X.
k=1 k
6) Actually, the discrete case is easier to handle in some
- 33 -
ways. The center does not need to impose on the firm the
requirement that (qs - ys) belongs to Ck. Furthermore, we
can guarantee convergence in a finite number of iterations.
7) A similar phenomenon would appear in cases where some
firms always produce under increasing returns to scale
in the relevant range; we know that only firm will produce
each produce and the quantity-quantity algorithm does not
take this fact into account.
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I. INTRODUCTION
In this chapter we will discuss the applicability to operations
research problems of the algorithm we presented in the first chapter
in a planning framework.
First, we will specialize problem P of chapter I to a one firm
economy. This will give an insight into the applicability of our pro-
cedure to a relatively specialized class of O.R. problems. Later, we will
show that, through changes of variables, a large number of non-convex pro-
blems can be solved by our procedure.
In the third section of this chapter we will examine some applied
problems for which treatment by classical methods is not appropriate
and show how they can be solved by the algorithms presented in the pre-
ceeding sections. Finally, I present some very incomplete evidence on
the computational efficiency of this algorithm.
II. THEORY
A. The simple form
Consider the following optimization problem, which we shall call P:
max u(x)
P: s.t. f(x) < 0
g(x) > 0
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where u, f and g are functions of Rn into R, Rnf and Rng, respectively;
nf > 1, n > 0. We assume that u, f and g are non-decreasing in all
components, that u and g are upper semi-continuous and that f is lower
semi-continuous.
For simplicity, we will also assume that the set of points x sat-
isfying f(x) < 0 and g(x) > 0 is compact and non empty. The compactness
assumption can be relaxed.
We want to show that P is but a special form of problem P of the
first chapter. For this, define Y as the set of points which satisfy
f(x) < 0; formally:
Y = {xlf(x) < 01 (1)
Because f is lower semi-continuous Y is closed and therefore satisfies
Al. It also clearly satisfies A2 and A3.
In a similar fashion, we can define X:
X = {x~g(x) > 01 (2)
X is closed and satisfies A6, the assumption of non-satiation.
We can therefore rewrite P under the form P':
max u(x)
P' s.t. x C Y
x C X
Pf is of the form of problem P of chapter 1, specialized to the
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one firm case with w= 0.
We will now quickly review the solution algorithm to show how
close it is to a branch and bound algorithm.
At stage s we know a finite set Ds such that all points of
X Y which are possible solutions are smaller than some v c Dsl_/
Let us define N(v) as the subset of points of X Y which are smaller
or equal to v:
N(v) = {xx <v, x e X Y} (3)
We have divided the feasible points into a finite number of sets.
For all x e N(v) u(v) is an upper-bound of u(x). This is the bounding
operation.
We then choose the v which maximizes u(v), and divide N(v) into
n subsets; this is the branching operation.
This algorithm falls within the general description of branch
and bound algorithms (see Mitten [4]). However, it is original in two
respects: no variable is discrete and feasible points might belong to
several branches.
A method for computing a lower bound will be developed later.
In the first chapter we assumed that the vector (qs - ys) belonged
to a cone C. In this chapter C will be defined as the set of vectors of
2/
the form Xe, X > 0, where e is any strictly positive vector.-
1/ As there is, so to speak, only one firm we disregard the firms' indices.
Ds should be written Ds. In a similar fashion, we will use symbols
y , qs, Ys.
2/ The choice of e might influence the speed of convergence.
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B. The general form
(1) An example:
Consider problem L:
max u(x)
s.t. f(x) , 0
L
g(x) . 0
where u(x) = ul(x) - u2 (x) with both ul and u2 continuous and non-
decreasing in all components. u(x) may not be monotonic so that
this problem cannot be solved by the method presented earlier.
For simplicity we will assume that Y X is compact where Y and
X are defined by (1) and (2), respectively.
We will introduce a new variable, y, and a function u such that
u(x,y) = ul(x) + y. Note that:
u(xl, - u2(x)) = u(x) (4)
Consider problem L'
max u(x,y)
s.t. f(x) < 0
u 2x) + y , 0
g(x) > 0
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L' is a problem of the simple form we have studied earlier.
We will prove that, if (x,y) is a solution of L', x is a solution
of L.
In order to do so let us define:
S= {(x,y) f(x) < 0, u2 (x) + y . 01
Y = {(x,y) | g(x) = 0 1
(5)
(6)
Obviously, we have:
(x,y) C X
and (x,y) e Y
x C X
Y E: X
(7)
(8)
By (5), as (x,y) belongs to X:
y < - u2(x) (9)
and therefore
u(x,y) = u1(x) + y < ul(x) - u2(x) = u(x) (10)
(7) and (8) imply that x is feasible for L and therefore that,
if x* is a solution of L, u(x) < u(x*). With (10) this implies
u(x,Y) < u(x) < u(x*) (11)
We will now show that all the inequalities in (11) can be re-
placed by equalities. It is easy to see that (x* - u2 (x*)) belongs
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to X Y. With (4) this implies:
u(x*) = u(x*I- u2 (x*)) < u(x,y) (12)
(11) and (12) imply:
u(x) = u(x*) (13)
which is the equality we wanted to prove. The reader may notice
that we have proved a little more than what we were set out to do:
we actually proved the equivalence of L and L' (if x* is a solution
of L, (x* 1 - u2 (x*)) is a solution of L').
(2) The general case:
Obviously we could treat similar examples where f, for instance,
would satisfy f(x) = f1 (x) - f2 (x), with both f, and f2 non-decreasing
in all components. We can, however, tackle directly a more general
case.
Assume that u, for instance, is such that we can write u(x) =
u(Xu(x), Pu(x)) where Xu is a function of R into R u and pu a function
of Rn into Rmu. u and Xu are non-decreasing in all components whereas
pu is non-increasing in all components. We will use a vector of artificial
variables yuto provide a lower bound on pu. Before tackling the case
of f and g a numerical example might be in order.
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Consider u(x,y) = (ax2 + a'y2 - xy) (bx2 + cy2 + 2)1,
defined on x,y > 0. We can write Xu (x,y) = (ax2 + a'y2) and
pu(x,y) = (-xy, (bx2 + cy2 + 2)-i). Let pul and pu2 be the first
and second component of pu, respectively. We have uQX (xy),
u= (X(x,y) + yulu(xy))(Vu2 (xy)). Note that other decom-
positions are possible. For instance: Xu (x,y) = (ax2 + a'y
2
, + y)
and pu(x,y) = (-x,(bx2 + cy2 + 2)-i). This implies u(A u'pU)
(Xul + yulxu2)Iu 2. Back to the general case, let M be the following
problem:
max u(x)
s.t. f(x) < 0
M
g(x) > 0
where u(x) = u(X (x), I' (x)), f(x) = f(Af(x), yf(x)) and
U u
g(x) = g(xg(x), ' (x)). We assume that u, f, g and X, i =u,
f, g, are non-decreasing in all components and that yi, i = u, f,
g, is non-increasing in all components. We define as usual
Y = {xlf(x) __ 0} and X = {xfg(x) ? 0}. X Y is assumed compact.
We will prove the following theorem.
Theorem. If (x,y) is a solution of M':
max u (XU(I' x u
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s.t. fT(f(x), Yf) _ 0
g(A (x), y ) > 0
M' -pu(x) + yu < 0
UU
-yi (x) + y _
-p1 (x) + y > 0
ff
x is a solution of M. Furthermore, if x* is a solution of
M there exists a y* = (y*, y*, y*) such that (x*, y*) is a solution
u f g
of M'/
Proof: Let us define Y = {x,ylfof(x), Yf) - 0, -u(x) + yu ! 0,
-'p (x) + y ! 01 and X = {x,yg(X (x), yg) 0, + Yf 01.
If (x,y) belongs to Y X we have f(x) = f(Xf(x), Pgf(x))
<f(Xf(x), yf) < 0 and g(x) = g(A (x), -y (x)) ? g(x (x), y ) > 0, and
therefore x belongs to Y X
Let (x,y) be a solution of M'. As x belongs to Y X, for x
solution of M, we have
u (x) < u(x*) (14)
This inequality is similar to inequality (10).
We now prove that we can transform (14) into an equality.
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In order to do so note that (x*, v U(x*)SJ'f(x*)d.g (x*))
belongs to Y X. We have:
u(x*) = u(x (x*), u < u(X(x), u
(15)
and therefore by (15) and (14) we have proved that:
u(x) = u(x*) (16)
This shows that if (x,y) is a solution of M', x is a
solution of M. The converse is obvious from the proof.
Through changes of variables such as those discussed we can
make most O.R. problems solvable; of course, as the number of artificial
variables increase the speed of convergence is probably reduced.
< u(A u 'x Eu(x)) <_ U(x)
- 52 -
III. APPLICATION
In the next few pages I would like to present some applied
problems for which the quantity - quantity algorithm could be use-
ful. In the operations research literature I have selected some
problems where increasing returns to scale are present. In order
to solve them the authors had to compromise.
In some cases they restricted the formulation so that techniques
like geometric or integer programming could be used. Other problems
were solved by gradient methods which only guarantee convergence to
local optima.
A. The simple form
(1) Allocation of Inputs
In [1] DeJanvry proposes a general production function for farms:
Y=A n fi(x) g(x)
i=1
where Y is the output and x = (xi) the vector of inputs.
Consider a farm for which all factors of production, except
fertilizers, are fixed. We assume that the farmer has a limited budget
to buy those fertilizers. His problem can be formalized as follows:
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max Y
n
s.t. E PiXi < B
t=l
Xi > 0 i=1,...,M
which can be solved by the simplest version of the algorithm. Note
that the complexity of the objective function does not cause any
problem.
(2) Treatment of Pollutants
The next example can also be considered as an allocation of
inputs problem. However, it will show how such problems can arise
in a more realistic setting. The discussion is adopted from Echer [2].
Consider a segment of river from a point A to a point B (see
Figure 2.1). There are n discharges of pollutants between A and B.
They will be numbered from 1 to n, with the first discharge at A. The
i'th stretch will be the body of water between the i'th and (1 + i'th)
discharge.
The level of pollution of water can be quantified in terms of
dissolved oxygen (D.0.). The D.O. in the first stretch will depend
on the purification apparatus in the first discharge. We assume they are
k1 techniques of purification applicable to the waste of this plant.
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Let Pli be the level at which the i'th treatment is functioning.
The pollution in the first stretch can be written f(P 11,... ,Pii,...,
Plk ) where f, is non-increasing in all components.
We will assume that the legislative authority has imposed a maximum
admissible level of D.O. in the first stretch, a 1. We can write our
first constraint:
f P1 ,...,'Pg,---,P lki) a,
Pollution in the second stretch comes from two sources. Part
is carried over from the first stretch, part comes from the second
discharge. With an obvious notation we can write the second constraint:
b12 1 11'''' lk1  2 21''''' 2k2) < a2
And through a similar reasoning the i'th constraint can be
written:
i-1
j b.. f (P ,...,Pjk + & y,...,Pik <j=J i
The cost of the purification complex at the i'th discharge
can be written ci(P i,.. Piki). Our objective is to minimize the
total cost of meeting the standards. Therefore the objective function
is n which we are trying to minimize.
, C(P.
4=1 1 l k
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In summary we have shown that the problem to solve is the
form:
n
min. E c (P ,...,6P ik.)
i=l 
s.t. f1 (P , ,Plk . + < a
b2 1 11''''' 1k) + f2 21''''' 2k2 a2
n-1
. b f (P ,...,Pjk. + f(n(Pnl''' nl) < an
j=l inii~nl n
P >0 V k,iki
In his paper [2] Echer had to specialize the formulation of
this problem so as to make it solvable by the methods of geometric
programming.
B. General Form
(1) Engineering Design
We will take a very simple case of a general problem and show
how we can use our algorithm to solve it. The discussion carries over
without difficulty to more complicated systems.
To produce a certain product three operations are necessary.
Those operations are not independent; the output of the first two
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operations can be of different quality, influencing the functioning
of the process which is next in line.
Jan and al [3] give the example of an oxygen production system
where the three machines are (i) an oxygen production unit, (ii) an
inventory processing unit, and (iii) an inventory storage unit.
The vector of inputs of process one is denoted Il. It includes
not only the average flow of daily inputs but also the capital costs,
maintenance, etc. Its output is Y1 . We have Y< fl(Il) where f1 is
increasing in all components (note that Yl might be a vector).
The second process uses both Y and I2 as inputs; its output Y2
satisfies Y2 f2 (12 ' YQ1.
Finally, the third process produces Y3 < 3 (13 ' Y2)' Y3 is the
final output of the system; we assume that we need a minimum amount so
that we have Y3 >Y3
The problem can be written:
min. c(I, 12' 3)
s~t. YJ f 1 1 )
y < f (I
2 = 2 2)
Y3 f3 3 Y2
Y3 3
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which can be rewritten in the simple form:
min c(I1 , 12' 13)
s.t. 0 < f(I1) + Y'
0 .f2 (12 ' Y1) + Y'2
03 = f3 (13 ' Y 2)
Y' + Y1 > 0
Y'2 + Y2 > 0
We can also use more sophisticated utility functions. For
instance, assume that instead of constraining final output to be
greater than some mimimum we assign a value to Y3 P V(Y3). The
objective function is transformed into V(Y3) - c(Il, I2' 13), which
we want to maximize.
Similar problems have been treated through geometric programming
or gradient methods; the latter only guaranties convergence to local
minimum when the functions f are not convex.
(2) Capital Planning
Problems similar to the preceding one sometimes arise in economy-
wide planning. A simple example is given by Westphal [5].
He assumes that an agency is trying to plan two interrelated
industries which produce steel (good 2) and machines (good 1). The
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demand D. for machines is exogeneous. The demand is met through
manufacturing the machines locally, in quantity xi, or importing
them, in quantity m i. Steel has an exogeneous demand, D2 , and is
also used for building the machines. This latter part of the demand
is denoted i(x1 ).
The supply of steel comes from two sources: domestic production
(x2) and importation (m2).
The rest of the notation is obvious; the problem can be written:
min c1(x1) + c2 2+ w + w2m2
s.t. x1 + m1 > D1
x2 + m2 >2 + i(x1 )
x 1 >0
x > 0
2 -
my 1 >0
m2 >0
As i is increasing in all components we need one artificial
variable to take care of it, and transform the problem to the simple
form.
To treat this problem by known nethods Westphal has to restrain
his cost functions to be piecewise linear. Our approach allows us
to use a much broader family of functions. Of course the difference
in costs of computation might well overcome this advantage.
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IV. COMPUTATIONS
A. Computational Methods
In the two preceding sections of this chapter we have given
examples of problems which our algorithm could help to solve. In
the next pages we will show how the computations can be made easier -
all the discussions will deal with the simple form but can be applied
to the general form after the change of variables.
(1) Eliminating Irrelevant Points
First, a somewhat obvious remark. At stage s we must solve:
max u(x)
s.t. x e Ds
x C X
This problem is similar to the problem of Chapter I. Clearly,
as the same set X is used at each stage, we need only check every
time a new point is created whether it belongs to X and disregard
it if it does not.
There is another more interesting method for eliminating
points (the two are obviously not mutually exclusive). At every
stage we have to find a point ys E Y. If ys also belongs to X,
u(ys) provides us with a lower bound on u(x*). Let us be the maximum
for t strictly smaller than s of u(yt).
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(a) If ys is feasible (i.e., belongs to X) and u(ys) is
greater than is we have a new lower bound on u(x*). As u is
non-decreasing we know that no v c Ds+l such that u(v) < _s can
be greater or equal than x*. Therefore all points of Ds+l which
do not satisfy u(v) > us can be eliminated from further consider-
ation. We make 1s+1 = u(ys).
(b) If ys is not feasible or if u(ys) is smaller or equal
to u s, it is sufficient to ensure that the "new points" v of Ds+l
satisfy u(v) > us. We have :s+l = -s.
This is the lower bounding mentioned above.
(2) Elimination of Redundant Points
It might happen in the course of our computations that two
points v and v' of Ds satisfy v < v'. In this case v does not play
any useful role in the algorithm and might only lead to more com-
plicated computations.
For instance in the first chapter we examined an example where
a point yl = (40, -15, -6) is smaller than two points lv = (50, -10,
-3) and 3v = (-100, -10, -4) of Dl. One of the points of D2 will be
obtained by replacing the first coordinate of lv by the first co-
ordinate of y2 to give the point (40, -10, -3), which we will call z1 .
Similarly, when we replace the first coordinate of 3v by the first
coordinate of yl, we obtain z2 = (40, -10, -4) which will also belong
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to D2 . We have z2 <z 1 '
Therefore we will define Ls as the subset of Ds which is
maximal for the preordering <. The construction of LS+l from Ls
is not much more difficult than constructing Ds+l from Ds. We must
simply check that the "new points" are not greater than each other,
or smaller than the points of Ls which are greater or equal, but not
strictly greater, than ys.
(3) Modified Objective Function
Figure 2.2 illustrates a difficulty which might arise during
computations. Point 1v is generated at the first stage. Its utility
is very close to that of x*; and therefore it will be eliminated
very late in the algorithm. This would not be of any consequence if
the algorithm could be run until complete convergence. However, if
we want to stop computations after a finite time, it is important
to know that no point smaller than lv can be a solution.
In order to mitigate the problem mentioned above it is pos-
sible to use the following trick; Instead of using u(x) as the
objective function we can use u'(x) = u(x) + d(x) where d(x) is
some distance of x from Y. Furthermore, we keep us = max u(yt),
instead of max u'(yt), as the lower bound. On figure 2.2 this would
make 1v be chosen when solving Ps at a relatively early stage. Keeping
us as the lower bound assures that the same difficulties will not
arise with u'.
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Of course, other improvements are certainly possible. In
particular many of the computational improvements which have
been developed for branch and bound algorithms should find an
application here.
B. Computational Experiments
In Table 2.1 I present the results of four very simple
computational experiments. For all of them the problem was of
the form:
max u(x)
n
s.t. x. <
i=1
x. > 0 i = 1,...,n
n was equal to 3 or 4. Due to limitations in computer time
it was not possible to wait for qs to converge to a solution. How-
--s
ever, u very quickly went "close" to u(x*). It is therefore probable
that the algorithm could be very powerful as an approximate method.
In case an exact solution is required the following three-
step procedure is probably better than running the original algorithm
until convergence:
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1. Run the algorithm for a relatively
short period to find an approximate
solution.
2. Use the gradient method to go from
the approximate solution to a local
optimum.
3. Check that this local optimum is in-
deed a solution.
The last step can be dealt with in the following manner:
Let R be a point which we think might be an optimum. If it
is, i will also be a solution of the following problem, C:
max d(x)
s.t. f(x) < 0
C
g(x) > 0
u(x) > u(i)
where d(x) is some measure of the distance from x to Y.
As a matter of fact, if i is a solution of the original problem,
it will be the only feasible point of C. This implies that C should
be much easier to solve. The heuristic reason for this statement is
illustrated by Figure 2.3. We know that all the points of Ds must
be smaller than our original estimate of an upper bound on the sol-
ution; they must also belong to the set X. In problem C the set X
is much more restrictive, which should imply that, on the average,
less new points would be introduced in Ds+1. Computational evidence
is not available to back those statements.
cL- cAl'v
r
ii,
itA
) t
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Table 2.1
Experiment 1 Experiment 2 Experiment 3 Experiment 4
n 3 3 3
10 1
solution to
the problem u = 8.0089 u = 3.5 u = 694.058 u = .002315
number of
iterations 257 100 108 222
tried
value of u at
the best feasible 8.0077 3.4914 664.43 .002315
point found
number of the iter-
ation at which the 239 80 100 71
best feasible point
was found
number of points
in Ds at that 930 373 600 309
iteration
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CHAPTER III
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I. INTRODUCTION
The most remarkable feature of the quantity-quantity procedure
is its generality: it can be used in almost all decomposable
environments which make economic sense. Therefore we can expect
that in convex environments it will converge slower than specialized
algorithms which take advantage of the particular properties of
convex sets. In most economies only a few big firms operate under
increasing returns to scale. In order to integrate those firms in
the planning process we need not plan all the economy with the
inefficient quantity-quantity algorithm: we can use the following
strategy.
The C.P.B. divides the economy in two sectors. The first
of these two sectors will contain all the firms it knows to be facing
decreasing returns to scale (D.R.S.). The second sector will contain
all other firms in the economy. We will name it the increasing
returns to scale (I.R.S.) sector. This name is not a precise
description: the I.R.S. sector may contain firms producing under
decreasing returns to scale without the knowledge of the planning
board. The C.P.B. will use at the same time the quantity-qantity
procedure in the I.R.S. sector and a more specialized algorithm
in the D.R.S. sector.
This division of the economy corresponds to the practice of
many governments. For instance, in many European countries, the
I have not been able to prove this conjecture. However
in a few pages I will heuristically back it up in a special
case.
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State owns significant parts of the I.R.S. sector (i.e., railroads,
electricity, etc.). It also controls rather closely the largest
private firms in other industries of the I.R.S. sectors (automobile
manufacturing, steel, chemistry, etc.). On the other hand communi-
cations with the firms of the D.R.S. sector are much looser.
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II. DESCRIPTION OF THE ECONOMY
The economy has m + y + 1 agents: m firms in the I.R.S. sector,
y firms in the D.R.S. sector and the central planning board.
The symbols which refer to firms of the D.R.S. sector will be chosen
from the Greek alphabet. The P.P.S. of firm K (not to be confused with k),
K=l,...,yI, is closed, convex, bounded from above and satisfies free
disposal.
As we discussed earlier, no assumption whatsoever is made about the
returns to scale of the firms in the I.R.S. sector. They may be
decreasing but either the center does not know it or does not want to use
this knowledge. Symbols describing the firms of this sector will be
chosen from the Roman alphabet. Yk will be the P.P.S. of the kth
firm. For k=l,...,m Yk is closed, bounded from above and satisfies
free disposal.
The center tries to maximize a function u of the net output. u is
non-decreasing in all components and convex, hence continuous. Note that
in the first chapter we did not require convexity of the utility function.
In a similar fashion, not only does the consumption set X satisfy
the non-satiation and closeness assumptions, it is also assumed to be
convex.
A vector W of initial resources is available. The center knows
w and X with certainty.
We can now write the problem facing the center:
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max u(x)
s.t. q = Z
k=1
qk
k=l,,..,m
P2 0 = X
K=1
0 s
K K
0
K=1,. . .
Y + 0 +mW > X
X e X
We have written P2 in a form where the outputs of the D.R.S. and
I.R.S. sector play a symmetric role. This form is not convenient for
describing the algorithm of this chapter.
Therefore, we write P2 under the form P2':
max f(x)
m
s.t. qk k
k=1
q k Y k
where f (x) is defined as follows:
P2'
k=1,...,m
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f(x) max u(x + C)
11
s.t. = e
K1K=1
P 0 e K=1,..,
x K K1.
0+J >C
if P is feasible and f(x) E - o is P is not feasible.
x x
f(x) is the highest utility the C.P.B. can obtain when the net
output of the I.R.S. sector is fixed at x.
It is easy to see that f satisfies assumptions A4 and A5 of the
first chapter: it is non-decreasing in all components and upper semi-
continuous. Hence we could solve problem P2' with the quantity-quantity
algorithm if we knew the function f. In the following pages we will study
two algorithms where the center conducts a version of the quantity-
quantity algorithm, using in its optimizations better and better approxi-
mations to the function f. The difference between the two algorithms
lies mainly in the form the information transmitted between the center
and the firms.
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III. A PROCEDURE USING PRODUCTION TARGETS IN BOTH SECTORS
A. Weitzman's Method For Approximating Convex Production
Possibility Sets
Weitzman [ 2 ] has proposed an algorithm very similar to the
quantity-quantity procedure although its use is limited to convex
economies. In this section we will describe his method for approxi-
mating the P.P.S. of convex firms. This method will be used by the planning
board in both our algorithms. The following discussion can be visualized
in Figure 3.1.
Let D be a convex P.P.S. -and assume that at stage s the planners
K
know a convex set D such that:
K
_) _ (1)K K
A point -K on the upper frontier of 0 is chosen. This
'KK K
point plays a role similar to that of q , the production target,
in the quantity-quantity algorithm; its exact choice will be
precised later.
The center asks firm K for a K-efficient point, smaller than ?K.
The firm transmits a point y , and also its marginal rate of substi-
tution, K , at that point. By well-known properties of convex sets
we have:
2If the production possibility surface is not smooth at ys thereK
might exist several hyperplanes tangent to K at y . In this
case any of them will do.
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S==> s n < Y (2)
K K -K K
s+1 s
By analogy with the construction of Yk from Yk in thek k
first chapter we build in the following manner:
K
T E 4s+1 s s n< s s 3)K K K - K K
By (2) and (3) it is clear that 4s+1 is a subset of $s
K K
Furthermore, if t is convex so is $s+1
K K
We assume that at the origin the center had chosen a convex 0
K
such that @ . We have:
K- K
s1 (4)K K~ ~ K K
for all s. Furthermore, the s are all convex.I K
Why should we assume that the Weitzman-type approximations are
more efficient than the quantity-quantity-type approximations? In
equation (3) we have eliminated from further consideration all points
belonging to the intersection of is and a half plane; in the first
K
chapter a similar operation only eliminated the intersection of
Y and a quadrant. In a n-dimensional space there are 2 n-1 quadrants
in a half space. Whether this fact can be used to prove in a rigorous
manner that Weitzman's procedure will converge faster than the quantity-
quantity algorithm in economies where they are both applicable, I do not
know. But it certainly raises a strong presumption in favor of this
hypothesis.
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B. The Algorithm
The C.P.B. startswith convex a priori approximations to the P.P.S.
of the firms of the D.R.S. sector, (D is the approximation to 4 K, the
th
P.P.S. of the K firm; it satisfies .
K- K
At the same time the center builds m sets Yk, similar to those used
in the first chapter.
At stage s = 1,..., o, the C.P.B. has built from information acquired
in previous stages convex sets D , K=1, ... , y, such that @ ( P ! Cs+.K K~ K K
In a similar fashion it knows m Ys such that Ys C CZY kK kkk
To each Y correspond a D such that:
x C Y d=K3v E D such that x < v (5)
The center acts temporarily as if the D , K=1,..., y, and Y,
k=l,..., m, were the real P.P.S. of the firms. It solves:
max u(x)
m
s.t. q = q kk=1
k k
60= E 6
K=1 K
s
K e ID 
=
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y + 0 + W > x
x C X
At first sight this problem looks unsolvable. However, we can
use the reasoning of the first chapter to show that, because u is non-
decreasing, at least one solution of Qs will be such that q belongs
to D for all k. qs is the production target of firm k of the I.R.S.
sa Qs
sector. Instead of solving Q Sthe center can therefore solve Q's
max f s
m
s.t. q =E qkk=1
Qs
where:
k=1,..., m
k k
fs(x) Emax u(x +
s.t. = Z
K=1
S
K K =1,..., yP
s
C+x CX
if Qs is feasible and fs(x) _ if Qs is not feasible. fs is the
x x
approximation to f we have mentioned above.
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sThe problem Q is a convex problem and therefore can be solved by
m
known methods for all x = k yS k D . Problem Q's is then a
k=l
maximization problem whose domain is a finite set so that it can be
solved by comparing the value taken by Ps at all the points in its
domain of definition. It is clear that the computations are still for-
midable but at least they are feasible. 3
m
Let (q(,..., q) be a solution of Q s ; define q s E q s and let
k=1
( ,., C) be a solution of Q s. Because u is non-decreasing we can
5 5assume that for all K-1,..., j, C belongs to the upper frontier of <D .
Obviously (q,..., q, C,s., C V) is a solution of Qs
The center proposes those q and C to the firms as production targets.
All firms must transmit to the center a point which is k (resp K)
-efficient and smaller than qs (resp C ). Let ys and y be the answers
of firms k of the I.R.S. sector and K of the D.R.S. sector, respectively.
The firms of the D.R.S. sector are asked for more information: They
must also give the vector f of their marginal rate of substitution at
point y . There is no loss of generality in assuming that the vectors irK K
n
are normalized so that E iT5 =1 for all s and all K.
i=l iK
3Actually Qs does not have to be solved at each stage for all
m m s s+lX = E D Most of the points of D also belong to D
k=s-l s
So that through fs (x) we know an upper bound of f (x) for quite
a few x. This remark can be used to develop an algorithm which
limits the number of problems Qs to be solved at each stage.
The remark of footnote 2 in case of non-uniqueness of 7rs applies
here.
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The sets Y , k=,..., nM, and s+, K=1,..., yi, are thenk K
constructed through the techniques used in the quantity-quantity and
Weitzman's algorithms, respectively.
Therefore:
x e Ys+1 s k=12..., m (6)
TjE:4s+l := Tr fl7r (7)~
T $s+ Os s1 7 7K K' K -K K(7
We will now show that this procedure does indeed converge towards
the societal optimum, as seen by the C.P.B.
C. Convergence
We take the same precautions as in the first chapter to insure
that the sequence f q } converge to a point of Y For all s and all
k, (qs - y ) is assumed to belong to a closed set Ck, interior to the
positive quadrant. Furthermore the set Wk of points of Y which do notk k
belong to the interior of Yk is assumed compact.
By this last assumption we insure that the sequences {qs} have at
least a limit point. In a similar manner, the sequences {,} of production
targets offered to the firms of the D.R.S. sector and the sequences {y } of
their answers have at least a limit point.
n
Furthermore the K have all been chosen such that Z = 1.
i=1
Therefore they all belong to a compact set and have a limit point.
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Hence we know that the 2(y + m) sequences {qs}, {y}, {C }, {WSJ
converge. By a classical result of analysis we know that there exists a
subsequence S of the indices such that those 2(m + y) sequences converge
simultaneously along S.
Weitzman's proof [ 2 ] of the convergence of the {C } to points of
KK Scarries here. The reader who may wish to refer to that proof should
simply note that it is independent of the choices of the C at each stage.
They could even be chosen randomly as long as they belong to the
upper frontier of s for all K and all s. Therefore the limit K of
KK
{Cs}, s e S, belongs to 0 for allK K
Sthe limit of {q }along S, belong to Yk, for all k. The proof
is similar to the first chapter's.
As q + C + w belongs to X for all s (q1 ..., qm' 1 ... ywill
be feasible.
m
Let q = qk. Let (X A) be a solution of P and define
k=l
= X + w. We have
K=l
f(q) u(q + A)> u(q +) (8)
where
K=1
q + A is feasible so that for all s:
u(qs + CS) > u(q + A) = f (q) (9)
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s s s s S s
as (qs, q2 ' '. q . . , C ) is a solution of Q
As u is continuous by letting s go to infinity we deduce from
(9):
u(q + C) > u(q + A) = f(q) (10)
and by (8) and (10)
u(q+X) = u(q +)
so that (C, . . . , C) is a solution of P-.
Now we can easily show that (q, . . . , qm) is a solution of P2'.
Let z be a feasible point of E Y ; for all s we have:
k=l
f s(z) < fs(q) (11)
As fs (z) is always greater than f(z) we can also write:
f (z) < fs (qs ) = u(qs + CS ) (12)
For all s as lim u(qs + rs) = u(q + T) by (12) we have:
f(z) < u(q + C) f(q)
Therefore q is a solution of P2'and (q1 , q2 ** ' 19
, ) a solution of P2.
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IV. A PROCEDURE USING PRICES IN THE D.R.S. SECTOR
If we want to introduce however little realism in our planning
games, we must be concerned with the size of the computations that
the center faces.
The easiest way to reduce their scale is probably to group
similar firms together for the purpose of computations by the center.
Production targets algorithms do not allow such an escape. Consider
three efficient points yA' YB, and yC in the P.P.S. YA' B' C of
three firms A, B and C. There is no reason for yA + yB + yC to
be efficient in YA + YB + YC. So that if, for planning purposes,
we decided to aggregate A, B and C we would need an intermediate
level of authority with a good knowledge of YA' YB and YC'
In convex economics, there exists one way out of the preceding
dilemma. If yA' YB and yC are chosen so that they maximize py
over Y,, i = A, B, C, for some p > 0 (yA + yB + YC will be efficient
in YA + YB + Y C. This idea forms the basis of an algorithm by
Malinvaud [ 1 1.
It is therefore natural to try and find an algorithm which
will be price-led in the D.R.S. sector and use production targets in
the I.R.S. sector.
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A. Malinvaud's Approximation to a Convex P.P.S.
Let Y be a convex set. We know that for all finite family
p
(x, . . . , x ) of points of Y= E r.x. belongs to Y for all
p
(r 1 , . . . , r ) such that E r .
j=1
The following algorithm will use this description of a convex
set to generate approximations to the P.P.S. of the firms of the
D.R.S. sector. The discussion can be visualized on Figure 3.2.
Let @ be the convex P.P.S. of firm K of the D.R.S. AssumeK
that at stage s the center knows a convex set Q such that:K
5
K-K
Q0 is given from a priori knowledge of the center. It mightK
consist of only one feasible point.
Firm K announces a point y which belongs to 0 . For allK K
Q s and all r s [0,1] q = rys + (1 - r) C belongs to 0 .. It isK KK
s+l
therefore natural for the center to build Q as the set of all convexK
combinations of y and one point of Q .
Os+1 s = yS + (1 - r)C, r E [0,1], G e S}
K K K
Note that y and all the points of 2 belong to s+l.K K K
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B. The Algorithm
Our new algorithm is very similar to the preceding one:
however at every stage the C.P.B. will use two types of approximations
to the P.P.S. of the firms of the D.R.S. sector.
The Weitzman-type approximations, tV, K1l, . . ., p, includes K'
for all s.They will be used for computing the production targets of the
firms of the I.R.S. sector. The "Malinvaud-type" approximations,
Os, K=l, . . ., y, will be used to determine the messages to be sent
to the firms of the D.R.S. sector.They will be a subset of K for
all s.
The C.P.B. starts with 2 convex approximations to the P.P.S.
of the firms of the D.R.S. sector. The first one 40, K=1, . ,
is convex and satisfies:
K=1,. .. ,1 (13)
K- K
The second approximation Q is also convex but instead of (13)K
it satisfies:
4) 00 K=1, . 9 . P, (14)
The planning board also knows an approximation to the P.P.S.
of the firms of the I.R.S. sector. This approximation, Yk, k=1, . . .,M
is similar to the one we used in the pure quantity-quantity algorithm,
in the first chapter.
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At stage s the center has built for firm K, K=1, . ., y, of the
D.R.S. sector two approximations of 0 , and 2s respectively.K K K
Both are convex and we have:-
Qo 0 .C. .1 C @ r. . .. 1 0 (15)K-K K~ K K-K-
We will examine later how 4s+1 and Qs+1 are built from Ds
K K K
and es
K
The center also knows m sets Yk, k=1, . . ., m, similar to the
Y of the quantity-quantity algorithm. For each s and k there existsk
a finite family Ds such that:
x Y => v E DS s.t. x < vk k
The center first uses the D to compute the production targetsK
of the firms of the I.R.S. sector. It solves problem Rs which is in
every way similar to problem Qs in the first algorithm of this chapter.
max u(x)
m
s.t. q= E qkk=1
q Yk k=l, . . ., m
0 = :E
K
R7 K=1
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@ s
K K K=l,. .. ,
y + + W > x
xs X
We notice again that, as u is non-decreasing in all components,
there exists at least one solution of Rs such that q belongs to
Dfs or all k. Therefore Rs can be written under the form R',k
similar to Q's.
max fs(x)
m
s.t. q= E qk
k=l
k Dk k=l, . 0 ., m
where fs x) H max u(x +)
y
s.t. = C + w
K=l
s
K KRsx K =1 * .0 P
if Rs is feasible and fs (x) - o if Rs is not feasible. (Cs
x m x
is the solution of Rs s where qS_ s
q k=l
Rv s
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and (qs, q2, . . ., qm) is the production plan for the I.R.S.
sector, solution of problem R's. The center will use those quantities
as production targets for the I.R.S. sector. It now needs to determine
the messages to be sent to the firms of the D.R.S. set. In order to
so so it uses the 0 : it solves problem Ts
max u(qs + P
y
= K
K1K
Ts
K K
$+ qs e:X
m
where q = E qk'
k=1
This is a convex problem. Let ($s, . . ., ) be one of its
solutions. By convexity of the Q s there exists a vector 7Ts > 0 suchK
that, for all C:
Ts s > is f for all 1 E: s (16)K- K
n
We will assume, without loss of generality that E 7T. = 1 for
i=l 1
all s. The center now uses the q , k=l, . . ., m, and Ts to obtain
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new information from the firms.
Firm k of the I.R.S. sector is asked for a k-efficient point
sss+l s
smaller than q .Let y be its answer., Ys+ is built from Yk in
the same manner as in the quantity-quantity algorithm:
s+1 s
k k k
Firm K of the D.R.S. sector is asked for a point y which
SK
maximizes its profits at the prices 7rs, i.e.
Ts 7s - Vn C (18)
K - K
From y and n s the center constructs s+l and . TheK K K
process can be visualized with the help of Figure 3.3. s+l is
K
built from @s in the same manner we built it in the preceding
K
algorithm.
Os+l I s s < T } (19)
SS+1 is built from Qs by using the Malinvaud technique
K K
described above :
Qs+l {nja = rc + (1 - r)T r s [0,1], C C Qs} (20)
K K9 K
Note that s+1 is built from 0s by eliminating irrelevant pointsK K
whereas s+1 is built by adding new interesting points to 0 .
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C. Convergence
s s s s
We now want to prove that (q,, qS l v ' ' S
converges to a solution of problem P2.
We assume in the same manner as above that {qS} has a limitk
point. For all K, we know that{C }, {iP}, {ys} and irS will have one
as they belong to compact sets.
Consider therefore the following m + 3p + 1 sequences:
{qs} k=l, . . ., m;{ys}, {qs), {Cs K=ls };{1r5 . We know that
they all have a limit point. Therefore we know that there must a
subset of indices, denoted S, such that the subsequences of {q },{ys
{$ }, {C } and {T s} corresponding to S converge simultaneously toK K
points we will name qk' K' K' K, Tr respectively.
By (15) and (20) Yr eRs for all s > r. Therefore, by (16):K K
s Yr <s s for all s>r and all K. (21)K - K
By passing to the limit first for s +o , then for r + o (s, r)
S:
y K(22)
iry < iri for all K
If we define y + w and $= K + w we have:
K=1 K=1
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(24)
ffY<7
Define q =
m
k=l
m - s s
Eqk K K+ W9k=1I K=1
K=1
Problems Rs s whose solution is (Cs . ) and T s, whose solutionq1P
is (,. . ., 9) have the same objective function. The domain of TsI P'
is a subset of the domain of Rs s. Therefore:
q
u(qs + Cs) > u(qs + $s) (25)
By continuity of u it follows that:
u(q + C) > u(q + $) (26)
We now want to prove that the inequality in (26) can be replaced
by an equality.
Suppose that u(q + Z) were strictly greater than u(q + P). By
continuity of u there would exist a 6, strictly smaller than T, such
that:5
u(q + 6) > u(q + ) (27)
Therefore there exists an N such that s C S, s > N implies:
5 This technique is the one used by Malinvaud in [ 1 ].
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u(qs + 6) > u(q + S)
By convexity of u and the definition of uST
7T (q + 6) > T (q +
and passing to the limit:
ff 6 > 7T$
as 6 is strictly smaller than I we have:
r > T$
(31) together with inequality (23) implies:
'IT > 7Ty
which can be rewritten:
TrC > T ry
K K
K=1 K=1
Therefore there exists an index X such that:
T > 7 34
(28)
(29)
(30)
(31)
(32)
(33)
(34)
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and therefore for some t, large enough:
t t t
Xt > Y (35)
With (19), (35) would imply that C does not belong to
t+l t+p t+l
. As 1 belongs to the closed set 4K for all p > 0
this is impossible and (26) cannot be a strict inequality.
Therefore:
u(q + C) = u(q +) (36)
It is now easy to show that (q ,' l' '''
is a solution of P2. First note it is feasible. Then assume
that u(q + 4) > u(q + 7) for some (4j1, . . . Vm' l' ' y
feasible; = K + w. By (36), for some s E S large enough
K-1
we would have:
u(q + ) > u(qs + s) (37)
But (37) is not possible as u(qs + Cs) is the maximum of
u over a set which includes all feasible points, in particular
(4i . .1 .,0 0 4m'9 l' ' ' '' y *
0F>L~~AA.t. Vt
N
N
N
N
0e
'I
0
lot
I- eC -t- 1 -
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