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LINEAR FORMS AND HIGHER-DEGREE UNIFORMITY FOR
FUNCTIONS ON Fnp
W.T. GOWERS AND J. WOLF
Abstract. In [GW09a] we began an investigation of the following general question. Let
L1, . . . , Lm be a system of linear forms in d variables on F
n
p , and let A be a subset of F
n
p
of positive density. Under what circumstances can one prove that A contains roughly the
same number of m-tuples L1(x1, . . . , xd), . . . , Lm(x1, . . . , xd) with x1, . . . , xd ∈ F
n
p as a
typical random set of the same density? Experience with arithmetic progressions suggests
that an appropriate assumption is that ‖A−δ1‖Uk should be small, where we have written
A for the characteristic function of the set A, δ is the density of A, k is some parameter
that depends on the linear forms L1, . . . , Lm, and ‖.‖Uk is the kth uniformity norm. The
question we investigated was how k depends on L1, . . . , Lm. Our main result was that
there were systems of forms where k could be taken to be 2 even though there was no
simple proof of this fact using the Cauchy-Schwarz inequality. Based on this result and
its proof, we conjectured that uniformity of degree k − 1 is a sufficient condition if and
only if the kth powers of the linear forms are linearly independent. In this paper we prove
this conjecture, provided only that p is sufficiently large. (It is easy to see that some such
restriction is needed.) This result represents one of the first applications of the recent
inverse theorem for the Uk norm over Fnp by Bergelson, Tao and Ziegler [TZ08a, BTZ09].
We combine this result with some abstract arguments in order to prove that a bounded
function can be expressed as a sum of polynomial phases and a part that is small in the
appropriate uniformity norm. The precise form of this decomposition theorem is critical
to our proof, and the theorem itself may be of independent interest.
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1. Introduction
In [GW09a] we investigated which systems of linear equations have the property that
any uniform subset of Fnp contains the “expected” number of solutions. By the “expected”
number we mean the number of solutions one would expect in a random subset of the
same density, and by a “uniform subset of Fnp” we mean a set A of density δ such that
‖A− δ1‖U2 is small, where A is the characteristic function of A. More generally, we asked
the same question with the U2 norm replaced by any other Uk norm. Note that the Uk
norms increase as k increases, so the condition that ‖A− δ1‖Uk is small becomes stronger,
and there are more sets of linear forms for which it is sufficient.
This question arises naturally in the context of Szemere´di’s theorem. If x0, . . . , xk−1
satisfy the equations xi − 2xi+1 + xi+2 = 0 for i = 0, 1, 2, . . . , k − 3, then they lie in an
arithmetic progression (in the sense that there exists d ∈ Fp such that xi = x0 + id for
each i). It was shown in [G01] that if ‖A− δ1‖Uk−1 is small, then A contains roughly the
number of arithmetic progressions of length k that you would expect if the elements of A
had been selected randomly and independently with probability δ. (More precisely, this
was shown in ZN rather than F
n
p , but the proof carries over very easily.) The proof used
multiple applications of the Cauchy-Schwarz inequality. Moreover, this result is sharp,
in the sense that ‖A − δ1‖Uk−2 can be small without A containing roughly the expected
number of progressions of length k.
In their investigations of solutions of linear equations in the primes, Green and Tao
[GrT06] worked out the most general result that could be proved using this kind of ap-
proach. Note first that by parametrizing the set of solutions to a system of linear equations
one can talk equivalently about systems of linear forms. For instance, instead of the equa-
tions xi − 2xi+1 + xi+2 = 0 for i = 0, 1, 2, . . . , k − 3 mentioned above one can look at the
system of linear forms x, x+ y, x+ 2y, . . . , x + (k − 1)y. Green and Tao defined a notion
of “complexity” for a system of linear forms in d variables x1, . . . , xd, and proved that for
a system L1, . . . , Lm of complexity k you will get roughly the expected number of images
L1(x1, . . . , xd), . . . , Lm(x1, . . . , xd) in A provided that ‖A − δ1‖Uk+1 is small. However,
if one also works out the most general result that can be obtained by straightforwardly
adapting the examples that prove that the Uk−1 norm is needed for progressions of length
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k, then a discrepancy emerges. It is easy to show that if the functions Lk1 , . . . , L
k
m are
linearly dependent, then there exists A such that ‖A − δ1‖Uk is small but A does not
have roughly the expected number of solutions. However, there are systems of linear forms
that have complexity k while the functions Lk1, . . . , L
k
m are linearly independent, and the
easy arguments do not tell us how they behave. The main result of [GW09a] was that
for at least some such systems it is enough for ‖A− δ1‖Uk to be small. More specifically,
we showed that there are systems of equations of complexity 2 such that it is enough to
assume that ‖A − δ1‖U2 is small, whereas a direct application of the argument of Green
and Tao would require ‖A− δ1‖U3 to be small.
To state our result in a concise way, we defined the true complexity of a system of linear
equations in d variables to be the smallest k with the following property. For every η > 0
there exists ǫ > 0 such that for every δ ∈ [0, 1] and every subset A ⊂ Fnp of density δ, if
‖A−δ1‖Uk+1 < ǫ then p
−nd times the number ofm-tuples L1(x1, . . . , xd), . . . , Lm(x1, . . . , xd)
in A lies within η of what one would expect in the random case (assuming that there are
no degeneracies). To distinguish our notion of complexity from that of Green and Tao, we
referred to theirs as Cauchy-Schwarz complexity.
Theorem 1.1. [GW09a] Let L1, . . . , Lm be a system of linear forms in d variables of
Cauchy-Schwarz complexity at most 2. Suppose that the functions L21, . . . , L
2
m are linearly
independent. Then the linear system L1, . . . , Lm has true complexity 1.
In the light of this result, we made the following natural conjecture.
Conjecture 1.2. [GW09a] The true complexity of a linear system L1, . . . , Lm is the least
integer k such that the forms Lk+11 , L
k+1
2 , . . . , L
k+1
m are linearly independent.
A statement in ergodic theory analogous to Conjecture 1.2 was proved by Leibman
[Lei07] independently of our work in [GW09a] and at about the same time. However,
there does not appear to be a correspondence principle that would enable one to deduce
Conjecture 1.2 itself from his results.
Let us be slightly more precise about what it means for the forms Lk+1i to be linearly
independent. A linear form L on Fnp in d variables is a function of the form L(x1, . . . , xd) =
c1x1+· · ·+cdxd. Here, the variables xi are elements of F
n
p and the coefficients ci belong to Fp.
Clearly, a linear form just depends on its coefficients (c1, . . . , cd), so we can view a system
L1, . . . , Lm of linear forms on F
n
p as a system of linear forms on Fp, in which case they take
values in Fp. We say that a system of linear forms L1, . . . , Lm is degree-k independent if
the functions Lk1, . . . , L
k
m are linearly independent when L1, . . . , Lm are viewed as functions
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from (Fp)
d to Fp. When k = 2 we shall also call them square independent and when k = 3
we shall call them cube independent.
The present paper is the second of three papers that elaborate in different ways on the
main result of [GW09a]. The first one [GW09b] obtains significantly improved bounds for
Theorem 1.1 above, while the third [GW09c] adapts the methods used in the context of
Fnp to the technically more challenging setting of ZN , also obtaining respectable bounds.
The purpose of this paper is to prove Conjecture 1.2 in Fnp , at least when p is sufficiently
large. (The precise condition we need is that p should be larger than the Cauchy-Schwarz
complexity of the system of linear forms. The reader may have noticed that we have
not defined Cauchy-Schwarz complexity. That is because in this paper we do not use the
notion in a detailed way: all we do is quote a lemma that uses a bound on Cauchy-Schwarz
complexity as a hypothesis. The definition can be found in [GW09b].)
Let us briefly recall the structure of the proof of Theorem 1.1 in [GW09a]. First of
all, it is not hard to prove the following equivalent condition for a system to have true
complexity k.
Lemma 1.3. A system of linear forms L1, . . . , Lm in d variables x1, . . . , xd has true com-
plexity k if and only if the following statement holds. For every ǫ > 0 there exists c > 0
such that if f : Fnp → C is any function with ‖f‖∞ ≤ 1 and ‖f‖Uk+1 ≤ c, and if E is any
non-empty subset of {1, 2, . . . , m}, then
∣∣∣∣∣Ex1,...,xd
∏
i∈E
f(Li(x1, . . . , xd))
∣∣∣∣∣ ≤ ǫ.
In order to prove this for square-independent systems of Cauchy-Schwarz complexity 2,
we decomposed the bounded function f into three bounded parts f1 + f2 + f3. The first
part was “quadratically structured,” in a certain sense that allowed us to carry out explicit
calculations in order to estimate the quantity Ex1,...,xd
∏m
i=1 f1(Li(x1, . . . , xd)). The second
was “quadratically uniform,” which means simply that ‖f2‖U3 is small. The third was
small in L2. To do this, we quoted a structure theorem of Green and Tao [Gr06], which is
a consequence of the inverse theorem for the U3 norm [GrT08a].
When evaluating the average
E
x∈(Fnp )
d
m∏
i=1
f(Li(x)),
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we obtained a sum of 3m terms. Because f1, f2 and f3 were bounded, any term involving f3
was small by the Cauchy-Schwarz inequality. The results of Green and Tao about Cauchy-
Schwarz complexity guaranteed that any term involving f2 was small as well. We were
therefore left needing to estimate Ex1,...,xd
∏m
i=1 f1(Li(x1, . . . , xd), which, as we mentioned
above, could be done by means of an explicit calculation. First, we observed that if f is
linearly uniform, meaning that ‖f‖U2 is small, then so is the function f1 that comes out of
the structure theorem of Green and Tao. We then did the calculation and discovered that
if the functions L2i were linearly independent, then this term too was small.
We gave an outline in the remarks of that paper of how we thought a proof of Conjecture
1.2 might proceed. Given a linear system of Cauchy-Schwarz complexity k, we would
need to be able to write a bounded function f as a sum g + h, where g has “polynomial
structure” of degree k and h is uniform of degree k. However, such a decomposition theorem
necessarily requires an inverse theorem for the Uk+1 norm over Fnp , which for k > 2 had
not been proved at the time that [GW09a] was written.
Since then, an inverse theorem for the Uk norm for functions defined on Fnp , which we shall
state formally in the next section, has been proved by Bergelson, Tao and Ziegler [BTZ09,
TZ08a]. Because of this, it has become feasible to prove Conjecture 1.2. However, proving
the conjecture is not simply a matter of using this new theorem and straightforwardly
generalizing our other arguments. Instead, we have to do some work to formulate and
develop a usable decomposition theorem. To do this, we follow a different method from
the one in [GW09a], which we introduced in [GW09b]. The decomposition theorem of
Green and Tao is inspired by arguments in ergodic theory and proved using averaging
projections and energy-increment arguments. But for technical reasons it is not obvious
how to generalize that approach to the cubic and higher-order cases. (It is not hard to
obtain decompositions, but to be useful a decomposition has to have further properties: it
is here that the difficulty lies.) In [GW09b] we used the Hahn-Banach theorem to obtain
decomposition results that are more in the spirit of Fourier analysis, and that is what we
shall do here. Again, the generalization is not straightforward. Perhaps the main difficulty
is that the notion of the rank of a bilinear form, which is crucial to our earlier arguments,
does not have an obvious analogue for multilinear forms.
In Section 2, we briefly outline the strategy for systems L1, . . . , Lm of Cauchy-Schwarz
complexity 3. By the results of Green and Tao, such systems have true complexity at
most 3. This gives us two separate cases to consider when we are trying to prove that the
expression Ex1,...,xd
∏m
i=1 f(Li(x1, . . . , xd)) is small.
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In the first case, we may assume that the linear system L1, . . . , Lm is cube independent
and that f is highly quadratically uniform. Here we decompose f as a sum f1 + f2 + f3
such that f1 has cubic structure, f2 is small in U
4, and f3 is small in an Lp-sense that
we shall not specify exactly here. Because the system has Cauchy-Schwarz complexity 3,
any average involving f2 is negligible, boundedness allows us to deal with terms involving
f3, and an explicit computation of the average over the structured part uses the cube
independence and quadratic uniformity of f . This is a straightforward generalization of
the argument in [GW09b].
The second case is more complicated and already encapsulates all the difficulties that
arise in the general case. Here we may assume that the system L1, . . . , Lm is square in-
dependent and that f is highly linearly uniform. The difference between this case and
Theorem 1.1 is that now we have the weaker hypothesis that the Cauchy-Schwarz com-
plexity is at most 3. Briefly, this forces us to consider not just quadratically structured
terms but cubically structured terms as well. We start off by decomposing f as a sum
f1 + f2 + f3 such that f1 has quadratic structure, f2 is small in U
3, and f3 is small in
L1, but this time we have to decompose the quadratically uniform part f2 further into a
sum f2 + g2 + h2, where f2 has cubic structure, g2 is small in U
4 and h2 is small in an L1
sense. As before, any average involving g2 as a factor is easily shown to be negligible by
Cauchy-Schwarz. The computation involving the structured parts can be performed with-
out too much difficulty, with the help of the fact that a system that is square independent
is necessarily cube independent.
In order to get this approach to work, it is very important that the parameters involved
in the error estimates should depend on each other in the right way. At various points we
require the polynomial phases to have high rank (once we have decided what that means),
and the uniform part to be arbitrarily small as a function of a certain type of “complexity”
of the structured part. Finally, we need the uniform part to remain bounded in L∞ while
satisfying the preceding requirements.
We expect the resulting decomposition theorems to be of independent interest. Since
they have the flavour of arithmetic-regularity-type decompositions they necessarily result in
tower-type bounds, even in simple cases. However, since the bound in the inverse theorem
that we use in the proof is not explicit (and if made explicit in the current state, would
certainly be far worse than tower type), there is not much reason to struggle to obtain
better bounds. If, however, better bounds are discovered for the inverse theorem, it might
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be worth revisiting the arguments of this paper to try to obtain bounds more like those in
[GW09b].
Recently, Green, Tao and Ziegler proved a long-awaited inverse theorem for the Uk norm
for functions defined on ZN (the case k = 4 appears in [GrTZ09]), thereby raising the
possibility of proving Conjecture 1.2 in full for ZN . As we were on the point of submitting
this paper, Green and Tao did indeed do this [GrT10], which means that, at least from a
qualitative point of view, the programme of which this paper forms a part is now complete.
2. Inverse and decomposition theorems
As we outlined in the introduction, even the simplest possible generalization of Theorem
1.1 to the case where the system of linear forms is cube independent and has Cauchy-
Schwarz complexity at most 3 requires requires an inverse theorem for the U4 norm.
An inverse theorem for the U3 norm was proved by Green and Tao [GrT08a] for p > 2
and by Samorodnitsky [S07] for p = 2. We write ω for exp(2πi/p).
Theorem 2.1. Let 0 < δ ≤ 1 and let p be a prime. Let f : Fnp → C be a function with
‖f‖∞ ≤ 1 and ‖f‖U3 ≥ δ. Then there exists a quadratic polynomial q : F
n
p → Fp and a
constant γ(δ) such that
|Ex∈Fnpf(x)ω
q(x)| ≥ γ(δ).
It was conjectured that this result should hold for higher Uk norms; in particular, a func-
tion that is large in the Uk+1 norm ought to correlate with a polynomial phase function of
degree k. It was recently shown independently in [GrT07] and [LMS08] that the conjecture
is false in this generality. In particular, explicit counterexamples were given in the case
p = 2, and more generally when the degree d of the polynomials involved exceeds the char-
acteristic p of the underlying field. However, even after these examples it was reasonable
to believe that the conjecture was true whenever the characteristic p was sufficiently large,
and this was eventually proved by Bergelson, Tao and Ziegler [BTZ09, TZ08a].
Theorem 2.2. Let 0 < δ ≤ 1 and let p be a prime. Let f : Fnp → C be a function with
‖f‖∞ ≤ 1 and ‖f‖Ud+1 ≥ δ. Then there exists a polynomial π : F
n
p → Fp of degree d and a
constant γ(δ) such that
|Ex∈Fnpf(x)ω
π(x)| ≥ γ(δ),
provided that p ≥ d.
In the case of low characteristic it was observed by Bergelson, Tao and Ziegler that the
customary notion of a polynomial phase function, defined to be exp(2πiπ(x)/p) for some
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polynomial π, was not appropriate. The problem is that such functions are not the most
general multiplicative Freiman homomorphisms that one can define on Fnp : it turns out
that there are other ones that involve pkth roots of unity. By adopting a more general
and more natural definition of a polynomial phase function, Bergelson, Tao and Ziegler
were able to prove that even when p < d, a function f that exhibits large Ud+1 norm
correlates with a (multiplicative) polynomial phase of degree c(d), where c is a function of
d. However, they did not show that c(d) could be taken to equal d, so the modified inverse
conjecture is not quite completely proved for low characteristic.
In the light of this, we shall assume in the remainder of this paper that p is sufficiently
large. In particular, we shall assume that p exceeds the Cauchy-Schwarz complexity of the
linear system that is being investigated.
Now let us turn to a general discussion of how to use inverse theorems to prove that a
bounded function can be decomposed into a structured part, a uniform part and a small
part. We shall use the following abstract result, which is Theorem 5.7 of [G08]. It is a
general “arithmetic regularity lemma” of a kind that was introduced by Green [Gr05], and
is also closely related to Theorem 3.5 of [T06]. However, the proof given in [G08] is quite
different: like the argument used to prove the decomposition theorem in [GW09b] it is
based on the Hahn-Banach theorem.
Theorem 2.3. Let ‖.‖ be a norm on Rn and let Φ ⊂ Rn be a set of functions satisfying
the following properties for some strictly increasing function c : (0, 1]→ (0, 1]:
• Φ contains the constant function 1, Φ = −Φ, ‖φ‖∞ ≤ 1 for every φ ∈ Φ, and the
linear span of Φ is Rn;
• 〈f, φ〉 ≤ 1 for every f with ‖f‖ ≤ 1 and every φ ∈ Φ;
• if ‖f‖∞ ≤ 1 and ‖f‖ ≥ ǫ, then there exists φ ∈ Φ such that 〈f, φ〉 ≥ c(ǫ).
Let ǫ > 0 and let η : R+ → R+ be a strictly decreasing function. Then there is a constant
M0, depending only on ǫ and the functions c and η, such that every function f ∈ R
n that
takes values in [0, 1] can be decomposed as a sum f1+f2+f3, with the following properties:
• the functions f1 and f1 + f3 take values in [0, 1];
• f1 is of the form
∑
i λiψi, where
∑
i |λi| = M ≤ M0 and each ψi is a product of
functions in Φ;
• ‖f2‖ ≤ η(M);
• ‖f3‖2 ≤ ǫ.
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Let us make a few remarks about this theorem. Roughly speaking, we shall take Φ to be
the set of polynomial phase functions of a certain degree (but there is a small technicality
in that these take complex rather than real values) and ‖.‖ will be the Uk+1 norm. The first
two properties will then be easy to check, and the third is the inverse theorem. Theorem
2.3 will then tell us that that we can decompose an arbitrary function into a sum of degree-
k polynomial phase functions, a function with very small Uk+1 norm and a function with
small L2 norm. Another small technicality is that we shall be interested in functions that
take values in an interval [−C,C], but this again is easily dealt with.
Before we can proceed we shall need to know a little more about polynomial phase
functions. Given a polynomial π of degree d we define the associated d-linear form κ by
the formula
κ(h1, . . . , hd) =
∑
ǫ∈{0,1}d
(−1)d−|ǫ|π(ǫ.h),
where ǫ.h is shorthand for
∑
i ǫihi and |ǫ| is shorthand for ǫ1 + · · ·+ ǫd. Let us note some
simple facts about κ. (These are well known but we include proofs for the convenience of
the reader.)
Lemma 2.4. The function κ just defined is a symmetric d-linear form on Fnp . Moreover,
for every x ∈ Fnp we have the equality
κ(h1, . . . , hd) =
∑
ǫ∈{0,1}d
(−1)d−|ǫ|π(x+ ǫ.h).
Proof. We prove both results by induction on d. The base cases both follow from the fact
that if π is a polynomial of degree 1, then π(x+a)−π(x) is a homogeneous linear function
of a that does not depend on x.
To prove the first statement, note first that it is clear from the definition that the value
of κ(h1, . . . , hd) is unaffected if one permutes the variables h1, . . . , hd. Next, let us reexpress
κ(h1, . . . , hd) as
∑
ǫ∈{0,1}d−1
(−1)d−1−|ǫ|(π(ǫ1h1 + · · ·+ ǫd−1hd−1 + hd)− π(ǫ1h1 + · · ·+ ǫd−1hd−1)).
For each fixed hd the function x 7→ π(x + hd) − π(x) is a polynomial of degree d − 1 in
x. Therefore, by the inductive hypothesis, for each fixed hd the form κ(h1, . . . , hd−1) is
(d − 1)-linear (and symmetric). By symmetry, the dependence on hd is linear for fixed
h1, . . . , hd−1.
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The second part is proved in a very similar way. Let us define κx(h1, . . . , hd) to be∑
ǫ∈{0,1}d(−1)
d−|ǫ|π(x+ ǫ.h). Then we can reexpress κx(h1, . . . , hd) as
∑
ǫ∈{0,1}d−1
(−1)d−1−|ǫ|(π(x+ ǫ1h1 + · · ·+ ǫd−1hd−1 + hd)− π(x+ ǫ1h1 + · · ·+ ǫd−1hd−1)).
Again, for each fixed hd the function x 7→ π(x+hd)−π(x) is a polynomial of degree d−1 in
x. Therefore, by induction, for each fixed hd we have the desired equality κx(h1, . . . , hd) =
κ(h1, . . . , hd), which of course implies that the equality always holds. 
We are now in a position to evaluate the Uk+1 norm of a degree k-polynomial as well as
its Uk+1 dual norm.
Lemma 2.5. Let π : Fnp → Fp be a polynomial of degree k and let g be the polynomial
phase function ωπ. Then ‖g‖Uk+1 = ‖g‖
∗
Uk+1 = 1.
Proof. Lemma 2.4 implies, amongst other things, that the identity
∑
ǫ∈{0,1}k+1(−1)
|ǫ|π(x+
ǫ.h) = 0 holds for any x ∈ Fnp , any h ∈ (F
n
p )
k+1 and any polynomial π of degree at most k.
It follows immediately that ‖g‖Uk+1 = 1. Next we turn our attention to the U
k dual norm.
The generalized Cauchy-Schwarz inequality for the uniformity norms states that if for
each ǫ ∈ {0, 1}k+1 we have a function fǫ : F
n
p → C, then∣∣∣∣∣∣
Ex,h1,...,hk
∏
ǫ∈{0,1}k+1
C |ǫ|fǫ(x+ ǫ.h)
∣∣∣∣∣∣
≤
∏
ǫ∈{0,1}k+1
‖fǫ‖Uk+1.
Here C |ǫ| is the operation of taking the complex conjugate |ǫ| times. A proof of this
inequality (for ZN rather than F
n
p , but the argument is identical) can be found in [G01].
We apply this result with f0 = f and fǫ = g = ω
π for every other ǫ ∈ {0, 1}k+1. The
identity
∑
ǫ∈{0,1}k+1(−1)
|ǫ|π(x+ ǫ.h) = 0 implies that for this choice of functions we have
Ex,h1,...,hk
∏
ǫ∈{0,1}k+1
C |ǫ|fǫ(x+ ǫ.h) = Exf(x)g(x),
since the product
∏
ǫ 6=0C
|ǫ|ωπ(x+ǫ.h) equals ω−π(x). Also, ‖g‖Uk+1 ≤ ‖g‖∞ = 1. Therefore,
we find that 〈f, g〉 ≤ ‖f‖Uk+1‖g‖
2k+1−1
Uk+1
= ‖f‖Uk+1. Since f was arbitrary, it follows that
‖g‖∗Uk+1 ≤ 1, as claimed. If we take f = g then the same identity implies that 〈f, g〉 = 1,
which implies that ‖g‖∗Uk+1 = 1. (It is of course just the fact that ‖g‖
∗
Uk+1 ≤ 1 that we
shall actually use.) 
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Now we are ready to state and prove a deduction from Theorem 2.3 that will be an
important tool for us later.
Corollary 2.6. Let ǫ > 0 and let η : R+ → R+ be a strictly decreasing function. Then there
is a constant M0 = M0(ǫ, η) such that every function f : F
n
p → [−1, 1] can be decomposed
as a sum f1 + f2 + f3 with the following properties.
• f1 and f1 + f3 take values in [−1, 1].
• f1(x) is given by a sum of the form
∑
i λiω
πi(x), where each πi is a polynomial on
Fnp of degree at most k and
∑
i |λi| = M ≤M0.
• ‖f2‖Uk+1 ≤ η(M).
• ‖f3‖2 ≤ ǫ.
Proof. Let Φ be the set of all functions ±(ωπ(x) + ω−π(x))/2 such that π : Fnp → Fp is
a polynomial of degree at most k. Then 1 ∈ Φ, Φ = −Φ, ‖φ‖∞ ≤ 1 for every φ ∈ Φ,
and the linear span of φ is RF
n
p . (The last of these statements follows from the fact that
Φ contains all the characters on Fnp .) Furthermore, every product of functions in Φ is a
convex combination of phase functions ωπ(x) of degree at most k.
Let f be an arbitrary function from Fnp to R. Lemma 2.5 implies that if φ = ±(ω
π +
ω−π)/2 ∈ Φ, then ‖φ‖∗Uk+1 ≤ (‖ω
π‖∗Uk+1 + ‖ω
−π‖∗Uk+1)/2 = 1, from which it follows that
〈f, φ〉 ≤ ‖f‖Uk+1, so the second assumption of Theorem 2.3 holds with ‖.‖ = ‖.‖Uk+1.
The inverse theorem, Theorem 2.2, tells us that if ‖f‖∞ ≤ 1 and ‖f‖Uk+1 ≥ ǫ then there
is a polynomial phase function ωπ of degree at most k such that |〈f, φ〉| ≥ c(ǫ). If f is real,
then 〈f, ωπ〉 = 〈f, ω−π〉, so setting φ = (ωπ + ω−π)/2, we have φ ∈ Φ and |〈f, φ〉| ≥ c(ǫ).
By changing sign if necessary, we can then find φ ∈ Φ such that 〈f, φ〉 ≥ c(ǫ), which proves
the third assumption.
Since the hypotheses of Theorem 2.3 hold, we may deduce that if f takes values in the
interval [0, 1], then it can be decomposed as a sum f1 + f2 + f3 with the properties given
to us by that theorem. Since each φ ∈ Φ is an average of two polynomial phase functions
of degree at most k, this is exactly what we want apart from the fact that we are trying
to prove a theorem about functions that take values in [−1, 1] rather than [0, 1]. But to
remedy this all we have to do is start with a function f that takes values in [−1, 1] and
apply the above argument to (1 + f)/2. Once we have expressed that as f1 + f2 + f3, we
know that f = (2f1−1)+2f2+2f3, which is of the required form (with different constants,
but that can of course be dealt with by replacing ǫ by ǫ/2, η(M) by η(2M + 1)/2 and the
output M0 by 2M0 + 1 in Theorem 2.3). 
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3. Basic properties of multilinear forms
In order to be able to make use of our decomposition theorem in the preceding section,
we need to establish some basic properties of polynomial phase functions. In particular,
we must develop a useful definition of the rank of a polynomial phase function.
For a quadratic phase function ωq(x) there is a standard way of proceeding: one defines
a bilinear form β(x, y) = q(x + y) − q(x) − q(y) + q(0) on Fnp , and then one takes the
rank of that bilinear form. (We put in q(0) so that we do not have to assume that q is
homogeneous.)
As we commented earlier, this is less straightforward for higher-degree polynomials, for
the simple reason that there is no single obviously best definition of the rank of a multilinear
form. Several definitions have been considered in the literature, and they have different
advantages and disadvantages. In this paper, we sidestep the problem as follows. In the
quadratic case, we made use of the following lemma, which we briefly state and prove to
help with the discussion.
Lemma 3.1. Let q be a quadratic form on Fnp of rank r. Then |Exω
q(x)| ≤ p−r/2.
Proof. We use a simple and standard technique for estimating Gauss sums.
|Exω
q(x)|2 = Ex,yω
q(x)−q(y) = Ex,uω
q(x)−q(x+u) = Ex,uω
−β(x,u)−q(u)+q(0),
where β is the bilinear form associated with q. For any fixed u, the expectation Exω
β(x,u)
is 0 unless β(x, u) = 0 for every x, in which case it is 1. But the space of u such that
β(x, u) = 0 for every x has codimension equal to the rank of β, so the density of this space
is p−r. It follows that |Exω
q(x)|2 ≤ p−r, which proves the result. 
In the absence of a clearly analogous definition of the rank of a multilinear form, we
simply define it in such a way as to make the obvious generalization of the above proof
work. (We adopt a similar strategy in [GW09c] in order to deal with generalized quadratic
phase functions on ZN , where no algebraic definition of rank appears to be of any use to
us.)
We simultaneously define the rank of π and of κ to be − logp Eh1,...,hdω
κ(h1,...,hd). Note
that the quantity Eh1,...,hdω
κ(h1,...,hd) has a natural interpretation: for each (h2, . . . , hd) the
expectation over h1 is 1 if κ(h1, . . . , hd) is constant as h1 varies (since by multilinearity
this constant must be 0) and 0 otherwise. Therefore, as in the case when d = 2, we can
think of Eh1,...,hdω
κ(h1,...,hd) as the density of the “kernel” of κ. The big difference is that
this “kernel” is not a subspace of anything. Rather, it is a strange subset of (Fnp )
d−1 and
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its density does not have to be a negative integer power of p (so the rank is not usually
a positive integer). It is for this reason that we refer to this definition as an “analytic”
definition of rank rather than an algebraic one.
The idea of defining rank analytically is one of the main ideas of this paper. On its own,
it may not seem like much of an idea, since all we are doing is turning the conclusion of
a lemma we would like to have about high-rank forms into a definition. The real point,
which will become clearer later, is that we would expect to pay a heavy price for this when
it comes to dealing with low-rank forms. But in fact we have ways of dealing with those
as well, so we end up with reasonably clean proofs and do not have to delve too deeply
into the structure of low-rank polynomials. (However, if we had needed such results, then
we might well have been able to make use of a recent theorem of Green and Tao [GrT07],
which says that if a polynomial phase has low rank in our sense, then it can be made out
of a bounded number of polynomial phases of lower degree.)
Let us go back to the easy task of checking that the analogue of Lemma 3.1 for higher-
degree polynomials does indeed hold with our definition of rank.
Lemma 3.2. Let π be a polynomial on Fnp of degree d and rank r. Then
|Ex∈Fnpω
π(x)| ≤ p−r/(2
d−1).
Proof. As is well known, the Uk norms of a function increase with k. This remains true
even when one allows k to equal 1, in which case we define ‖f‖U1 to be |Exf(x)|. This is
in fact only a seminorm, but it is still the case that ‖f‖U1 ≤ ‖f‖U2. Therefore, |Exω
π(x)|
is at most the Ud−1 norm of ωπ. But
‖ωπ‖2
d−1
Ud−1 = Ex,h1,...,hd−1
∏
ǫ∈{0,1}d−1
C |ǫ|(ωπ(x+ǫ.h)) = Ex,h1,...,hd−1ω
∑
ǫ(−1)
|ǫ|π(x+ǫ.h),
and
κ(x, h1, . . . , hd−1) =
∑
ǫ∈{0,1}d−1
(−1)d−|ǫ|π(ǫ.h)−
∑
ǫ∈{0,1}d−1
(−1)d−|ǫ|π(x+ ǫ.h),
by Lemma 2.4 with x = 0 and (h1, . . . , hd) replaced by (x, h1, . . . , hd−1). Therefore,∑
ǫ∈{0,1}d−1(−1)
d−|ǫ|π(x+ ǫ.h) is equal to −κ(x, h1, . . . , hd−1) plus a function that depends
on h1, . . . , hd−1 only. By this fact, the remarks following the definition of rank, and the
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fact that the factor (−1)1−d does not affect the modulus in the penultimate line below,
|Ex,h1,...,hd−1ω
∑
ǫ(−1)
|ǫ|π(x+ǫ.h)| ≤ Eh1,...,hd−1|Exω
∑
ǫ(−1)
|ǫ|π(x+ǫ.h)|
= Eh1,...,hd−1|Exω
κ(x,h1,...,hd−1)|
= p−r,
which proves the result. 
The final lemma in this section is a simple example of a statement that might at first
appear to demand some knowledge of the structure of low-rank polynomials (which is what
we used in the quadratic case) but that can in fact be given a straightforward analytic proof.
It gives us a very useful dichotomy for degree-d phase functions: either they have small Ud
norm or they have not too large (Ud)∗ norm. Moreover, which of these is the case depends
only on the rank of the polynomial.
Lemma 3.3. Let π be a polynomial of degree d and rank r. Then
‖ωπ‖Ud = p
−r/2d and ‖ωπ‖∗Ud = p
r/2d .
Proof. The evaluation of the Ud norm follows from Lemma 2.4 and the definition of rank.
Indeed, that lemma tells us that for all x ∈ Fnp and y ∈ (F
n
p )
d, we have the identity
κ(y) =
∑
ǫ∈{0,1}d
(−1)d−|ǫ|π(x+ ǫ.y),
where κ is the symmetric multilinear form associated with the polynomial π. It follows
that
‖ωπ‖2
d
Ud = Ey∈(Fnp )dω
κ(y) = p−r.
For the dual norm, given a function f : Fnp → C, let us define the nonlinear operator
D2d−1f to be the function whose value at x is
Ey∈(Fnp )d
∏
ǫ∈{0,1}d\0
C|ǫ|f(x+ ǫ.y).
Now for any function g : Fnp → C, the definition of rank gives us that
〈g, ωπ〉 = Exg(x)ω
−π(x)prEy∈(Fnp )dω
(−1)dκ(y) = pr〈g,D2d−1ω
π〉.
By the generalized Cauchy-Schwarz inequality for the uniformity norms and the definition
of D2d−1, we find that |〈g, ω
π〉| is bounded above by pr‖g‖Ud‖ω
π‖2
d−1
Ud
. By the first part of
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the lemma, |〈g, ωπ〉| is at most pr‖g‖Udp
−r(2d−1)/2d = ‖g‖Udp
r/2d . It follows that ‖ωπ‖∗Ud ≤
pr/2
d
. 
4. A decomposition into high-rank polynomial phase functions
In this section we shall prove a decomposition theorem that is similar to Corollary 2.6,
but with two important differences. The first is that we shall split a function up into
polynomial phase functions that do not all have the same degree. The second, which
is central to our entire argument, is that we need the ranks of these polynomial phase
functions to be large. Precisely how large is a complicated matter: we have a series of
parameters and it is essential to understand how they depend on each other when it comes
to applying the theorem later.
To begin with, we shall ignore the ranks, and obtain a preliminary decomposition by
simply iterating Corollary 2.6. In the statement of the theorem, we make a slightly artificial
distinction when we discuss what various functions depend on. Given a function f of two
variables x and y, it is sometimes convenient to rewrite f(x, y) as fx(y) and think of it
as a function of y that depends on x. And then, if x is clear from the context, one may
even suppress the dependence on x in the notation. For instance, if one is proving a
statement of the form, “For every x there is a function f : R → R such that ...”, then
one could regard this as a proof of the existence of a function F of two variables (x and
a real number). These considerations apply to the quantities Mi,0 below, which can be
thought of as constants that depend on several real variables, a function ηi, and a small
real parameter ǫ, or as functions of real variables that depend on ηi and ǫ, or as functions
of several variables, some of which are large reals, one of which is itself a function, and one
of which is a small real. We highlight this matter here, because it is very important for
our proof that we do not accidentally have a directed cycle of dependences, and it is not
particularly easy to keep track of whether we have done so.
Theorem 4.1. Let s and k be positive integers with s ≤ k and let ǫ > 0. For each i from s
to k let ηi be a function from R
i−s+1
+ to R+ that is strictly decreasing in each variable. Let
f be a function on Fnp that takes values in the interval [−1, 1]. Then there are functions
Ms,0, . . . ,Mk,0, with Mi,0 : R
i−s
+ → R+ a function that is increasing in each variable (and
that depends on ǫ and the function ηi), and a decomposition
f = fs + · · ·+ fk + gk + hs + · · ·+ hk
with the following properties for every i between s and k.
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• We can write fi =
∑
j λi,jω
πi,j , where the functions πi,j are polynomials of degree i
and the λi,j are real coefficients with
∑
j |λi,j| = Mi ≤Mi,0(Ms, . . . ,Mi−1).
• Let gi = fi+1 + · · ·+ fk + gk + hi+1 + · · ·+ hk. Then ‖gi‖U i+1 ≤ ηi(Ms, . . . ,Mi) for
each i.
• The functions fi and fi + hi take values in [−2
i−s, 2i−s] and gi takes values in
[−2i+1−s, 2i+1−s].
• We have the estimate ‖hi‖2 ≤ 2
s−i−1ǫ.
Proof. We prove this by induction on k. The base case, when k = s, is precisely Corollary
2.6 (with ǫ replaced by ǫ/2), with the additional trivial observation that if f = fs+ gs+hs
and f and fs + hs all take values in [−1, 1], then gs takes values in [−2, 2]). So now let us
assume that we have the result for k and let us prove it for k + 1.
To do this, we simply apply Corollary 2.6 to the function gk, or more precisely to the
function 2s−k−1gk, which takes values in [−1, 1]. Applying it with k + 1 instead of k and ǫ
replaced by 22s−2k−3ǫ and η replaced by the functionM 7→ 2s−k−1ηk+1(Ms, . . . ,Mk,M), and
then multiplying everything by 2k+1−s, we find that we can write gk as
∑
j λk+1,jω
πk+1,j +
gk+1 + hk+1, with the following properties.
•
∑
j |λk+1,j| = Mk+1 is bounded above by a constant Mk+1,0 that depends on ǫ and
the function M 7→ 2s−k−1ηk+1(Ms, . . . ,Mk,M).
• ‖gk+1‖Uk+2 ≤ ηk+1(Ms, . . . ,Mk,Mk+1).
• fk+1 and fk+1+hk+1 take values in [−2
k+1−s, 2k+1−s], and therefore gk+1 takes values
in [−2k+2−s, 2k+2−s].
• ‖hk+1‖2 ≤ 2
s−k−2ǫ.
This almost completes the proof, but it remains to check that Mk+1,0 depends just on
Ms, . . . ,Mk, ǫ and ηk+1. This is true since it depends just on ǫ and the function M 7→
2s−k−1ηk+1(Ms, . . . ,Mk,M), and that function depends on Ms, . . . ,Mk and ηk+1 only. 
The next step is to prove a result that can be used as a tool for eliminating polynomial
phase functions of low rank.
Proposition 4.2. Let ǫ > 0 and M be constants, and let η be a constant such that 0 <
η ≤ ǫ2/M . Then for every positive real number R there is a constant c = c(ǫ, R,M) with
the following property. Let f : Fnp → R be a function such that ‖f‖Um ≤ c and suppose that
we have a decomposition f =
∑
j λjω
πj + g + h such that the functions πj are polynomials
of degree m,
∑
j |λj| = M , ‖g‖Um+1 ≤ η, and ‖h‖2 ≤ ǫ. Then there is also a decomposition
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f =
∑
j λ
′
jω
π′j + g + h′′ such that the π′j are polynomials of degree m and rank at least R,∑
j |λ
′
j| ≤M , ‖h
′′‖2 ≤ 5ǫ, and g is the same function as before.
Proof. Our approach is a natural one: if ‖f‖Um is very small, then it has hardly any
correlation with a low-rank degree-m phase function, so we would not expect such functions
to play an important role in the decomposition. And indeed, we shall show that the L2
norm of the “low-rank part” of the decomposition is small enough for us to be able to
absorb that part into the L2 error term h.
First, we need to identify the “low-rank part”. To do this, we choose t such that
M2p−t = ǫ2, and we find a “rank gap” of length t; that is, we find a number R1 ≥ R such
that ∑
{|λi| : R1 ≤ r(πi) < R1 + t} ≤ ǫ,
where we have written r(πi) to stand for the rank of πi. We know that
∑
i |λi| ≤M , so we
must be able to find such an R1 with R1 ≤ R + tM/ǫ.
Let L = {i : r(πi) < R1} and H = {i : r(πi) ≥ R1 + t}. (These letters stand for “low”
and “high”, respectively.) Then we can write
∑
i
λiω
πi =
∑
i∈L
λiω
πi +
∑
i∈H
λiω
πi + fM ,
and ‖fM‖2 ≤ ‖fM‖∞ ≤ ǫ. Let fL =
∑
i∈L λiω
πi and fH =
∑
i∈H λiω
πi, so that f has a
decomposition of the form fL+fH + g+h
′, where fL is made out of functions ω
π with π of
rank at most R1, fH is made out of such functions with π of rank at least R1+t, h
′ = h+fM
has L2 norm at most 2ǫ, and ‖g‖Um+1 ≤ η. Clearly we also have
∑
i∈H |λi| ≤M .
We would like to show, using the hypothesis that f is highly uniform of degree m, that
‖fL‖2 is very small, so that fL can be incorporated into the L2 error. To do this, let us
bound ‖fL‖
2
2 = 〈fL, fL〉 above by
|〈fL, f〉|+ |〈fL, fH〉|+ |〈fL, g〉|+ |〈fL, h
′〉|.
and consider each of the terms on the right-hand side in turn.
First, we bound |〈fL, f〉| above by ‖fL‖
∗
Um‖f‖Um. But by Lemma 3.3, ‖fL‖
∗
Um ≤Mp
R1 ,
so we must choose c to satisfy cMpR1 ≤ cMpR+tM/ǫ ≤ ǫ2, then |〈fL, f〉| ≤ ǫ
2. Note that t
was chosen in terms of M and ǫ, so c will be bounded in terms of R, M and ǫ.
Next, we consider |〈fL, fH〉| ≤ ‖fL‖
∗
Um‖fH‖Um and use the fact that ‖fH‖Um ≤Mp
−(R1+t),
again by Lemma 3.3. Since ‖fL‖
∗
Um ≤ Mp
R1 , this gives us the bound |〈fL, fH〉| ≤
M2pR1−(R1+t) = M2p−t, which is at most ǫ2 by our choice of t.
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The next term, |〈fL, g〉|, is bounded above by ‖fL‖
∗
Um+1‖g‖Um+1. Since a degree-m
polynomial phase function has (Um+1)∗ norm 1, by Lemma 2.5, the triangle inequality
tells us that ‖fL‖
∗
Um+1 ≤M , and the initial decomposition gave us the bound ‖g‖Um+1 ≤ η.
Since we have insisted that η ≤ ǫ2/M , we deduce that |〈fL, g〉| ≤ ǫ
2.
Finally, we have that |〈fL, h
′〉| ≤ 2ǫ‖fL‖2. The upshot of all these computations is that
‖fL‖
2
2 ≤ 3ǫ
2 + 2ǫ‖fL‖2, which implies that ‖fL‖2 ≤ 3ǫ.
So provided that ‖f‖Um ≤ c = c(ǫ,M,R), we have successfully decomposed f as
f =
∑
i
λiω
πi + g + h′′,
where the πi are polynomials of degree m and rank at least R, we have set h
′′ = h+fM+fL,
and we have the bounds
∑
i |λi| ≤M , ‖g‖Um+1 ≤ η, and ‖h
′′‖2 ≤ 5ǫ. 
We now apply Proposition 4.2 iteratively to the decomposition obtained in Theorem 4.1
in order to make all the polynomial phase functions have high rank and thereby prove our
main theorem.
Theorem 4.3. Let s and k be positive integers with s ≤ k, let ǫ > 0, and let η : Rk−s+1+ →
R+ be a function that is strictly decreasing in each variable. Let Rs, . . . , Rk be functions
from Rk−s+1+ to R+ that are strictly increasing in each variable. Then there are functions
Ms,0, . . . ,Mk,0, where Mi,0 is a function from R
i−s
+ to R+ (that depends on ǫ, η and the
functions Ri, . . . , Rk) and a constant c
′ = c′(ǫ, η, Rs, . . . , Rk) > 0, such that if f is any
function that takes values in [−1, 1] and satisfies ‖f‖Us ≤ c
′, then there are real numbers
Ms, . . . ,Mk and a decomposition
f = f ′s + · · ·+ f
′
k + g + h
with the following properties.
• We can write f ′i =
∑
j λi,jω
πi,j , where the functions πi,j are polynomials of degree i
and the λi,j are real coefficients with
∑
j |λi,j| = Mi ≤Mi,0(Ms, . . . ,Mi−1).
• For each i, each polynomial πi,j has rank at least Ri(Ms, . . . ,Mk).
• ‖g‖Uk+1 ≤ η(Ms, . . . ,Mk).
• ‖h‖2 ≤ ǫ.
Proof. We begin by applying Theorem 4.1. For that we shall need to specify the functions
ηs, . . . , ηk. We shall do that soon, but for now let us simply apply it for some general
functions ηi (bearing in mind that ηi is a function of the variables Ms, . . . ,Mi).
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Let fs+· · ·+fk+gk+hs+· · ·+hk be the decomposition that results. We begin by isolating
the function gk−1 = fk + gk + hk from this, about which we know that fk =
∑
j λk,jω
πk,j ,
where the functions πk,j are polynomials of degree k,
∑
j |λkj| = Mk ≤Mk,0(Ms, . . . ,Mk−1)
and ‖gk‖Uk+1 ≤ ηk(Ms, . . . ,Mk). Moreover, we know that gk−1, fk and fk + hk take values
in [−2k−s, 2k−s], gk takes values in [−2
k+1−s, 2k+1−s], ‖hk‖2 ≤ 2
s−k−1ǫ and ‖gk−1‖Uk ≤
ηk−1(Ms, . . . ,Mk−1).
We are already in a position to specify ηk: we take ηk(Ms, . . . ,Mk) to be the minimum of
η(Ms, . . . ,Mk) and 2
2(s−k−1)ǫ2/Mk. We shall also take g to be gk, so we have the estimate
‖g‖Uk+1 ≤ η(Ms, . . . ,Mk), which will give us what we want provided that we do not increase
any of the Mi when we find our new high-rank decomposition.
Now let us suppose that we have chosen the functions ηk, ηk−1, . . . , ηi. We shall choose
ηi−1 as follows. First, apply Proposition 4.2 to the function gi−1 = fi+gi+hi with ǫ replaced
by 2s−i−1ǫ and with R = Ri(Ms, . . . ,Mi−1, Ni, . . . , Nk), whereNi = Mi,0(Ms, . . . ,Mi−1) and
Nh = Mh,0(Ms, . . . ,Mi−1, Ni, . . . , Nh−1) for each h from i + 1 to k. Note that Nh ≥ Mh
for each h. (Note also that Nh has a dependence on i, but we are regarding i as fixed
and suppressing that dependence.) That tells us that if ‖gi−1‖U i ≤ c(2
s−i−1ǫ, R,Ni)
and ‖gi‖U i+1 ≤ 2
2(s−i−1)ǫ2/Mi, then we can split gi−1 up as f
′
i + gi + h
′
i, where f
′
i =∑
j λ
′
i,jω
π′i,j for some degree-i polynomials π′i,j of rank at least R,
∑
j |λ
′
i,j| = M
′
i ≤
Mi,0(Ms, . . . ,Mi−1), and ‖h
′
i‖2 ≤ 5.2
s−i−1ǫ. So let us choose our function ηi−1 in such
a way that ηi−1(Ms, . . . ,Mi−1) ≤ c(2
s−i−1ǫ, R,Ni), and in order to get the next stage to
work, let us also insist that ηi−1(Ms, . . . ,Mi−1) ≤ 2
2(s−i)ǫ2/Mi−1.
We are now ready to choose our constant c′. This we do by simply continuing the above
procedure for one more step. That is, we think of f as gs−1, and we define a “function”
ηs−1 by setting i = s in the above paragraph. However, ηs−1 no longer depends on any
variables, which is what we want, since we are trying to define a constant. To be slightly
more explicit, we define R to be Rs(Ns, . . . , Nk), where the Nh are defined as above (with
i = s), and we choose c′ to be c(ǫ/2, R).
We should point out that we have very carefully (and only just) avoided a circular
dependence of parameters in the previous two paragraphs: we chose the function ηi−1 to
be bounded above by a function of ǫ and R; R in turn depends on Ms, . . . ,Mi−1 and
Ni, . . . , Nk; but Ni, . . . , Nk depend on Ms, . . . ,Mi−1, ǫ, and the functions ηi, . . . , ηk, which
we have already chosen. Thus, once we know Ms, . . . ,Mi−1, ǫ and the functions ηi, . . . , ηk,
we can determine Ni, . . . , Ns, then R, and finally ηi−1(Ms, . . . ,Mi−1).
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We are almost finished. Proposition 4.2 guarantees that M ′i ≤ Mi for each i. Since
the functions Ri are increasing in each variable, we have guaranteed that the rank of each
polynomial π′ij is at least Ri(M
′
s, . . . ,M
′
k), as required. Similarly, ‖g‖Uk+1 ≤ η(M
′
s, . . . ,M
′
k).
Finally, setting h = hs + · · · + hk, we have ‖h‖2 ≤ 5
∑k
i=s 2
i−s−1ǫ < 5.2k−sǫ. Obviously
we can get rid of the factor 5.2k−s by applying the above argument with ǫ replaced by
ǫ/5.2k−s. 
In our application, we shall actually use a slightly simpler statement that follows imme-
diately from the previous theorem.
Corollary 4.4. Let s and k be positive integers with s ≤ k, let ǫ > 0, and let η : Rk−s+1+ →
R+ be a function that is strictly decreasing in each variable. Let R be a function from
R+ to R+ that is strictly increasing in each variable. Then there is a constant M0, that
depends on ǫ, η and the function R, and a constant c′′ = c′′(ǫ, η, R) > 0, such that if f
is any function that takes values in [−1, 1] and satisfies ‖f‖Us ≤ c
′′, then there is a real
number M and a decomposition f = f ′ + g + h with the following properties.
• We can write f ′ =
∑
j λjω
πj , where each function πj is a polynomial of degree
between s and k, and the λj are real coefficients with
∑
j |λj| = M ≤M0.
• For each j, each polynomial πj has rank at least R(M).
• ‖g‖Uk+1 ≤ η(M).
• ‖h‖2 ≤ ǫ.
Proof. Let us apply Theorem 4.3 with all the functions Ri defined by Ri(Ms, . . . ,Mk) =
R(Ms + · · · +Mk) and with η(M1, . . . ,Mk) replaced by η(M1 + · · · +Mk). Now define a
sequence Ns, . . . , Nk by taking Ns = Ms,0 (where Ms,0 is as given to us by Theorem 4.3),
and in general Ni+1 = Mi+1,0(Ns, . . . , Ni). Then for each i, Ni is an upper bound for how
largeMi,0 can possibly be. Therefore, if we takeM0 to be Ns+ · · ·+Nk, then we obtain the
first property from the corresponding property in Theorem 4.3, with M = Ms + · · ·+Mk.
The remaining three properties follow immediately from their previous counterparts. 
5. Degree-s independent systems of linear forms
So far, we have made no use of the condition that we are dealing with linear forms
L1, . . . , Lm that are degree-s independent. Recall that a linear system L1, . . . , Lm was said
to be degree-s independent if the functions Ls1, . . . , L
s
m are linearly independent, where we
view the linear forms L1, . . . , Lm as defined on Fp.
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In this section we shall collect together some facts that will be needed when we come
to apply Theorem 4.3 in order to estimate expressions of the form Ex
∏m
i=1 f(Li(x)). We
begin by showing that if the linear forms L1, . . . , Lm are degree-s independent, then they
are degree-t independent for all t ≥ s (as long as p is sufficiently large). This is not a
surprising observation, but it will be very important to us later.
Note that in the next lemma that our linear forms are functions from (Fp)
d to Fp and
that x1, . . . , xs are elements of (Fp)
d.
Lemma 5.1. Let s be a positive integer and let L1, . . . , Lm be linear forms in d variables
that take values in Fp. Suppose also that p > s. Then the degree-s forms L
s
i are linearly
independent if and only if the s-linear forms (x1, . . . , xs) 7→ Li(x1) . . . Li(xs) are linearly
independent.
Proof. Let a = (a1, . . . , as) be an s-tuple of elements of Fp. We shall use the identity∑
ǫ∈{0,1}s(−1)
s−|ǫ|(ǫ.a)s = s!a1 . . . as, which can easily be proved by induction (in a similar
manner to some of the results in Section 3 of this paper).
Suppose, then, that
∑
i λiLi(x)
s = 0 for every x ∈ (Fp)
d. Then if we choose elements
x1, . . . , xs of (Fp)
d, we know that
∑
i λi(Li
∑
j ǫjxj)
s = 0 for every ǫ ∈ {0, 1}s. Using the
linearity of the Li and the identity, we deduce that
s!
∑
i
λiLi(x1) . . . Li(xs) =
∑
i
λi
∑
ǫ∈{0,1}s
(−1)s−|ǫ|
(∑
j
ǫjLi(xj)
)s
=
∑
ǫ∈{0,1}s
(−1)s−|ǫ|
∑
i
λi
(
Li
∑
j
ǫjxj
)s
= 0.
Since p > s, we know that s! 6= 0, so if the s-linear forms (Li(x1) . . . Li(xs))
m
i=1 are
linearly independent, then all the λi must be 0. This implies that the functions L
s
i are
linearly independent.
The other direction is trivial, since Li(x)
s is just Li(x1) . . . Li(xs) with all the xi equal
to x. 
Lemma 5.2. Let s be a positive integer. If a system L1, . . . , Lm of linear forms is degree-s
independent, then it is degree-t independent for all integers t such that s ≤ t < p.
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Proof. By Lemma 5.1 it is enough to prove the result for the s-linear and t-linear forms
defined there instead. So let us suppose that we have λ1, . . . , λr such that
m∑
i=1
λiLi(x1) . . . Li(xt) = 0
for every x1, . . . , xt ∈ Fp. If the λi are not all 0 then we can find x ∈ Fp such that not all
the λiLi(x) are zero. For such an x, let µi = λiLi(x)
t−s for each i and observe that the µi
are not all zero. Then
m∑
i=1
µiLi(x1) . . . Li(xs) =
m∑
i=1
λiLi(x1) . . . Li(xs)Li(x)
t−s = 0
for every x1, . . . , xs ∈ Fp. This is a contradiction if the s-linear forms are linearly indepen-
dent, so the lemma is proved. 
Before we make use of degree-s independence, we need to prove some more lemmas about
the behaviour of multilinear forms, this time under the additional assumption that they
have high rank. We first need to establish that ωκ behaves like a quasirandom a function
whenever κ is a high-rank symmetric multilinear form. Before we do this, we prove a
simple lemma which we will use in the proof.
Lemma 5.3. Let d ≥ 2 and let κ be a homogeneous d-linear form on Fnp of rank r. For
each xd let r(xd) be the rank of the (d−1)-linear form (x1, . . . , xd−1) 7→ κ(x1, . . . , xd−1, xd).
Then p−r = Exdp
−r(xd).
Proof. Recall that if r is the rank of a homogeneous d-linear form κ, then p−r is equal to
the density of the set of (x2, . . . , xd) such that κ(x, x2, . . . , xd) = 0 for every x. The result
follows immediately, provided that when d = 2 we interpret the rank r of a 1-linear form
to be 0 if it is identically zero and ∞ otherwise (so that p−r is 1 or 0, respectively). 
Lemma 5.4. Let κ(x1, . . . , xd) be a symmetric d-linear form on F
n
p of rank at least r. For
each I ( [d], let fI be a function on (F
n
p)
d that depends only on those xi with i ∈ I, and
suppose that ‖fI‖∞ is at most 1. Then∣∣∣Ex∈(Fnp )d ωκ(x)
∏
I([d]
fI(x)
∣∣∣ ≤ p−r/2d−1 .
Proof. The proof is a standard application of the Cauchy-Schwarz inequality. For x ∈ (Fnp )
d
and any proper subset I ⊂ [s], denote the |I|-tuple (xi)i∈I by xI . Note that the functions
fJ below take variables indexed by J only and are allowed to change from line to line.
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We shall proceed by induction on d. The case d = 1 follows from the definition of rank
(and the case d = 2 was proved in [GW09b]), so let us assume that the result is true for
d− 1. Fix an index i ∈ [d]. Without loss of generality we may assume that this index is d.
By the triangle and the Cauchy-Schwarz inequality we have the bound
∣∣∣∣∣∣
Ex∈(Fnp )d ω
κ(x)
∏
I([d]
fI(x)
∣∣∣∣∣∣
2
≤ Ex[d−1]∈(Fnp )d−1
∣∣∣∣∣∣
Exd∈Fnpω
κ(x)
∏
J([d−1]
fJ∪{d}(x)
∣∣∣∣∣∣
2
,
and expanding out the inner square yields
Ex[d−1]∈(Fnp )d−1 Exd,x′d∈Fnpω
κ(x[d−1],xd−x
′
d
)
∏
J([d−1]
fJ∪{d}(xJ , xd)fJ∪{d}(xJ , x
′
d).
Let us now write gJ,xd,x′d(x) = fJ∪{d}(xJ , xd)fJ∪{d}(xJ , x
′
d). What we have shown is that
∣∣∣∣∣∣
Ex∈(Fnp )d ω
κ(x)
∏
I([d]
fI(x)
∣∣∣∣∣∣
2
≤ Exd,x′d∈Fnp
∣∣∣∣∣∣
Ex[d−1]∈(Fnp )d−1 ω
κ(x[d−1],xd−x
′
d
)
∏
J([d−1]
gJ,xd,x′d(x)
∣∣∣∣∣∣
.
Now for each xd, x
′
d the function x[d−1] 7→ κ(x[d−1], xd − x
′
d) is a (d− 1)-linear form of rank
r(xd−x
′
d). By the inductive hypothesis, the inner expectation has modulus bounded above
by p−r(xd−x
′
d
)/2d−2 . Therefore, the right-hand side is bounded above by
Exd,x′dp
−r(xd−x
′
d
)/2d−2 = Exdp
−r(xd)/2
d−2
≤ (Exdp
−r(xd))1/2
d−2
= p−r/2
d−2
,
where for the last equality we used Lemma 5.3. The result follows on taking square
roots. 
We now turn to a simultaneous generalization of Lemma 5.4 and Lemma 3.2. Lemma
3.2 is about the behaviour of polynomials π : Fnp → Fp of degree d, while Lemma 5.4 is
about d-linear functions κ : (Fnp )
d → Fp. If we just consider homogeneous polynomials,
then these are at opposite ends of a spectrum of monomials of degree d: the polynomials
π involve the smallest possible number of variables and the d-linear functions involve the
largest possible number (1 and d, respectively). Now we want to look at the cases in
between. For example, if κ is trilinear, then we will want to look at functions of the form
κ(x, x, x), which is a general homogeneous cubic, κ(x, y, z), which is trilinear, and also the
intermediate case κ(x, x, y), which depends quadratically on x and linearly on y.
It will help to have a way of representing a general polynomial in d variables that range
over Fnp . Let us start with monomials. If our d variables are x1, . . . , xd, then a monomial of
degree s is obtained by taking an s-tuple (i1, . . . , is) ∈ [d]
s with i1 ≤ · · · ≤ is and defining a
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function µ(x1, . . . , xd) = κ(xi1 , xi2 , . . . , xis), where κ = κ(u1, . . . , us) is some s-linear form.
Moreover, provided that p > s we shall assume that if ir = · · · = it then κ is symmetric in
the variables ur, . . . , ut, since we can just average over all permutations of ur, . . . , ut. This
means κ is the unique s-linear form giving rise to the monomial µ. We define the rank of
µ to be the rank of κ. A polynomial of degree s in the variables x1, . . . , xd (each of which
takes values in Fnp ) is defined to be a sum of monomials of degree at most s, at least one
of which has degree s.
A sequence (i1, . . . , is) ∈ [d]
s with i1 ≤ · · · ≤ is can be thought of as a multisubset of
[d] of size s. If this multiset is V , then we shall write V˙ for the underlying set {i1, . . . , is}
(which in general will have cardinality less than s since not all of i1, . . . , is will be distinct).
If µ(x1, . . . , xd) = κ(xi1 , xi2 , . . . , xis), then we shall say that V = (i1, . . . , is) is the index of
µ. The multiplicity of an element j ∈ V˙ , which we shall also refer to as an element of V ,
will be defined to be the number of h such that ih = j, and we shall write |V | for the size
of V (which we have defined to be s, which is the sum of the multiplicities of the elements
of V˙ ). If x = (x1, . . . , xd) is a d-tuple of elements of F
n
p , then we shall write xV for the
|V |-tuple (xi1 , . . . , xis).
If f is any function from (Fnp )
d to Fp, i ∈ [d], and y ∈ F
n
p , we write yei for the element
of (Fnp )
d which is y in the ith place and zero everywhere else, and we write ∂y,if for the
function x 7→ f(x) − f(x − yei). Finally, if V is a multisubset of [d] and i ∈ [d], then we
write V \ {i} for the multisubset W that is the same as V except that if i has non-zero
multiplicity a in V then it has multiplicity a−1 inW . For example, if V = (1, 2, 2, 4), then
V \ {2} = (1, 2, 4) and V \ {3} = (1, 2, 2, 4). We shall also write U ⊂ V if the multiplicity
of every element of U is at most its multiplicity in V . So for example, the multisubsets of
(1, 2, 2) are (), (1), (2), (1, 2), (2, 2) and (1, 2, 2).
Lemma 5.5. Let d and s be positive integers, let V = (i1, . . . , is) be a multisubset V of [d]
of size s, and let κV be a |V |-linear function of rank r. For each x = (x1, . . . , xd) ∈ (F
n
p )
d
define µV (x) to be the monomial κV (xi1 , . . . , xis). Then for any fixed y the function ∂y,iµV
is a polynomial made up of monomials νW of index W with W ⊂ V \ {i}. Moreover, if
r(y) is the rank of the monomial νV \{i} in this polynomial, then Eyp
−r(y) = p−r.
Proof. This we can prove by a direct calculation. For ease of notation, we shall prove it
just in the case i = d but of course the same argument works for general i. If d /∈ V ,
then µV does not depend on xd and ∂y,dµV = 0, so the result is trivial. Otherwise, let us
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suppose that d belongs to V with multiplicity t. Then we have
∂y,dµV (x1, . . . , xd) = µV (x1, . . . , xd)− µV (x1, . . . , xd − y)
= κV (xi1 , . . . , xis−t , xd, . . . , xd)− κV (xi1 , . . . , xis−t , xd − y, . . . , xd − y).
If we expand out this last expression using multilinearity, then we have a linear combination
of terms of the form κV (xi1 , . . . , xis−t , u1, . . . , ut), where each uj is equal to either xd or y.
The term where every uj is equal to xd has a coefficient of zero, and the other terms are
the values of monomials of index W with W ⊂ V \ {d}. This proves the first part of the
lemma.
We now turn to the assertion about ranks. Since κ is symmetric, we have the formula
νV \{d}(x1, . . . , xd) = tκV (xi1 , . . . , xis−t , xd, . . . , xd, y),
where xd is repeated t−1 times. The right-hand side is equal to the value of the (s−1)-linear
form λy : (u1, . . . , us−1) 7→ tκV (u1, . . . , us−1, y) at the point (xi1 , . . . , xis−t , xd, . . . , xd). Now
the forms λy are non-zero multiples of the restrictions of κV that are obtained by setting
the final variable equal to y. Therefore, the assertion we wish to prove follows straight
from Lemma 5.3 and the fact that multiplying by a non-zero scalar does not change the
rank of a multilinear form. 
Lemma 5.6. Let π = π(x1, . . . , xd) be a polynomial in d variables and suppose that π =∑
V ∈V µV , where V is a collection of multisubsets of [d] and each µV is a monomial of index
V . Let U be a maximal element of V (meaning that if V ∈ V and U ⊆ V then U = V ), let
s = |U | and let r be the rank of µU . Then |Ex∈(Fnp )dω
π(x)| ≤ p−r/2
s−1
.
Proof. If |U˙ | = s, then the function µU is s-linear. (Recall that U˙ is the underlying set of
the multiset U .) In this case the result follows easily from Lemma 5.4. Indeed, without
loss of generality µU depends on x1, . . . , xs. Then if we fix xs+1, . . . , xd, we find that∣∣∣Ex1,...,xsω
∑
V ∈V µV (x1,...,xd)
∣∣∣ =
∣∣∣Ex1,...,xsωκU (x1,...,xs)
∏
I⊂[s]
fI(x1, . . . , xd)
∣∣∣,
where
fI(x1, . . . , xd) =
∏
W⊂[d],W∪I∈V\{U}
ωµI∪W (x1,...,xd).
Since xs+1, . . . , xd are fixed, fI depends just on the variables xi with i ∈ I. Moreover,
since U is maximal, fI = 1 if I = [s], since then there is no W with W ∪ I ∈ V and
W ∪ I 6= U . Therefore, Lemma 5.4 gives us an upper bound of p−r/2
s−1
. If we average over
all possibilities for xs+1, . . . , xd, then the result follows.
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Now let us suppose that at least one element of U˙ has multiplicity greater than 1.
Without loss of generality that element is d, so µU has a nonlinear polynomial dependence
on xd. We shall apply the Cauchy-Schwarz inequality in the usual way:
∣∣∣Ex∈(Fnp )dω
∑
V ∈V µV (x)
∣∣∣
2
≤ Ex[d−1]
∣∣∣Exdω
∑
V ∈V µV (x)
∣∣∣
2
= Ex[d−1]Exd,x′dω
∑
V ∈V(µV (x)−µV (x
′)),
where we have written x′ for the d-tuple (x1, . . . , xd−1, x
′
d).
Now if we set yd = xd− x
′
d, then µV (x)−µV (x
′) = ∂y,dµV (x). Therefore, we can rewrite
the last expression above as EydExω
∂y,dµV (x). By Lemma 5.5, for each fixed y, each function
∂y,dµV is a linear combination of monomials of index V \ {d} if d ∈ V and is 0 otherwise.
Since d has multiplicity greater than 1, it follows that U \ {d} is a maximal element
of the multiset system {V \ {d} : V ∈ V}. Indeed, if U \ {d} ⊆ V \ {d}, then d must
belong to V , from which it follows that U ⊆ V and therefore that U = V , and finally that
U \ {d} = V \ {d}. Therefore, by induction on s, we find that |Exω
∂y,dµV (x)| ≤ p−r(yd)/2
s−2
,
where r(yd) is as defined in Lemma 5.5. It follows that
|EydExω
∂y,dµV (x)| ≤ Eyd |Exω
∂y,dµV (x)| ≤ Eydp
−r(yd)/2
s−2
≤ (Eydp
−r(yd))1/2
s−2
= p−r/2
s−2
by Lemma 5.5. Once again, the result follows on taking square roots. 
While the analytic definition we have chosen for the rank of a multilinear form is very
convenient when it comes to evaluating exponential sums, it also has its disadvantages
(as we also discovered in [GW09c]). In particular, while it follows almost trivially from
the algebraic definition of the rank of a quadratic form that the product of two low-
rank quadratic phases again has low rank, one has to work to prove it from the analytic
definition. However, it is still true, as Lemma 5.9 below shows. The next few statements
are in preparation for that result.
Lemma 5.7. Let µ be a d-linear form on Fnp and let f(x1, . . . , xd) be defined to be ω
µ(x1,...,xd).
Then
f(a1, . . . , ad) =
∏
ǫ∈{0,1}d
Cd−|ǫ|f(x1 + ǫ1a1, x2 + ǫ2a2, . . . , xd + ǫdad)
for every a1, . . . , ad and x1, . . . , xd in F
n
p .
Proof. We prove this by induction on d. For any fixed u, the function that takes (a1, . . . , ad−1)
to f(a1, . . . , ad−1, u) is a (d − 1)-linear phase function. Therefore, if the result is true for
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d− 1, then for any fixed u ∈ Fnp
f(a1, . . . , ad−1, u) =
∏
ǫ∈{0,1}d−1
Cd−1−|ǫ|f(x1 + ǫ1a1, . . . , xd−1 + ǫd−1ad−1, u).
The multilinearity of µ also implies that
f(a1, . . . , ad−1, ad) = f(a1, . . . , ad−1, x+ ad)f(a1, . . . , ad−1, x).
Applying the previous formula with u equal to x+ ad and x and taking the product with
the appropriate complex conjugation gives the result for d. The case d = 1 is trivial to
verify. 
Lemma 5.8. Let f be a function from (Fnp )
d to C. Then ‖f‖Ud ≥ |Ex1,...,xdf(x1, . . . , xd)|.
Proof. Again, we use Cauchy-Schwarz several times. The first time, it tells us that
|Ex1,...,xdf(x1, . . . , xd)|
2d ≤ (Ex1,...,xd−1|Exdf(x1, . . . , xd)|
2)2
d−1
= (Ex1,...,xd−1Exd,ydf(x1, . . . , xd)f(x1, . . . , xd−1, yd))
2d−1
≤ Exd,yd(Ex1,...,xd−1f(x1, . . . , xd)f(x1, . . . , xd−1, yd))
2d−1 .
For each xd and yd, let hxd,yd(x1, . . . , xd−1) = f(x1, . . . , xd)f(x1, . . . , xd−1, yd). Then the
quantity above is equal to Exd,yd‖hxd,yd‖
2d−1
Ud−1 , which also equals Exd,ad‖hxd,xd+ad‖
2d−1
Ud−1, which,
by the definition of the Ud−1 and Ud norms, is equal to ‖f‖2
d
Ud. 
If µ is a multilinear form, let us define α(µ) to be p−r(µ) = Ex1,...,xdω
µ(x1,...,xd).
Lemma 5.9. Let µ and ν be d-linear forms on Fnp . Then
r(µ+ ν) ≤ 2d(r(µ) + r(ν)).
Proof. Let f(x1, . . . , xd) = ω
µ(x1,...,xd) and let g(x1, . . . , xd) = ω
ν(x1,...,xd). Then
α(µ+ ν) = Ea1,...,adf(a1, . . . , ad)g(a1, . . . , ad),
which, by Lemma 5.7, is equal to the expectation over a1, . . . , ad, x1, . . . , xd and y1, . . . , yd
of
∏
ǫ∈{0,1}d
Cd−|ǫ|f(x1 + ǫ1a1, . . . , xd + ǫdad)
∏
η∈{0,1}d
Cd−|η|g(y1 + η1a1, . . . , yd + ηdad).
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For each u1, . . . , ud, define hu1,...,ud(x1, . . . , xd) to be f(x1, . . . , xd)g(x1 + u1, . . . , xd + ud).
Then we can rewrite this expectation as
Ea1,...,adEx1,...,xdEu1,...,ud
∏
ǫ∈{0,1}d
Cd−|ǫ|hu1,...,ud(x1 + ǫ1a1, x2 + ǫ2a2, . . . , xd + ǫdad),
which is equal to Eu1,...,ud‖hu1,...,ud‖
2d
Ud
.
This is at least (Eu1,...,ud‖hu1,...,ud‖Ud)
2d , by Ho¨lder’s inequality (or d applications of
Cauchy-Schwarz), and by Lemma 5.8 that is at least
(Eu1,...,ud|Ex1,...,xdhu1,...,ud(x1, . . . , xd)|)
2d ≥ |Eu1,...,udEx1,...,xdhu1,...,ud(x1, . . . , xd)|
2d
= |Ex1,...,xdEy1,...,ydf(x1, . . . , xd)g(y1, . . . , yd)|
2d
= (α(µ)α(ν))2
d
.
We have shown that α(µ+ ν) ≥ (α(µ)α(ν))2
d
, and the result follows on taking logs. 
Corollary 5.10. Let κ1, . . . , κm be d-linear forms on F
n
p . Then
r(κ1 + · · ·+ κm) ≤ (2m)
d(r(κ1) + · · ·+ r(κm)).
Proof. We begin with the case where m = 2h. We claim that in this case we have a stronger
estimate in which the factor on the right-hand side is md rather than (2m)d. We prove this
by induction, noting that when h = 1 the statement is given to us by Lemma 5.9.
Suppose that we have proved it for all powers of 2 up to 2h−1. Then by Lemma 5.9
r(κ1 + · · ·+ κm) ≤ 2
d(r(κ1 + · · ·+ κm/2) + r(κm/2+1 + · · ·+ κm)),
and by the inductive hypothesis applied to the two terms this is at most
2d(m/2)d(r(κ1) + · · ·+ r(κm)) = m
d(r(κ1) + · · ·+ r(κm)),
which completes the inductive step.
In general, since the d-linear form that takes the value zero everywhere has rank zero,
if m is not a power of 2, then we can add enough copies of the zero map to make it up to
the next power of 2. This does not increase m by more than a factor of 2. The result is
proved. 
Equipped with this knowledge about the rank of a sum of multilinear forms of degree d,
we now prove that for any set of multilinear forms of high rank at least one “independent”
linear combination of these multilinear forms must have fairly high rank.
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Lemma 5.11. Let κ1, . . . , κm be multilinear forms of degree d, at least one of which has
rank at least R. Let B be an invertible m×m matrix with entries bij ∈ Fp. Then at least
one of the multilinear forms ηj =
∑m
i=1 bijκi has rank at least R/(2m)
d.
Proof. Let κi have rank at least R. It follows from the assumption that B is invertible that
κi is a linear combination of the forms ηj. Write rηi for the rank of ηi, and let r = maxi rηi .
Then the rank of any linear combination of the ηi is at most (2m)
dr, by Corollary 5.10.
The result follows. 
Up to now we have made no mention of the linear forms L1, . . . , Lm, which are of course
central in this result, their crucial property being degree-s independence. We shall now
draw together the results proved in this section to obtain an estimate for exponential sums
of a certain kind that involve degree-s independent systems. Recall that our eventual aim
is to obtain upper bounds for expressions of the form |Ex1,...,xd
∏m
i=1 f(Li(x1, . . . , xd))|. We
shall do this by using Theorem 4.3 to decompose f into a linear combination of high-
rank polynomial phase functions plus some error terms. We shall show that the error
terms can be ignored, so we will be left with a linear combination of terms of the form
Ex1,...,xd
∏m
i=1, fi(Li(x1, . . . , xd)) to estimate, where each fi is a high-rank polynomial phase
function. The next lemma gives us an upper bound for the size of such a term.
Proposition 5.12. Let m, s and k be positive integers with s ≤ k, and for each i =
1, . . . , m let πi : F
n
p → Fp be a polynomial of degree between s and k and of rank at
least R. Let L1, . . . , Lm be linear forms in d variables and suppose that they are degree-s
independent. Then ∣∣∣Ex∈(Fnp )dω
∑m
i=1 πi(Li(x))
∣∣∣ ≤ p−R/2k(2m)d .
Proof. Let t be the maximal degree of the polynomials πi, satisfying s ≤ t ≤ k. Let us treat
all of the πi as though they had degree t, with some (but not all) of them possibly having
leading coefficient zero. The main difference this makes is that if πi is a polynomial that in
fact has degree less than t then we shall say that its rank is 0 (as a degree-t polynomial),
because the t-linear form associated with it will be the zero form.
For each i, let Li be the linear form Li(x1, . . . , xd) =
∑d
u=1 ciuxu and let us write πi as
πi(x) =
∑t
j=0 κij(x, x, . . . , x), where κij is a symmetric j-linear form. Then
πi(Li(x1, . . . , xd)) = πi(
∑
u
ciuxu) =
t∑
j=0
κij(
∑
u
ciuxu, . . . ,
∑
u
ciuxu),
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where the sums over u are from 1 to d. Expanding out this expression, we get
t∑
j=0
∑
u1,...,uj
ciu1 . . . ciujκij(xu1 , . . . , xuj )
We shall be interested in the degree-t part of this, so let us write it as
∑
u1,...,ut
ciu1 . . . ciutκit(xu1 , . . . , xut) + ρ(x1, . . . , xd),
where ρ is a polynomial in x1, . . . , xd of degree less than t. Note that some of the κit may
be zero, but at least one κit has rank at least R.
Given a multisubset V of [d] size t, let σ(V ) be the set of all U ∈ [d]t that give rise
to V if their terms are written in increasing order. For example, if V = (2, 3, 3) then the
elements of σ(V ) are (2, 3, 3), (3, 2, 3) and (3, 3, 2). If U = (u1, . . . , ut), then let us write
ciU for ciu1 . . . ciut and xU for (xu1 , . . . , xut). If U and U
′ belong to the same set σ(V ), then
ciU = ciU ′ , and also, since the forms κit are symmetric, κit(xU) = κit(xU ′). Therefore, we
can regard ciU and κit(xU) as functions of V rather than of U if we wish. Writing Vt for
the set of all multisubsets of [d] of size t, we also have
∑
u1,...,ut
ciu1 . . . ciutκit(xu1 , . . . , xut) =
∑
V ∈Vt
∑
U∈σ(V )
ciUκit(xU).
If we now sum over i we find that the degree-t part of the polynomial function (x1, . . . , xd) 7→∑m
i=1 πi(Li(x1, . . . , xd)) is
m∑
i=1
∑
V ∈Vt
∑
U∈σ(V )
ciUκit(xU) =
∑
V ∈Vt
m∑
i=1
c′iV κit(xV ),
where c′iV = |σ(V )|ciU for any U ∈ σ(V ).
We would now like to apply Lemma 5.6. For this purpose, we need at least one of the
multilinear functions
∑m
i=1 c
′
iV κit to have high rank.
Claim. At least one of the multilinear functions
∑m
i=1 c
′
iV κit has rank at least R/(2m)
d.
Proof. It is here that we use the linear independence of Lt1, . . . , L
t
m (implicitly exploiting
Lemma 5.2). By this we mean that the Lti are linearly independent when regarded as
functions from Fdp to Fp. That is, if z = (z1, . . . , zd) ∈ F
d
p, then we consider the function
z 7→ (
∑d
u=1 ciuzu)
t. This is a polynomial of degree t in d variables, and if V = (v1, . . . , vt)
is a multiset of size t, then the coefficient of zv1 . . . zvt is precisely c
′
iV . It follows that if we
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define a matrix (c′iV ), where i ranges from 1 to m and V ranges over Vt, then its m rows
are linearly independent (since they give us the coefficients of the polynomials Lt1, . . . , L
t
m).
Since row-rank equals column-rank, we can find m multisets V1, . . . , Vm in Vt such that
the columns (c′iVj )
m
i=1 are linearly independent. By Lemma 5.11, it follows that there exists
j such that the rank of the multilinear map
∑m
i=1 c
′
iVj
κit is at least R/(2m)
d, just as we
wanted. This completes the proof of the claim. 
Since Vj has maximal size, it is in particular maximal. Therefore, the result follows from
Lemma 5.6. 
6. Proof of our main conjecture in Fnp
Our aim in this paper was to establish Conjecture 1.2 for all linear systems over Fnp
(provided that p is not too small). In other words, we set out to prove the following result.
Theorem 6.1. Let L1, . . . , Lm be a system of m linear forms in d variables in F
n
p of
Cauchy-Schwarz complexity k ≤ p. Suppose that L1, . . . , Lm are degree-s independent for
some s ≤ p. Then for every ǫ > 0 there exists c > 0 with the following property.
If f : Fnp → [−1, 1] is such that ‖f‖Us ≤ c, then∣∣∣∣∣Ex∈(Fnp )d
m∏
i=1
f(Li(x))
∣∣∣∣∣ ≤ ǫ.
In other words, L1, . . . , Lm has true complexity at most s− 1 .
As we commented at the beginning of the paper, Green and Tao proved that the true
complexity of L1, . . . , Lm of Cauchy-Schwarz complexity k is at most k, and we observed
in [GW09a] that if Ls1, . . . , L
s
m are linearly dependent then the conclusion of Theorem 6.1
is false. Therefore, if we choose the minimal possible s above, then either s = k + 1 and
the theorem follows from the result of Green and Tao, or s ≤ k. Thus, the assumption
that s ≤ p is not important once we know that k ≤ p.
The next result is essentially what Green and Tao proved in [GrT08b], though the setting
in that paper is rather more complicated because of the application to the primes. In any
case, the proof is a sequence of applications of the Cauchy-Schwarz inequality combined
with a judiciously chosen reparametrization of the linear system.
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Theorem 6.2. Let f1, . . . , fm be functions defined on F
n
p , and let L1, . . . , Lm be a linear
system of Cauchy-Schwarz complexity k ≤ p consisting of m forms in d variables. Then
∣∣∣∣∣Ex∈(Fnp )d
m∏
i=1
fi(Li(x))
∣∣∣∣∣ ≤ mini ‖fi‖Uk+1
∏
j 6=i
‖fj‖∞.
Let us now turn to the proof of Theorem 6.1. We begin with a brief description of the
general strategy. We are aiming to prove an upper bound for
∣∣∣Ex∈(Fnp )d
∏m
i=1 f(Li(x))
∣∣∣. Our
first step is to decompose the first occurrence of f using Corollary 4.4. This allows us to
write f = f (1)+g(1)+h(1), where f (1) is a linear combination of polynomial phase functions
of degrees between s and k and high rank, g(1) is a function with very small Uk+1 norm,
and h(1) has small L2 norm. Having done this, we can rewrite the expression we are trying
to estimate as
∣∣∣E
x∈(Fnp )
d(f (1)(Lm(x)) + g
(1)(Lm(x)) + h
(1)(Lm(x)))
m∏
i=2
f(Li(x))
∣∣∣,
which splits into three terms that we can estimate separately.
In order to estimate the term involving h(1), we simply use the fact that ‖h(1)‖1 ≤ ‖h
(1)‖2,
and that
∏m
i=2 f(Li(x)) takes values in [−1, 1]. To estimate the term involving g
(1) we
use Theorem 6.2 and the upper bound on ‖g(1)‖Uk+1. That leaves us with our original
expression, except that now the first f has been changed into an f (1). This represents a
gain, in that f (1) is a linear combination of polynomial phase functions, which is what we
want if we are to use Proposition 5.12. However, we also lose something, since when we
throw away the low-rank polynomial phases, we no longer know that f (1) takes values in
[−1, 1]. However, we do have an upper bound on the sum of the absolute values of the
coefficients of the functions that make up f (1), so we do at least have some upper bound
M for ‖f (1)‖∞. This means that we can play the same game with the second occurrence
of f , as long as we replace ǫ by ǫ/M .
Thus, we shall end up decomposing f in m different ways, each time using Corollary 4.4,
but asking for smaller and smaller error terms. When we have done this, we can get rid of
everything except the linear combinations of polynomial phases. Having chosen the right
bounds to make this possible, we then make sure that the ranks of the polynomial phases
are large (by assuming that f has a sufficiently small Us norm to start with).
In order to make this argument precise, we begin by running it without specifying the
functions that we use to ensure that the ranks are large (which we can do as our high-rank
decomposition result, Corollary 4.4, is true for arbitrary functions). We then work out
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what these functions have to be in order for Proposition 5.12 to give small enough bounds
for the contribution from the polynomial phases to be small.
To do this, let R(1), . . . , R(m) be functions with R(i) : Ri+ × R+ → R+. (Here, R
(i)
will depend on variables (M (1), . . . ,M (i), ǫ). We shall think of it as a function of M (i)
that is allowed to depend on the other variables.) Let η = ǫ and apply Corollary 4.4
to write f as f (1) + g(1) + h(1), where f (1) is a linear combination
∑
j λjω
πj such that∑
j |λj| = M
(1) ≤ M
(1)
0 (R
(1), ǫ), each πj has degree between s and k and rank at least
R(1)(M (1), ǫ), ‖g(1)‖Uk+1 ≤ ǫ, and ‖h
(1)‖2 ≤ ǫ.
Because it is very important, we remark that R(1) is a function ofM (1) and ǫ, andM
(1)
0 is
a function of ǫ and the function R(1) rather than the value taken by that function. In other
words, if we specify R(1) and ǫ, then we already know what M
(1)
0 is, quite independently
of M (1). We can then find M (1) that is less than M
(1)
0 . Thus, what looks at first like a
circularity is in fact not circular at all.
Now let us continue. Suppose that we have applied Corollary 4.4 i − 1 times. On
the ith occasion, we apply Corollary 4.4 again but with η and ǫ replaced by ǫ(i) =
ǫ(M (1)M (2) . . .M (i−1))−1. This time, the polynomial phases have coefficients with ab-
solute values that sum to M (i) ≤ M
(i)
0 (R
(i),M (1), . . . ,M (i−1), ǫ) and have rank at least
R(i)(M (1), . . . ,M (i), ǫ). We also have the estimates ‖g(i)‖Uk+1 ≤ ǫ
(i) and ‖h(i)‖2 ≤ ǫ
(i).
Claim. Let f be decomposed as f (i) + g(i) + h(i) in m ways as just described. Then
∣∣∣Ex∈(Fnp )d
m∏
i=1
f(Li(x))− Ex∈(Fnp )d
m∏
i=1
f (i)(Li(x))
∣∣∣ ≤ 2mǫ.
Proof. For each q, let us estimate
∣∣∣Ex∈(Fnp )d
∏
i≤q−1
f (i)(Li(x))
∏
i>q−1
f(Li(x))− Ex∈(Fnp )d
∏
i≤q
f (i)(Li(x))
∏
i>q
f(Li(x))
∣∣∣,
which is equal to
∣∣∣Ex∈(Fnp )d
∏
i<q
f (i)(Li(x))(g
(q)(Lq(x)) + h
(q)(Lq(x)))
∏
i>q
f(Li(x))
∣∣∣.
Since Lq(x) is evenly distributed over F
n
p , the contribution from the h
(q) term is at most
‖h(q)‖1
∏
i<q ‖f
(i)‖∞ ≤ ǫ
(q)
∏
i<qM
(i) = ǫ. As for the contribution from the g(q) term, by
Theorem 6.2 it is at most ‖g(q)‖Uk+1
∏
i<q ‖f
(i)‖∞ ≤ ǫ
(q)
∏
i<qM
(i) = ǫ.
Since the quantity we are trying to estimate is the sum of the quantities we have just
estimated, the claim follows from the triangle inequality. 
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It remains to prove that E
x∈(Fnp )
d
∏m
i=1 f
(i)(Li(x)) is small. Since we have Proposition
5.12, this is a question of making sure we choose the ranks R(i) appropriately. In a sense,
this is a trivial matter, but it takes a small effort to check that the dependence of our
various parameters is such that we really are free to choose the ranks to be as big as we
need for the lemma to give us a good enough bound.
It follows immediately from Proposition 5.12 and the triangle inequality that we will be
done if we can choose the functions R(i) in such a way that R(i)(M (1), . . . ,M (i), ǫ) ≥ R =
R(M (1), . . . ,M (m), ǫ), where R is large enough for p−R/2
k(2m)d to be at most ǫ(M (1) . . .M (m))−1.
The difficulty we must deal with is that R(i) does not depend on M (i+1), . . . ,M (m), and it
looks as though it needs to.
We deal with this inductively as follows. Suppose that we have chosen the functions
R(m), R(m−1), . . . , R(i+1) and are now trying to choose R(i). Let us define a sequence
N (i,i+1), . . . , N (i,m) as follows. We let N (i,i+1) = M
(i+1)
0 (R
(i+1),M (1), . . . ,M (i), ǫ), then
N (i,i+2) = M
(i+2)
0 (R
(i+2),M (1), . . . ,M (i), N (i,i+1)), and so on. A trivial induction shows
that the N (i,j) are upper bounds for the M (j) when j > i, and they depend just on
M (1), . . . ,M (i), ǫ, and the already chosen functions R(i+1), . . . , R(m). Therefore, we can
define R(i)(M (1), . . . ,M (i), ǫ) to be R(M (1), . . . ,M (i), N (i,i+1), . . . , N (i,m), ǫ).
The total error incurred in this argument is of course (2m+1)ǫ, but this is easily rectified
by replacing ǫ with ǫ/(2m+ 1) throughout.
7. The off-diagonal case
In this section, we briefly discuss a closely related question that can also be treated by
our techniques. Recall that we initially set out to find the minimal k with the following
property: if A is a subset of Fnp of density δ such that ‖A − δ1‖Uk is sufficiently small,
then the density of x ∈ (Fnp )
d such that Li(x) ∈ A for i = 1, . . . , m is approximately δ
m.
Lemma 1.3 allowed us to recast that as a question about functions: if we set f to be
A − δ1, then we know that f is bounded and ‖f‖Uk is small, and we want to be able to
deduce that E
x∈(Fnp )
d
∏
i∈E f(Li(x)) is small for every non-empty subset E ⊂ {1, 2, . . . , m}.
A necessary and sufficient condition on k turned out to be that the linear forms Li were
degree-k independent.
What happens if we try to estimate the density of x such that Li(x) ∈ Ai for i = 1, . . . , m,
where the sets A1, . . . , Am do not have to be equal? Associated with each set Ai will be
its density δi, and in this case we would like to find a necessary and sufficient condition on
the sequence (k1, . . . , km) such that if ‖Ai − δi1‖Uki is sufficiently small for every i, then
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the density of x such that Li(x) ∈ Ai for i = 1, . . . , m is approximately
∏m
i=1 δi. We call
this the off-diagonal case of the problem.
We have not completely solved the off-diagonal case, but we do have a sufficient condition
that generalizes the condition we obtained in the diagonal case in a natural way. The
statement is as follows.
Theorem 7.1. For every ǫ > 0 and every sequence (s1, . . . , sm) of positive integers there
exists a constant c > 0 with the following property. Let L1, . . . , Lm be linear forms such that
for every i ≤ m it is impossible to write Lsii as a linear combination of the functions L
si
j with
j 6= i, and let A1, . . . , Am be subsets of F
n
p such that Ai has density δi and ‖Ai−δi1‖Usi ≤ c
for every i ≤ m. Then the density of x such that Li(x) ∈ Ai for every i differs from
∏m
i=1 δi
by at most ǫ.
As in the diagonal case, it is more convenient to work with a version of the result for
functions that implies the sets version.
Theorem 7.2. For every ǫ > 0 and every sequence (s1, . . . , sm) of positive integers there
exists a constant c > 0 with the following property. Let L1, . . . , Lm be linear forms such
that for every i ≤ m it is impossible to write Lsii as a linear combination of the functions
Lsij with j 6= i, and let f1, . . . , fm be functions from F
n
p to C such that ‖fi‖∞ ≤ 1 and
‖fi‖Usi ≤ c for every i ≤ m. Then∣∣∣∣∣Ex∈(Fnp )d
m∏
i=1
fi(Li(x))
∣∣∣∣∣ ≤ ǫ.
The fact that a result like this ought to be true was observed independently by Hamed
Hatami and Shachar Lovett, who were able to prove it in Fn2 using the methods from
[GW09a] in the cases that only required the inverse theorems for the U2 and U3 norms. In
general, it is not too difficult to adapt the methods in the present paper to give the result
in full generality.
To prove Theorem 7.2, we need some slight strengthenings of some of the lemmas from
§5. We begin with a lemma about matrices that we shall use instead of the statement that
the row rank of a matrix is equal to its column rank.
Lemma 7.3. Let A be an m× n matrix over a field F, and suppose that it is not possible
to express the ith row of A as a linear combination of the other rows. Then the column
space of A contains the column vector with a 1 in the ith row and zeros everywhere else.
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Proof. Without loss of generality i = 1. We shall attempt to use column operations to
produce a matrix that has the desired column vector as its first column. In other words,
we would like a 1 in the top left-hand corner and for all the other rows to begin with 0.
Since the first row cannot be all zero, we can do Gaussian column operations to make
it 1 in the first place and 0 everywhere else. Note that even after doing these column
operations it is still the case that the first row is not a linear combination of the remaining
rows. Now let B be the matrix obtained by deleting the first row. We will be done if we
can prove that the first column of B is a linear combination of the other columns.
If it is not a linear combination of the other columns, then there must be a linear
functional that vanishes on all the columns except for the first. Equivalently, there must
be a linear combination of the rows of B that vanishes everywhere except in the first
coordinate. But from that it follows that the first row of the modified matrix A is a linear
combination of the rows of B, which contradicts our assumption. 
Next, we prove a generalization of Lemma 5.11.
Lemma 7.4. Let κ1, . . . , κm be multilinear forms of degree d and suppose that there is
some r ≤ m such that κr has rank at least R. Let B be an m × n matrix with entries
bij ∈ Fp and suppose that the rth row of B is not a linear combination of the other rows.
Then at least one of the multilinear forms ηj =
∑m
i=1 bijκi has rank at least R/(2m)
d.
Proof. By Lemma 7.3 we can find coefficients c1, . . . , cn such that
∑
j cjbij = 1 if i = r and
0 otherwise. Furthermore, since the column vectors all live in Fmp , we can do this in such
a way that at most m of these coefficients are non-zero. But in that case,
∑
j
cjηj =
∑
i
∑
j
cjbijκi = κr,
so we have written κr as a linear combination of at most m of the forms ηj . If r is the
maximum rank of any ηj, it follows from Corollary 5.10 that κr has rank at most (2m)
dr.
The result follows. 
Next, we need a generalization of Proposition 5.12.
Proposition 7.5. Let k and m be positive integers. For each i ≤ m let ki be a positive
integer less than or equal to k, and let πi : F
n
p → Fp be a polynomial of degree ki. Suppose
also that there is some r such that πr has rank at least R and kr is at least as big as every
other ki. Let L1, . . . , Lm be linear forms in d variables and suppose that L
kr
r is not in the
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linear span of the other functions Lkri . Then∣∣∣Ex∈(Fnp )dω
∑m
i=1 πi(Li(x))
∣∣∣ ≤ p−R/2k(2m)d .
Proof. We shall not give a complete proof. Instead, we shall just point out where the proof
differs from the proof of Proposition 5.12.
A very slight difference occurs at the end of the third paragraph, where instead of saying
“at least one κit has rank at least R,” it is now more appropriate to say that κrt has rank
at least R. Note also that t = kr.
The main difference, however, is that when it comes to proving the claim, we shall use
Lemma 7.4 instead of Lemma 5.11. We do not know that the functions Lti are linearly
independent, but we do know that Ltr is independent of the other L
t
i. From this it follows
that if we define the matrix (ciV ′) just as before, the rth row will be independent of the
other rows, which is what we need in order to be able to apply Lemma 7.4. We can now
complete the proof by applying Lemma 5.6, just as before. 
It remains to discuss how the proof of Theorem 7.2 differs from the proof of Theorem
6.2. A superficial difference is that we are looking at fi(Li(x)) instead of f(Li(x)). A
deeper difference is that when we split fi up into polynomial phases, the degrees of these
phases are between si and k rather than between s and k.
Exactly as in that proof, we reduce the task to proving a result in the case that the fi
are polynomials of high rank. Furthermore, our assumption that each Lsii is independent
of all the other Lsij , which implies that L
t
i is independent of all the other L
t
j whenever
t ≥ si, guarantees that the condition for Proposition 7.5 holds for each of these terms.
This completes the proof of Theorem 7.2, and hence of Theorem 7.1 as well.
It may be that a substantially stronger result than Theorem 7.2 is true: it could be
enough if there is just one Lsii is independent of the other L
si
j . The evidence for this is
that it is true in the case where all the si are equal to some s and the system of linear
forms has Cauchy-Schwarz complexity at most s. In that case all the polynomial phases in
our decompositions have degree s, and the condition is that some Lsi is independent of the
other Lsj , which is enough for our argument to work because the polynomial phase used in
the decomposition of fi has maximal degree amongst all the polynomial phases.
The simplest situation where the difficulty arises is if the Li have Cauchy-Schwarz com-
plexity 3 and we know that L21 is independent of the other L
2
i . We would like it to be
enough if f1 had a small U
2 norm, but to prove that we would have to decompose f1 into
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quadratic and cubic phases, plus error terms, and we have trouble dealing with terms that
involve the quadratic part of f1 and cubic parts of other fi. Thus, the following problem
remains open.
Problem 7.6. Let ǫ > 0 and let (s1, . . . , sm) be a sequence of positive integers. Does there
exist a constant c > 0 with the following property? Let L1, . . . , Lm be linear forms such
that for some i ≤ m it is impossible to write Lsii as a linear combination of the functions
Lsij with j 6= i, and let f1, . . . , fm be functions from F
n
p to C such that ‖fi‖∞ ≤ 1 and
‖fi‖Usi ≤ c for every i ≤ m. Then∣∣∣∣∣Ex∈(Fnp )d
m∏
i=1
fi(Li(x))
∣∣∣∣∣ ≤ ǫ.
A second piece of evidence in favour of a positive answer is that there is a fairly natural
example that would show that, if true, such a result would be best possible. We briefly
sketch the example.
Example 7.7. Let (s1, . . . , sm) be a sequence of positive integers. Let L1, . . . , Lm be linear
forms such that for each i it is possible to write Lsii as a linear combination of the functions
Lsij with j 6= i. Let p be sufficiently large. Then for every c > 0 there exist a positive integer
n and functions f1, . . . , fm such that ‖fi‖Usi ≤ c for every i and∣∣∣∣∣Ex∈(Fnp )d
m∏
i=1
fi(Li(x))
∣∣∣∣∣ = 1.
Proof. Let πs be the polynomial x 7→
∑n
i=1 x
s
i (defined on F
n
p ). It can be checked that for
fixed s the rank of πs tends to zero as n tends to infinity, and therefore that the U
s norm
of the function ωπs tends to zero.
Now let us choose coefficients cij ∈ Fp such that for each i we have cii 6= 0 and∑
j cijL
si
j = 0. The dependence assumption of the theorem guarantees that we can do
this. Let µ1, . . . , µm be coefficients that we shall choose in a moment, and for each i let
fi be the function fi(x) = ω
∑
j µjcjiπsj (x). Note that the exponent is a linear combination
of the polynomials πs. We need ‖fi‖Usi to be small, which it will be if the coefficient of
πsi is non-zero. We know that cii 6= 0, so it is enough if µi 6= 0 and the sum of the µjcji
over all j such that sj = si does not equal −µicii. If we choose the µi randomly, then an
easy probabilistic argument shows that for large enough p (depending on m only) there is
a non-zero probability that we will never have any cancellation of this kind.
LINEAR FORMS AND HIGHER-DEGREE UNIFORMITY FOR FUNCTIONS ON Fnp 39
We now claim that ∣∣∣∣∣Ex∈(Fnp )d
m∏
i=1
fi(Li(x))
∣∣∣∣∣ = 1.
To prove this, we first observe that if
∑
j cijL
si
j = 0, then
∑
j cij(πsi ◦ Lj) = 0 as well.
(Note that in the first equation we are thinking of Lj as a function from F
d
p to Fp and in
the second it is a function from (Fnp)
d to Fnp .) To check this, one can expand out both sides.
Therefore, ∑
i,j
µjcjiπsj(Li(x)) =
∑
j
µj
∑
i
cjiπsj (Li(x)),
which is zero, since the coefficients cji have been chosen to make the inner sum zero for
every j. It follows that
∏m
i=1 fi(Li(x)) = 1 for every x, which proves the theorem. 
Another problem that remains annoyingly open is to show that the dependence of c
on the other parameters in Theorems 6.1 and 7.2 cannot be too good. This would be a
convincing argument that it was impossible to prove these theorems by some kind of clever
transformation followed by multiple applications of the Cauchy-Schwarz inequality. We do
not believe that such a proof exists, but it would be good to have more evidence for this.
We end with the following simple case of this problem.
Problem 7.8. Do there exist positive integers s and k and a degree-s independent system
of linear forms L1, . . . , Lm with the following property? For every positive real number r
there exists ǫ > 0 and functions fi : F
n
p → C such that ‖fi‖Us ≤ ǫ
r for every i, and yet
|E
x∈(Fnp )
d
∏m
i=1 fi(Li(x))| > ǫ?
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