Morphometrics is a quantitative analysis depending on the shape and size of several specimens. Morphometric quantitative analyses are commonly used to analyse fossil record, shape and size of specimens and others. The aim of the study is to find the differences between rocky mountain wolves and arctic wolves based on gender. The sample utilised secondary data which included seven variables as independent variables and two dependent variables. Statistical modelling was used in the analysis such was the analysis of variance (ANOVA) and multivariate analysis of variance (MANOVA). The results showed there exist differentiating results between arctic wolves and rocky mountain wolves based on independent factors and gender.
Introduction
Morphometrics is quantitative analysis based on size and shape specimens' concept [1] . Morphometric analyses are basically used on organisms, fossil record, mutations on shape and others. Morphometrics can be used to find the significance level of specimens, changing in shape of size specimens and relationship between same species of specimens or different species of specimens [4] . A major function of morphometrics is to confirm hypotheses about shape and size utilising statistical technique. The Northern Rocky Mountains wolf also known as Canis lupus is a subspecies of the gray wolf from western United States by 1930s. This species population grew from 60 wolves in 1994 to 1704 wolves in 2015 at Montana, Idaho. The wolf population continued to grow in Oregon and Washington [2, 3] . The northern Rocky Mountains wolf generally weighs 32 to 61 kg and the body length of the wolf is around 26-32 inches. Furthermore, this species is one of the largest gray wolf in existence [6] . Generally, the species body are covered with dark coloured fur with black mixing the gray.
Figure 2. Artic wolves.
The Arctic wolf is also called snow wolf/white wolf or Melville Island wolf. It is the only species to still be found in their naturally habitats [14] . This does not mean their habitat constants and can be predictable in the future. They hibernate extremely during the long and dark winters. During winter, temperatures drop as low as -40 o C. They are able to survive up to a week without food due to the thick fur and large bones [7, 8] . The artic wolf is different from other wolves as they live in small family group. They will roam up to 2600 km 2 to hunt for food [5] . It is because they are not fast runners and rely on their stamina to take down prey.
In statistical process control, an early assumption is needed which are the sample observation must be independent and process observation must follow a normal distribution. However, precise data are not always available. In real data, shifted or standard deviation may occur which cause the observation shifted to non-normal distribution [5, 9, 10] . There are other quite considerable studies were carried out to merge statistics with other areas nowadays [11, 12, 13] .
Materials and Methods
The study used statistical software SPSS 20 and excels 2010 to analyse the data. The demographic characteristics were applied. There are seven independent variable and two dependent variables in the data. The suitable statistical methods to analyse in this study are analysis of variance (ANOVA) and multivariate analysis of variance (MANOVA) [16] .
Source of Data Set
Data were taken from http://psych.colorado.edu taken from Skull morphometric data on Rocky Mountain and Arctic wolves (Canis Lupus L, 1990) and (Jolicoeur ,1959 (Jolicoeur , :1975 . The title of the data is Morphometric data on Rocky Mountain and Arctic Wolves. [16] . The Levene test can be used to verify that assumption. There are the procedures for levene test:
Description of Dataset
Step 0: Check the assumptions
Step 1: State the null, H0 and alternative hypothesis, H1
Step 2: Decide on the significant level, α
Step 3: Determine the critical value and rejection region Classical approach P-value approach Critical value
Step 4: Compute Lavene's Statistic
Step 5: Make decision If the value of the test statistic, FLevene, falls in the rejection region or if p-value ≤ α, then reject H0 ; otherwise, fail to reject H0.
Step 6: Conclusion from step 5(decision). 
Kolmogorov-Smirnov Goodness-of-Fit Test
The Kolmogorov-Smirnov test is used to decide if a sample comes from a population with a specific distribution. The Kolmogorov-Smirnov (K-S) test is based on the empirical distribution function (ECDF). Given N ordered data points Y1, Y2, ..., YN, the ECDF is defined as [16] ,
where n(i) is the number of points less than Yi and the Yi are ordered from smallest to largest value. This is a step function that increases by 1/N at the value of each ordered data point. The steps procedure for Kolmogorov-Smirnov test:
Step 0: H0: The data follow a specified distribution Ha: The data do not follow the specified distribution Step 1: The Kolmogorov-Smirnov test statistic is defined as
where F is the theoretical cumulative distribution of the distribution being tested which must be a continuous distribution.
Step 3: Significant level, α
Step 4: Critical value The hypothesis regarding the distributional form is rejected if the test statistic, D, is greater than the critical value obtained from a table. There are several variations of these tables in the literature that use somewhat different scaling for the K-S test statistic and critical regions. These alternative formulations should be equivalent, but it is necessary to ensure that the test statistic is calculated in a way that is consistent with how the critical values were tabulated.
Shapiro-wilk normality test
The Shapiro-Wilk test is a test of normality in frequents statistics. It is usually used by researcher to check the normality in their analysis [16] . The formula to find the Shapiro-wilk test is:
where x(i) (with parentheses enclosing the subscript index i) is the ith order statistic x is the sample mean ai is the constant
Multivariate Analysis of Variance (MANOVA)
Multivariate analysis of variance (MANOVA) is simply an ANOVA with two or more dependent variables. Moreover, ANOVA tests for the difference in means between two or more groups, while MANOVA tests for the difference in two or more vectors of means. A multivariate analysis of variance (MANOVA) could be used to test this hypothesis [15, 16] . The assumptions should fulfil before using ANOVA or MANOVA. The assumptions required such as normal distribution, linearity and homogeneity of variances. The assumptions play the important rule in statistical analysis based on requirement needed [16] . 
Results

MANOVA
MANOVA and some of statistical methods have been applied in this research to fulfil the objectives in this research. The results come out stated as below: Table 3 above shows the test for normality for all the variables on each group. All the P value from the Shapiro-Wilk statistic are greater than 0.05 thus it can be concluded that all variables are normally distributed. An assumption of the MANOVA is that the covariance matrices of the dependent variables are the same across groups (determined by levels of the independent variable) in the population. This is the multivariate analogue of the assumption of equal variances for the ANOVA. Box's M tests that assumption as in Table 4 . In the case at hand the p value of 0.484 suggests that the hypothesis of equal covariance matrices cannot be rejected. So we have not violated an assumption of MANOVA, and may feel confident in continuing (at least in respect to this assumption). Table 7 shows the test for normality for all the variables on each group. All the P value > 0.05 in Shapiro-Wilk statistic, thus can be concluded that all variables are normally distributed. An assumption of the MANOVA is that the covariance matrices of the dependent variables are the same across groups (determined by levels of the independent variable) in the population. This assumption is also applied in ANOVA by looking at Box's M tests value ( Table 8 ). The significance value showed to be greater than 0.05 and suggestion have been made. It is suggested that the hypothesis of equal covariance matrices can not be rejected and not violated. The test in Table 9 shows there are no significant values with p-value> 0.05. Thus, the (H0 = equal variances) cannot be rejected. The tests Between-Subjects effects above shows ( Table 11 shows the test for normality for all the variables according to each group. Most of the the P value from the Shapiro-Wilk statistic are greater than 0.05 except for 'palatal width-1', thus it can be concluded that only variable 'palatal width-1' for female are non normally distributed. The MANOVA above shows that the p-value greater than alpha 0.05, thus we can conclude that the means vector between male and female for artic wolves are equal (Table 12-13) . The Box M-Test above (Table 14) tests the null hypothesis of equal population covariance matrices. Since the p value is greater than alpha (0.05) , the study failed to reject H0. Therefore, it can be concluded that the population covariance matrices are equal for all group. Table 15 shows the prior probabilities for groups for wolve rocky mountion is 0.556 and for arctic is 0.444. The prior probability is unequal since the number of observation for RM wolves and AR wolves are not equal. Table 16 shows the confussion matrix of group predicted. All cases for Rocky Mountain wolves are correctly predicted. On the other hand, one Arctic wolf is misclasified into Rocky Mountain's group. Thus the total perfomance for the discrminant function analysis is 97.2% correct.
Discriminant analysis
Conclusions and Discussions
This study applied ANOVA and MANOVA statistical method to analyze the data. There exist differences between arctic wolves and rocky mountain wolves based on many factors. As results, the rocky mountain wolves are different between male and female wolf and there is no difference between male and female for artic wolves. The rocky mountain wolves and artic wolves profile are not parallel. Further research recommended increasing the precision in RM wolves and artic wolves by using another statistical model or method such as fisher linear discriminant function and exploratory factor analysis.
