Abstract Metagenomics, the study of all microbial species cohabitants in an environment, often produces large amount of sequence data varying from several GBs to a few TBs. Analyzing metagenomics data includes both data-intensive and computeintensive steps, making the entire process hard to scale. Here we aim to optimize a metagenomics application that partitions the shortgun metagenomics sequences based on their species of origin. Our solution combines MapReduce-based BioPig analytic toolkit with MPI to provide scalability in respective to both data and compute. We also made some improvements to the existing BioPig toolkit by using simplified data types and compressed k-mer storage. These optimizations leads up to 193× speedup for the computing-intensive step and 9.6× speedup over the entire pipeline. Our optimized application is also capable of processing datasets that are 16 times larger on the same hardware platform. These results suggest integrating heterogeneous technologies such as Hadoop and MPI is quite efficient to solve large genomics problems that are both data-intensive and compute-intensive.
Introduction
Metagenomics is the study of all microbes inside an environment(e.g., ocean, soil, and the human body). Recently next-generation sequencing technologies [14] have been applied to metagenomics to directly sequence the entire microbial community without isolating single microbe, generating large sequence datasets that requires subsequent computational deconvolution of the constituents for further characterization. Partitioning metagenomic sequence reads based on their species of origin is a big-data problem. These datasets can be as large as tens or hundreds of GBs or even many TBs.
Hadoop [25] is an open-source framework for big-data processing. It contains four core components: Hadoop Common, Hadoop Distributed File System(HDFS) , Hadoop YARN [24] and MapReduce [3] programming model. Hadoop Common provides common utilities supporting other modules; YARN does job scheduling and resource management; HDFS ensures the reliable and distributed data storage; and MapReduce allows numbers of tasks running in a massively parallel manner on a large cluster. These components make Hadoop a very popular big-data framework.
Pig [17] provides a SQL-style programming language called Pig Latin that simplifies programming with Hadoop MapReduce. With Pig Latin, a programmer can write Map-Reduce applications on a high level. Pig Latin can be extended by using User Defined Functions(UDFs), through which a user can control the data processing in a fine-grained style. BioPig [15] is an analytic toolkit for large-scale sequence data that extends Pig. BioPig provides some UDFs for genomic sequence data processing, such as sequence data load and store, k-mer generator, N50 calculator, assembler caller, etc.
Clustering metagenomics reads have been attempted in a couple of studies previously in the Hadoop MapReduce framework. Dime [7] provides a complete solution that consists of reads partition, assembly and merging. MrMC-MinH [19] is an algorithm for clustering metagenome reads also based on MapReduce. Both of the solutions are solely based on Hadoop.
In the input metagenomics dataset, every input biological sequence here is termed as a read. The reads are strings from an alphabet (A, C, G, T, or N), each letter is called a base. There are several common formats for storing reads. We use Fastq format, which is a text-based format for biological sequence and its corresponding quality scores storing.
In this paper, we present the implementation of a new BioPig application for metagenome reads partition. We tested its scalability on datasets of various sizes. We further optimized the application by simplifying data types, compressing k-mer storage, simplifying logic design, coupling MPI with Hadoop, and optimizing Hadoop configurations. We then compared the performance before and after these optimizations to evaluate its performance.
The rest of the paper is organized as follows. Section 2 presents the algorithm for reads partition. Section 3 explains the BioPig implementation. Section 4 displays optimization strategies in detail. Section 5 shows performance results and Sect. 6 presents discussions and conclusions.
Reads Partition Algorithm
The k-mer sharing reads partition algorithm consists of three parts: reads graph generation, graph partition and reads retrieving. Reads graph generation generates a reads graph whose vertices represent input reads and edges represent k-mer sharing information between the corresponding reads pair. Graph partition is like a kind of clustering operation. It groups all the connected reads of the reads graph. Reads retrieving maps every input read into different clusters according to the subset it belongs to. The reads graph generation algorithm is described by Algorithm 1.
Reads Graph Generation
The algorithm is showed in Algorithm 1. In the reads graph generation phase, the initial input R is a set of samples that each of which consists of a set of reads. After processing, it outputs a reads graph RG, whose vertices represent reads and edges indicate relations of every reads pair.
Every input sample R i will be checked one by one. After calculating every read's k-mers, we count the number of occurrences of every k-mer in the sample and filter the ones whose occurrence times is less than a min or greater than a max threshold. The filtered results are stored in UF. After the filtering operation, the raw sample information is dropped.
The reserved information in UF is then used to check whether to keep an edge. Edge weight is the number of shared k-mers in the corresponding reads pair. Only the edges whose weight lies in the specified range are added into RG.
Graph Partition
Graph partition splits the generated graph RG into disjoint subsets. Every subset is a connected component of the input reads graph.
The input graph E is described in the format of (r i , r j ). We ignore the isolated vertices. The subsets are stored in a set V . For every new edge (r i , r j ), we try to find how many subsets in V containing the linked vertices r i and r j . There are three possibilities: 1. No subset contains r i or r j . Create a new subset and add r i , r j into it. 2. One subset V k containing r i and/or r j is found. Add these two vertices into V k . 3. Two subsets V k and V m are found. One contains r i while the other contains r j .
Combine the two subsets together.
Eventually, every subset's elements will be assigned a unique value, which is the tag of the subset.
Reads Retrieving
In order to reduce the size of intermediate results, we only keep least information(read id) in the reads graph. So after graph partition phase, we should retrieve all the infor-
Algorithm 1 Reads Graph Generation

Input:
Reads Set, R = {R 1 , R 2 , . . . , R m }; K-mer length, k; K-mer appearance threshold, min_k_appear and max_k_appear; Edge weight threshold, min_edge_weight and max_edge_weight Output: Reads Graph, RG 1: mation of the original reads. That's the goal of reads retrieving. We choose to use a "join" operation, which is like the JOIN operation in SQL to link the subset tags and the original reads. Finally, the partitioned reads are saved into different files according to the subset tags.
Implementation
We implement the above reads partition algorithm with BioPig [15] , which is a Hadoop-based analytic toolkit for large-scale sequence data. BioPig provides programmability, scalability and some user defined functions(UDFs) for genomics data processing. We extend some of its functions and implement new UDFs we need. Figure 5a shows the main software stack we use. Our implementation works with BioPig, which also works on Apache Pig [26] . Apache Pig is a platform for data flow processing that provides a high-level language called Pig Latin [17] . It works on Apache Hadoop through transforming the Pig Latin operations into a series of map-reduce tasks. Apache Hadoop, which is upon the layer of Java runtime environment, contains three main modules: the distributed file system HDFS, the scheduling framework YARN and Map-reduce task framework.
Pig Latin provides fundamental units (basic operations) to process interactively or construct streaming data processing scripts for structural and unstructured data. It has basic operations LOAD and STORE for data input and output respectively; it has BioPig provides sequence data loading and k-mer generating functions. The former supports reading reads data in Fastq format while the latter supports generating kmers from a read. For some other operations, like group, filter and join, there're corresponding native operations in Pig Latin.
For graph partition, we use Google's connected components Map-Reduce algorithm [11] as the baseline. It is a very fast Map-Reduce algorithm that can easily scale to graphs with hundreds of billions of edges.
Optimization
Performance Analysis
We use two factors to evaluate performance: execution time and disk space usage. For disk space usage, we focus on tmp directory in HDFS. As Hadoop writes intermediate results into disks, this also reflects memory consuming of the application.
We use a 9-nodes cluster to deploy Hadoop with one master node and 8 slave nodes. The hardware and software settings of every node are showed in Table 1 . There're two CPU sockets and 96 GB memory on each node. Nodes are connected via 1 Gb/s Ethernet.
The datasets we used vary in size from 1 GB to 128 GB in Fastq format. They are Cow Rumen metagenome datasets provided by Joint Genome Institute [9] . The parameters were as follows: k = 31, step=2, min_kmer_appear = 2, max_kmer_appear = 512, min_edge_weight = 2 and max_edge_weight = 512. We record the execution The results indicate that Graph Generation phase is the main hotspot of the algorithm, since its processing is most complicated among all the three phases. This is the reason why we only show its HDFS temporary folder size here. It is evident that the algorithm produces a large number of intermediate results-30-50× comparing to the input data size during graph generation phase. This makes it critical to control hard disk usage, for too much disk demand may stop us from processing larger datasets. The graph partition phase, as Fig. 1 shows, is also a hotspot, but it doesn't produce much intermediate results. The reads retrieving phase seems not to be a bottleneck at all.
Program Optimization
As we see from the results in Sect. 4.1, our initial implementation consumes a large quantity of hard disk resources. It is essential to reduce memory footprint and hard disk usage for processing large amount of biological data. We implement two methods to achieve these goals: data type conversion and logic simplification.
Data Type Conversion
K-mer is a sub-string of the initial input read, in which every base is a char. However, a char for a base is redundant, since every base could be one of only 5 different values (A, C, G, T or N), so 3 bits instead of 8 bits are enough for a single base, or a byte (8-bit) can store at most 3 bases. Therefore, compressing k-mer representation is a good way to reduce the size of intermediate results. This is already implemented in the k-mer generator in BioPig, but we use a more effective way.
In BioPig, every byte represents at most 3 bases. That is, 5 3 +5 2 +5 = 155 different cases are stored in a byte. So only 155/256=60.55% of the data is true information. After optimization, we store every 3 bases in 7 bits, in that case, about 5 3 /2 7 = 97.66% is true information. We test these two methods with datasets from 1 to 8 GB and compare their execution time of k-mer generator and the size of generated k-mer file. The results are showed in Fig. 2 . On average, 8.28% storage space is saved with only 6.89% run time increase. This is very cost-effective, since the extra time is negligible compared to the entire execution time while space saving is beneficial to memory, calculation, I/O and network communication. In the experiments, we use k=31. More space would be saved with a bigger k value, and the ideal case will be 12.5% with an infinite k.
In Fig. 2 , the execution time doesn't increase linearly in respect to input data size. This is because Pig can arrange suitable number of map/reduce tasks according to data size and the k-mer generating is totally parallel without any communication. Bigger datasets result in more processing threads. That's why we achieve super-linear speedup here.
The most common data type in sequence data processing is chararray in Pig Latin, which is actually an alias of string. That is really bloated compared to integer or long. We use long integer to replace chararray types as much as possible. In Pig Latin, the operator RANK could assign a long value to every unique element in the specified data field with any type. In addition, a good hash function is more suitable and surely faster.
We realize this data type conversion on almost all chararray fields. The extra hash operation requires more execution time during the data type conversion period, but this can accelerate other operations and reduce the size of intermediate results dramatically, which have much more positive effects on performance. Figure 3 shows the performance improvements after the data types are optimized. Comparing to the implementation without data type conversion(Default in the figure), data type conversion(Hashed in the figure) has advantages on both execution time and disk usage especially for large input datasets. For small input files, like 1 to 8 GB, data type conversion results in more execution time, because it causes more operations. But when the input data size grows further(16 GB in the figure), data conversion brings benefits to both execution time and hard disk usage. All the tests of data conversion show better hard disk usage. The larger the dataset, the more significant the saved space. This makes it possible to process much larger datasets. 
Logic Simplification
It is a common way to simplify the algorithm to obtain an approximate solution for acceleration when the algorithm is too complex or the input dataset is too large to finish accurate calculation within tolerable execution time upon a limited platform. We use this method to speed up our implementation. According to running log, DISTINCT is one of the most time consuming operators, which removes duplicate tuples in a relation. It appears twice in reads graph generation phase, that is, one is to remove duplicate reads in the input dataset and the other is to remove duplicate k-mers generated from the same read. We deleted both of them since we made sure every read id in input dataset is unique and modified the k-mer generator to avoid generating duplicate k-mers from the same read.
In addition, there're two filters in the reads graph generation algorithm: remove all the k-mers that rarely or frequently appear inside every and among all samples. However, these filters are transformed into GROUP and COUNT operations in Pig Latin. As data size grows, the GROUP operation becomes very slow, since it requires sortation, comparison and communication among a lot of mappers and reducers. In order to accelerate these steps, we combined these two filters into one and introduced more stringent thresholds. The modification may affect the accuracy of the implementation, but it can provide sufficient results in a much faster way. Figure 4 shows the performance improvements of logic simplification on different size of input datasets. The implementation with logic simplification is labeled with "Simplified Logic" while the other labeled with "Default Logic". The previous optimizations have made it possible for larger datasets(16 and 32 GB in the figure) to be processed. Among all tests, up to 33.84% execution time is reduced through the logic simplification.
Graph Partition Redesign
Through performance analysis, we identify that graph partition is one of the main hotspots. Since graph processing is an HPC problem which Map-Reduce is not really good at, creating an innovated solution to accelerate this part of calculation is essential. HDFS provides basic APIs for C, and we extend them and implement the graph partition task in MPI. The implementation is based on the set union algorithm discussed in [23] . The optimized software stack is shown in Fig. 5b compared to the original one in Fig. 5a . Now we have java runtime environment as well as MPI/C framework running on operating system. The latter uses HDFS as storage infrastructure and couple itself with Hadoop. Our MPI implementation of reads partition works on both Pig and MPI/C framework. Figure 6a displays the MPI performance of graph partition and Fig. 6b shows the running time with respect to number of processes. The values in Fig. 6a are presented in the logarithm of 2. In all the presented results, MPI version is 77-193× faster than Map-Reduce version. As the input data size grows, the gap between the two implementations shrinks, but in the scale of our tests, MPI implementation is much 
Software Stack Optimizations
Since we use a complex software stack, there're more factors having effects on performance than that in traditional HPC applications. Therefore, we have to consider every level of our software stack to gain a better performance. In this subsection we discuss some optimization attempts on Pig and Hadoop. Pig sets the number of reduce tasks using a heuristic based on the input data size. Sometimes manually setting the parallelism according to the available resources could get better performance. The PARALLEL parameter in Pig script can control the number of reduce tasks for the Map-Reduce jobs generated by Pig at the operator level or for the entire job. In addition, the block size of HDFS can affect Pig's performance since it directly determines the map parallelism-one map task for each HDFS block.
Apache Tez [27], which is an application framework built atop Apache Hadoop YARN, has two design themes that can release the performance of Map-Reduce applications: in-memory data processing and directed acyclic graph (DAG) tasks organization. In-memory data processing means that Tez can maximally remove unnecessary disk I/O and keep intermediate results inside memory as much as possible. DAG tasks organization means that Tez can reorganize all the Map-Reduce tasks and combine multiple tasks into one to reduce overheads. Figure 7 shows the performance improvements of phase 1(graph generation) achieved by software stack optimization. We see 14.3× and 1.54× performance benefits for 1 and 32 GB input datasets respectively and 6.3× speedup on average. Figure 8 compares the performance of optimized and initial implementations. We observe up to 11.4× speedup and an average speedup of 9.6×. Figure 9 , with a base-10 logarithm as y axis, shows the performance improvements at every phase as the amount of input data increases. It's obvious that graph partition gets the highest speedup, which indicates the affinity of MPI to the connected components calculation compared to Map-Reduce. From Fig. 9 we also see that the trend of speedups of the whole calculation is almost identical to that of graph generation phase, because the graph generation phase dominates the entire execution time after optimization. After combining all optimization techniques, we succeed to process much bigger datasets on the same hardware platform. Figure 10 , which also has a base-10 logarithm as y axis, shows some big datasets we try on the specified platform. For 128 GB dataset, we use step=4 for k-mer generator to avoid intermediate k-mer data size exceeding the total disk space.
Results
The Graph Generation still dominates the total execution time. Through all the optimization measures, the maximum dataset that could be processed has been enlarged 16 times, from 8 GB up to 128 GB on the same hardware platform. 
Discussion and Conclusion
Big-data platforms, such as Hadoop [25] , Spark [28] , Apache Pig [26] , are designed for data-intensive applications. However, they are not optimized for compute-intensive tasks because their programming models are tailored for streaming and batch processing. On the other hand, HPC programming models, such as MPI [6] , OpenMP [2] or CUDA [16] are primarily designed for compute-intensive processing. They have lower level programming APIs with much higher efficiency, but lack fault-tolerant storage for big datasets. As a result, it is not ideal to use HPC systems directly for big-data applications.
The potential benefits of integrating HPC and big data frameworks have been discussed previously. Reyes-Ortiz et al. [18] proposed a preliminary implementation of the high-performance big data system (HPBDS) called High-Performance ComputingBig Data Stack (HPC-ABDS). Dean et al. [4] further highlighted areas where HPC and Apache Big Data Stack have good opportunities for integration. DataMPI [13] tried to extend MPI to support Hadoop-like Big Data Computing jobs. It showed performance and flexibility benefits while maintaining high productivity, scalability, and fault tolerance of Hadoop. Schmidt and Hildebrandt [20] explored and compared two distributed computing frameworks on Google Cloud Platform: MPI/OpenMP and Apache Spark. The results showed that MPI/OpenMP outperforms Spark by more than one order of magnitude in processing speed while Spark has advantages in data management infrastructure and fault tolerance. Gittens et al. [5] implemented 3 matrix kernels on Spark and the comparisons with C+MPI implementations showed a performance gap of 10-40× without I/O. Anderson et al. [1] proposed a system for integrating MPI with Spark and achieved 3.1-17.7× speedups on four graph and machine learning applications.
Our work further supports the notion to integrating MPI into the current big data platforms. This strategy shows promising results in solving the metagenome reads clustering problem that is both data-intensive(the reads graph generation phase) as well as compute-intensive(the graph partition phase). Such problems are prevalent in genomics [21] .
There are some related work about Pig or Hadoop tuning, such as [8, 10, 12, 22] . [22] presented a detailed step-by-step tuning process of k-mer counting on Hadoop. [8] and [10] tuned Hadoop performance at different software stack levels as well as hardware. Li et al. [12] proposed an online performance tuning system which monitors a job's execution and tunes associated performance parameters. These researches give us a lot of inspiration on part of the work introduced in Sect. 4.4.
