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GENERALIZED STABILITY OF HEISENBERG COEFFICIENTS
LI YING
Abstract. Stembridge introduced the notion of stability for Kronecker triples which
generalize Murnaghan’s classical stability result for Kronecker coefficients. Sam and
Snowden proved a conjecture of Stembridge concerning stable Kronecker triple, and they
also showed an analogous result for Littlewood–Richardson coefficients. Heisenberg co-
efficients are Schur structure constants of the Heisenberg product which generalize both
Littlewood–Richardson coefficients and Kronecker coefficients. We show that any sta-
ble triple for Kronecker coefficients or Littlewood–Richardson coefficients also stabilizes
Heisenberg coefficients, and we classify the triples stabilizing Heisenberg coefficients. We
also follow Vallejo’s idea of using matrix additivity to generate Heisenberg stable triples.
1. Introduction
We assume familiarity with the basic results in the (complex) representation theory of
symmetric groups and symmetric functions (see [5, 15]). There are two famous structure
constants, Kronecker coefficients and Littlewood–Richardson coefficients, which can be
defined in terms of representation of symmetric groups. Given a partition λ of n (written
as λ ⊢ n, or λ has size n), let Vλ be the associated irreducible representation of the sym-
metric group Sn. The Kronecker coefficient g
λ
µ,ν is the multiplicity of Vλ in the irreducible
decomposition of ResSn×SnSn (Vµ ⊗ Vν), the Kronecker product of Vµ and Vν . That is,
gλµ,ν = 〈Res
Sn×Sn
Sn
(Vµ ⊗ Vν) , Vλ 〉,
where λ, µ, and ν are partitions of n, and 〈 , 〉 denotes the Hall inner product. The
Littlewood–Richardson coefficient cλµ,ν is the multiplicity of Vλ in the irreducible decom-
position of Ind
Sn+m
Sn×Sm
(Vµ ⊗ Vν), the induction product of Vµ and Vν . That is,
cλµ,ν = 〈 Ind
Sn+m
Sn×Sm
(Vµ ⊗ Vν) , Vλ 〉,
where λ ⊢ n+m, µ ⊢ n, and ν ⊢ m for some positive integers n and m.
We view partitions as vectors so we define addition, subtraction, and scalar multiplica-
tion on them. While the Littlewood–Richardson coefficient is well-studied and has several
beautiful combinatorial interpretations (see [3, 5, 11]), an explicit combinatorial or geo-
metric description for the Kronecker coefficient is still unknown. In 1938 Murnaghan [9]
discovered a remarkable stability property for the Kronecker coefficients. He stated with-
out proof that for any partitions λ, µ, and ν of the same size, the sequence
{
g
λ+(n)
µ+(n),ν+(n)
}
is eventually constant. There are many proofs with different flavours for this fact, see
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[2, 4, 18]. Stembridge [17] vastly generalized this result by introducing the concept of a
stable triple.
Definition 1.1. A triple (α, β, γ) of partitions of the same size with gαβ,γ > 0 is a K-triple.
It is K-stable if, for any other triple of partitions (λ, µ, ν) with |λ| = |µ| = |ν|, the sequence{
gλ+nαµ+nβ,ν+nγ
}
is eventually constant.
Thus, Murnaghan showed that ((1), (1), (1)) is K-stable. Stembridge conjectured a
characterization for K-stability, and he proved its necessity. Sam and Snowden [16] proved
the sufficiency.
Proposition 1.2. A K-triple (α, β, γ) is K-stable if and only if gnαnβ,nγ = 1 for all n > 0.
Sam and Snowden [16] also proved an analogous result for Littlewood–Richardson co-
efficients, which can also be deduced from some earlier work (see [16, Remark 4.7]).
Definition 1.3. A triple (α, β, γ) of partitions with |α| = |β| + |γ| and cαβ,γ > 0 is an
LR-triple. It is LR-stable if, for any other triple of partitions (λ, µ, ν) with |λ| = |µ|+ |ν|,
the sequence
{
cλ+nαµ+nβ,ν+nγ
}
is eventually constant.
Proposition 1.4 ([16] Theorem 4.6). The following are equivalent for an LR-triple (α, β, γ),
(a) (α, β, γ) is LR-stable.
(b) cαβ,γ = 1.
(c) cnαnβ,nγ = 1 for all n > 0.
Remark 1.5. Sam and Snowden [16] did not require cαβ,γ > 0, which should be added.
For example, when β is not contained in α, we have that cαβ,γ = 0 and
{
cλ+nαµ+nβ,ν+nγ
}
is
eventually zero.
Aguiar, Ferrer Santos, and Moreira introduced a new (commutative and associative)
product, the Heisenberg product (denoted by #), on representations of symmetric groups
in [1] and [8]. This product interpolates between the induction product and the Kronecker
product (see Definition 2.1 for details), its structure constants are Heisenberg coefficients,
which are a common generalization of the Littlewood–Richardson coefficient and the Kro-
necker coefficient. We show that K-stable triples and LR-stable triples also stabilize
Heisenberg coefficients, and we characterize the triples which do this.
Manivel [7] and Vallejo [20] independently generated K-stable triples using additive
matrices. Manivel also showed that the set of stable triples is the intersection of the
Kronecker semigroup with a union of faces of the Kronecker cone [6, Proposition 2]. Later,
Pelletier [13] produced particular faces of the Kronecker cone containing only stable triples,
which generalized Manivel and Vallejo’s work. We will use the idea of additive matrices
to generate triples of partitions which stabilize the Heisenberg coefficients.
This paper is organized as follows. In the second section, we will give the definition of
the Heisenberg product and some related results, and define H-stable triple for Heisenberg
coefficients. Section 3 shows that the K-stable triples and LR-stable triples are H-stable,
and gives a necessary and sufficient condition for a triple to be H-stable. In Section 4,
we define H-additive matrices which generalize additive matrices, and show some results
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for H-additive matrices which are analogous to those for additive matrices. In the last
Section, we prove that each H-additive matrix gives an H-stable triple.
2. Heisenberg Product
Definition 2.1. Let V and W be representations of Sn and Sm respectively. Fix an
integer l (weakly) between max{m,n} and m+ n, and let p = l −m, q = n+m− l, and
r = l − n. The following diagram of inclusions (solid arrows) commutes:
(2.1)
Sp × Sq × Sq × Sr Sp+q × Sq+r = Sn × Sm V ⊗W
Sp × Sq × Sr Sp+q+r = Sl (V#W )l
Res
idSp×∆Sq×idSr
Ind
The Heisenberg product (denoted by #) of V and W is
V#W =
n+m⊕
l=max{n,m}
(V#W )l,(2.2)
where the degree l component is defined using the dashed arrows in (2.1):
(2.3) (V#W )l = Ind
Sl
Sp×Sq×Sr
ResSn×SmSp×Sq×Sr(V ⊗W ).
The Heisenberg product connects the induction product and the Kronecker product.
When l = m+n, (V#W )l is the induction product Ind
Sn+m
Sn×Sm
(V ⊗W ). When l = n = m,
(V#W )l is the Kronecker product Res
Sl×Sl
Sl
(V ⊗W ). Remarkably, this product is associa-
tive [1, Theorem 2.3, Theorem 2.4, Theorem 2.6]. The Heisenberg coefficient hλµ,ν is the
multiplicity of Vλ in Vµ#Vν ,
hλµ,ν = 〈 Vµ#Vν , Vλ 〉.
The Heisenberg coefficient generalizes the Littlewood-Richardson coefficient and the Kro-
necker coefficient. In [21], we gave a formula for Heisenberg coefficients.
Proposition 2.2. Given partitions λ ⊢ l, µ ⊢ m, and ν ⊢ n,
(2.4) hλµ,ν =
∑
α ⊢ p, ρ ⊢ r, τ ⊢ n
β, η, δ ⊢ q
cµα,β c
ν
η,ρ g
δ
β,η c
τ
α,δ c
λ
τ,ρ
where max{m,n} ≤ l ≤ m+ n, p = l − n, q = m+ n− l, and r = l −m.
In [21], we showed that Heisenberg coefficients stabilize in low degrees, which is anal-
ogous to Murnaghan’s stability result. It is worthwhile trying to also generalize stability
for Heisenberg coefficients.
Definition 2.3. A triple (α, β, γ) of partitions with max{|β|, |γ|} ≤ |α| ≤ |β| + |γ| and
hαβ,γ > 0 is an H-triple. It is H-stable if, for any other triple of partitions (λ, µ, ν) with
max{|µ|, |ν|} ≤ |λ| ≤ |µ|+ |ν|, the sequence
{
hλ+nαµ+nβ,ν+nγ
}
is eventually constant.
Our result in [21] is that ((1), (1), (1)) is an H-stable triple.
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3. H-stable triples
We show that the K-stable triples and LR-stable triples are H-stable. As in [21], we
begin with a stability result for Littlewood–Richardson coefficients.
Lemma 3.1. Given partitions λ, µ, ν, α, and a positive integer n ≥ |µ| with |λ+ nα| =
|µ|+ |ν| and ν ⊂ λ+ nα, then
(1) ν − (n− |µ|)α is a partition.
(2) When n is large, we have cλ+nαµ,ν = c
λ+(n+1)α
µ,ν+α .
Proof. For part (1), we first show that (n − |µ|)α ⊂ ν. It is enough to prove that ((n −
|µ|)α)i ≤ νi for all i. When µ = (0) (empty partition) or αi = 0, this is trivially true. We
consider the nontrivial case. Since
|µ| = |λ+ nα| − |ν| ≥ (λ+ nα)i − νi,
we have
νi ≥ (λ+ nα)i − |µ| ≥ nαi − |u| = (n− |µ|)αi + |µ|(αi − 1) ≥ ((n− |µ|)α)i.
We then show that ν − (n− |µ|)α is a partition. To see this, it suffices to show that
(ν − (n− |µ|)α)i ≥ (ν − (n− |µ|)α)i+1, for all i,
that is,
(3.1) νi − νi+1 ≥ (n− |µ|)(αi − αi+1).
This is obviously true when αi = αi+1. If αi > αi+1, note that νi ≥ λi + nαi − |µ| and
νi+1 ≤ λi+1 + nαi+1, we have
νi − νi+1 ≥ λi + nαi − |µ| − (λi+1 + nαi+1) ≥ n(αi − αi+1)− |µ|
≥ (n− |µ|)(αi − αi+1).
So (3.1) holds, and we have proved part (1).
Part (2) follows from part (1) and Proposition 1.4, as ((α), (0), (α)) is LR-stable. 
Similarly, we have the following result:
Lemma 3.2. Given partitions λ, µ, ν, α, and an positive integer n ≥ |µ|, with |λ| =
|µ|+ |ν + nα| and ν + nα ⊂ λ, then
(1) λ− (n− |µ|)α is a partition.
(2) When n is large, we have cλµ,ν+nα = c
λ+α
µ,ν+(n+1)α.
Remark 3.3. Proposition 1.4 does not give a lower bound for what large means for n in
part (2) of Lemma 3.1. However, it is not hard to see that when n ≥ 2|µ|, the connected
components of the skew shapes (λ+nα)/ν and (λ+(n+1)α)/(ν+α) are the same except for
some horizontal shifts, hence, due to the Littlewood–Richardson rule, cλ+nαµ,ν = c
λ+(n+1)α
µ,ν+α .
Similarly, for Lemma 3.2 (2), n ≥ 2|µ| is enough to guarantee the stability.
The next theorem generalizes the result in [21].
Theorem 3.4. A K-stable triple is H-stable.
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Let (α, β, γ) with α, β, γ ⊢ s > 0 be K-stable. Suppose λ, µ, and ν are partitions with
λ ⊢ p, µ ⊢ q, and ν ⊢ r and max{q, r} ≤ p ≤ q + r. Theorem 3.4 states that the sequence{
hλ+nαµ+nβ,ν+nγ
}
is eventually constant. According to Proposition 2.2, we have
(3.2) hλ+nαµ+nβ,ν+nγ =
∑
Kn
cµ+nβξ,θ c
ν+nγ
η,ρ g
δ
θ,η c
τ
ξ,δ c
λ+nα
τ,ρ ,
where
Kn = {(ξ, θ, η, ρ, δ, τ) | θ, η, δ ⊢ (q + r − p) + ns, ξ ∈ p− r, ρ ∈ p− q, τ ⊢ q + ns}.
Define fn : Kn 7−→ Z≥0 as follows:
(3.3) fn(ξ, θ, η, ρ, δ, τ) = c
µ+nβ
ξ,θ c
ν+nγ
η,ρ g
δ
θ,η c
τ
ξ,δ c
λ+nα
τ,ρ (the summands in (3.2)).
Some terms in the sum of (3.2) vanish. Let us consider only the nonvanishing terms. Let
K0n = Kn r f
−1
n (0). To prove Theorem 3.4, it is enough to prove
(3.4)
∑
u∈K0n
fn(u) =
∑
u∈K0n+1
fn+1(u)
for n sufficiently large.
We have a natural embedding ϕn : Kn →֒ Kn+1,
ϕn(ξ, θ, η, ρ, δ, τ) = (ξ, θ + β, η + γ, ρ, δ + α, τ + α),
we show that when n is large, ϕn induces a bijection between K
0
n and K
0
n+1 with fn =
fn+1 ◦ ϕn. From the definition of K-stability, we know that there exists a positive integer
N , such that for all n ≥ N , we have
(3.5) gǫ+nαζ+nβ,π+nγ = g
ǫ+(n+1)α
ζ+(n+1)β,π+(n+1)γ,
for all ǫ, ζ, π ⊢ q + r − p+ (2p− q − r)s.
Lemma 3.5. When n ≥ N +3p− q−2r, ϕn|K0n: K
0
n −→ K
0
n+1 is a well-defined bijection.
Moreover, fn|K0n = fn+1 ◦ ϕn|K0n.
Proof. Take any u = (ξ, θ, η, ρ, δ, τ) ∈ K0n. Since f(u) 6= 0, we have c
µ+nβ
ξ,θ 6= 0. So
θ ⊂ µ+ nβ. According to Lemma 3.1 and Remark 3.3, we know that θ − (n− p+ r)β is
a partition of (q + r − p) + (p − r)s and cµ+nβξ,θ = c
µ+(n+1)β
ξ,θ+β . Similarly, we can show that
η − (n− p+ q)γ, τ − (n− p+ q)α, and δ − (n− 2p+ q + r)α are partitions, and
cν+nγη,ρ = c
ν+(n+1)γ
η,ρ+γ , c
λ+nα
τ,ρ = c
λ+(n+1)α
τ+α,ρ , c
τ
ξ,δ = c
τ+α
ξ,δ+α.
Since δ, θ, and η can be written as
δ = δ′ + (n− 2p+ q + r)α, θ = θ′ + (n− 2p+ q + r)β, η = η′ + (n− 2p+ q + r)γ
for some partitions δ′, θ′, and η′ of (q + r − p) + (2p− q − r)s. From (3.5), we have
gδη,ρ = g
δ+α
η+β,ρ+γ .
Hence, fn+1(ϕn(u)) = fn(u)( 6= 0). So ϕn|K0n is a well-defined embedding from K
0
n into
K0n+1. To construct the inverse map, we consider ψn+1(ξ, θ, η, ρ, δ, τ) = (ξ, θ − β, η −
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γ, ρ, δ − α, τ − α). Nearly the same arguments show that the inverse map induces an
injection from K0n+1 to K
0
n. So ϕn|K0n is a bijection. 
Proof of Theorem 3.4. Applying Lemma 3.5, we prove (3.4), hence Theorem 3.4. 
Theorem 3.4 shows that some Heisenberg coefficients in low degree components stabilize.
Our next result gives a stability result for the relatively high degree components.
Theorem 3.6. LR-stable triples are H-stable.
The idea of the proof is the same (without using stability of Kronecker coefficients) as
the proof for Theorem 3.4. Given an LR-stable triple (α, β, γ) with α ⊢ a+ b, β ⊢ a, and
γ ⊢ b, and partitions λ ⊢ p, µ ⊢ q, and ν ⊢ r with max{q, r} ≤ p ≤ q + r. We define
f ′n : LRn 7−→ Z≥0 as follows:
(3.6) f ′n(ξ, θ, η, ρ, δ, τ) = c
µ+nβ
ξ,θ c
ν+nγ
η,ρ g
δ
θ,η c
τ
ξ,δ c
λ+nα
τ,ρ .
where
LRn = {(ξ, θ, η, ρ, δ, τ) | θ, η, δ ⊢ (q + r− p), ξ ⊢ p− r+ na, ρ ⊢ p− q + nb, τ ⊢ q + na}.
Applying Proposition 3.2, Theorem 3.6 states that
(3.7)
∑
u∈LR0n
f ′n(u) =
∑
u∈LR0n+1
f ′n+1(u)
for all large n, where LR0n = LRn r f
′−1
n (0).
Proof of Theorem 3.6. Consider the map φn : LRn →֒ LRn+1,
φn(ξ, θ, η, ρ, δ, τ) = (ξ + β, θ, η, ρ+ γ, δ, τ + β).
Using Lemma 3.1, Lemma 3.2, and the same idea in the proof of Lemma 3.5, it follows
that f ′n = f
′
n+1 ◦φn on LR
0
n when n is large, and it is not hard to see that φn is a bijection
between LR0n and LR
0
n+1. So (3.7) is true, and hence we prove the theorem. 
Proposition 1.2 and Proposition 1.4 (3) have a similar form. A natural question is
whether the necessary and sufficient condition for being an H-stable triple has the same
form. The answer is yes, and Pelletier [12, Theorem 3.6] proved the following direction.
Proposition 3.7. An H-triple (α, β, γ) is H-stable if hnαnβ,nγ = 1 for all n > 0.
Remark 3.8. By Propositions 1.2 and 1.4, Proposition 3.7 also shows that K-stable triples
and LR-stable triples are H-stable.
We prove the reverse direction and complete the characterization of H-stability using
monotonicity of the Heisenberg coefficients. This is deduced from the monotonicity of
Littlewood–Richardson coefficients and Kronecker coefficients. We start with the mono-
tonicity of Kronecker coefficients. Stembridge [18] proved the following for Kronecker
coefficients.
Proposition 3.9. Let (α, β, γ) be a K-triple. Then
(1) the sequence
{
gλ+nαµ+nβ,ν+nγ
}
is weakly increasing for any partitions λ, µ, and ν with
the same size.
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(2) if gαβ,γ ≥ 2, then g
nα
nβ,nγ ≥ n+ 1.
Using the hive model of Littlewood-Richardson coefficients (see [3, 11]), we prove an
analogous result for Littlewood-Richardson coefficients.
Proposition 3.10. Let (α, β, γ) be an LR-triple. Then
(1) the sequence
{
cλ+nαµ+nβ,ν+nγ
}
is weakly increasing for any partitions λ, µ, and ν with
|λ| = |µ|+ |ν|.
(2) if cαβ,γ ≥ 2, then c
nα
nβ,nγ ≥ n+ 1.
Proof. We follow the notation used for hives in [11, Section 4]. Let k be a positive integer
larger than the lengths of λ, µ, ν, α, β, and γ. We define (coordinatewise) addition and
scalar multiplication on hives (as what we do for vectors and matrices).
For (1), it suffices to show cλµ,ν ≤ c
λ+α
µ+β,ν+γ. Since c
α
β,γ ≥ 1, there exists a hive ∆ ∈
Hk(α, β, γ). Then the map: ι : Hk(λ, µ, ν) →֒ Hk(λ+ α, µ+ β, ν + γ)
ι(Θ) = Θ +∆
where Θ ∈ Hk(λ, µ, ν), gives a well-defined injection. So (1) is proved.
For (2), we have two different hives ∆1 and ∆2 in Hk(α, β, γ) as c
α
β,γ ≥ 2. Then
i∆1+(n−i)∆2 (0 ≤ i ≤ n) give n+1 different hives inHk(nα, nβ, nγ), so c
nα
nβ,nγ ≥ n+1. 
Propositions 2.2, 3.9, and 3.10 together imply the following:
Proposition 3.11. Let (α, β, γ) be a H-triple. Then
(1) the sequence
{
hλ+nαµ+nβ,ν+nγ
}
is weakly increasing for any partitions λ, µ, and ν with
max{|µ|, |ν|} ≤ |λ| ≤ |µ|+ |ν|.
(2) if hαβ,γ ≥ 2, then h
nα
nβ,nγ ≥ n+ 1.
Proof. For (1), it is enough to show hλµ,ν ≤ h
λ+α
µ+β,ν+γ . Since h
α
β,γ > 0, by Formula
(2.4), there exists a sextuple (ξ, θ, η, ρ, δ, τ) of partitions with appropriate sizes such that
cβξ,θ c
γ
η,ρ g
δ
θ,η c
τ
ξ,δ c
α
τ,ρ > 0. The triples appearing in the coefficients on the left hand side are
LR-triples or K-triples. As in the proof of Theorems 3.4 and 3.6, applying Proposition
2.2, we write
hλµ,ν =
∑
u∈Λ
fu and h
λ+α
µ+β,ν+γ =
∑
u′∈Λ′
f ′u′,
where Λ and Λ′ are sets of sextuples of partitions with appropriate sizes, fu and f
′
u′ are
the summands given by the sextuples u and u′. We view the sextuples as vectors whose
coordinates are partitions, so we may define addition and scalar multiplication for them.
The map u −→ u + (ξ, θ, η, ρ, δ, τ) =: u′ embeds Λ into Λ′. From Proposition 3.9 and
Proposition 3.10, we know that fu ≤ f
′
u′ , so (1) is proved.
For (2), if hαβ,γ ≥ 2, then there are two possibilities.
Case 1. There exists a sextuple (ξ, θ, η, ρ, δ, τ) of partitions with appropriate sizes such
that cβξ,θ c
γ
η,ρ g
δ
θ,η c
τ
ξ,δ c
α
τ,ρ ≥ 2. So all the five coefficients on the left hand side are positive
and at least one of them is at least 2. From Propositions 3.9 and 3.10, we have
hnαnβ,nγ ≥ c
nβ
nξ,nθ c
nγ
nη,nρ g
nδ
nθ,nη c
nτ
nξ,nδ c
nα
nτ,nρ ≥ n+ 1.
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Case 2. Two distinct sextuples u = (ξ, θ, η, ρ, δ, τ) and u′ = (ξ′, θ′, η′, ρ′, δ′, τ ′) give positive
summands for hαβ,γ . Then iu+(n−i)u
′ (1 ≤ i ≤ n) gives n+1 different sextuples, and due
to Propositions 3.9 and 3.10, they all give positive summands for hnαnβ,nγ, so h
nα
nβ,nγ ≥ n+1.
Hence, we prove the proposition. 
Combining Proposition 3.7 and 3.11, we achieve the main theorem of this paper.
Theorem 3.12. An H-triple (α, β, γ) is H-stable if and only if hnαnβ,nγ = 1 for all n > 0.
4. Additive Matrices
Manivel [7] and Vallejo [20] used additive matrices to produce examples of K-stable
triples. We first recall some definitions and results concerning additive matrices, then we
give an analogous result for H-stable triples.
For positive integer n, let [n] := {1, 2, . . . , n}. Given a matrix A, we arrange its entries
in weakly decreasing order. The result sequence is called the π-sequence of A, and denoted
by π(A). Let M(α, β) denote the set of matrices with nonnegative integer entries, row-
sum vector α and column-sum vector β, and M(α, β)γ be the subset of M(α, β) whose
elements have π-sequence γ.
Definition 4.1. A p × q matrix A = (ai,j) with nonnegative integer entries is called
K-additive if there exist real numbers x1, x2, . . . , xp, y1, y2, . . . , yq, such that
ai,j > ak,l =⇒ xi + yj > xk + yl
for all i, k ∈ [p] and j, l ∈ [q].
Proposition 4.2 ([20] Theorem 1.1). Let α, β, and γ be partitions of the same size. If
there is a matrix A ∈M(β, γ)α which is K-additive, then (α, β, γ) is K-stable.
Moreover, Manivel [7, Section 5.3] showed that each K-additive matrix defines a regular
face of the corresponding Kronecker polyhedron, of minimal dimension.
For any (weak) composition α = (α1, α2, . . . , αr) of n (written as α  n), let hα be
the induced representation from the trivial representation of the Young subgroup Sα =
Sα1 × Sα2 × · · · × Sαr to Sn. For partitions λ and µ with the same size, the multiplicity
of Vλ in the irreducible decomposition of hµ is Kλ,µ, the Kostka number. This counts the
number of semistandard Young tableaux of shape λ and content µ. It is well-known that
Kλ,µ > 0 if and only if λ < µ. In particular, Kλ,λ = 1. So
(4.1) hµ =
⊕
λ<µ
Kλ,µVλ = Vµ ⊕
(⊕
λ≻µ
Kλ,µVλ
)
.
For a (weak) composition α of |λ|, hα is isomorphic to hπ(α) as representations of S|λ|, so we
define Kλ,α = Kλ,π(α). One of the most important steps in Vallejo’s proof of Proposition
4.2 is the following formula, which computes the Kronecker product of two h’s.
Proposition 4.3. Let β and γ be (weak) compositions of n, then the Kronecker product
of hβ and hγ is
ResSn×SnSn (hβ ⊗ hγ) =
⊕
A∈M(β,γ)
hπ(A) =
⊕
α⊢n
⊕
A∈M(β,γ)α
hα.
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Aguiar et al. [1] provided a similar formula for the Heisenberg product. To express the
formula, we introduce some notation. Given two finite sequences of real numbers α, β, and
γ. Let F(α, β) be the set of matrices with real entries, zero at the top left corner, row-sum
vector (ignoring the first row) α and column-sum vector (ignoring the first column) β.
We denote by H(α, β) the set of matrices in F(α, β) with integer entries, and H(α, β)γ
the subset of H(α, β) whose elements have π-sequence γ.
Example 4.4. The following matrix is in H((18, 10), (12, 18, 3))(7,6,5,5,4,4,3,2,2,1)
 0 4 6 14 5 7 2
2 3 5 0


.
Proposition 4.5 ([1] Theorem 3.1). Let β and γ be two (weak) compositions, then the
Heisenberg product of hβ and hγ is
hβ#hγ =
⊕
A∈H(β,γ)
hπ(A).
We introduce H-additive matrices and use Proposition 4.5 to show that each H-additive
matrix gives an H-stable triple.
Definition 4.6. A (p + 1) × (q + 1) matrix A = (ai,j) with nonnegative integer entries
and a1,1 = 0 is called H-additive if there exist real numbers x1 = 0, x2, . . . , xp+1, y1 =
0, y2, . . . , yq+1, such that
ai,j > ak,l =⇒ xi + yj > xk + yl
for all (i, j), (k, l) ∈ [p+ 1]× [q + 1]r {(1, 1)}.
With this definition, the matrix in Example 4.4 is H-additive (consider setting x0 =
y0 = 0, x1 = 1, x2 = −1, y1 = 1, y2 = 3, y3 = −2).
Theorem 4.7. Let α, β, and γ be partitions with max{|β|, |γ|} ≤ |α| ≤ |β|+ |γ|. If there
is a matrix A ∈ H(β, γ)α which is H-additive, then (α, β, γ) is H-stable.
Remark 4.8. Theorem 4.7 is equivalent to Proposition 4.2 if |α| = |β| = |γ|. The only
LR-stable triples it can produce are in the form (β ∪ γ, β, γ), where β ∪ γ is the partition
whose parts are those of β and γ, arranged in decreasing order. It is not hard to see
cβ∪γβ,γ = 1.
The proof for Theorem 4.7 is similar to Onn and Vallejo’s proof [10, 20] for Proposition
4.2 with some changes, as we are looking at slightly different matrices. Consequently, we
only give a sketch.
We first recall some basic notions, many introduced in [10, 20], which will be used in
our proof. We move away from integers for a while and work with real numbers. For a
vector a = (a1, a2, . . . , am) ∈ R
m, we denote by π(a) the vector formed by the entries of a
arranged in weakly decreasing order. We say that a is dominated by b (both are vectors
in Rm), written as a 4 b, if
m∑
i=1
ai =
m∑
i=1
bi and
k∑
i=1
π(a)i ≤
k∑
i=1
π(b)i, for all k ∈ [m].
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If a 4 b and π(a) 6= π(b), then we write a ≺ b. In particular, when a and b are partitions
of some integer n, then 4 coincides with the dominance order for partitions.
For a permutation ρ ∈ Sm, we set aρ := (aρ(1), aρ(2), . . . , aρ(m)). The permutohedron
determined by a is the convex hull of the vectors of the form aρ:
P (a) = conv{aρ | ρ ∈ Sm}.
Proposition 4.9 (Rado [14]). P (a) = {x ∈ Rm | x 4 a}.
Suppose α and β are two finite sequences of real numbers whose lengths are p and q
respectively. We consider the linear map Φ : F(α, β) −→ Rpq+p+q,
Φ(A) = (a1,2, a1,3, . . . , a1,q+1, a2,1, a2,2, . . . , a2,q+1, . . . , ap+1,1, ap+1,2, ap+1,q+1)
where A = (ai,j) ∈ F(α, β). A matrix A ∈ F(α, β) is real-minimal if there is no other
matrix B ∈ F(α, β) such that π(B) ≺ π(A). Real-minimality has the following equivalent
interpretations.
Proposition 4.10. Let A ∈ F(α, β). The following are equivalent:
(1) A is real-minimal.
(2) P (Φ(A)) ∩ Φ(F(α, β)) = {Φ(A)}.
(3) there exists a hyperplane H ⊂ Rpq+p+q containing Φ(F(α, β)) such that
P (Φ(A)) ∩H = {Φ(A)}.
See [10, Section 5] for the proof of this Proposition. Although the matrices we are working
with are different, the proof still applies.
Proposition 4.11. Let A ∈ F(α, β), a = Φ(A). Then A is real-minimal if and only if
there is some vector n ∈ Rpq+p+q such that
(1) n is orthogonal to Φ(F(α, β)).
(2) For each transposition σ = (s s+1) ∈ Spq+p+q such that as 6= as+1, one has
〈n , σa− a 〉 > 0.
Remark 4.12. The second condition is equivalent to 〈n ,x−a 〉 > 0 for all x ∈ P (a),x 6= a.
Again, one can use the proof in [10, Proposition 6.1] to prove this. The definition of
H-additivity can be extended naturally to matrices with real entries, and we next show
that real-minimality is equivalent to H-additivity for real matrices.
Theorem 4.13. Let A ∈ F(α, β). Then A is real-minimal if and only if A is H-additive.
Following Onn and Vallejo [10], we first construct a matrix. Let M = (mi,j) be a (p +
q)× (pq + p+ q) matrix with
mi,j =


1, if 1 ≤ i ≤ p and i(q + 1) ≤ j ≤ q + i(q + 1);
1, if p+ 1 ≤ i ≤ p+ q and j = s− p+ k(q + 1), for some 0 ≤ k ≤ p;
0, otherwise.
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For example, if p = 2 and q = 3, then
M =


0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 1 1 1 1
1 0 0 0 1 0 0 0 1 0 0
0 1 0 0 0 1 0 0 0 1 0
0 0 1 0 0 0 1 0 0 0 1

 .
Let r1, r2, . . . , rp+q be the rows of M . From the definition of M , it is obvious that these
p+ q vectors are linearly independent. The set Φ(F(α, β)) is exactly the set of (transpose
of) solutions of the following matrix equation:
Mx = y
where y = (α1, . . . , αp, β1, . . . , βq)
′. For a vector z = (x2, . . . xp+1, y2, . . . , yq+1), we have
zM = Φ((xi + yj)(i,j)∈[p+1]×[q+1]),
where we set x1 = y1 = 0.
Proof of Theorem 4.13. Suppose A ∈ F(α, β) is real-minimal, then there exists a vec-
tor n ∈ Rpq+p+q satisfying the two conditions in Proposition 4.11. Since n is orthog-
onal to Φ(F(α, β)), n must be in the row space of M . So there are unique numbers
x2, . . . , xp+1, y2, . . . , yq+1 such that
−n = x2r1 + · · ·+ xp+1rp + y2rp+1 + · · ·+ yq+1rp+q.
Let z = (x2, . . . xp+1, y1, . . . , yq+1), then −n = zM = −Φ((xi + yj)). Following the
arguments in [10, Theorem 6.2] proves this theorem. 
From Proposition 4.9, 4.10, and Theorem 4.13, we have
Corollary 4.14. Let A ∈ F(α, β). Then A is H-additive if and only if
P (π(A)) ∩ Φ(F(α, β)) = {Φ(A)}.
5. Proof of Theorem 4.7
Vallejo showed that the Kronecker coefficient indexed by the K-triple produced by a
K-additive matrix is 1.
Lemma 5.1 ([19] Corollary 4.2). Let A ∈M(β, γ)α be K-additive where α, β, and γ are
partitions with the same size, then gαβ,γ = 1.
The same is true for Heisenberg coefficients and H-additive matrices.
Lemma 5.2. Let A ∈ H(β, γ)α be H-additive, where α, β, and γ are partitions with
max{|β|, |γ|} ≤ |λ| ≤ |β|+ |γ|, then hαβ,γ = 1.
Proof. We first show that hαβ,γ ≥ 1. Suppose β = (β1, β2, . . . , βp), γ = (γ1, γ2, . . . , γq).
Since A = (aij) is additive, then there exists real numbers xi’s and yj’s (i ∈ [p + 1] and
j ∈ [q + 1]) satisfy the condition in Definition 4.6. After permuting rows and columns
if necessary, we may assume x2 ≥ x3 ≥ · · · ≥ xp+1 and y2 ≥ y3 ≥ · · · ≥ yq+1. By
H-additivity, this assumption implies that ai,j ≥ ai,j+1 for all 1 ≤ i ≤ p + 1, 2 ≤ j ≤ q,
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and ai,j ≥ ai+1,j for all 2 ≤ i ≤ p, 1 ≤ j ≤ q + 1. Set β
(1) = (a2,1, a3,1, . . . , ap+1,1) ,
γ(1) = (a1,2, a1,3, . . . , a1,q+1), β
(2) = β − β(1), and γ(2) = γ − γ(1), then these four are all
partitions and, by the Littlewood–Richardson rule, we have
(5.1) cβ
β(1),β(2)
= cγ
γ(1),γ(2)
= 1.
Let A(1) be the the submatrix of A obtained by removing the first row, and A(2) be the
submatrix of A(1) obtained by removing the first column. We set α(1) = π(A(1)) and
α(2) = π(A(2)). From Remark 4.8, we have
(5.2) cα
γ(1),α(1)
= cα
(1)
β(1),α(2)
= 1,
as α = γ(1) ∪ α(1) and α(1) = β(1) ∪ α(2). Note that A(2) ∈ M(β(2), γ(2))α(2) is additive, so,
due to Lemma 5.1, we have
(5.3) gα
(2)
β(2),γ(2)
= 1.
Using Proposition 2.2 and Equations (5.1), (5.2), and (5.3), we have hαβ,γ ≥ 1.
On the other hand, using Equation (4.1) and properties of Kostka numbers, we have
hαβ,γ = 〈 Vβ#Vγ , Vα 〉 ≤ 〈 hβ#hγ , Vα 〉 = 〈
⊕
A∈H(β,γ)
hπ(A) , Vα 〉
= 〈
⊕
δ
|H(β, γ)δ| hδ , Vα 〉 = 〈
⊕
δ
⊕
ǫ<δ
|H(β, γ)δ|Kǫ,δ Vǫ , Vα 〉
=
∑
δα
|H(β, γ)δ|Kα,δ
(5.4)
Since A ∈ H(β, γ)α is H-additive, according to Corollary 4.14, we have
P (α) ∩ Φ(H(β, γ)) = {Φ(A)}.
Hence, it follows that |H(β, γ)δ| = 0 for all δ ≺ α, and |H(β, γ)α| = 1. Equation (5.4)
shows that hαβ,γ ≤ 1, proving the lemma. 
Proof of Theorem 4.7. If a matrix A is H-additive,then nA is H-additive. Consequently,
by Lemma 5.2, hnαnβ,nγ = 1 for all n > 0. By Proposition 3.7, (α, β, γ) is H-stable. 
Remark 5.3. One may prove Theorem 4.7 without using Proposition 3.7. See [20, Section
5], the proof is very similar. As in [10, Theorem 7.1], given a rational matrix A with zero
at the top left corner, it can be decided in polynomial time whether A is H-additive.
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