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ABSTRACT
Real-time hybrid testing of civil structures, in which compu-
tational models and physical components must be integrated
with high delity at run-time, represents a grand challenge
in the emerging area of cyber-physical systems. Actuator dy-
namics, complex interactions among computers and physical
components, and computation and communication delays all
must be managed carefully to achieve accurate tests.
In this paper we present a case study of several fundamental
interlocking challenges in developing and evaluating cyber-
physical systems for real-time hybrid structural testing: (1)
how physical and simulated components can be integrated
exibly and eciently within a common reusable middleware
architecture; (2) how predictable timing can be achieved atop
commonly available hardware and software platforms; and
(3) how physical vs. simulated versions of dierent compo-
nents within a system can be interchanged with high delity
between comparable congurations. Experimental results ob-
tained through this case study give evidence of the feasibil-
ity and ecacy of these steps towards our overall goal: to
develop a Cyber-physical Instrument for Real-time hybrid
Structural Testing (CIRST).
Categories and Subject Descriptors
C.3 [Special-purpose and Application-based Systems]:
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General Terms
Performance, Experimentation
This research was supported in part by NSF grants
CNS-0821713 (MRI), CNS-0448554 (CAREER), and CCF-
0448562 (CAREER).
ICCPS’10, April 13-15, 2010, Stockholm, Sweden.
Copyright 2010 ACM 978-1-4503-0066-7/04/10...$10.00.
Keywords
Real-time hybrid structural testing, cyber-physical systems,
middleware
1. INTRODUCTION
Structural Engineering increasingly relies on sophisticated
computational monitoring and control systems involving me-
chanical and structural components, and these cyber-physical
systems must be tested and validated using similarly sophis-
ticated techniques. While high-delity validation is critical
to the acceptance of structural monitoring and control sys-
tems, in many applications testing numerous possible sce-
narios of a new structural control device or a new monitoring
system is not feasible due to the cost and time required for
such a comprehensive test. For instance, in developing civil
infrastructure, the performance of a new vibration suppres-
sion system (e.g., for earthquake or hurricane mitigation)
usually cannot be validated at full scale prior to its imple-
mentation (e.g., on a large bridge). In the current state of
the art, the cost of such testing prohibits performing more
than a few representative tests at small scales relative to the
massive sizes of the structures, and thus additional valida-
tion steps are needed. Furthermore, these tests are often
destructive, so that only one test can be performed with
each test specimen.
While reduced scale testing is useful, it cannot always cap-
ture important behaviors of the full scale structure, even
if scaling eects have been carefully considered. Numerical
simulation is therefore an equally important technique in
modern structural analysis, and has beneted signicantly
by leveraging hardware innovations that oer improved com-
putational capabilities. However, experimental validation is
still essential to examine the underlying assumptions made
by the numerical models, especially considering the exis-
tence of highly nonlinear elements under extreme dynamic
loading.
Hybrid testing, which integrates physical components of a
structure of interest with computational models of other
known structural components, thus improves signicantly on
either purely numerical or purely empirical approaches. Due
to a lack of real-time hybrid testing support, however, hy-
brid testing at a slow (pseudodynamic) time scale is the stateof the art [10, 11, 17, 16]. Unfortunately, testing at such
time scales may not reveal critical dynamic system features,
which motivates a real-time approach. The leap to real-
time raises signicant research challenges such as meeting
stringent requirements on timing and testing delity, which
motivate the development and use of new cyber-physical in-
frastructure for real-time hybrid testing.
In prior work [22] we developed an initial prototype of a
Cyber-physical Instrument for Real-time hybrid Structural
Testing (CIRST), to illustrate our vision and gain insights
into key design and implementation challenges. However,
general applicability of that prototype is restricted by the
following limitations, which the work presented in this pa-
per addresses: (1) the prototype is dicult to extend or
modify since it was implemented natively rather than atop
reusable and recongurable middleware; and (2) although
timing behavior is fundamental to establishing a general
cyber-physical capability for real-time hybrid structural test-
ing, timing issues were not studied explicitly in [22].
To overcome those limitations this paper presents three new
contributions to the state of the art in cyber-physical sys-
tems for real-time hybrid structural testing: (1) a reusable
middleware architecture and its ecient implementation in
C++, within which both cyber and physical components
can be integrated exibly through XML-based conguration
specications; (2) a case study of real-time hybrid struc-
tural testing scenarios involving recongurable integration
and substitution of cyber and physical components using
that middleware; and (3) what is to our knowledge the rst
measurement-based evaluation of real-time hybrid structural
testing atop recongurable middleware technology. The re-
sults of our evaluation serve to quantify timing behavior,
demonstrate the feasibility and ecacy of our middleware-
based approach, and reveal new insights into real-time hy-
brid structural testing such as the potential of systems to
tolerate small numbers of timing constraint violations, and
how interactions between cyber and physical components
relate to overall system behavior.
Section 2 describes requirements for real-time hybrid test-
ing, which motivate and guide our approach. Section 3 sur-
veys related work. Section 4 discusses the design and imple-
mentation of the CIRST middleware, and Sections 5 and 6
present our case study and experimental evaluations using
it. We summarize the contributions of this research and
describe future work in Section 7.
2. MIDDLEWARE REQUIREMENTS
In this section we describe requirements for real-time hybrid
structural testing, which fall into three main categories: en-
capsulation, specialized infrastructure, and exible congura-
tion. A crucial feature of these requirements is their inher-
ently cyber-physical nature, which dierentiates them from
traditional real-time and embedded systems requirements.
For example, (1) encapsulation includes the need for unied
abstractions that are relevant to both cyber and physical
elements of a real-time hybrid structural testing system; (2)
specialized infrastructure is needed to ensure functional and
temporal correctness and optimize performance of data and
event ows not only within but between cyber and physical
portions of a system; and (3) declarative deployment and
assembly of those unied abstractions and the supporting
infrastructure is needed to help structural engineers (who
may have limited familiarity with programming languages
like C++ but are expert with natural abstractions in the
structural testing domain) construct, execute, and recong-
ure experiments.
Encapsulation. The rst requirement we consider is that
system middleware must provide suitable mechanisms to en-
capsulate both cyber and physical abstractions under a uni-
ed model, so that dierent components of a real-time hy-
brid structural testing system can be added, removed, or in-
terchanged without inordinate impact on other system com-
ponents. For example, a small scale experiment may use
a physical actuator and a physical test specimen to obtain
models of their behaviors, and then a larger scale experi-
ment may integrate dierent simulated components (based
on those models) with the physical test specimen and actu-
ator. This kind of encapsulation is the norm in existing hy-
brid testing platforms such as dSPACE [1] (which leverages
Simulink's approach to building systems from constituent
blocks) and OpenSees [5] (which oers an object oriented
approach to specifying experiments, thus promoting reuse
and addressing design complexity). Any cyber-physical mid-
dleware for real-time hybrid testing must oer comparable
encapsulation capabilities.
SpecializedInfrastructure. While the previously mentioned
requirement has led to the design of reusable middleware
frameworks (e.g., CIAO [20], TAO [15], nORB [21] and
ACE [18]) to constrain system complexity while maintain-
ing real-time performance for other application domains, the
nuances of real-time hybrid testing require further innova-
tion in middleware design and implementation beyond those
frameworks. The scale and complexity of experiments that
already can be conducted using existing hybrid testing ap-
proaches such as dSPACE [1] and OpenSees [5] impose strin-
gent performance requirements for middleware that would
support similarly rich hybrid testing in real-time. To achieve
suitable real-time performance, data and event ows through
the system must be exible, correct, ecient, and tempo-
rally predictable even at small time scales (e.g., for hybrid
testing of a multi-story civil structure at 1280Hz).
Flexible Conﬁguration. The third requirement imposed
by real-time hybrid testing is that conguration capabilities
must allow system developers to specify both declaratively
and exibly which elements will constitute the system, and
how those elements will be initialized and interconnected.
Such congurability allows both recurring and new hybrid
structural tests to be assembled and deployed readily from
common sets of reusable components.
In addition to easing the task of specifying system congura-
tions, these capabilities also must reduce the risk of cong-
uration errors. Our previous experience developing a hand-
coded prototype for simple hybrid testing experiments [22]
often involved tedious and error-prone experimental cong-
uration changes, which motivates the importance of this re-
quirement. Without suitable tools for system wide manage-ment of cross-cutting cyber-physical concerns, implement-
ing those experimental conguration changes required code
changes throughout the prototype system, which in turn
risked introducing further problems that would need to be
addressed.
3. RELATED WORK
Target Systems. Control systems for hybrid testing can be
specied using high level Simulink models, compiled into ob-
ject code, and then linked with a light weight real-time ker-
nel which provides basic interrupt and I/O services to gen-
erate executable code. dSPACE's TargetLink [1] provides a
Simulink model compiler and a real-time kernel to produce
executables that can be downloaded and run on specialized
hardware platforms. The xPC target [8] from Mathworks
is a similar toolset that targets generic x86 hardware in-
stead. For example, the platform developed at UIUC [12]
targets more generic x86 hardware, allowing greater exibil-
ity in the experimental equipment. The major benet of this
approach is to support model denition, evaluation, and tar-
get deployment without requiring signicant programming
for basic scenarios. For more complicated hybrid testing
systems with hundreds of degrees-of-freedom, more complex
nonlinear material and structural models are needed, which
are core elements of the OpenSees [5] open source structural
analysis framework adopted by NEES [19]. OpenSees also
uses object oriented programming to provide tools for spec-
ifying reusable numerical models for simulations. OpenSees
is purely for computation of the response of the numerical
model, and depends on a real-time OS like ETS [2] which
NEES uses for real-time operation. As we noted in [22],
specialized software and hardware can easily run into the
tens of thousands of dollars, whereas our goal with CIRST
is to support high-delity real-time hybrid structural testing
at lower cost and with greater exibility, using o-the-shelf
platforms such as Linux.
MiddlewareandTools. Real-time middleware like nORB [13],
TAO [15], and CIAO [14] all assume a distributed object
computing model. The CIRST middleware instead pro-
vides data-ow oriented component abstractions within a
lightweight implementation. The MARTE[4] UML prole
allows specication tools from dierent vendors to inter-
operate. Real-time and embedded systems environments
such as Ptolemy [6] and Metropolis [3] support formal mod-
eling, design, and analysis of cyber-physical system proper-
ties. Our research is currently focused on fundamental mid-
dleware issues, though code generation and verication from
detailed formal models may be benecial as future work.
4. MIDDLEWARE APPROACH
To address the requirements discussed in Section 2, the CIRST
middleware is designed to: (1) encapsulate system abstrac-
tions as components, (2) provide specialized infrastructure
to enforce type safety and timing properties within and be-
tween components, and (3) provide exible conguration ca-
pabilities end-to-end. Our approach leverages well-known
middleware features like components, ports, local and re-
mote invocation, and XML-based conguration, but then
adapts and extends them in novel ways to address the nu-
ances of real-time hybrid structural testing. The CIRST
middleware is the foundation for what is to our knowledge
the rst exploration and empirical evaluation of reusable
middleware technology in real-time hybrid structural test-
ing (presented in Sections 5 and 6), which is an important
contribution of this paper.
4.1 Encapsulation
The CIRST middleware is designed to encapsulate both cy-
ber and physical elements of a system as distinct compo-
nents. There is no notion of objects or inheritance in the
CIRST middleware, since real-time hybrid structural test-
ing is largely data-ow (instead of object) oriented. Com-
munication between components is based on a set of dened
input and output interfaces, which we refer to as ow ports
since dierent data types can be congured to ow through
them from an out-port of an upstream component to an in-
port of a downstream component. This allows lower-level
details about how ports communicate (e.g., over a network
vs. over local or shared memory) to be decoupled from the
components themselves.
4.2 Specialized Infrastructure
To achieve sub-millisecond time scales atop common-o-the-
shelf platforms like Linux, the CIRST middleware infras-
tructure is designed to achieve type safety and temporal pre-
dictability within a lightweight C++ implementation sup-
porting local and remote interactions among components.
The CIRST middleware infrastructure has three important
areas of specialization: component ports, data movement op-
timization, and timing constraint handling.
Component ports enforce type safety by checking compati-
bility of the data type sent by an out-port and the data type
expected by an in-port. These checks are done statically
using C++ templates, and do not add run-time execution
cost or jitter. The CIRST middleware allows the out-port of
a component to be connected to multiple in-ports of other
components and preserves the integrity of data passed be-
tween the connections such that all downstream components
see the same values. If a test structure is suciently com-
plex, the computation time (e.g., of a nite element method)
may be longer than the period between inputs from a physi-
cal sensor or outputs to a physical actuator, in which case the
numeric computation must be partitioned and dispatched to
dierent physical processors for real-time parallel computa-
tion. The need for such exible encapsulation illustrates
how the design of middleware for cyber-physical systems is
shaped by rich potential interactions among cyber and phys-
ical elements.
The CIRST middleware infrastructure can reduce data copy-
ing in some cases by allowing an upstream component to de-
clare whether the data it sends can be modied by its down-
stream components. This in turn allows downstream com-
ponents within the same process to decide whether to copy
its input data or reuse the input buer. Unlike the other spe-
cializations in this section, this data movement optimization
only can be applied between components co-located within
the same process address space. We emulate the r-value ref-
erence (or move semantics) in C++0x [9] but use a special
Moveable template that allows us to work around a poten-
tial type safety problem with the current C++ standard'sstd::tr1::function being unable to distinguish correctly
between overloaded functions with const vs. non-const ref-
erences.
Finally, the CIRST middleware allows timing constraints to
be associated with a component and appropriate handlers
to dispatched if a constraint is violated at run-time. These
handlers can be congured with dierent policies: to stop
the experiment, mitigate the violation and continue the ex-
periment, or even ignore certain violations.
4.3 Flexible Conﬁguration
To ease conguration via declarative specications, and to
make it accessible to users without a C++ background, the
CIRST middleware provides a scripting capability to set up
and run a cyber-physical experiment. An XML congura-
tion le species the components used by an experiment, the
connections between components, the conguration param-
eters and timing constraints for each component, and the
timing instrumentation points to be used for performance
analysis. We achieve this capability through a code gener-
ator that reads the XML conguration le and emits C++
code that can be compiled into an executable program. The
conguration le also can be read by the executable pro-
gram when it starts up, to change the component congura-
tion parameters without regenerating or re-compiling C++
code.
If components cannot be connected directly due to data
type mismatches, but an acceptable data conversion ex-
ists (e.g., between dierent units of measure) the CIRST
middleware allows users to specify data conversion expres-
sions that are parsed by the code generator and used to
generate C++ components that perform the specied con-
version. By relieving system developers of the tedious and
error-prone responsibility either to ensure exact type match-
ing among component ports or to code C++ components to
perform the necessary conversions, the automatic generation
of these adapters further assists system developers in using
the CIRST middleware.
5. CASE STUDY
In this section we present a case study that describes a repre-
sentative experimental setup for real-time hybrid testing and
shows how the CIRST middleware can be applied to develop
and run dierent cyber-physical experiments. In Section 6
we present experimental results obtained in this case study,
which conrm the ecacy of the CIRST middleware for (1)
running accurate real-time hybrid tests, (2) comparing the
performance of alternate congurations of physical and com-
putational components in those tests, and (3) yielding valu-
able insights into the behavior of cyber-physical experiments
run atop it.
5.1 Experimental Setup
The physical test specimen in our experimental setup is com-
posed of a small steel compression spring, which is used to
represent the bending stiness of an actual column in a por-
tal frame structure. The linear elastic spring has a nominal
stiness of 37.6 kN/m (215 lb/in) and a maximum allow-
able deection of 7 cm (2.77 in). The rest of each structural
frame is modeled in a computational substructure that as-
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Figure 2: Experimental hydraulic structure testing model
sumes: (1) each column has the same stiness as the physi-
cal test specimen, and (2) classical proportional damping of
2% for each structure mode. LA16 earthquake acceleration
data [7] taken from the Woodward-Clyde Federal Services
database (shown in Figure 1) are used as a ground motion
input to excite the computational substructure. The data
are scaled down in magnitude to avoid having the maximum
structure response exceed the deection limit of the experi-
mental setup.
A Shore-Western 910D double-ended hydraulic actuator is
employed as the loading device to drive the physical test
specimen. The actuator has a maximum stroke of 6 inches,
with a built-in concentric linear variable dierential trans-
former (LVDT) for ready integration into a position feedback
control system. A Schenck-Pegasus 162M servovalve rated
for 15 GPM at a 1,000 psi pressure drop is used to control
the actuator. The servo-valve has a nominal operational fre-
quency range of 0-60 Hz and is driven by a Schenck-Pegasus
5910 digital controller. An Omega load cell with a range of
1 kip is included in series with the physical test specimen to
measure the restoring force.
The experimental model and setup are shown in Figure 2 and
Figure 3 respectively. Figure 4 illustrates two alternative
specializations of the experimental model, which we used
to test substitution of physical and simulated components:
(a) with the physical structure on the bottom oor, and
(b) with the physical structure on the top oor of a two-Figure 3: Experimental setup for hydraulic structure testing
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Figure 4: Model specializations for component substitution
story structure. Experiments conducted using this setup and
these models were performed in the Washington University
Structural Control and Earthquake Engineering Laboratory,
using a hydraulic pump that can be operated at 3,000 psi
with maximum ow rate of 43 GPM.
5.2 System Control Model
An experimental transfer function for the overall physical
component was obtained under a band-limited white noise
excitation signal with a bandwidth of 50 Hz and magnitude
root mean square of 0.07 cm (0.028 inch). Actuator pa-
rameters were identied using a nonlinear least ^ a A Ssquare
optimization routine to curve-t the experimental data, and
the value of each parameter as well as its physical meaning
is shown in Table 1.
As can be seen in Figure 5, the curve-tted model repre-
sents the actuator dynamics well within a 0-50 Hz frequency
range. For this reason we used it in our controller design
to compensate for actuator dynamics. Since stability and
accuracy are the major concerns for dynamic analysis, the
applied hybrid testing methodology is studied by comparing
a prototype single degree-of-freedom (DOF) hybrid test sys-
Kp 3 mA=in controller proportional gain
v 2.76e-3 s servo-valve time constant
Kq 26.959 in
3=s=mA valve ow gain
K
0
c 2.499e-4 in
3=s=psi valve ow pressure gain
A 0.652 in
2 piston area
Cl 2.476e-5 in
3=s=psi piston leakage coecient
Vt 36.59 in
3 volume of uid
e 96153 psi eective bulk modulus
mt 1.754e-2 lb   s
2=in mass of test specimen
ct 8.429 lb   s=in viscous damping coecient
k 212.62 lb=in stiness of specimen
Table 1: Identied actuator parameters
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Figure 5: Experimental transfer function vs. modelFigure 6: Closed-loop hybrid test system
tem with a reference system whose input (excitation force)
and output (displacement) relationship is governed by the
transfer function in Equation 1:
Ganyl =
1
Ms2 + Cs + K
(1)
The closed-loop hybrid test system is shown schematically in
Figure 6 and can be described by the transfer function shown
in Equation 2. Equation 3 represents the experimental com-
ponents' transfer functions between the input command and
output displacement measurements.
Ghyd =
1
Msims
2 + Csims + Ksim+
Gmu(s)  [Mexps
2 + Cexps + Kexp]
(2)
Gmu(s) =
Kp
KqA
Kc
H(s)
(3)
where H(s) =
(
Vt
4eKcmtv)s
4 + (
Vt
4eKcmt + mtv +
Vt
4eKcctv)s
3+
(mt +
Vt
4eKcct +
A2
Kcv + ctv +
Vt
4eKckv)s
2+
(ct +
Vt
4eKck +
A2
Kc + kv)s + k + Kp
KqA
Kc :
Two complex conjugate poles of the hybrid test system rep-
resent structure poles that are modied in the complex plane
due to the servo-hydraulic system. These poles dominate
the dynamic characteristics of the hybrid test system, as
opposed to four other poles with much faster structural dy-
namics. Assuming that the total mass, total damping and
half of the stiness are modeled in the computational sub-
structure, Tables 2 and 3 compare natural frequencies and
damping ratios respectively, between the reference system
(Sys-1) and the hybrid test system with (Sys-2) and with-
out (Sys-3) compensation.
Although the natural frequency variation is small, signif-
icant damping reduction has been observed in the hybrid
test system. This can be improved by the use of the com-
pensation scheme. More damping reduction is associated
Natural Frequency (Hz)
Sys-1 1 2 5 10
Sys-2 1 2 5.0001 10.002
Sys-3 .9999 1.9996 4.993 9.9469
Table 2: Natural frequencies: Kexp = Ksim = K
Damping
Sys-1 0.02 0.02 0.02 0.02
Sys-2 0.0177 0.0153 0.0088 0.0007
Sys-3 0.0083 -0.0034 -0.0374 -0.0851
Table 3: Damping ratios: Kexp = Ksim = K
with the test when the natural frequency of the reference
system increases, which indicates a larger error introduced
by the hybrid testing methodology. Instability will occur if
the damping becomes negative.
Consider also another (worst) case with zero stiness but
again with the total mass and total damping modeled in
the computational substructure. Tables 4 and 5 show nat-
ural frequencies and damping ratios for this test scenario,
with faster damping reduction indicating degraded stabil-
ity and accuracy. Through this simple example, we can
conclude that overall hybrid test system behavior depends
not only on local behaviors such as accurate modeling and
a good compensation strategy, but also intrinsically on the
experimental plan and setup, e.g. on the proper partition
of physical properties between numerical and experimental
elements of the system.
5.3 Middleware Conﬁguration
To examine how the CIRST middleware can be applied in
dierent cyber-physical experiments using the experimen-
tal setup described in Section 5.1 and the system control
model described in Section 5.2, we congured a component
assembly that integrates a commercially available I/O device
and C++ and Matlab simulation components on a standard
Linux platform.
The CIRST middleware component assembly, implemented
by C++ code generated from an XML conguration le, is
shown in Figure 7. We ran the component assembly on an
Intel R  Core
TM2 Quad 2.66 Hz CPU machine with four giga-
bytes of RAM. For communication with the analog sensors
and actuators in the experimental setup, we used a National
Instruments Data Acquisition Board (BNC-2120 DAB). The
DaqReader and DaqWriter components in Figure 7 represent
the software components for reading from and writing to the
data acquisition board.
Natural Frequency (Hz)
Sys-1 1 2 5 10
Sys-2 1 2 5.0003 10.006
Sys-3 .9999 1.9991 4.9875 9.9534
Table 4: Natural frequencies: Kexp = K, Ksim = 0Damping
Sys-1 0.02 0.02 0.02 0.02
Sys-2 0.0153 0.0107 -0.0024 -0.0185
Sys-3 -0.0035 -0.0268 -0.0947 -0.1898
Table 5: Damping ratios: Kexp = K, Ksim = 0
Figure 7: Component assembly
Each simulation step triggers a cascade of execution follow-
ing the order of ow ports in the assembly, which generates
commands to the actuators. We rst used the data acquisi-
tion board's hardware clock to trigger each simulation step.
However, unforeseen timing variation with that mechanism
led us to replace it with a more regular software based trig-
gering mechanism, an experience that further illustrates the
utility of a congurable component based approach to real-
time hybrid structural testing.
6. EXPERIMENTAL EVALUATION
To evaluate the scalability of our middleware, we rst ex-
tended our experiment to use a sequence of n-story struc-
tures (for dierent values of n) each of which is equivalent in
our system model to an n degree-of-freedom (DOF) system;
however, only one column of the bottom oor is captured
from the physical rigid beam specimen, and data for all other
stories are purely based on analytical computation. We used
a 15 second earthquake record and a simulation frequency of
1280Hz. For each value of n we ran 10 trials. To assess the
system's ability to perform at the specied simulation fre-
quency we recorded the number of times that a deadline was
missed (i.e, when a component's execution completed after
the end of the current period at that simulation frequency).
The results of these trials, sorted by the number of deadline
misses, are shown in Figure 8. As those results show, the
real-time hybrid test system experienced some (though very
few) deadline misses as n goes up to 255. After that, how-
ever, the computation load becomes too large for the system
to maintain at 1280 Hz.
6.1 Attribution of Deadline Misses
To examine the sources of these deadline misses, we instru-
mented the system to measure the time required for the
following operations: reading sensor data, writing actuator
commands and performing other numerical computations.
Figure 9 shows the cumulative distributions for each of the
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Figure 8: Deadline misses for n-story structures
5 200 280
read 177.74 sec 170.13 sec 186.7 sec
write 182.43 sec 157.84 sec 210.8 sec
computation 131.79 sec 645.82 sec 1140.2 sec
total 272.38 sec 844.66 sec 1433.1 sec
Table 6: Worst case time for each simulation step segment
operations individually and in aggregate, when n is 5, 200
and 280. Those distributions indicate that reading from and
writing to the DAQ board dominated the aggregate tim-
ing when n is 5, but as the number of degrees of freedom
increased the relative contribution of the other (computa-
tional) components of the system made up more and more
of the aggregate timing. Despite this shift in relative contri-
bution, the DAQ read and write operations exhibited more
and more variability in timing as the number of degrees of
freedom increased. These results demonstrate that I/O tim-
ing, I/O timing variability, or both may dier across dier-
ent real-time hybrid testing experiments, and that making
similar measurements for each conguration appears valu-
able.
Table 6 shows the worst case scenario for those segments.
In the case of n = 200, the average total execution time
is 491.69 s , which is well within our deadline of 780 s.
However, the worst case is 844:66 s, which happens when
the other computation operation spends 646:73 s.
6.2 Fidelity Comparisons
We compared the delity of our hybrid test results obtained
in the presence of those deadline misses, to comparable tests
using pure simulation models that did not suer that ef-
fect. Figures 10, 11 and 12 show the results of hybrid vs.
simulation-only tests with 1, 5, and 60 degrees-of-freedom
respectively. Each DOF indicates one lumped mass. The
single DOF test assumes a 1910 kg oor mass and the other
two tests assume a 175 kg mass per structure oor. The
error norm in each case is calculated as the ratio between
the standard deviation of the displacement error and the
simulated displacement. As shown in Figures 10- 12, the er-
ror norm decreases as the degrees-of-freedom increase, even200 400 600 800 1,000 1,200 1,400 1,600
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Figure 9: DAQ read/write and computation costs
though the 60 DOF case introduces more deadline misses.
This result is an interesting and important nding since it
demonstrates that for some experiments there may be sce-
narios where more deadline misses are not always worse for
the application. However, increasing numbers of deadline
misses cause increasing desynchronization of cyber and phys-
ical components, which may result in incorrect command
signals being issued to an actuator. The impact of these
incorrect command signals is strongly linked to the charac-
teristics of the specimen selected for testing and cannot fully
be evaluated with a single example. It is clear that withing
the same testing conguration, the overall test performance
will deteriorate eventually as more and more deadline misses
are introduced into the system. Thus, at least some bound
on deadline misses is generally essential for this type of test-
ing.
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Figure 10: Single DOF comparison
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Figure 11: 5 DOF comparison
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Figure 12: 60 DOF comparison0 5 10 15
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Figure 13: Top oor virtual, bottom oor physical
6.3 Interchanging Components
To evaluate further the eectiveness of our approach, we
also tested a two-story shear building (mechanically simpli-
ed as a two degrees-of-freedom mass spring damper system)
where half of the stiness on each oor is assumed. A sin-
gle physical actuator device is used, and the other device
is virtualized (i.e., simulated along with the numerical sub-
structure to form an internally closed-loop cyber-physical
system). This virtualized component is assumed to be on
top vs. bottom oor respectively (as illustrated in Figure 4)
and the test results are compared in Figures 13 and 14. The
good match between the curves seen in those gures indi-
cates that the physical component is synchronized well with
numerical component, the control method is eective, and
that high-delity virtualization of either oor is feasible.
7. CONCLUSIONS AND FUTURE WORK
In this paper we have described how real-time hybrid test-
ing motivates development of infrastructures that can ad-
dress the kinds of requirements described in Section 2. In
Section 4 we presented the design and implementation of
novel middleware for a Cyber-physical Instrument for Real-
time hybrid Structural Testing (CIRST) we are developing
in this research. The case study in Section 5 and the experi-
mental results in Section 6 demonstrate both the suitability
of the CIRST middleware for real-time hybrid testing, and
the need for further investigation into remaining sources of
timing variability and other factors that may impact real-
time hybrid test systems.
The data obtained from our real-time hybrid testing exper-
iments matched reasonably well with the simulation results
for all tests, which indicates that the infrequent deadline
misses did not have a large impact on the delity of the
hybrid testing experiments. The data also revealed new
and relevant insights into real-time hybrid structural testing,
such as the observations that (1) while the relative timing
contribution of I/O between cyber and physical components
decreased as the number of degrees of freedom increased in
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Figure 14: Top oor physical, bottom oor virtual
our experiments, the variation in I/O timing increased; and
(2) a corresponding increase in deadline violations as the
number of degrees of freedom increased did not impact -
delity of the system signicantly. Both of these observations
suggest that making similarly detailed measurements and
comparisons is warranted for each particular testing cong-
uration, since our results indicate the potential for trade-os
among cyber-physical properties of these systems.
While the results presented here demonstrate the feasibility
of virtualizing dierent components, to make test specimens
and test conditions more pluggable (and thus make test-
ing even more exible) further investigation is needed into
how experiments can be composed using dierent modular
structure, actuator, and compensation models. Further ex-
perimental case studies are needed as well, to evaluate the
delity with which such composition can be achieved while
maintaining real-time guarantees.
Since the variations between the hybrid tests and the simu-
lations in the experiments presented in this paper could be
attributed to a variety of possible sources including imper-
fect sensor measurement, modeling inaccuracy which does
not consider non-linearity of the physical test specimen, or
insuciently detailed timing information about the physi-
cal specimen or the actuator, further study is also needed
to characterize and quantify more fully the eects of dead-
line misses in the cyber portions of real-time hybrid testing
systems.
We plan to expand the use of parallel execution of the nu-
meric simulation algorithms, aided by data synchronization
features of the CIRST middleware, to achieve and quantify
further scalability of our approach through aggregation of
more computational resources. We also plan to improve our
hydraulic actuator models to capture the dynamics of phys-
ical components over a broader frequency range, along with
associated non-linearity. In conjunction with further study
of the eects of timing jitter, we plan to explore other dy-namic compensation strategies in order to apply the desired
signals to test specimens more accurately.
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