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Abstract
Business process management enables organizations to better understand and
continuously improve business operations. In this context, process models play
a key role by providing an abstract, yet precise, representation of business pro-
cesses, which serves as a basis for communicating, analyzing and implementing
business operations. With the increased adoption of process-oriented techniques,
the number of process models available within organizations has grown rapidly,
especially in the context of large organizations that operate in different locations
and serve a multitude of different customers.
In the last decade, it has been observed that business processes are contin-
uously evolving in order to meet ever changing requirements, both internal and
external to an organization. This has led to a demand to constantly keep a process
model repository up to date. However, process model repositories, especially in
large organizations, are typically developed in different stages, by different teams
working at different paces and in isolation. All this leads to inconsistencies and
redundancies in process model repositories. For example, incompatible income
verifications may be performed in loan application processes as a result of either
isolated process design or deviations from planned behaviors. Furthermore, due
to redundancy, some improvements may be applied only to a fraction of relevant
process models. Therefore, process model repositories have to provide support
for consolidation by identifying, tracking, minimizing and mitigating inconsisten-
cies across model collections. Despite the wide range of management techniques
available in the literature, process model repository consolidation has not gained
sufficient attention. In this context, this thesis addresses three major problems
related to process model repository consolidation. First, there is the challenge of
maintaining process model collections in the presence of redundancy. Repository
content may harbor more and more inconsistencies over time if duplications are
not treated explicitly. Second, the presence of redundancy among process models
creates a standardization opportunity, which if not exploited, leads to inefficien-
cies. Similar sections in process models can be standardized to capture a suitable
behavior covering all scenarios. Finally, there can be redundancies in process
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executions, which have to be identified and captured into process models, so that
they can be treated at the process model level.
Following a design science research method, this thesis addresses the above
problems by proposing novel techniques for consolidating process model reposito-
ries. The proposed approach consists of three major contributions: (i) a fragment-
based technique for version control, concurrency control and controlled change
propagation in process model repositories, (ii) a method for facilitating the stan-
dardization of process model collections on the basis of similar process fragments
and (iii) a technique for discovering consolidated process model collections from
event logs.
All techniques proposed in this thesis have been implemented in the Apromore
open source repository. The effectiveness and efficiency of those techniques have
been evaluated using synthetic or industrial datasets, and involving, in some
instances, feedback from human participants.
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Chapter 1
Introduction
1.1 Problem Area
Any organization produces goods or services targeted for external or internal
customers. There is a process for producing each of these goods or services.
Therefore, focusing on these processes could provide valuable insights into ac-
tual operations of an organization and expose possible improvement opportuni-
ties. Based on this concept, Business Process Management (BPM) is a discipline
which focuses on understanding and improving business processes of organiza-
tions [DRMR13, vdAtHW03, Wes12]. The environment in which an organization
operates changes over time. Therefore, business processes have to be adapted to
those changing conditions. In order to handle this changing nature of business
processes, BPM proposes a continuous lifecycle based approach [DRMR13] as
shown in Figure 1.1.
The first phase of the BPM lifecycle is process identification, where business
processes are defined based on business functions such as procurements, produc-
tion, sales, etc. Furthermore, documentation of interrelations between processes
and prioritization of processes for the BPM initiative are carried out in this phase
based on business requirements. The process discovery phase is concerned with
documenting, in detail, the identified business processes. Typically, the outcome
of this phase is a collection of ‘as-is’ process models. During the process analysis
phase, issues and possible improvements of existing business processes are iden-
tified and quantified. Furthermore, causes of the identified issues are located and
the issues are prioritized based on criteria such as impact and effort required to
address them. The process redesign phase focuses on changing existing business
processes in order to address the identified issues and to achieve planned im-
provements. The outcome of this phase is a collection of ‘to-be’ process models
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Process 
identification
Process 
discovery
Process 
implementation
Process 
redesign
Process 
analysis
Process 
monitoring and 
controlling
Figure 1.1: BPM lifecycle [DRMR13]
derived from the ‘as-is’ process model collection constructed in the process dis-
covery phase. During the process implementation phase, new business processes
or changes to existing processes are implemented by introducing new procedures,
updating existing operations and implementing IT systems based on process mod-
els. If a process (or a part of a process) has to be automated, its process model
may be converted to an executable process model and implemented in a Business
Process Management System (BPMS). A BPMS is a software system that can
coordinate business processes based on process models enriched with execution
related details. The final phase - process monitoring and controlling - focuses on
collecting data from operational processes and identifying issues, deviations and
possible improvements based on the observed behavior. Outcomes of this phase
act as a feedback to the process discovery phase in order to systematically and
continuously improve business processes.
1.1.1 Process Models
As evident from the discussion about the lifecycle, a process model is a key ele-
ment of BPM. The main part of a process model is the logical and temporal order
of tasks performed during a business process. This is referred to as the control-
flow. In addition to the control-flow, a process model may contain assignments
of staff or IT systems to various tasks (i.e. resource assignments), data objects
consumed and produced by different tasks, information about risks, costs, pro-
cessing times associated with tasks, etc [DRMR13, Wes12]. Figure 1.2 shows an
example process model from the insurance domain modeled in the Business Pro-
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cess Model and Notation (BPMN). Process models are used in all phases of the
BPM lifecycle. During the process discovery phase, process analysts can use pro-
cess models to properly document the information gathered from domain experts.
Furthermore, process models can be used to validate the gathered information
with domain experts and process owners. Process models are useful during the
implementation phase to train process participants (e.g. employees) and to config-
ure IT systems. Specifically, executable process models can be directly deployed
to BPMSs for automation purposes [tHvdAA10]. Process participants can refer
to process models while performing business operations in order to produce con-
sistent outcomes. In addition, supervisors can monitor business operations based
on process models to ensure that there are minimum deviations and inconsisten-
cies. Process models facilitate many analysis methods during the process analysis
phase to get an insight into operational business processes. For example, if an
estimated cost of each task in a process model is available, process simulation
methods can be used to estimate the total cost of running that process, based on
assumptions such as resource availability and task frequencies [JVN06].
Determine 
whether tax 
invoice is valid
Determine if the 
invoice relates 
to the claim
Complete customer or 
third party 
reimbursement
Determine 
source of 
invoice
Investigate error
yes
yes
yes
Close the 
relevant invoice 
received activity
yes
Determine if 
invoice is 
duplicate
Determine whether 
invoice received is 
for proof of 
ownership 
Determine if 
invoice has 
already been paid
Determine 
whether Insurer 
authorised work 
Contact customer 
activity for the 
relevant Insurer team
Contact service 
provider activity for the 
relevant Insurer team
Close the 
relevant invoice 
received activity
yes
Task
Exclusive OR 
gateway
Start 
event
End 
event
Legend:
Flow
relation
Figure 1.2: A process model from the insurance domain modelled in BPMN
As process models are used for multiple purposes during the BPM lifecycle,
they contain different levels of information depending on the purpose [BRvU00].
For example, a process model used to discuss the overall process with senior man-
agement may contain less information than a process model presented to process
participants. Similarly, an executable process model may contain information
about complex data types, end point addresses of web services, etc., which are not
useful for business analysts. Furthermore, if a process model is used for cost anal-
ysis, its tasks may be annotated with cost related information. This requirement
for usage of process models for multiple purposes results in different abstractions
of process models, where the same business process may be represented with sev-
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eral process models with varying levels of detail [NB12, DRMR13]. Furthermore,
some tasks may involve many other tasks. Representing all such micro-steps in
the same process model increases the model size and, as a consequence, could
decrease the understandability [MRC07, RM11]. Therefore, detailed tasks can be
represented as single composite activities in higher level process models and their
detailed steps can be captured in lower level process models called subprocesses.
Modeling such ‘part-of’ relations among processes creates a hierarchy of process
models. In addition to abstractions and compositions of a same process, a pro-
cess model may have relationships with other process models. Often, business
processes form a value-chain, where each process carries out a single stage in pro-
ducing a required outcome. Therefore, process models representing such business
processes have predecessor and successor relations with other process models in
the same value-chain. These hierarchical and order relations between process
models essentially match, though at a lower level, the interrelations established
between business processes during the process identification phase.
1.1.2 Process Model Collections
Modern organizations face many challenges from their operating environment.
Competition, which can be fierce at times, regularly forces organizations to de-
crease the price of their goods and services, but having to maintain their qual-
ity [Nag93, MY08]. Rapid adaptation of production levels and workforce is nec-
essary to face changing market conditions [CD96]. In order to reduce costs
and utilize outside expertise, it is important to consider outsourcing opportu-
nities [MJNY09, Dav05]. In addition, businesses have to conform to various
regulations of governments and other authorities applicable to their operating
regions [PTZ09, VM11, KB13]. BPM is considered as an important approach for
facing these challenges. For example, focusing on a business process could reveal
its unnecessary steps, which can be eliminated to reduce costs. Furthermore, it
may be possible to identify processes or parts of processes that are suitable for
automation or outsourcing. Similarly, continuous monitoring of processes could
reduce unwanted deviations from planned objectives, which in turn could improve
the quality of products. The potential to address these challenges has resulted in
an increased uptake of BPM, where many organizations are actively engaging in
BPM initiatives [Wes12].
Many large corporations have a large number of business processes handling
their business functions. For example, there can be business processes for procur-
ing materials, managing customer services, processing payroll, etc. Each of these
business processes may contain a number of subprocesses covering detailed steps.
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Furthermore, some large companies may work in multiple related business areas
(e.g. a financial institution may work in both insurance and banking sectors),
which could multiply the number of business processes to be considered in a
BPM project. In addition, it may be necessary to model the identified set of pro-
cesses in different levels of abstractions as discussed in Section 1.1.1. Moreover,
process model repositories, especially in large corporations, are typically devel-
oped in many stages, by independent teams working at different paces, therefore
introducing intended or unintended redundancies. Thus, a large number of pro-
cess models may be produced while engaging in a BPM project. Although all
business functions may not be considered in a single BPM project, even focus-
ing on a subset of business functions could produce many process models. For
example, Suncorp Group, the largest insurance company in Australia and the
second-largest in New Zealand, maintains more than 6,000 process models. In
addition, Woolworths, a large supermarket chain in Australia, has a repository
of more than 9,000 models while Dutch Vodafone maintains more than 1,500
models.
As emphasized by the BPM lifecycle, BPM is a continuous effort. An organi-
zation may create most of its process models during the initial process discovery
and redesign phases. However, it has to maintain and improve those process mod-
els continually while following the BPM lifecycle. Business processes can change
due to many reasons, such as implementations of improvements identified in ex-
isting processes, variations in demand for certain products, changes in financial
conditions, etc [KSS+99]. Such changes in business processes have to be cap-
tured in process models representing those processes. Thus, multiple versions of
process models may have to be created to capture changes of business processes.
Furthermore, an organization may produce multiple similar products [HD12].
For example, Suncorp Group has many insurance brands such as AAMI, Apia,
Just Car and GIO, offering multiple insurance products targeted for different
customer groups. All these brands has motor insurance packages while AAMI,
Apia and GIO offers home insurance. Some brands such as AAMI and GIO
serve even more areas by providing commercial and liability insurance products.
Although business processes handling such products may be similar, there can
be some variations specific to particular products. This situation creates vari-
ants of business processes, where each variant has to be captured by a process
model. Another factor that contributes to the growing number of process mod-
els is mergers and acquisitions between organizations. When two organizations
merge, process models of both organizations have to be maintained and in the
long term, systematically consolidated, in order to maximize savings and mini-
mize waste. In addition to the process models capturing operational processes,
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there are reference model collections [Ste01, HSW04, BE00, Off, Vol] available
from various standardization bodies and IT vendors, which may be incorporated
into process model collections.
According to the above discussion, a large number of process models have to
be created in any reasonable BPM project covering different business functions,
variations, detailed subprocesses, etc. However, construction of such process
model collections to capture existing business processes is a major challenge. In
fact, this is the main focus of the process discovery phase of the BPM lifecycle.
Information about existing processes can be extracted by examining various doc-
uments such as work instructions, organizational charts and profiles of positions.
Other methods for process discovery include observing the behavior of existing
business processes, interviewing process participants and other stakeholders and
conducting workshops with process stakeholders [DRMR13].
Although the above methods provide valuable information for constructing
process models, they have certain problems such as lack of details and bias of
stakeholders. Therefore, automated process discovery methods, which belong to
an overarching research area in BPM called Process Mining [vdA11], can be used
to complement the manual discovery methods. Automated process discovery
methods rely on events generated while performing business processes. When a
business process is executed, IT systems involved in that process record events
related to the process. In order to be used for process discovery, each of such
events should contain the following information: (i) process instance to which
the event belongs to, (ii) activity which the event is associated with and (iii)
the time of occurrence of the event [vdAWM04, DRMR13]. Events may contain
additional information such as involved resources, consumed and produced data
objects, cost information, etc. Collections of such events generated from busi-
ness processes are referred to as event logs. Figure 1.3 shows an example event
log containing events from two process instances. If a process is automated us-
ing a BPMS, it may record events of all executed process instances. However,
if a process is not implemented on a BPMS, the event log of that process may
have to be constructed by extracting events from different IT systems such as
Enterprise Resource Planning (ERP) systems, Database Management Systems
(DBMS), etc. Once an event log of a process is available, automated process dis-
covery methods can be used to construct a process model representing the way
the business process manifested itself in the event log. Process models generated
using automated discovery methods can capture the actual behavior of business
processes. However, when applied to large real-life event logs, automated meth-
ods can generate highly complex spaghetti-like process models as a result of not
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appropriately treating possible redundancies in the log. Therefore, the construc-
tion of process models capturing existing business processes of an organization is
a major problem in a BPM project.
Case ID Event ID Timestamp Activity
1 E101 2013-04-05 10:25 Validate order details
1 E105 2013-04-05 10:30 Check customer details
1 E110 2013-04-05 11:40 Check inventory
1 E125 2013-04-06 09:50 Ship items
1 E247 2013-04-06 09:52 Send invoice
1 E308 2013-04-07 10:40 Receive payments
2 E250 2013-04-06 10:18 Validate order details
2 E268 2013-04-06 10:38 Check customer details
2 E286 2013-04-06 10:42 Notify customer about missing details
2 E384 2013-04-07 15:24 Check inventory
2 E434 2013-04-07 15:36 Inform customer about waiting period
2 E568 2013-04-08 16:48 Add customer to the waiting list
Figure 1.3: Example of an event log
1.1.3 Process Model Repositories
As large collections of process models are involved in BPM initiatives, organi-
zations face the challenge of managing those process model collections. At the
basic level, file systems and DBMSs can be used to store process models. How-
ever, the functionality provided by those systems may not be sufficient or may
be hard to utilize for managing complex process model collections. Repositories
contain more advanced functionality for managing collections of artifacts [BD94].
Version control and configuration control functions of repositories can be used to
maintain multiple versions and interrelations between different versions of arti-
facts. Long term transactions on artifacts are supported by repositories through
implementing check-in and check-out methods, where users can check-out one or
more artifacts, work on them for some time duration and check-in them back
to the repository. Typically, a user working on a project has a frequent set of
artifacts to work with and has certain preferences and constraints on accessing
repository contents. Repositories can support this through context management
by grouping together multiple artifacts and other details (e.g. user preferences,
constraints, etc.) related to a certain project. Furthermore, repositories may
provide some level of workflow control to manage life cycles of stored artifacts.
Artifacts may have different life cycle states such as initiate, design, implement,
test, deploy, retire, etc. Workflow mechanisms provided in the repository can
manage the transitions of these states by performing appropriate tasks such as
PhD Thesis – c© 2013 Chathura C. Ekanayake – Page 7
1. Introduction
work assignments and access modifications. For example, when a software ar-
tifact has entered the ‘test’ state, its repository can assign a work item to the
corresponding Quality Assurance (QA) team and grant them ‘read’ access for
the artifact. Once the QA team has indicated that the testing is complete, the
repository can change the state of the artifact to the ‘deploy’ state, if the testing
was successful.
In order to better facilitate the management of process model collections,
process model repositories have been proposed as an extension to generic repos-
itories [YDG12, DRR12]. Process model repositories inherit features of generic
repositories such as version control, lifecycle management, transaction manage-
ment, etc. In addition, many process model repositories have special data models
for storing basic process model elements including activities, control flow, data
objects and participating resources [YDG12, RRvdA+11]. Furthermore, vari-
ous presentation mechanisms for process models and related information may be
supported. For example, stored models may be presented in a graphical nota-
tion such as BPMN or in natural language [MCH03]. The Apromore repository
can present stored process models in a number of supported process modeling
languages [RRvdA+11]. Thus, process model repositories offer a suitable tech-
nological framework to develop advanced functions specifically designed for the
management of process model collections. For example, such repositories can
support the organization of process models according to various relationships.
They may support the storage and navigation of process-subprocess hierarchies,
abstraction relationships, value-chain relationships, etc. Furthermore, reposito-
ries may enable the derivation of variants of stored process models and maintain
relationships between variants. As process model repositories consider process
elements as first-class entities, they can provide search mechanisms on process
model collections beyond simple text search. For example, a repository may pro-
vide a search functionality based on a query process model, where all process
models matching (exactly or approximately) the query model are returned as
search results. Another example is the pattern search, where users can specify
required relationships between process elements in order to retrieve all process
models containing the specified relationships. Process model repositories can also
facilitate the extraction and re-use of knowledge from process model collections.
For example, process analysts can identify business rules and frequently used pat-
terns from existing process models. Then the extracted information can be used
for constructing new process models or for enhancing existing ones.
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1.2 Problem Statement and Objectives
Despite the work on process model repositories both in academia and in indus-
try, some key problems in managing process model collections have not gained
sufficient attention. A typical organization may have a large number of pro-
cess models covering business functions related to various departments, business
units, product types, etc. When changes occur in existing business processes or
new business processes are introduced, these process model collections have to
be updated to reflect current procedures [Trk10]. However, as it is not feasible
to manually examine all process models before each update, this procedure may
introduce redundancies over time. Furthermore, as updates to a process model
collection increase, it may be hard to track changes to existing process mod-
els. For example, during a redesign of processes, process models in a repository
may be changed several times by multiple teams working on different portions
of the collection, although subsequent implementations may follow smooth and
evolutionary approach [JS98]. In such situations, users may not be aware of all
changes performed on related process models and possible conflicting updates.
In addition, sometimes up-to-date process models are not available for all busi-
ness processes. Therefore, process analysts first have to construct process models
based on behaviors of existing business processes. However, executions of these
processes may contain duplicate behaviors, which are important to be managed
for successive analysis and redesign. Currently developed and proposed process
model repositories do not provide sufficient functionality to address these prob-
lems related to process model consolidation. In this context, this research aims to
support the consolidation of process model collections by addressing the following
research questions:
1. How to support maintenance of process model collections?
Maintenance of large process models collections requires a considerable ef-
fort, which is not sufficiently supported by generic repository functions.
There can be many duplicate sections among process models, capturing
the similarities between business processes. Furthermore, when an existing
process model is modified as a result of an improvement or a correction,
the modified process model may share some sections with the previous ver-
sion. Existence of such duplicate sections causes a maintenance challenge.
Duplicates could increase the complexity of the repository as they increase
the number of managed process elements. Furthermore, modifications to
process models could introduce inconsistencies as users may not be aware
of their similarities and dependencies. Users may also not know whether
or how to make corresponding modifications to similar process models. In
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addition, multiple users may want to work on process models at the same
time, which may contain different interdependencies. In such situations,
users may not be aware of the modifications performed by other users on
related process models and how those modifications affect their work. Thus,
the problem of consolidating duplicate sections in process models and man-
aging relationships between them is a major factor in the maintenance of
large process model collections.
2. How to support standardization of process model collections?
There can be many similarities between entire process models or between
sections (a.k.a. fragments) of process models, resulting from the similari-
ties of underlying business processes. The existence of similarities between
process models may indicate a standardization problem, as all or some of
the similar fragments could have been standardized using more appropriate
behavior. However, some major problems have to be addressed in order to
achieve such standardization. First, there is the problem of identifying sim-
ilar fragments of process models. Second, it is not clear how to consolidate
corresponding process models, once similar fragments have been identified.
Furthermore, standardization operations have to be performed carefully as
they could significantly affect original process models.
3. How to automatically create consolidated process model collec-
tions from organizational behavior?
If an organization has not followed a BPM initiative, it may not have pro-
cess models representing its business processes. Furthermore, if a process
model collection has not been updated continually, there may be deviations
between the actual processes and existing process models. Therefore, orga-
nizations face the problem of creating process model collections represent-
ing up-to-date business processes. Automated process discovery methods,
which can generate process models from event logs, have been proposed as a
solution to this problem. Furthermore, these discovery methods can identify
potential process variants and create a separate process model for each vari-
ant. However, process models generated by automated discovery methods
may have different levels of similarities, which could increase the complexity
of discovered process model collections while causing the maintenance prob-
lems discussed above. Therefore, identification and proper management of
similarities between processes during the automated process discovery is a
critical problem affecting the quality of process model collections.
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1.3 Approach
This research addresses the research problems identified in Section 1.2 by devel-
oping a novel approach for consolidating process model collections. Consolidation
of process models can be considered along multiple aspects as illustrated in Fig-
ure 1.4. Consolidation can be performed on individual process models or on
collections of models. In the former case, only the inconsistencies within a single
model are considered, therefore, consolidation operations are simplified, but at
the same time, possible benefits of consolidation are restricted. In contrast, the
latter case considers a collection of process models, thus examines redundancies
within and in between all models. This would involve a large number of consoli-
dation actions and, as a result may provide significant improvements to the collec-
tion. Additionally, consolidation operations can be classified as transactional and
transformational. Transactional operations integrate seamlessly with day-to-day
activities of a process model repository and attempt maintain the repository in a
consistent state. As transactional operations are executed regularly as standalone
functions or as parts of other functions, they require minimum user intervention
and do not cause major changes to the content. On the other hand, transforma-
tional operations can significantly change process models in order to make them
consistent and to minimize redundancies. Accordingly, these operations are not
applied frequently and require considerable expert judgment to determine which
changes should be allowed. By considering these different aspects, this thesis pro-
poses techniques to cover both transactional and transformational consolidation
of process model collections as discussed below:
1. Transactional consolidation
The maintenance problem of process model collections is addressed by de-
veloping a version control technique to organize each process model as a
collection of process fragments in a repository. This version control tech-
nique provides a foundation for identifying and managing duplicate frag-
ments across different process models and across versions of a same pro-
cess model. Furthermore, consistency of the repository is maintained by
propagating updates on duplicate fragments to all relevant process models
based on user-defined policies. In addition, the developed technique pro-
vides fragment-level access control, which prevents inconsistent updates to
process models while facilitating non-conflicting concurrent modifications.
Thus, this technique facilitates the automatic consolidation of process model
collections on the basis of duplicate fragments. The consolidation actions
facilitated by this version control technique do not modify existing process
models and are mostly hidden from repository users, which makes them ap-
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Figure 1.4: Consolidation matrix depicting multiple aspects of consolidation.
plicable to everyday repository operations. Therefore, this technique sup-
ports the transactional consolidation of the repository.
2. Transformational consolidation
This research addresses the problem of standardizing process model col-
lections by developing techniques for identifying similar process fragments,
which are candidates for standardization. However, identification of similar
fragments is not sufficient for facilitating the standardization. There can be
a large number of similar fragments in a repository with different levels of
standardizability. Therefore, the proposed technique can guide repository
users in performing standardization by filtering similar fragments based on
the suitability for standardization. Standardization of similar fragments is
a form of consolidation, which allows us to minimize or track redundancies
across process models. This technique facilitates transformational consoli-
dation as it modifies original process models by transforming them in order
to model standard behavior.
3. Consolidated process model discovery
The third contribution is a technique for reducing the complexity of discov-
ered process models by automatically extracting similar process fragments
during the process discovery. This technique combines process variation
detection methods with the techniques discussed above, in order to consoli-
date similarities in identified process variants. It extracts similar fragments
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from discovered process models and manages them separately as subpro-
cesses which capture all behaviors of original process fragments. Thus, this
technique attempts to improve the understandability of discovered process
model collections by reducing the overall size of the repository and the com-
plexity of individual process models. In this way, this technique generates
simplified and consolidated process model collections from event logs.
The techniques proposed in this thesis focus on the control-flow perspective of
process models. And while other equally-relevant aspects such as data objects and
resources can be defined as attributes of contol-flow elements (e.g. of activities),
a comprehensive treatment of such aspects is outside the scope of this thesis.
Following the principles of the design science research method [HMPR04],
this research is aimed at developing and evaluating a collection of techniques for
consolidating process model collections. The relevance of this research is identi-
fied based on studies of current literature and existing systems. Research rigor is
achieved by building all contributions on top of state-of-the-art techniques and by
applying the developed techniques on synthetic datasets, industrial model collec-
tions and empirical settings. Furthermore, open source software tools have been
implemented to support all of the developed techniques. All techniques have been
evaluated based on these software tools using industrial and synthetic datasets.
The software tool implementing the first technique on transactional consolidation
has been integrated in the Apromore [RRvdA+11] process model repository as
its storage and version control system. Furthermore, software implementation of
the transformational consolidation technique has also been integrated into Apro-
more as a plug-in to facilitate process model standardization. Implementation
of the technique on consolidated process model discovery has been planned for
integration with Apromore in upcoming releases. Thus, all contributions of this
research will be available to the research community as well as to industry via
the Apromore project1.
The significance of this research is emphasized by the availability of large
process model collections and event logs as discussed in Section 1.1.2. Organi-
zations planning to engage in active BPM initiatives quickly face the problem
of maintaining large process model collections while ensuring their consistency.
The limited functionality provided by existing tools becomes inadequate with the
growth of the size and the complexity of process model collections. In this con-
text, novel techniques for consolidating process model repositories developed in
this research can be significant contributions for the advancement of the BPM
field.
1http://apromore.org/
PhD Thesis – c© 2013 Chathura C. Ekanayake – Page 13
1. Introduction
1.4 Publications
This research led to the following publications:
• C. C. Ekanayake, M. La Rosa, A. H. M. ter Hofstede, and M.-C. Fau-
vet. Fragment-Based Version Management for Repositories of Business Pro-
cess Models. In A. Kumar, M. Reichert, and L. Qing, editors, Proceedings
of the 19th International Conference on Cooperative Information Systems
(CoopIS), volume 7044 of Lecture Notes in Computer Science, pages 20-37.
Springer, 2011.
• C. C. Ekanayake, M. Dumas, L. Garc´ıa-Ban˜uelos, M. La Rosa, and A. H.
M. ter Hofstede. Approximate Clone Detection in Repositories of Business
Process Models. In A. P. Barros, A. Gal, and E. Kindler, editors, Proceed-
ings of the 10th International Conference on Business Process Management
(BPM), volume 7481 of Lecture Notes in Computer Science, pages 302–318.
Springer, 2012.
• C. C. Ekanayake, F. Mannhardt, L. Garc´ıa-Ban˜uelos, M. La Rosa, M. Du-
mas, A. H. M. ter Hofstede. Detecting Approximate Clones in Process
Model Repositories with Apromore, In Demo track of the 10th Interna-
tional Conference on Business Process Management (BPM), 2012.
• C. C. Ekanayake, M. Dumas, L. Garc´ıa-Ban˜uelos, and M. La Rosa. Slice,
Mine and Dice: Complexity-Aware Automated Discovery of Business Pro-
cess Models. In Proceedings of the 11th International Conference on Busi-
ness Process Management (BPM), 2013 (Winner of the Best Paper Award).
• M. La Rosa, M. Dumas, C.C. Ekanayake, L. Garc´ıa-Ban˜uelos, J. Recker,
and A.H.M. ter Hofstede. Detecting Approximate Clones in Business Pro-
cess Models, BPM Center Report BPM-14-03, BPMcenter.org, 2014.
• L. Garc´ıa-Ban˜uelos, M. Dumas, M. La Rosa, J. De Weerdt, and C.C.
Ekanayake. Controlled Automated Discovery of Collections of Business
Process Models. BPM Center Report BPM-14-02, BPMcenter.org, 2014.
1.5 Outline
This thesis is organized as follows. Chapter 2 introduces existing research con-
cepts that are used by the techniques developed in this thesis. It also reviews
current work on process model repositories in order to provide the context for
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this research. Chapter 3 presents the technique for consolidating duplicate pro-
cess fragments and performing version control in process model repositories (i.e.
transactional consolidation) with comprehensive evaluations using two industrial
datasets. Chapter 4 discusses the transformational consolidation technique which
facilitates the management of similar process fragments and presents evaluations
with industrial datasets, synthetic datasets and human participants. Chapter
5 describes the consolidated process model discovery technique with evaluation
results of three industrial datasets. Finally, Chapter 6 concludes this thesis by
summarizing all consolidation techniques and discussing possible extensions.
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Chapter 2
Background
This chapter describes existing research concepts that are used as foundations for
the techniques developed in this thesis. In addition, existing research on process
model repositories is discussed in order position the research presented in thesis
in context. Section 2.1 provides an overview of business process representation
methods and this includes a description about the Canonical Process Format
that is used for representing process models in all techniques presented in this
thesis. Techniques for performing various operations on process models such as
model decomposition, exact clone detection and process merging are introduced
in Section 2.2. Section 2.3 describes data clustering algorithms while Section 2.4
covers process mining methods used in this thesis. Finally, Section 2.5 discusses
about existing process model repositories developed in academia and in industry.
2.1 Business Process Representation
Typically, business processes can be represented as process models. These pro-
cess models are used for a variety of purposes including communication, analy-
sis and implementation. In order to fulfill these purposes, a number of process
modeling languages have been developed such as Business Process Model and
Notation, Event Driven Process Chains, Web Services Business Process Exe-
cution Language, Yet Another Workflow Language and Workflow Nets. These
process modeling languages provide mechanisms to capture, among others, or-
dering of activities (control flow), allocation of resources, passing of data objects
to various degrees. Below, we discuss two widely used process modeling lan-
guages followed by the process representation language used internally in the
Apromore [RRvdA+11] repository.
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2.1.1 Business Process Model and Notation
Business Process Model and Notation (BPMN) [Gro11] is a process modeling lan-
guage standardized by the Object Management Group (OMG). The main goal
of BPMN is to provide a notation that is understandable to all process stake-
holders including process owners, process analysts and technical developers who
implement business processes. The current version of BPMN, BPMN 2.0, pro-
vides a comprehensive set of symbols for capturing details of processes, execution
semantics for executing BPMN models on BPMSs and an XML based format for
serializing BPMN models.
The main components used in modeling the control flow in BPMN are activi-
ties, events and gateways. An activity, depicted as a rounded rectangle, represents
a unit of work to be performed as a part of a business process, either by human
participants or by an IT system. An activity can be atomic or compound, where
compound activities represent subprocesses. An event represents something that
happens instantaneously, which can affect the sequencing or timing of activities.
Every BPMN model should have one or more start events marking the beginning
of the process and one or more end events marking its conclusion. In addition,
BPMN introduces many other event types including message events to capture
receipt or dispatch of messages, timer events to act as triggers for reaching certain
times and error events incorporating exceptional behaviors. Events are depicted
as circles and the symbol inside the circle represents the event type. Gateways
are used to represent concurrency and choice in processes. Gateways which are
target of a single arc but source of multiple are called splits and gateways which
are sources of one arc but target of multiple are called joins. XOR-split and OR-
split gateways are used for exclusive and inclusive choice respectively. AND-split
gateway is used to capture concurrency. Join gateways can be used to merge
control flow and require synchronization of all incoming branches (AND-join), a
subset thereof (OR-join) or no synchronization at all (XOR-join). Gateways are
depicted as diamond shapes where the symbol used inside the diamond depends
on the type of gateway. Activities, events and gateways can be connected using
sequence flows to model the flow of a business process. For instance, if an activity
A is a source of a sequence flow with a target activity B, this implies that A is
followed by B.
In addition to constructs for control flow, BPMN provides constructs for mod-
eling data flow and resource allocations. Data flow between activities can be
modeled using data objects. A data object can be input or output of an activity.
If an activity consumes a data object, that input relation is modeled by a dashed
arrow with the activity as the target. Similarly, if an activity produces a data
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Figure 2.1: BPMN model representing a sales process of a software vendor
object, that output relation is modeled by a dashed arrow with the data object as
the target. BPMN captures the resource perspective using two constructs: pools
and lanes. Pools are used to model higher level resources such as material sup-
pliers, banks, client organizations, etc. Lanes model lower level resources within
pools, such as business units, departments, roles, etc. An activity is assigned
to a resource by placing the activity in the lane of that resource. Figure 2.1
shows a BPMN model with control flow, data objects and resource allocations,
representing a sales process of a software vendor.
2.1.2 Event Driven Process Chains
Another widely used process modeling language is Event Driven Process Chains
(EPC) [vdA99]. The EPC modeling language is used in the SAP R/3 reference
process model [BE00] and supported by many BPM tools including the ARIS
platform [Dav07]. Similar to BPMN, EPC provides a visual notation for modeling
business processes with an XML-based serialization format called EPC Markup
Language (EPML). The control flow in an EPC is modeled as a directed graph
consisting of three types of nodes (functions, events and connectors) and arcs.
Functions represent units of work to be performed by process participants, while
events represent triggers or outcome states of functions. Therefore, each function
has to be preceded and followed by an event. Connectors are used for branching
and merging the control flow and can model inclusive decision (OR), exclusive
decision (XOR) and parallelism (AND). Arcs can connect functions, events and
connectors to model the flow of the process. EPC language has been extended
to capture not only the control flow perspective but also the data and resource
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perspectives. Both data objects and resources can be associated with functions to
model consumed and produced data objects and roles responsible for performing
functions.
2.1.3 Canonical Process Format
The Canonical Process Format (CPF) [RRvdA+11] was designed to represent
common structural characteristics of major process modeling languages. In or-
der to achieve this purpose, the process elements of CPF were introduced based
on an analysis of six process modeling languages including BPMN and EPC. If a
construct was supported by at least three of these languages, a corresponding con-
struct was introduced to CPF. As CPF inherits common features of these major
modeling languages, it can be used to represent process models created in those
languages, although some information may be lost. Tools such as Apromore, dis-
cussed later, tries to minimize this loss of information by storing features that are
not part of CPF in language specific extensions. CPF can be used as an inter-
mediate format providing support for conversion between models represented in
different languages. As the focus of CPF is on structural characteristics, graphical
information such as shapes and coordinates were omitted from the language.
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Figure 2.2: UML metamodel of the Canonical Process Format [RRvdA+11]
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A simplified metamodel of CPF is shown in Figure 2.2. A CanonicalProcess
can contain one or more Nets representing a top level process and subprocesses.
A top level process model is represented by the root Net of a CanonicalProcess.
A Net is a directed graph of Nodes and Edges, where Nodes can be specialized
into Work Nodes or Routing Nodes. Work Nodes can be further specialized into
Tasks or Events. Tasks model business activities performed as a part of a process,
and they can be atomic or compound. A compound Task is associated with a Net
(i.e. subnet) describing its detailed behavior. Events can capture the receipt or
dispatch of a message (Message Event) or the reaching of a point in time (Time
Event). Routing Nodes can be Splits (ORSplit, XORSplit and ANDSplit), Joins
(ORJoin, XORJoin and ANDJoin) or States. Splits and Joins correspond to
gateways in BPMN, while a State is used to indicate the state before an event-
driven decision is made or the state after a merge of the control flow.
The resource perspective of a process is captured by ResourceType entities of
the CanonicalProcess. A ResourceType, which can be specialized as Human or
NonHuman, captures a class of organizational resources participating in a process.
A Human resource is a role in an organization such as “Accountant” or “Project
Manager”, while a NonHuman resource can be an equipment or an information
system. All ResourceTypes can have specializations, for example, “Project Man-
ager” may be specialized in ”Senior Project Manager”. A ResourceType can be
linked with a Work Node to indicate that the linked ResourceType is involved in
executing the Work Node. It is possible to model the involvement of multiple re-
sources in performing a Work Node by associating multiple ResourceTypes with
the Work Node. Furthermore, associations between a ResourceType and a Work
Node can be marked as ‘optional’ to indicate that the Work Node may be carried
out without the involvement of the specific resource.
Work Nodes in a CanonicalProcess can be linked with Objects to model the
associated business objects. Objects can represent physical objects (Hard Ob-
jects) or information artifacts (Soft Objects). If an Object is utilized by a Work
Node, it is linked with the Work Node via an input relation. Similarly, an Object
that is produced by an Work Node is linked with an output relation. It is also
possible to link an Object and Work Node using both input and output relations,
thus representing that the Object is updated by the Work Node. Similar to Re-
sourceTypes, an association between a Work Node and an Object can be marked
as ‘optional’ indicating that the Work Node may be performed without involving
the Object.
Using this metamodel, constructs in other languages can be mapped to CPF.
For example, the control flow of the BPMN model shown in Figure 2.1 can be
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Figure 2.3: CPF representation of the control flow of the model shown in Fig-
ure 2.1
mapped to CPF as depicted in Figure 2.3. In this illustration, Nodes of CPF are
represented as filled circles, where the subtype of each Node is written above the
circle. Edges are represented as arrows. Additional information about process
elements are captured as attributes of corresponding Nodes and Edges. Task
and Event nodes have an attribute named ‘Label’ to capture labels of those
process elements. For example, “Negotiate deployment packages” activity in the
BPMN model is captured as a Node of subtype Task having a Label attribute
with value “Negotiate deployment packages”. Similarly, outgoing Edges of the
XORSPlit have attributes named ‘Condition’ to represent the conditions upon
which a choice is made.
2.2 Operations on Process Models
In this section, we discuss techniques for performing various operations on pro-
cess models such as process model decomposition, duplicate fragment detection
and comparison of process models. The control flow of process models can be
represented as directed graphs, where process elements (e.g. tasks, events, etc.)
are connected by directed edges. As the control flow is the main component of
a process model, many operations on process models can be considered as oper-
ations performed on the directed graph of the control flow. For this purpose, we
can define the control flow of a process model as a labeled graph as follows:
Definition 2.1 (Process graph) Let L be a set of labels. A (business) process
graph H is a tuple (V,E, λ) where V is the set of vertices, E ⊆ V × V is the set
of edges, and λ : V → L is a function that maps vertices to labels.
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2.2.1 Refined Process Structure Tree
The Refined Process Structure Tree (RPST) [VVK09, PVV10] is a parsing tech-
nique that takes as input a process model and computes a tree representing
a hierarchy of single-entry single-exit (SESE) fragments. Intuitively, a process
model, represented as a directed graph, is partitioned into sets of edges such that
the subgraph induced by each set of edges is a SESE fragment. SESE fragments
are organized by subset inclusion to form a rooted tree, where siblings are asso-
ciated with disjoint sets of edges. As the process graph is partitioned into sets of
edges, some nodes may be shared by multiple SESE fragments. The RPST can be
computed for any process model in linear time and it is unique [VVK09, PVV10].
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Figure 2.4: RPST decomposition of a process model
A node in an RPST corresponds to a fragment of one out of four types:
trivial, polygon, bond or rigid. A trivial consists of a single edge. A polygon
represents a sequence of fragments. A bond corresponds to a subgraph where all
child fragments are adjacent to the entry and exit nodes of the fragment. Any
other case is a rigid fragment. Figure 2.4 presents a sample process model with
its RPST decomposition, where SESE fragments computed by the RPST are
highlighted in dashed lines. We use the prefixes T, P, B and R to designate the
type of fragment. For example, fragment B1 is a bond. The fragment tree of that
process model is shown in Figure 2.5. Trivial fragments are not considered in
these representations for clarity. We can observe that the process model contains
three bonds: B1, B2 and B3; ten polygons: P1 to P10 and a rigid fragment: R1.
Polygon P1 is the root fragment of the fragment tree and it has the rigid R1 as
its only child fragment. R1 has P2, P3 and P4 as child fragments and P2 and P4
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also have child fragments as shown the fragment tree in Figure 2.5.
P1
R1
P2 P3 P4
B1 B2
P8P7P6P5
B3
P10P9
Figure 2.5: Fragment tree generated by the RPST decomposition shown in Fig-
ure 2.4
2.2.2 RPSDAG
The RPSDAG [UDGBR11, DGBRU13] is an index structure designed for effi-
cient and accurate identification of exact clones in a collection of process models.
Conceptually, it can be thought of as the union of a set of RPSTs. A node in the
RPSDAG corresponds to a SESE fragment of a model in the collection, whereas
edges encode the containment relation among SESE fragments. Importantly, each
fragment only appears once in the RPSDAG. Thus, if a fragment appears multiple
times, in the same RPST or in different RPSTs, it is factored out and represented
only once in the RPSDAG. For example, Figure 2.7 shows the RPSTs and the
RPSDAG of the process fragments presented in Figures 2.6(a), 2.6(b) and 2.6(c).
Note that fragments B1 and P2 are represented only once in the RPSDAG. A
node in the RPSDAG that has more than one parent is an exact clone fragment.
The RPSDAG is built incrementally. When a new process model is added
to the collection, the corresponding RPST is computed and merged into the
existing RPSDAG. When a fragment from the newly added RPST is found in the
RPSDAG, the fragment is not inserted anymore. Instead, the existing fragment is
linked to the remaining fragments in such a way that the newly inserted RPST is
fully represented in the RPSDAG. A capital issue considered in the design of the
RPSDAG is the comparison of fragments while inserting a new process model into
the index structure. Each comparison corresponds to an exact graph isomorphism
test, such that a fast way to cope with this requirement is crucial. To this end, the
RPSDAG relies on the use of graph canonical labeling methods [BL83, UDGBR11,
DGBRU13]. The intuition is the following, instead of storing the actual SESE
fragment, the RPSDAG stores a canonical label, namely a string, that uniquely
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(c) Process fragment F3
Figure 2.6: Three process fragments containing some identical child fragments.
represents the SESE fragment. Hence, testing graph isomorphism boils down to
string comparison, which turns out to be efficient.
The canonical label of a SESE fragment is computed based on the augmented
adjacency matrix of that fragment. The augmented adjacency matrix of a frag-
ment is constructed by combining the diagonal matrix and the adjacency matrix
of that fragment. Figure 2.8 shows a sample bond fragment with its adjacency
matrix, diagonal matrix and augmented adjacency matrix. The vertices of this
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Figure 2.7: RPSDAG of process fragments F1, F2 and F3
fragment are given identifiers 2, 3, 4 and 5 to identify them in the canonical
label. The canonical label of a fragment is derived by reading its augmented
adjacency matrix from left to right and top to bottom, which gives the canonical
label “2110030100410005” for the fragment shown in Figure 2.8. However, there
can be multiple augmented adjacency matrices for a fragment as the augmented
adjacency matrix depends on the ordering of vertices of a fragment. Therefore, all
possible permutations of the augmented adjacency matrix are computed and the
lexicographically smallest canonical label is selected for representing a fragment.
As the computation of all permutations of an augmented adjacency matrix is in-
efficient, some optimizations can be applied utilizing the properties of the RPST.
The canonical label of a polygon is computed by concatenating the canonical
labels of its vertices in the order implied by the control flow. The canonical label
of a bond is computed by taking the entry node as the first vertex, exit node as
the last vertex and all intermediate vertices in the lexicographical order. Both
these operations can be performed in linear time. Still, we have to compute the
augmented adjacency matrix for rigid fragments. However, the number of nec-
essary permutations are reduced by ordering the vertices with unique labels in
the lexicographical order. Then, we attempt to derive a unique label for vertices
with duplicate labels by concatenating their predecessor and successor vertices.
Then we order all vertices with unique labels in the lexicographical order and
permutations are computed only by changing the order of vertices with duplicate
labels. Although the worst-case complexity of computing the canonical label is
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still factorial on the size of the largest group of vertices with duplicate labels inside
a rigid, this method allows one to reduce the number of vertices with duplicate
labels, thus reducing the computation time.
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Figure 2.8: A process fragment with its (b) adjacency matrix, (c) diagonal matrix
and (d) augmented adjacency matrix. Vertices of the fragment are labelled as 2,
3, 4 and 5 for generating the canonical label.
2.2.3 Process Model Similarity
Similarity between process models specified in a graph-based notation can be mea-
sured using various metrics. One metric is to measure the similarities between the
nodes of process model graphs such as activities, events and gateways [vDDM08].
Similarity between two nodes n1 and n2 belonging to two process model graphs
g1 and g2 can be measured on the basis of multiple aspects. One aspect is the
syntactic similarity between the labels of n1 and n2, which can be computed us-
ing the string-edit distance [Lan66]. String-edit distance is the number of atomic
string operations (i.e. insertion of a character, deletion of a character and sub-
stitution of a character) required to convert the label of n1 in to the label of n2.
Another aspect is the semantic similarity between the labels of n1 and n2, where
individual words in the labels are matched by considering synonyms. Similarities
between attributes of nodes can also be considered when computing the similar-
ity between two nodes. Once similarities between individual nodes are computed,
similarity between process models can be measured either using one of these as-
pects or using a weighted combination of multiple aspects. One drawback of
using node similarity for comparing process models is that it does not consider
the interconnections between process model elements.
Another metric for measuring the similarity between process models is the be-
havioral similarity, which is computed based on the causal relationships between
nodes of process model graphs [vDDM08, DDvD+11]. Behavioral similarity be-
tween two process models g1 and g2 can be computed by first identifying causal
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relationships of all nodes in both graphs. For example, if a node n1 in graph g1 is
directly or indirectly followed by nodes n2, n3 and n4, these causal relationships
are captured as (n1, {n2, n3, n4}). Similarly, if n5 is succeeded by n1, it is cap-
tured as ({n5} , n1). Thus, all causal relationships of all nodes in g1 and g2 are
identified. Then a vector space is constructed where each node in g1, each node in
g2, each causal relationship in g1 and each causal relationship in g2 are considered
as dimensions. Next, the graphs g1 and g2 are mapped to this vector space by
creating a vector for each graph. However, as this vector space contains nodes
from both graphs, first a mapping has to be established between the nodes in g1
and the nodes in g2 using some similarity measure. Based on this mapping, the
vector of a graph can be built by assigning a weighted value for each dimension.
For example, if there is a dimension for node a, and if g1 has a node b mapped
to a with similarity score 0.6, then the dimension a is filled with 0.6 in g1’s vec-
tor. Similarly, if there is a dimension for the relationship (n1, {n2, n3}), and if g1
has this relationship, this dimension can be filled with 1 or with some weighted
value considering the number of tasks in the successor relation (e.g. 1
22
as there
are 2 succeeding tasks). Once vectors for both graphs are constructed, similarity
between the graphs can be computed based on the cosine similarity between the
vectors.
Behavioral profiles can also be used to compute the behavioral similarity be-
tween two process models [WMW11]. The behavioral profile of a process model
is defined based on behavioral relations between its activity pairs. Three types of
behavioral relations are considered for this purpose: strict order relation, exclu-
siveness relation and interleaving order relation. The strict order relation contains
all activity pairs (a, b) where b eventually follows a, but a never follows b. The
exclusiveness relation contains all activity pairs (a, b) where a never follows b and
b never follows a. Finally, the interleaving order relation contains all activity pairs
(a, b) where a eventually follows b and b eventually follows a. The behavioral pro-
file of a process model is the set of all behavioral relations among the activities
of the process model. In order to compute the behavioral similarity between two
process models g1 and g2, first an alignment between their activities has to be
established. Such an alignment constructs an n to m mapping between activities
in g1 and g2 using some mechanism such as label matching, domain knowledge
based matching, etc. Given this alignment, the set of consistently aligned activity
pairs in g1 with respect to g2 can be determined by considering all activity pairs
(a, b) in g1 whose aligned activity pairs (x, y) in g2 have the same behavioral rela-
tion as (a, b). Then the degree of alignment between g1 and g2 can be computed
as the ratio between all consistently aligned activity pairs and all aligned activity
pairs in both models. Such degree of alignment, which ranges between 0 and 1,
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can be considered as a measure of behavioral similarity between process models.
If the degree of alignment between two process models is 1, then all their aligned
activities have similar behavioral relations. Similarly, if the degree of alignment
is 0, none of their aligned activities have similar behavioral relations. Therefore,
even if two process models have very high node level similarity, they may have low
degree of alignment, if the matching nodes do not have similar behaviors. Simi-
larly, if some activities in an abstract model g1 are mapped to multiple activities
in a detailed model g2, and if abstract activities in g1 and their corresponding
detailed activities in g2 have similar behavioral relations, then g1 and g2 have a
high degree of alignment, even if they are in two different levels of abstraction.
A similarity metric based on the structure of process model graphs is the
graph-edit distance [Mes95]. The graph edit distance of two graphs is the minimal
set of edit operations required to transform one graph into the other. There are
three edit operations: vertex substitution, vertex insertion/deletion and edge
insertion/deletion. A vertex substitution refers to the fact that a vertex in one
of the graphs is mapped to a vertex in the other graph. To define a valid vertex
substitution, we require a notion of vertex similarity. In this respect, we consider
that vertices are matched according to their label similarity measured in terms
of string-edit distance [Lan66], denoted as Simled(label1, label2).
1 As mentioned
earlier in this section, the string-edit distance between label1 and label2 is the
number of atomic string operations required to convert label1 to label2. A vertex
substitution is only allowed if the similarity between their labels is above a user-
defined threshold (e.g. 0.6). Whenever a vertex in a graph is not matched to
any vertex in the other graph, it is considered as either inserted in one graph
or deleted in the other one. Similarly, an edge insertion (or deletion) operation
is required for each edge that cannot be mapped to an edge in the other graph.
This intuition is formalized as follows.
Definition 2.2 [Normalized process graph edit distance [DDGB09]]
Let H1 = (V1, E1, λ1) and H2 = (V2, E2, λ2) be two process graphs. Let
M : V1 9 V2 be a partial injective mapping that maps vertices of H1 to
vertices of H2. Moreover, let subv be the set of substituted vertices, i.e.,
subv = dom(M) ∪ cod(M), skipv the set of skipped vertices, i.e., skipv =
(V1 ∪ V2)− (dom(M)∪ cod(M)), and skipe the set of skipped edges, i.e., skipe =
{(v, w) ∈ E1 ∪ E2|v /∈ dom(M) ∪ cod(M) ∨ w /∈ dom(M) ∪ cod(M)}. The nor-
malized graph edit distance induced by the mapping M is:
1Other measures of label similarity (e.g. semantic ones) can be used as discussed
in [DDGB09].
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DistMGED(H1, H2) =
wskipv · fskipv + wskipe · fskipe+ wsubv · fsubn
wskipv + wskipe+ wsubv
where wskipv, wskipe and wsubv are relative weights in the range [0..1] as-
signed to each graph-edit operation, fskipv is the fraction of skipped vertices,
fskipe the fraction of skipped edges, and fsubv the average distance between
substituted vertices, defined as fskipv = |skipv||V1|+|V2| , fskipe =
|skipe|
|E1|+|E2|m and
fsubv =
2·∑(v,w)∈M 1−Simled(λ1(v),λ2(w))
|E1|+|E2| , where Distled is the string-edit distance
between vertex labels.
Finally, the normalized graph-edit distance between H1 and H2, written
DistGED(H1, H2), is the smallest Dist
M
GED(H1, H2) across all mappings M .
A DistGED of 0 means that the process graphs are identical, while a DistGED
of 1 implies that the process graphs are completely dissimilar.
2.2.4 Process Model Merging
Process model merging aims at combining two or more process models into a single
process model. The merging algorithm proposed by La Rosa et al. [RDUD13,
RDUD10] produces a merged model which contains all behaviors of the input
process models. This algorithm takes two process models as input and extracts
the common parts. Then it inserts differences between the two process models into
the extracted common parts. Differences are appended as configurable process
elements, which can be configured to obtain the behavior of each input model.
Furthermore, process elements of merged models are annotated with identifiers
of input process models, enabling one to trace back the origin of each process
element. Annotations in configurable process elements also allow one to derive
any of the input process models by configuring all configurable elements according
to the identifier of the required input process model. The algorithm can also
work on process models containing configurable process elements. Therefore, it
is possible to merge any number of process models into a single merged model
using this algorithm. If we want to merge more than two process models, we
can start by merging two process models. Then we can merge the third process
model with the output of the algorithm and so on. An experimental evaluation
reported in [RDUD13] shows that, if the input process models (or fragments) are
similar, the size of the merged process model is significantly lower than the sum
of the sizes of the input models. Also, the more similar the input models are, the
more significant is the size reduction achieved during merging.
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(b) Process model M2 representing a variant of the sales order processing process shown in M1
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(c) Merged process model capturing behaviors of process models M1 and M2
Figure 2.9: Two process models and their merged model obtained according to
the merging algorithm proposed in [RDUD13, RDUD10]
Figure 2.9 shows two process models that can be provided as input to the algo-
rithm and the merged process model generated by the algorithm. As mentioned
earlier, the merged process model contains some configurable process elements.
A process model with such configurable elements is called a configurable pro-
cess model. This configurable process model contains two configurable gateways,
which can be configured by removing incoming (in the case of a join) or outgoing
(in the case of a split) edges. The process elements of the configurable process
model are annotated with the identifiers of input process models. Annotations
on edges can be used to retain only the process elements that belong to a par-
ticular input process model during the configuration stage. For example, if we
want to derive input process model M1 from the merged model, we retain only
the edges that contain the annotation M1 and remove all other edges and nodes
connected only by the removed edges. The merged process model also contains
an annotated activity. If input process models contain nodes with similar labels,
those labels are captured as annotations in the merged model. In this example,
the activity label “Order materials” in M1 and the activity label “Procure mate-
rials” in M2 are similar, which are captured using an annotation attached to the
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activity “Procure materials” in the merged model. When configuring the merged
model, an appropriate activity label for the annotated activity can be selected
based on the identifier of the required input model.
Besides the approach by La Rosa et al., there are other merging techniques.
For example, the algorithm proposed by Sun et al. [SKY06] focuses on merging
block-structured process models by following four categories of merge methods:
sequential, parallel, conditional and iterative. When merging two regions of input
process models, the sequential merge method either keeps only one region in the
output model or inserts both regions sequentially into the output model. The
parallel merge method inserts both regions as parallel branches connected by
AND gateways. The conditional merge inserts both regions by connecting them
to the rest of the process model using OR gateways, so that only one region
or both regions can be executed during a process instance. Finally, the iterative
merge method connects both regions to the output model using a loop. Once these
merging methods are applied, the output model may have a different behavior
from any of the input models.
Ku¨ster et al. [KGFE08a] outline requirements for process merging tools and
proposes a merging method. Proposed requirements state that the user should
be able to apply the merging operations selectively and an order for applying
merging operations should not be imposed whenever possible. Furthermore, a
change log has to be constructed to capture the operations performed on input
process models to obtain the merged model. The authors also present a tool for
process merging developed by considering the proposed requirements. The tool
detects differences between input process models by comparing process elements
and visualizes the differences. Then it constructs a merged model by merging the
identified differences according to users’ preferences.
Li et al. [LRW10a] propose a merging approach which constructs a merged
model with the minimum average change distance to all input models. Change
distance is measured as the number of high level operations (insert, delete or
move nodes) required to convert one process model into another process model.
The goal of this approach is to create or refine reference process models by con-
sidering the behaviors of process variants, so that reference models have mini-
mum deviations from their variants. The proposed approach is applicable only
to block-structured models and to models with unique activity labels.
An approach for merging multiple process model views is proposed by
Mendling and Simon [MS06]. A process model view is the behavior of a process
model relevant for a specific stakeholder of that process. The proposed approach
works in three stages. First, it identifies correspondences between nodes in input
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process model views. Second, the input views are merged by copying matched
nodes as is and connecting view-specific sections using AND connectors. Finally,
a set of restructuring rules are applied on the merged model to remove redundant
structures. These restructuring rules do not guarantee that the behaviors of input
models are preserved in the merged model.
2.3 Data Clustering
Data clustering techniques deal with grouping of objects into classes of similar
objects called clusters. Once clusters are identified, objects within a cluster are
similar to each other and dissimilar to objects in other clusters. Data clustering
techniques can be applied on any type of physical or abstract objects. For ex-
ample, it is possible to cluster cities in a country based on their populations, or
cluster a collection of graphs based on their structural similarities.
As clustering algorithms attempt to group similar objects, there should be
a measurement of similarity (or distance) between objects. Such distance mea-
sures vary according to the type of objects used and the properties of objects
considered for the clustering. Typically, objects are represented by one or more
properties (e.g. population and area may represent a city). Therefore, a vector is
created for each object by considering each property as a dimension of the vector
and distances between vectors are considered as distances between objects. Dis-
tance measures such as Euclidean distance or Manhattan distance can be used
to compute distances between object vectors. Once distances between objects
are computed, clustering can be performed using many algorithms such as K-
Means [JMF99], K-Medoids [HKP06], DBSCAN [EKSX96], OPTICS [ABKS99],
HAC [JMF99], etc. A basic clustering algorithm (i.e. K-Means) and the cluster-
ing algorithms used in this thesis are described below, followed by an overview of
some other clustering techniques.
2.3.1 K-Means
The K-Means [Llo82, JMF99, HKP06] clustering algorithm takes a set of n objects
as the input and clusters them into k clusters. The number of clusters k expected
from the dataset has to be specified. First, the algorithm randomly selects k
objects from the input dataset as initial centers of clusters. Then each remaining
object is assigned to the nearest cluster center based on the distance between the
object and the object representing the cluster center. Thus, k number of clusters
are created. Then the means of the initial clusters are computed and all objects
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are reassigned to clusters with the nearest mean. This process may redistribute
objects among clusters, thus creating a new set of means. The algorithm continues
redistributing objects and updating cluster means until objects can no longer be
reassigned.
The K-Means algorithm works well when data objects are distributed as
clearly separated and concentrated clusters. Furthermore, when the number of
iterations are restricted, rather than allowing the clusters to stabilize, K-Means
can scale for large datasets. However, K-Means is not applicable if the means
of clusters cannot be defined. For instance, if objects are represented by vectors
containing categorical data, the mean of a group of objects is undefined. The
requirement to provide the expected number (k) of clusters is also a disadvan-
tage of this algorithm. For many datasets, it may be hard to predict the number
of clusters before performing the actual clustering. In addition, the inability to
handle noise and arbitrarily shaped clusters are considered as drawbacks of the
K-Means algorithm.
2.3.2 Density Based Spatial Clustering of Applications
with Noise (DBSCAN)
The DBSCAN [EKSX96, HKP06] algorithm attempts to identify dense regions
in the data space and group them into clusters. It identifies dense regions based
on a concept called core objects. A core object is an object that has a certain
number of objects in its neighborhood. Accordingly, the definition of a core object
depends on two parameters: neighborhood radius (e) and neighborhood size (m).
If any object o has at least m objects within distance e, o is considered to be a
core object.
o1
o6
o7
o2
o3
o5o4
C2
C3
C1 5
3
o8
o9
Figure 2.10: Clustering of a collection of objects using the DBSCAN algorithm
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Armed with the notion of core objects, DBSCAN searches the dataset to
find such objects by checking the neighborhood of each object. If a core object
is found, a new cluster is created by grouping all objects in that core object’s
neighborhood. For example, consider the clustering of the objects shown in Fig-
ure 2.10 using DBSCAN with parameters e = 5 and m = 4. Objects o2, o3,
o4 and o5 have four or more objects in their neighborhoods. Thus, they can be
identified as core objects. Let us assume that the algorithm first identifies o4
as a core object and creates a cluster C3. Then the algorithm checks whether
there are other core objects in the newly created cluster. If new core objects are
found, neighborhood objects of new core objects are also added to the cluster.
This procedure is repeated until no new core objects are found in the cluster. In
this example, o5 is the only core object, except o4, in the cluster C3. Therefore,
the objects in o5’s neighborhood are added to C3, thus expanding the cluster.
Then the algorithm continues by searching all unclustered data objects in order
to locate core objects. In this process, core objects o2 and o3 are located and
clusters C1 and C2 are created with their neighborhoods. However, as there are
no other core objects in C1 and C2, those clusters will not be expanded. DBSACN
completes the clustering process when there are no unclustered core objects in
the dataset. All data objects that are not assigned to any cluster are classified as
noise. For example, objects such as o1, o6 and o7 are considered as noise, as they
are neither core objects nor belong to neighborhoods of other core objects.
DBSCAN can work with any type of data objects as long as a distance measure
between them can be defined. Furthermore, due to iterative merging of clusters,
it can discover arbitrary shaped clusters. In addition, DBSCAN can identify
sparsely distributed data objects as noise, without being affected by them.
2.3.3 Hierarchical Clustering Algorithms
Hierarchical clustering algorithms [JMF99, HKP06] construct a tree of clusters
from a dataset where the root of the tree contains all data objects and smaller
and more compact clusters are found towards the bottom of the tree. Based on
the method used to construct the cluster tree, these algorithms can be divided
into two groups: Hierarchical Agglomerative Clustering (HAC) and Hierarchical
Divisive Clustering (HDC).
HAC starts with the bottom of the tree and repeatedly combines low level
clusters to form higher level clusters. Figure 2.11 shows the application of HAC
to five data objects a, b, c, d and e (objects are not positioned according to their
inter-object distances in this diagram). Initially, HAC assigns each data object
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Figure 2.11: Clustering of a collection of objects using the HAC algorithm
to its own cluster (i.e. singleton cluster) as shown in the leaves of the dendro-
gram. Then it finds the nearest pair of clusters and merges them into a higher
level cluster. Let’s assume that clusters C1 and C3 have the smallest inter-cluster
distance. Then, C1 and C3 are merged to form the cluster C6. As C1 and C3 are
used for the merging, they are excluded from subsequent comparisons. Then the
algorithm finds the next pair of clusters with the smallest inter-cluster distance.
In this case, say C2 and C5 are qualified and they are merged into C7. This merg-
ing procedure can be continued until all data objects are merged into the root
cluster C9. However, it is also possible to terminate the merging procedure based
on other criteria. For example, we can specify a threshold for the inter-cluster
distance, in which case the merging stops if the distance between any remaining
pair of clusters is greater than the given threshold. We can also provide a thresh-
old on the required number of clusters. Then the merging procedure terminates
once the given number of clusters are created. For instance, if we specify the
required number of clusters as three, HAC stops at the shown termination point,
identifying C6, C7 and C4 as clusters.
According to the above discussion, HAC needs to compute inter-cluster dis-
tances before each merging operation. Multiple methods can be used to compute
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inter-cluster distances, each producing different clusterings of the dataset. One
method is to use the distance between the farthest objects as the inter-cluster
distance, which is referred to as complete-linkage clustering. In addition, the dis-
tance between the two nearest objects (single-linkage clustering) or the distance
between the means of clusters (average-linkage clustering) can be used.
As opposed to HAC, HDC starts with the root of the tree (i.e. the cluster
containing all data objects) and divides higher level clusters iteratively to obtain
smaller clusters. For example, it is possible to use the K-Means algorithm re-
peatedly to partition higher level clusters into a set of smaller clusters. In that
case, the parameters of the K-Means algorithm have to be provided as input to
the HDC algorithm. Furthermore, as clusters can be repeatedly partitioned to
obtain more clusters, it is not necessary to identify many clusters from a single
application of K-Means. Thus, K-Means can be configured with a smaller k value
(e.g. k = 2 ).
The HAC algorithm can be executed by providing only the distances between
objects. Once the clustering is completed, the resulting dendrogram can be tra-
versed to locate clusters with required properties. Therefore, HAC can be used
without prior knowledge about the distribution of data objects. Furthermore, if
thresholds are specified on the maximum inter-cluster distance or on the min-
imum number of clusters, HAC will consider isolated data objects as singleton
clusters, thus identifying noise. In the example shown in Figure 2.11, data object
d is identified as noise by keeping it in the singleton cluster C4, if the threshold
on the number of clusters is specified as three.
2.3.4 Other Clustering Techniques
Many other clustering algorithms have been proposed in the literature to address
various characteristics of data, scalability problems, dynamic insertions, etc. The
K-Medoids [HKP06] algorithm, which is similar to the K-Means algorithm, fo-
cuses on partitioning a dataset around centers of clusters. However, K-Medoids
selects an existing data object as the center (i.e. medoid) of a cluster, instead of
computing the mean. As a result, K-Medoids is applicable to data objects that
are not represented as vectors. However, similar to K-Means, K-Medoids also has
the disadvantage of the requirement to specify the number of clusters. K-Medoids
has been extended in CLARA [HKP06] and CLARANS [NH94] to work on large
datasets based on the application of partitioning operations on multiple samples
of a large dataset and selecting the best partitions.
The concept of density based clustering presented in DBSCAN has been ex-
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tended in OPTICS [ABKS99] to identify clusters with varying densities. DB-
SCAN identifies clusters based on core objects, which are objects that contain a
given number of objects (m) within a specified distance threshold (e). As a result,
a group of data points should have a certain density in order to be considered as
a cluster. OPTICS relaxes this requirement by identifying clusters with differ-
ent distance thresholds within a given maximum limit, thus constructing clusters
with varying densities.
BIRCH [ZRL96] is an enhanced hierarchical clustering algorithm, which can
work on large data sets, while handling data insertions without re-clustering. Sim-
ilar to other hierarchical clustering algorithms, BIRCH constructs a hierarchical
structure where each node in the hierarchy represents a cluster. However, unlike
other algorithms, BIRCH represents a cluster as a clustering feature (CF) that
summarizes all data objects in the cluster. As BIRCH operates on summarized
representations of data (i.e. CFs), instead of working on individual objects, it
can scale for large data sets. Furthermore, new data objects can be dynamically
inserted into the hierarchy created by the BIRCH algorithm by comparing them
with CFs and adjusting the hierarchy to accommodate modified clusters.
Some clustering algorithms may not identify clusters properly if data objects
are represented as vectors with a large number of dimensions. For example,
data objects may be distributed sparsely in some dimensions, while they may be
dense in others. In such cases, distances between data objects can be too high
for them to be grouped into clusters. The CLIQUE [AGGR98] algorithm has
been proposed as a solution to these problems caused by high dimensional data.
The CLIQUE algorithm projects data into subspaces with a smaller number of
dimensions and attempts to identify clusters within those subspaces. If data is
not dense in a subspace, that subspace is ignored. Then the algorithm combines
dense subspaces and projects data into combined subspaces to identify clusters.
It repeats this data projection, subspace combination and clustering procedure
until all dense subspaces are combined. Therefore, CLIQUE can identify dense
subspaces and detect clusters within those subspaces despite sparse distributions
existing in certain dimensions.
2.4 Process Mining
Process mining focuses on extracting information from event logs with the purpose
of discovering new or improved process models. In this section, we discuss the
major areas of process mining, including the techniques used in this thesis.
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2.4.1 Automated Process Discovery
Automated process discovery aims at constructing a process model captur-
ing the behavior of a given input event log. This problem has been ad-
dressed to different extents by many researchers [vdAWM04, WvdA03, WR11,
vdWvDHS09, dMWvdA07, vdA11]. A basic process discovery algorithm is the
α-algorithm [vdAWM04, vdA11, DRMR13], which generates a process model by
considering only the causal relationships between activities in the input event log.
The algorithm first identifies three types of causal relationships between activity
pairs: causality, parallelism and non-succession. Two activities a and b are in a
causality relationship denoted as a → b, if a is directly followed by b and b is
never directly followed by a. Activities a and b are in a parallelism relationship
denoted as a‖b, if a is directly followed by b and b is directly followed by a. Ac-
tivities a and b are in a non-succession relationship denoted as a#b, if a is never
directly followed by b and b is never directly followed by a. Any pair of activities
in an event log is in one of these relationships. Four additional patterns can be
identified from these relationships as follows:
• a→ (b#c): if a→ b and a→ c holds and b#c.
• (b#c)→ d: if b→ d and c→ d holds and b#c.
• a→ (b‖c): if a→ b and a→ c holds and b‖c.
• (b‖c)→ d: if b→ d and c→ d holds and b‖c.
The α-algorithm connects activities to construct a process model based on the
above patterns and causality relationships. It connects activities in the a→ (b#c)
pattern using XOR-splits. Activities in the (b#c)→ d pattern are connected us-
ing XOR-joins. All other activities in a causality relationship are connected using
directed edges. After making these connections, if there are activities with mul-
tiple outgoing or incoming edges, those edges are connected to the corresponding
activities using AND-splits or AND-joins. A major problem in the α-algorithm
is its sensitivity to noise in event logs. Event logs may contain some traces of
exceptional behavior or even a few incorrectly recorded traces. α-algorithm does
not distinguish such noise events and as a consequence, may produce complex
process models incorporating non-frequent behaviors.
The heuristics mining algorithm [WvdA03, WR11, vdA11] overcomes the
problem of noise by considering the frequencies of dependency relations between
activities. For each activity pair (a, b), the algorithm counts the number of times
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where a is directly followed by b in the event log. Then it computes a dependency
measure |a⇒ b| for each activity pair using the following equation:
|a⇒ b| =

|a>b|−|b>a|
|a>b|+|b>a|+1 , if a 6= b
|a>a|
|a>a|+1 , if a = b
In this equation, |a > b| is the number of occurrences where activity a is
directly followed by b. Similarly, |b > a| is the number of occurrences where
activity b is directly followed by a. |a ⇒ b| gives a value between -1 and 1 for
any activity pair. |a ⇒ b| is close to 1 if a is often directly followed by b and
b is rarely followed by a. If |a ⇒ b| is closer to -1, b is often followed by a.
The algorithm removes all dependency relations whose dependency measures are
below a given threshold, and connects all activities in the event log according to
the remaining dependency relations. The result is a dependency graph. The next
step is to introduce routing nodes to the dependency graph in order to build a
process model graph. Again, this can be done by analyzing the frequencies of
dependencies between activities. For example, if there are five traces where an
activity a is followed by an activity b only, seven traces where a is followed by an
activity c only and no traces where a is followed by both b and c, the algorithm
connects a with b and c using an XOR-split. Similarly, if there are ten traces
where an activity d is followed by both activities e and f , no traces where a is
followed only by e or f , then d can be connected with e and f using an AND-split.
As the heuristics mining algorithm determines dependency relations and routing
elements in the discovered process models based on frequency thresholds, it can
be configured to handle noise in event logs.
Process discovery techniques can be evaluated along four dimensions: fit-
ness (recall), appropriateness (precision), generalization and complexity [vdA11].
Fitness measures the extent to which the traces in a log can be parsed by the dis-
covered model. Appropriateness is a measure of additional behavior allowed by a
discovered model, that is not found in the log. A model with low appropriateness
is one that can parse a proportionally large number of traces that are not in the
log from which the model is discovered. Generalization captures how well the
discovered model generalizes the behavior found in a log. For example, if a model
can be discovered using 90% of the traces of the log and this model can parse
the remaining 10% of traces in the logs, it can be said that the model has a good
generalization. The complexity of a model can be measured using several metrics
proposed in the literature [MRC07]. A simple complexity metric is the size of
the model, measured by the total number of nodes in the model (or alternatively
number of edges). Empirical studies, e.g. [MRC07], have shown that process
PhD Thesis – c© 2013 Chathura C. Ekanayake – Page 40
model size is strongly correlated with model comprehensibility and error prob-
ability. Other (structural) complexity metrics correlated with comprehensibility
include:
• CFC (Control-Flow Complexity): sum of all connectors weighted by their
potential combinations of states after a split.
• ACD (Average Connector Degree): average number of nodes a connector is
connected to.
• CNC (Coefficient of Network Connectivity): ratio between arcs and nodes.
• Density: ratio between the number of arcs and the maximum possible num-
ber of arcs for the same number of nodes.
2.4.2 Trace Clustering
An event log may contain traces originating from a variety of business scenarios.
If we apply a process discovery algorithm on such an event log, it may generate a
complex process model capturing behaviors of all business scenarios in the event
log. However, it may be more useful to generate a separate process model for
each possible business scenario than analyzing a large and complex process model
covering all scenarios. Trace clustering algorithms facilitate “divide-and-conquer”
analysis by dividing event logs into relatively more homogeneous clusters of traces.
Then a separate process model can be discovered from each of the identified trace
clusters.
Several approaches to trace clustering have been proposed [GGPS06,
dMGG+07, SGvdA08b, SGvdA08a, FZMF07, Bos12, BvdA09]. Some of these
techniques produce a flat collection of trace clusters, e.g. [FZMF07], while oth-
ers produce hierarchical collections of trace clusters from which models can be
mined. Specifically, hierarchical trace clustering methods construct a dendrogram
of trace clusters. In this dendrogram, the root corresponds to the entire log. The
root is decomposed into N (typically two) disjoint trace clusters of smaller size,
each of which is split again into N clusters and so on recursively.
A trace cluster is a set of “similar” traces. The notion of trace similarity varies
between approaches and is generally defined with respect to a feature space. For
instance, if traces are seen as strings on the alphabet consisting of the set of
activity labels, the feature space corresponds to the set of all possible permuta-
tions of activity labels. With such a feature space, similarity of traces can be
assessed by means of standard string similarity functions, such as Hamming dis-
tance or Levenshtein edit distance. However, mappings to other feature spaces
PhD Thesis – c© 2013 Chathura C. Ekanayake – Page 41
2. Background
have been used in the literature, such as the count of occurrences of activities, the
count of motifs over such activities (e.g. n-grams), etc. In addition to differing by
the choice of similarity notion, trace clustering techniques also differ in terms of
the underlying clustering technique such as agglomerative hierarchical clustering,
divisive hierarchical clustering and K-Means clustering.
The techniques of Song et al. [SGvdA08b, SGvdA08a] and Bose et
al. [BvdA09, Bos12] both use agglomerative hierarchical clustering. Song et al.
also consider other clustering techniques, such as K-Means and self-organizing
maps. The main difference between the approaches of Song et al. and Bose et
al. lie in the underlying feature space. The technique proposed by Song et al.
builds the feature space by creating profiles from traces. Multiple profiles can be
created from traces in an event log. An activity profile is a vector where each ac-
tivity label in an event log is considered as a dimension in the vector. For a given
trace, the value of a dimension of this vector is filled by counting occurrences
of the corresponding activity within the trace. Another profile is the originator
profile, which defines a dimension for each originator found in the event log. The
originator of an activity is the resource which performed the activity. Similar to
the activity profile, the originator profile can be filled by counting the number
of occurrences of each originator in a trace. The transition profile attempts to
capture the behavior of traces by considering direct succession relations as di-
mensions of the profile vector. Each combination of activity pairs in an event log
becomes a dimension in the transition profile. The transition profile of a trace
can be filled by counting the number of direct following relations between each
pair of activities. For example, if an activity a is four times directly followed by
an activity b in a trace, the dimension (a,b) in the transition profile of that trace
is filled with four. More trace profiles can be defined based on event attributes,
performance measurements of traces, etc. The proposed approach can compute
the distances (or similarity) between traces using either one of these profile vec-
tors or a weighted combination of multiple of these profile vectors. Euclidean
distance, Hamming distance or Jaccard distance can be applied on profile vectors
to compute the distance.
Bose et al. [BvdA09, Bos12] propose feature spaces on repetitions of activities
found in event logs. One feature space uses tandem arrays, which are sequences
of activities that repeat within a trace without any other activity in between.
For example, the sequence of activities ab is a tandem array within the trace
cdeabababfcgh as ab is repeated three times without any other activity in be-
tween. If the tandem array feature space is used, the trace clustering algorithm
scans all traces in an event log to find tandem arrays and constructs a feature
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space where each tandem array is taken as a dimension. Then it constructs
feature vectors for each trace by counting the occurrences of identified tandem
arrays in the trace. The similarity between traces can be computed based on the
feature vectors of corresponding traces. Another feature space proposed by Bose
et al. is based on maximal repeats, which are sequences of activities repeating
with other activities in between. For instance, the sequence of activities pq in
the trace abcpqdefpqacpq is a maximal repeat as it is repeated three times. Ad-
ditional feature spaces have been proposed based on variations of these repeat
types. Furthermore, two feature spaces can be constructed for each repeat type,
one considering activities as a sequence (with ordering) and the other considering
activities as a collection of individual actions. The second type of feature space
is not sensitive to the ordering of activities, and is thus able to deal with possible
parallel executions in the underlying process.
The trace clustering technique proposed by Medeiros et al. [dMGG+07,
GGPS06] uses divisive hierarchical clustering. It starts with the entire event log
and computes distances between traces based on a feature space constructed with
frequent activity sequences. Then it generates a dendrogram of trace clusters in
a top-down manner using the K-Means algorithm as mentioned in Section 2.3.3.
2.4.3 Conformance Checking
Another area of process mining is conformance checking, which focuses on inves-
tigating the alignment between event logs and process models. A process model
may be constructed by modeling organizational behaviors manually or by using
process discovery techniques. In both situations, the constructed process model
may not fully conform with behaviors observed in event logs. Therefore, con-
formance checking techniques can be used to relate events in an event log to
activities in a process model and measure the degree of alignment between that
process model and the log [vdA11].
Fitness can be used as a measure of conformance between a process model
and an event log [RvdA08]. The amount of traces that can be parsed by a pro-
cess model is quantified by the fitness. Therefore, process models with higher
fitness have higher conformance with an event log. Another method for evalu-
ating the conformance is to compare the footprints of process models and event
logs [vdA11]. The footprint of a process model is a matrix containing causal de-
pendencies between its activities. The footprint matrix has a row and a column
for each activity in the considered process model, where each cell in the matrix is
filled by the dependency relation between the activities in its corresponding row
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and column. For this purpose, directly following (→), parallelism (‖) and non-
succession (#) relations defined in Section 2.4.1 are used. Similarly, a footprint
matrix can also be constructed for an event log, where rows and columns of the
matrix corresponds to the events in the event log. Thus, if a mapping between
activities of a process model and events in an event log is available, conformance
between that process model and the event log can be quantified based on their
footprint matrices by considering the ratio between the number of cells containing
identical values and the total number of cells.
In addition to quantifying the degree of alignment between a process model
and an event log, conformance checking techniques can point out the activities of
a process model that deviate from the behavior recorded in an event log (e.g. ac-
tivities that correspond to disagreed cells in a footprint matrix). Such information
can be used to correct organizational behaviors by changing work instructions or
to repair process models to capture the actual behavior [FvdA12]. For example,
if a retailer records customer feedback after completing a sale and if this step is
not captured in the order-to-cash process model, a new activity named “Record
customer feedback” can be inserted after the activity representing the completion
of a sale.
2.4.4 Other Aspects of Process Mining
In addition to the above areas, process mining techniques cover many other as-
pects of event log based analysis. Prior to performing a detailed analysis, it is
possible to visualize a log based on various attributes [SvdA07]. For instance, all
events in a log can be plotted in a two dimensional space where one axis corre-
sponds to time and the other axis corresponds to the case. Such a plot, referred
to as a “dotted chart”, allows an analyst to get an idea about the distribution of
case durations and identify the cases which have taken too much time to com-
plete. Another possibility is to construct a plot of resource name versus time,
which allows one to understand resources utilization.
Another aspect of process mining is the analysis of other process perspectives.
If events in an event log contain attributes such as time, involved resources, and
costs, those details can be incorporated into existing process models and can
be used for further analysis. At the resource level, it is possible to determine
the average number of times a resource is involved in an activity by analyz-
ing resource-related attributes of events. Based on this, a profile vector can
be constructed for each resource, where each activity forms a dimension. Then
data clustering algorithms can be applied on profile vectors to identify groups
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of similar resources. Such similar resource groups may correspond to particular
organizational units as all resources within a group perform similar activities. If
hierarchical clustering algorithms (see Section 2.3.3) are applied, it is possible to
discover a hierarchy of resource groups, where resources in lower level groups per-
form more similar duties while higher level groups aggregate lower level groups
with higher inter-similarity. Thus, such techniques can be used to discover or-
ganizational structures from event logs, where a resource group may correspond
to an organizational unit [SvdA08]. In addition, resource-related attributes can
be used to analyze the efficiency of resources, work distribution among resources,
interactions between resources, etc [vdARS05].
Similarly, time-related analyses can be performed on a process model based
on timestamps recorded in its event log [vdA11]. The timestamps of the start
event and the complete event of an activity instance can be used to compute the
duration of that activity instance. Furthermore, the waiting time for an activity
instance can be computed based on its start event and the complete events of it
predecessor activity instances. These time-related details can be associated with
process models and can be used for further analysis (e.g. simulation).
Another area of study is the analysis of the influence of case and event at-
tributes on decision points in process models [RvdA06]. Process models may have
various decision points depicted as XOR-split or OR-split gateways. For exam-
ple, the process model shown in Figure 2.9(a) has a decision point (XOR-split)
after the activity “Check inventory”. Output paths to follow from these gateways
are decided at run-time based on data attributes and other factors. Therefore,
analyzing the relation between attributes available in traces and outcomes of run-
time decisions can reveal how attributes affect decisions. For example, such an
analysis may reveal that the “Order materials” activity is executed if the inven-
tory level is below 20 and the unit cost is less than $1000 in the process model
shown in Figure 2.9(a). Classification techniques such as decision tree mining
algorithms can be applied on attribute values of completed traces and decisions
taken in those traces to discover relationships between attributes and output
paths of decision points.
Once a process model is enriched with information extracted from its event
log, future behaviors of the process can be predicted [vdAPS10]. Information
about execution times of activities, average waiting times, average costs, deci-
sion criteria for decision points, etc. can be extracted from event logs. Then the
behavior of that process for new instances or partially executed instances can
be predicted, for example, by feeding information about past executions and the
state of a current execution into a simulation model. Such predictions may pro-
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duce outcomes such as the remaining execution time, probability of exceeding a
given cost, probability of activating a specified activity, etc. Another related area
is the recommendation of actions based on past and present behaviors. Such rec-
ommendation techniques can suggest various decision paths, resource allocations
and other actions to achieve required outcomes (e.g. at least three machines have
to be assigned to complete a certain part of a construction project within two
days).
2.5 Process Model Repositories
With the growth of process model collections available to organizations, manag-
ing them with traditional technologies such as file systems and databases becomes
a challenge. As a response, process model repositories have been proposed, which
provide management techniques specifically designed for process model collec-
tions. Dijkman et al. [DRR12] categorize management techniques for process
model collections into the following areas:
Querying: Query functionality can be used to find process models that contain
a given process fragment or process models that comply with a given declar-
ative query. In the former case, the repository attempts to exactly match a
given process fragment (i.e. query fragment) with complete process models
or with parts of process models [CKJ07, JWW+10]. A declarative query al-
lows one to specify certain requirements for matching process models includ-
ing paths in the control flow, resource assignments, etc. [Awa07, BEKM06].
Similarity search: Similarity search allows users to find process models that
contain process fragments similar to a given process fragment. The dif-
ference between querying for a process fragment and similarity search
for a process fragment is that the former finds exact matches while
the similarity search finds inexact matches. In this context, similar-
ity measures between process fragments is a main focus in similarity
search. Similarity measures such as normalized graph-edit-distance, node
matching similarity and behavioral similarity, can be used for similarity
search [DGBD09, KWW11, DDvD+11].
Variant management: As discussed in Chapter 1, process model collections
may contain variants of process models, which capture deviations in similar
business processes. Variant management techniques handle such variants
either by constructing a single process model representing all variants or by
maintaining relations between separately stored variants.
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Merging: Process model merging techniques can be used to construct a single
process model representing multiple process variants. An important aspect
of merging is that the merged model should capture all behaviors of indi-
vidual variants, so that the behavior of any of the original process models
can be derived from the merged model. The approach proposed by La Rosa
et al.[RDUD13] supports this type of behavior preservation.
Mining: Large process model collections can be used as a source for extracting
knowledge. For example, it is possible to extract business rules based on
frequent patterns between activities and other process elements [PGD10].
Refactoring: Refactoring techniques support the restructuring of process model
collections in order to reduce unnecessary complexities and to improve the
quality of process models. For example, it is possible to reduce the size of
a large process model by extracting certain sections as subprocesses.
Re-use: Re-use techniques facilitate the use of existing process models in order
to simplify the development of new process models or the improvement of
existing process models. Various approaches have been proposed for re-use,
such as recommending process fragments to be included in an edited model
and using reference models as the starting point to build a new process
model. SAP R/3 [BE00], IBM Insurance Application Architecture [IBMb]
and MIT process handbook [MCH03] are some example process model col-
lections that can be used as starting points in BPM projects.
Collection organization: Process model repositories should organize process
models according to various aspects in order to facilitate access and navi-
gation. An important function in this regard is the management of aggre-
gation, generalization and other relationships among process models. For
instance, a process model repository can maintain links between a process
model and all its subprocesses and provide interfaces for users to navigate
between process-subprocess relationships. Furthermore, it is necessary to
provide methods for tracking and browsing of different versions of process
models. In addition, filtering and view management techniques can be used
to display only the relevant process models and hide unnecessary details of
process models.
Repository technology: In addition to the above functions, process model
repositories provide infrastructure for storing process models and related
artifacts based on generic repository technology. Functions provided in
such infrastructure include import, export, check-in, check-out, configura-
tion management and storage of metadata.
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Yan et al. [YDG12, YG10] present a process model repository management
model and analyze existing repositories using the areas identified by the manage-
ment model. The proposed management model consists of three main sections:
process data model, process function model and process management model. The
process data model covers various process aspects supported by the repository,
and presentation and indexing of process models. Repositories may store process
aspects such as activities, control flow relations among activities, data objects,
resource allocations, authorization details and organizational structures. Reposi-
tories may present stored information about process models in graphical formats
(e.g. BPMN notation) or in textual formats. Indexing methods include classifi-
cations of process models according to business functions, product type, domain,
etc. [MCH03].
The process function model consists of storage functions, retrieval functions
and integration functions. Storage functions are the mechanisms for creating,
updating, deleting, importing and exporting process models. Retrieval functions
focus on accessing process models stored in the repository either by navigat-
ing through classifications or by querying. Integration functions facilitate the
interoperability with external tools such as process editors, BPMSs and report
generators.
Finally, the process management model covers the advanced functions re-
quired for managing process model collections such as version control, configura-
tion management, lifecycle management, view management, notification manage-
ment, etc. Although most of them are generic repository functions, it is possible
to specialize certain functions to suit process model collections. For example,
version control may be specialized to deal with running instances of a process
model by enforcing how a new version of a process model can be integrated with
a running process instance. Many research and industrial process model reposi-
tories support functions in the process function model and process management
model to varying degrees [RRvdA+11, Dav07, IBMa]. Based on a study of exist-
ing process model repository architectures, the authors of [YDG12] also present a
reference architecture for process model repositories consisting of four layers: pre-
sentation layer, process repository management layer, DBMS layer and storage
layer. According to the proposed reference architecture, most of the functions
of the repository management model are supported by the process repository
management layer, while some functions are delegated to the DBMS layer. The
presentation layer contains graphical user interfaces for accessing repository func-
tions. Both the process repository management layer and the presentation layer
provide interfaces for integration with external applications. Finally, the storage
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layer provides storage mechanisms for process models and associated artifacts.
In addition to the above studies, researchers have proposed functions that have
to be supported by process model repositories. Based on an empirical study,
Shahzad et al. [SEJ10, SAB+08] have identified the following requirements for
supporting re-use in process model repositories: storing process models in at
least one process modeling language, domain independence, representing process
models in both graphical and textual form, storing both business and process
models, maintaining multiple abstractions and multiple variants of process mod-
els, associating metadata with process models (e.g. textual descriptions, business
goals, etc.) and classifying stored process models. Wang and Wu [WW11] also
point out the necessity of classifications for locating suitable process models for
re-use. In order to reduce the difficulty of manual classification of large process
model collections, they propose to use automatic classifications based on infor-
mation extracted from process models. Furthermore, the user community of a
repository can perform tagging and categorization of shared process models. Ma
et al. [MWA+07] propose to use semantic annotations to enhance querying of pro-
cess model repositories and propose the Semantic Business Process Repository
(SBPR) for storing semantically enriched process models. In addition to semantic
querying functionality, SBPR provides version control and locking at the process
model level. Thus when a process model is updated, a new version for the entire
process model is created. Similarly, when a process model is locked by a user, it
cannot be accessed by any other user.
Gao and Krogstie [GK10] propose an architecture and a set of functions for
a Business Process Characterizing Model (BPCM) repository. BPCM models
represent high level knowledge about business processes such as business do-
mains, goals and best practices. The proposed functions include import, export,
version control, configuration management, lifecycle management, view manage-
ment, etc., and therefore are similar to those of the repository management model
discussed earlier. The proposed architecture is also compatible with the reference
architecture presented by Yan et al. [YDG12], as all functions for handling BPCM
models are implemented in the repository management layer.
Eid-Sabbagh et al. [ESKW11] introduce a process model library, targeted pri-
marily at sharing process models, and they present requirements for implementing
such a library. They emphasize that a process model library should support the
storage of any type of artifact representing process models such as text docu-
ments, image files and diagram files (e.g. Microsoft Visio files), in addition to
standard process model formats. This requirement enforces the integration of ex-
ternal editors with process model libraries, as it is difficult to build a single editor
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to support multiple file formats. Another requirement is to associate keywords,
classifications and other metadata with process artifacts in order to facilitate
navigation and search. For this purpose, it may be possible to provide a parser
for each file format, which can extract metadata from files of its corresponding
format. Finally, a process model library should provide social features such as
discussion forums, support for tagging process models with keywords and web
pages with collaborative editing features (i.e. wikis) in order to benefit from a
community of users.
The Apromore process model repository proposed by La Rosa et
al. [RRvdA+11] provides process model management features independent of spe-
cific modeling languages. It achieves language independence by using CPF dis-
cussed earlier as the internal representation format for process models. When a
process model is imported into the repository, it is converted into CPF, provided
that a converter for the input format is available. Then all repository opera-
tions such as querying and merging are performed on CPF models. Repository
users can export stored process models into any process modeling language sup-
ported by available converters. External applications can be integrated with the
repository via a web services interface. Apromore, which is an ongoing research
initiative, aims to provide a platform for integrating process model management
techniques developed by research projects.
In addition to research projects, many process model repositories have been
developed by software vendors and open source initiatives [Dav07, IBMa, SAP,
Ora]. A widely used commercial process model repository is the repository in-
tegrated with the ARIS platform [Dav07, Sof]. The ARIS repository can store
process models as well as many other business related models such as organiza-
tional models, value chain diagrams, service architecture diagrams, etc. Process
models can be stored as EPC or BPMN models. ARIS supports the storage of
multiple versions of process models and the derivation of process variants. In
addition to version and variant relationships, aggregation relationships can be
maintained among process models. ARIS allows sharing of activities across mul-
tiple process models by storing a single copy of shared activities. Through the
report generation functionality, it is possible to generate descriptive or analysis
reports on process models as well as on many other model types. In addition, a
comprehensive set of software tools are integrated with the ARIS platform, which
provides functions such as process simulation, publication of process models in
web servers (e.g. publishing on corporate intranets), process analysis based on
event logs, checking compliance of process models with various standards, etc.
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Another commercial process model repository is the IBM Process Center
Repository provided with the IBM Business Process Manager product [IBMa].
The Process Center Repository can be integrated with process editors, manage-
ment consoles and runtime environments in order to act as a common location for
storage and sharing of process models, services and related artifacts. All artifacts
in the repository can be organized in high level categories called process appli-
cations. Within a process application, multiple tracks can be created to manage
variants. Furthermore, it is possible to create snapshots of artifacts at a given
time for the archival or deployment purpose. For example, a snapshot can be
exported as a backup or can be deployed in an instance of the IBM BPM server.
In addition to process applications and tracks, artifacts can be organized using
tags and folders. The repository supports rule-based classification of artifacts
into folders, where users can, for example state that all artifacts with a particular
tag and created after a particular date should be classified into a given folder.
Process models in the repository can be concurrently edited by multiple users
and the repository provides process element level locking to prevent conflicting
edits.
In addition to the above repositories, other major software vendors such as
SAP and Oracle provide process model repository functions with their BPM
products [SAP, Ora]. Some commercial repositories do not solely target BPM
and attempt to position their repositories as central integration points for mul-
tiple BPM and Service Oriented Architecture (SOA) applications. Many open
source BPMSs such as jBPM, Activiti and Bonitasoft have integrated process
model repositories supporting the storage of executable process models. These
repositories provide various functions on process models including versioning, col-
laborative editing, search and categorization.
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Chapter 3
Fragment-Based Management of
Process Model Repositories
In Chapter 1 we highlighted maintenance challenges encountered in dealing with
an increasing number of process models. Especially, it becomes essential to keep
track of the various models as they may mutually overlap, supersede one an-
other and evolve over time. Moreover, process models in large organizations
are typically edited by stakeholders with varying skills, responsibilities and goals,
sometimes distributed across independent organizational units [Car06]. This calls
for techniques to efficiently store process models and manage their evolution over
time.
In order to address those maintenance problems, this chapter proposes a novel
versioning model and associated storage structure which are specifically designed
for process model repositories. The main innovation lies in storing and versioning
single process fragments (i.e. subgraphs), rather than entire process models. In
this way duplicate fragments across different process models, or across different
versions of the same process model, are stored only once. In fact, empirical
evidence [UDGBR11] shows that industrial process model collections feature a
high number of duplicate fragments. This may occur due to the creation of
new process models by copying fragments from existing models within the same
collection. For example, nearly 14% of redundant content has been identified in
the SAP R/3 reference model [BE00]. Further, when a new process model version
is created, only a subset of all its fragments typically changes, leaving all other
fragments unchanged across all versions of the same model.
Besides effectively reducing the storage requirements of (large) process model
repositories, the proposed technique provides three benefits. First, it keeps track
of shared fragments both horizontally, i.e. across different models, and vertically,
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i.e. across different versions of the same model. As a result, this information is
readily available to repository users, who can monitor the various relations among
process model versions. Second, it increases concurrent editing, since locks can
be obtained at the granularity of single fragments. Based on the assumption that
concurrent users typically work on different fragments at the same time, it is no
longer necessary to lock an entire process model, but only those fragments that
will actually be affected by a change. As a result, the use of traditional conflict res-
olution techniques is limited to situations in which the same fragment is edited by
multiple users concurrently. Finally, our technique provides sophisticated change
propagation. For example, if an error is detected in a shared fragment, the fix
can be automatically propagated to all process models containing that fragment,
without having to edit each process model individually. This in turn can facili-
tate reuse and standardization of best business practices throughout the process
model repository. To the best of our knowledge, the use of process fragments
for version control, concurrency control (i.e. locking) and change propagation of
process model collections has not been studied in existing research. Many com-
mercial BPM suites only offer propagation of attribute changes at the node level,
e.g. a label change.
The proposed technique is independent of a process modeling language as
all the developed methods operate on the CPF modeling notation. Therefore,
we can manage processes modeled in a variety of languages, e.g. BPMN, EPCs,
YAWL. This technique is implemented on top of the MySQL relational DBMS,
which is used to conduct experiments on two industrial process model collections.
The results show that the technique yields a significant gain in storage space and
demonstrate the usefulness of its locking and change propagation mechanisms.
The rest of the chapter is organized as follows. First, we introduce the version-
ing model in Section 3.1. Next, the locking mechanism is described in Section 3.2
and the controlled changed propagation is covered in Section 3.3. In Section 3.4
we discuss the storage structure used to implement the proposed techniques on
top of relational DBMSs along with algorithms for insertion, retrieval and dele-
tion of process fragments. We present the experimental setup and results in
Section 3.5, and discuss related work in Section 3.6. We summarize the chapter
in Section 3.7.
The content of this chapter is based on the work published in [ERtHF11].
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3.1 Versioning Model
We define process model versions according to a branching model which is in-
spired by popular version-control systems such as Concurrent Version Systems
(CVS) [BP90] and Apache Subversion (SVN) [Fou, PCSF09]. Accordingly, each
process model can have one or more branches to account for co-existing devel-
opments. Each branch contains a sequence of process versions and has a unique
name within a process model.
A new branch can be created by “branching out” from a version in another
existing branch, where the existing branch may belong to the same process model
(internal branching) or to another process model (external branching). The pri-
mary branch is the first branch being created for a process model, and as such
it can be new or be derived via external branching. Non-primary branches of a
process model can only be derived via internal branching. Only the last version
of a branch, namely the current version can be modified.
Branch 1
Home (primary)
1.0
1.1
1.2
1.3
1.0
1.1
1.2
1.0
1.1
1.0
“draft”
“signed”
“released”
Branch 2
Motor
Branch 4
Commercial
Branch 3
Private
“signed”
“alpha”
“beta”
“initial”
“draft”
Figure 3.1: Process model versioning (current version of each branch is shaded).
A modification to a current version produces a new version in the same branch
which becomes the current version. According to this versioning model, a specific
version of a process model is referred to by the tuple (process model name, branch
name, version number). Optionally, a version may have a name which needs not
be unique. This model is shown in Figure 3.1 by using an example from the
insurance domain. In this figure, rectangles represent branches and process model
versions are represented by circles. Version numbers are shown inside circles and
a version name is shown near a circle, if the corresponding version has a version
name. Here the primary branch is new and named “Home”, whereas “Motor”,
“Private” and “Commercial” are all secondary branches. For example, version
1.0 of the Motor branch, named “alpha”, is derived from version 1.1 of the Home
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branch, named “signed”.
Determine 
whether tax 
invoice is valid
Determine if the 
invoice relates 
to the claim
Complete customer or 
third party 
reimbursement
Determine 
source of 
invoice
Investigate error
yes
yes
yes
Close the 
relevant invoice 
received activity
yes
F14
F13F12
F10
F11
F5 F7
F4
F1 F2
Determine if 
invoice is 
duplicate
Determine whether 
invoice received is 
for proof of 
ownership 
Determine if 
invoice has 
already been paid
Determine 
whether Insurer 
authorised work 
Contact customer 
activity for the 
relevant Insurer team
Contact service 
provider activity for the 
relevant Insurer team
Close the 
relevant invoice 
received activity
yes
F6 F8
F9
F3
Figure 3.2: Version 1.0 of the Home insurance claims process model, and its
RPST fragments.
The focal idea of our versioning model is to use process model fragments as
storage units. To obtain all fragments from a process model, we use the Re-
fined Process Structure Tree (RPST) [VVK09, PVV10] introduced in Chapter 2.
Figure 3.2 shows a BPMN model representing a home insurance claims process,
and its RPST decomposition. RPST fragments are enclosed by dashed lines.
Let’s assume that this model is in version 1.0. For each model, we store its SESE
fragments generated by the RPST decomposition with their composition relation-
ships. Furthermore, we maintain a version history for each fragment. A fragment
can have a sequence of versions and the latest version is named as the current
version. When a new fragment is added, its version sequence starts with 1 and is
incremented by one for each subsequent version. Figure 3.3 shows the fragment
version tree of the process model in Figure 3.2, where fragments and fragment
versions are depicted by rectangles and circles respectively; version numbers are
shown inside circles. The process model version is shown in the rectangle at the
top, which consists of the process model name, branch name, version number
and the version name. As all fragments in this example are new, each fragment
has version 1. Each process model version points to the root fragment version of
its fragment version tree, where the root fragment version and all its descendant
fragment versions compose the process model.
By using fragments as units of storage, we can efficiently support version
control, change management and concurrency control for process models. Before
describing how such operations are realized, we explain how a fragment is stored in
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1 F1
1 F2
1 F7
1 F41 F3
1 F101 F11
1 F12
1 F141 F13
1 F6
1 F91 F8
1 F5
P: “Insurance claims”
B: “Home”
V: 1.0 – “draft”
Figure 3.3: RPST of model in Figure 3.2.
the repository. Each fragment version needs to store its composition relationships
and its structure. The composition relationships contain the identifiers of all the
immediate child fragment versions. The structure of a fragment version is the
process model graph of that fragment version where the subgraphs of all its child
fragment versions are replaced by placeholders called pockets. Each pocket is
associated with an identifier and within the structure of a particular fragment
version, it points to one child fragment version. In this way we can maximize
reuse across fragments, since two fragments can share the same structure but
point to different child fragment versions from within their pockets. Figure 3.4
shows the structure of fragment F2 in Figure 3.2. This structure contains three
child fragments, each represented by a pocket. In version 1 of F2, pocket 1 points
to version 1 of F3, pocket 2 to version 1 of F4 and pocket 5 to version 1 of F5.
Next, we describe how to reuse structures by mapping different child fragment
versions to pockets.
3.1.1 Vertical Sharing
Process models are not static artifacts but evolve with an organization. As we
store individual fragments, all unmodified fragments can be shared across differ-
ent versions of the same process model. We call this vertical sharing. When a new
version of a process model is created, only those fragments that have changed or
that have been added are stored. For this purpose, we use the RPSDAG intro-
duced by Dumas et al. [UDGBR11, DGBRU13] to detect unmodified fragments
between two process model versions (i.e. identical fragments) and parent-child
relationships among those fragments. Figure 3.5 shows the derivation of version
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1.1 from version 1.0 of the Home insurance claims process by modifying fragment
F3.
yes
yes
Pocket 3
Pocket 2 Pocket 1
Figure 3.4: Structure of fragment F2 from the model in Figure 3.2.
Fragment F3 is modified by removing F6 and adding F25 and F32. This
leads to a new version of F3 (version 2) with the modified content. In addition,
new versions of F2 and F1 need to be created with the modified composition
relationships. All other fragments (i.e. F4, F5, F7, F10, etc.) remain the same
and are shared between version 1.0 and 1.1 of the Home insurance process.
1 F1
1 F2
1 F7
1 F4
1 F3
1 F101 F11
1 F12
1 F141 F13
1 F6
1 F91 F8
1 F5
P: “Insurance claims”
B: “Home”
V: 1.0 – “draft”
2 F1
2 F2
2 F3
1 F32
1 F28
1 F25
P: “Insurance claims”
B: “Home”
V: 1.1 – “signed”
Shared fragments
Figure 3.5: Sharing fragments across multiple versions of the same process model.
As we mentioned earlier, we reuse structures of fragments across subsequent
fragment versions in order to avoid redundancy. For example, changing fragment
F3 does not affect the structure of fragment F2. However, a new version of
F2 has to be created to represent the modified composition relationships (i.e.
replacement of version 1 of F3 with version 2). Thus, the structure can be shared
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across versions 1 and 2 of F2. Let us consider the structure of version 1 of F2
as shown in Figure 3.4. According to the example, version 1 of F2 maps version
1 of fragments F3, F4 and F5 to pockets 1, 2 and 3 respectively. In version 2 of
F2, the structure does not change except for the mapping of pocket 1 which now
points to version 2 of F3. Thus, we reuse the structure of version 1 of F2 in its
version 2 simply by changing the mapping of its pocket 1.
3.1.2 Horizontal Sharing
Real-life process model repositories hardly have unique process models. It is
common in fact that multiple process models share common fragments. For
example, 840 duplicate fragments have been identified in the SAP reference
model [DGBRU13]. In order to avoid such redundancy, we also allow fragment
versions to be shared among multiple branches within or across process models.
We call this horizontal sharing. As with vertical sharing, we use the RPSDAG
to identify common fragments between two different process models. By keep-
ing track of such derivation relationships, we can efficiently propagate changes
and keep the repository in a consistent state. As an example, Figure 3.6 shows
the relationship between version 1.2 of the Home insurance branch and version
1.1 of the Motor insurance branch, which share fragments F3 and F5, and their
child fragments. Similar sharing relations can exist between branches of different
process models.
3.2 Locking
If two or more users try to modify two overlapping sections within the same
process model or across different process models, the resulting process model(s)
may become inconsistent. The solution used by current process model reposito-
ries to avoid such conflicts is to lock an entire process model before editing it.
However, such a solution limits the ability for collaboration, especially in light of
the current trend for collaborative process modeling, as only one user can edit a
process model at a time. We propose a fragment-based locking mechanism for
process models which supports increased collaboration while reducing the number
of conflicts.
According to the fragment-based locking mechanism, users can lock individual
fragments, upon which, any subsequent locking requests to those fragments will
be denied. When a lock is requested for a fragment, we need to consider the lock
granted for that fragment, as well as the locks of its ancestor and descendant
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1 F1
1 F2
F7
1 F4
1 F3
F6
1 F5
P: “Insurance claims”
B: “Home”
V: 1.2 – “released”
Propagation: “Instant”
1 F35
1 F36
1 F37
1 F39
1 F41
1 F38
P: “Insurance claims”
B: “Motor”
V: 1.1 – “beta”
Propagation: “Delayed”
Shared fragments
1 F40
1 F42
11
Figure 3.6: Sharing fragments across different process model branches.
fragments. The proposed mechanism allows one to lock a fragment only if none
of its ancestor or descendant fragments have been locked. To illustrate this, let
us assume that three users, user 1, user 2 and user 3, are attempting perform
updates to the home insurance claims process model shown in Figure 3.2. This
scenario is depicted in Figure 3.7. Let us assume that first the user 1 attempts to
perform a modification to the fragment F12. A lock for this fragment is granted as
no other user is currently accessing the process model. Then the user 2 attempts
to update the fragment F3. The fragment-level locking mechanism allows user
2 to perform the update as F3 is neither an ancestor nor a descendant of F12
according to the fragment tree of this process model shown in Figure 3.8. Now
consider a scenario where the third user, user 3, attempts to lock F5, while locks
on F3 and F12 have already been granted. F5 is an ancestor of F12 according
to the fragment tree of the model and therefore F5 contains F12. If a lock for
F5 is granted, updates on F5 can conflict with the updates on F12 performed
by the user 1. Therefore, a lock is not granted for F5, thus preventing possible
conflicting updates by user 1 and user 3.
This fragment-level locking policy also controls conflicting updates to over-
lapping sections of multiple process models. When a user locks a fragment, it
will be locked for all process models that share the locked fragment. Thus, other
users will not be able to perform conflicting updates to any of the affected process
models. For example, let us assume that a user locks F3 in Figure 3.6. Then
the repository denies any subsequent lock request for fragment F3, for F3’s de-
scendant fragments and for its ancestors F1, F2, F35 and F36. Thus, the locking
of F3 will block updates to some sections of both the Home insurance and and
Motor insurance process models, in order to prevent possible conflicts. Still, this
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Figure 3.7: Fragment-based concurrent access scenario of a process model.
1 F1
1 F2
1 F7
1 F41 F3
1 F101 F11
1 F12
1 F141 F13
1 F6
1 F91 F8
1 F5
P: “Insurance claims”
B: “Home”
V: 1.0 – “draft”
User 1
User 3User 2
Figure 3.8: Fragment tree of the process model shown in Figure 3.7 depicting a
concurrent access scenario.
solution provides better results than locking the two entire process models.
The proposed fragment-based locking mechanism is realized by associating
two locking attributes with each fragment: a boolean direct lock and an integer
indirect lock counter. A direct lock is assigned to a fragment that is directly locked
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by a user and gives the user the actual right to edit that fragment. The indirect
lock counter is used to prevent conflicting lockings to descendant fragments. It
is set to zero and incremented by one every time a descendant of the fragment
in question is directly locked. A direct lock can only be placed if a fragment
is not directly locked, its indirect lock counter is zero and none of its ancestor
fragments is directly locked either. If so, the fragment is locked and the indirect
lock counters of all its ancestors are incremented. Once a request for removing a
lock is issued, the direct lock for that fragment is removed and the indirect lock
counters of all its ancestor fragments are decremented. The indirect lock counter
is required as multiple descendant fragments of a given fragment may be directly
locked at the same time. In such situations, the counter of that fragment should
not be reset until all direct locks of its descendant fragments have been released.
3.3 Controlled Change Propagation
In current process model repositories, similarity relations between different pro-
cess models are not kept, so an update to a section of a process model remains
confined to that process model, without affecting all process models of the repos-
itory that share (parts of) that section. This problem where two or more process
models become “out-of-synch” is currently rectified manually, through mainte-
nance cycles which are laborious and error-prone. For example, a team of busi-
ness analysts at Suncorp was recently involved in a process consolidation effort
between two of their insurance products, due to an update to one of the two
products. However, it took them 130 man-hours to identify 25% of the shared
fragments between the process models for these two products [RDUD10]. In fact,
our experience tells us that real-life collections suffer from frequent mismatches
among similar process models.
Since we reuse fragments across multiple process models, this provides a great
opportunity to simplify the maintenance of the repository. For example, if a possi-
ble improvement is identified for fragment F3 of Figure 3.6, that improvement can
be made available immediately to both the Home and Motor insurance process
models, since this fragment is shared by both these models. However, propagating
fragment changes immediately to all affected process models may not be always
desirable. Let us assume that the current version of the Motor insurance process
model has been deployed in an active business environment. If an update to F3
has introduced an error, that error will immediately affect the Motor insurance
process model, which could potentially impact important business operations.
In order to prevent such situations, we support a flexible change propagation
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mechanism, where change propagations are controlled by a propagation policy
associated with process model branches. The propagation policy of a process
model branch can be set as either instant propagation or delayed propagation. If
instant propagation is used in a branch, any change to any fragment in the cur-
rent version of that branch is recursively propagated to all ascending fragments
of that fragment in the current version, until the root fragment. Since the root
fragment changes, a new version for that branch will be created, which will be-
come the current version. If delayed propagation is used in a branch, changes to
a fragment will not be immediately propagated throughout the current version.
Instead, such changes will create pending updates for the current version. Then
owners of the affected process model are notified of all pending updates for that
model. They can then review the pending updates and only trigger the necessary
ones. Once a pending update is triggered, it will be propagated and a new version
of the interested process model will be created.
Coming back to the example in Figure 3.6, let us assume that the change
propagation policy of the Home insurance branch is set to instant while that of
the Motor insurance branch is set to delayed. If fragment F6 is updated (i.e.
version 2 of F6 is created), new versions will instantly be created for all the
ancestor fragments of F6 in the current version of Home (i.e. F3, F2 and F1,
shown with a thicker border Figure 3.6). As a new version is created for F1,
which is the root fragment of Home, a new version of this process model will
also be created, say version 1.3. On the other hand, since the Motor branch has
a delayed propagation policy, new versions will not be created for the ancestor
fragments of F6 in the current version of this branch. This means that F3 in
Motor will still point to version 1 of F6, F36 to version 1 of F3 and F35 to version
1 of F36. Thus, the current version of Motor will still use version 1 of F6 and
remain the same. However, the pending updates will be notified to the owner of
the current version of Motor, who can decide whether or not to implement them.
Sometimes one may not need to create a new fragment version/process model
version when a fragment is modified, e.g. after fixing a minor error. Our tech-
nique supports such in-place editing of fragments, where the edited fragment
version and all its ancestor fragments are updated without creating new ver-
sions. Changes performed in this mode will be available to all ancestor fragments
instantly, irrespective of the change propagation policies.
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3.4 Conceptualization of the Storage Structure
We now describe the conceptual model used to store our fragment based repos-
itory on top of a relational DBMS. Next, we present the algorithms for process
fragment insertion, retrieval and deletion.
An Object Role Modeling diagram of the storage structure is shown in Fig-
ure 3.9. For illustration purposes, we populated this model with information from
two process models: “Insurance claims” (the example used so far) and “Order
processing”. Each process has two branches (e.g. Insurance claims has branches
“Home” and “Motor”). Further, each branch has a root process model (i.e. the
root Node), representing the first version of that branch. For example, the root
process model of the Motor branch of the insurance claims process has node iden-
tifier N4 and refers to version number 1.0 having version name “alpha”. Each
branch has a sequence of nodes where each node represents one version of a
process model. Each node can have at most one immediate predecessor. For
example, node N5 refers to version number 1.1 of its branch, and is the successor
of node N4. The root node of a primary branch may optionally be derived from a
node of an external process model branch (none in the sample population). The
root node of a non-primary branch is always derived from a node of an internal
process model branch. For example, the root node of the Motor branch (node
identifier N4) is derived from node N2 of the Home branch.
Each node in a branch (i.e. each process model version) has an associated
fragment version tree. In our example, the root fragment versions of process
model versions 1.0 and 1.1 of the Home branch (i.e. nodes N1 and N2) are FV1 and
FV6. FV1 and FV6 are both contained in fragment F1 according to the sample
population. Thus, FV1 and FV6 are two versions of the same fragment. In fact,
FV1 is mapped to fragment version number 1 whilst FV6 is mapped to fragment
version number 2 of F1. A fragment version can have multiple parents and
children. For example, FV2 is the parent fragment of FV3, FV4 and FV5, while
FV3 is the child of both FV2 and FV7. Hence, FV3 is shared between FV2 and
FV7. A fragment version is associated with a structure which stores all process
elements contained only in that fragment version. A structure is associated with a
structural code (i.e. the canonical label described in Chaper 2), which is computed
by considering its elements and their interconnections. The structural code is used
to efficiently compare structures of fragments. Furthermore, two fragments can
be efficiently compared by considering both structural codes and composition
relationships. Process elements within structures can be of type non-pocket (i.e.
tasks, events, gateways) and pocket. A pocked is a place holder for a child
fragment. Continuing our running example, in fragment version FV1, pocket
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Figure 3.9: Object-Role Modeling diagram of the storage structure.
PE34 is mapped to fragment version FV2 while in FV6, PE34 is mapped to
FV7. Thus, FV1 and FV6 share the structure S5 with different mapping for
pocket PE34. Finally, the diagram models the association of change propagation
policies with process branches and locking attributes with fragment versions.
As shown in the diagram of Figure 3.9, we use a directed attributed graph
of vertices (i.e. process elements) and edges (i.e. flow relations) to represent
process fragments. Process elements can be tasks, events (e.g. timer or mes-
sage events), gateways (e.g. AND-split, XOR-split, OR-join) and pockets. This
meta-model is an extension of the canonical format used in the Apromore repos-
itory [RRvdA+11], where we introduced a new process element, namely the
Pocket, to act as a placeholder for dynamically-computed child fragments. This
abstract representation allows us to apply version control to process models de-
veloped in multiple business process modeling languages (e.g. BPMN, YAWL,
EPCs, BPEL), as well as to facilitate change propagation and concurrency con-
trol on those process models, regardless of their modeling language. For example,
in order to manage EPC models, we only have to convert EPC to our representa-
tion format and vice versa. Once EPC models are converted to our representation
format, those process models can be stored as tuples in the relational schema de-
rived from Figure 3.9. A full mapping between Apromore’s canonical format and
various process modeling languages is provided in [RRvdA+11]. We observe that
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in order to achieve language-independence, Apromore’s canonical format covers
only a set of concepts which are common to most process modeling languages.
Below we describe the algorithms for adding, retrieving and deleting process
fragments.
3.4.1 Adding a Process Fragment
When adding a process model to the repository, we first compute the fragment
tree of the new process model using the RPST algorithm. Root fragment of this
fragment tree represents the entire process model. Therefore, the main operation
for adding a new process model is the insertion of its root fragment. Algorithm for
adding new process fragments to the repository is outlined in the addFragment()
method (Algorithm 1).
addFragment() method takes a process fragment as the input, stores the
fragment and its child fragments in the repository and returns a unique identifier
for the fragment. First, the addFragment() method calls itself recursively to
add child fragments of the given fragment and to obtain identifiers for those child
fragments. It also replaces process elements (i.e. tasks, gateways, edges, etc.) of
each child fragment with a pocket in order to obtain the structure of the given
fragment. For each replaced child fragment, it adds a mapping from the added
pocket identifier to its corresponding child fragment identifier. A fragment is
represented in the repository as such a set of (pocket Id, child Id) mappings and
its structure.
Once the structure and the (pocket Id, child Id) mappings are obtained, we
have to check whether there is a similar fragment or structure already stored in
the repository, in order to prevent redundancies. First, the algorithm checks if
a matching structure is already stored in the repository by invoking the get-
MatchingStructureId() function. If a matching structure is found, we can
check whether the same fragment is already stored, by searching for both the
structure and the (pocket Id, child Id) mappings. This is done by the get-
MatchingFragmentId() function. Note that a fragment is equivalent to a
structure and a set of (pocket Id, child Id) mappings in our storage model. If
a matching fragment identifier is found, the addFragment() method return the
matched identifier without storing any information about the new fragment. If a
matching structure is found and a matching fragment is not found, we can reuse
the matched structure. Therefore, the algorithm adds a new fragment with the
matched structure identifier and new (pocket Id, child Id) mappings. insert-
Fragment() method is used to add a new fragment by storing the structure and
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the (pocket Id, child Id) mappings of the fragment. If a matching structure is
also not found in the repository (which also implies that there are no matching
fragments), the algorithm adds a new fragment with a new structure and new
(pocket Id, child Id) mappings.
Algorithm 1: Pseudocode of function addFragment()
Input: Process fragment f
Output: Identifier of the added fragment
fragmentId ← NULL;1
Initialize M to an empty set;2
for each fragment cf in child fragments of f do3
Replace all process elements of cf in f with a pocket p;4
childId ← addFragment(cf);5
Add (p, childId) to M ;6
end for7
sm = getMatchingStructureId(f);8
if sm is not NULL then9
fragmentId ← getMatchingFragmentId(sm, M);10
if fragmentId is NULL then11
fragmentId ← insertFragment(sm, M);12
end if13
else14
sm ← addStructure(f);15
fragmentId ← insertFragment(sm, M);16
end if17
return fragmentId ;18
3.4.2 Retrieving a Fragment
The repository considers each process model as a tree of fragments. Therefore,
retrieving a process model from the repository is equivalent to retrieving the root
fragment of the required process model. Algorithm 2 outlines the getFragment()
method used for retrieving a fragment from the repository.
The getFragment() method takes a fragment identifier (fragmentId) as the
input and composes the fragment identified by fragmentId by combining its struc-
ture and its child fragments. Initially, the getFragment() is invoked by providing
only the fragmentId as the input. The algorithm retrieves the structure of the
requested fragment and assigns it to a new fragment. Note that a structure
of a fragment can be considered as a fragment with zero or more pockets. In
fact, if a fragment does not have child fragments, its structure is equivalent to
the fragment. Next, the algorithm retrieves the (pocketId, childId) mappings of
the requested fragment from the repository. Now all pockets in the structure of
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the requested fragment have to be filled with process elements of its child frag-
ments. getFragment() method performs this by invoking itself recursively for
each (pocketId, childId) mapping. In these recursive invocations, the currently
constructed fragment and the pocketId to map the child fragment are provided as
inputs, in addition to the childId. When the getFragment() method is invoked
with these parameters, it replaces the given pocket pf in the given fragment fr
with the process elements of the constructed child fragment. Therefore, such re-
cursive invocations replaces all pockets in the requested fragment with descendant
fragments, which eventually creates a complete fragment without any pockets.
Algorithm 2: Pseudocode of function getFragment()
Input:
Identifier of the required fragment fragmentId
Pocket pf to be replaced with fragments content
Process fragment fr containing the pocket pf
Output: Process fragment f .
f ← NULL;1
s ← getStructure(fragmentId);2
M ← getPocketMappings(fragmentId);3
for each (p, childId) in M do4
getFragment(childId, p, s);5
end for6
if pf is NULL then7
f ← s;8
else9
Replace pf in fr with process elements of s;10
end if11
return f ;12
3.4.3 Deleting a Fragment
In order to delete a process model from the repository, we have to delete the
root fragment of the process model. However, we have to consider that compo-
nents of any fragment can be shared between other fragments in the repository.
Algorithm 3 outlines the procedure for deleting a fragment from the repository.
First, the algorithm checks whether the given fragment has parent fragments.
If a fragment f identified by a fragmentId given to the deleteFragment() method
has parent fragments, f is a shared fragment. Therefore, we cannot delete f . If
f does not have parent fragments, the algorithm retrieves the pocket mapping
M of fragment f , and deletes all mapping in M from the repository. Then the
deleteFragment() method calls itself for each childId in M . Note that we delete
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mappings in M from the repository before this recursive call. This ensures that
child fragments referred in M will not have f as their parent. Therefore, child
fragments will not be deleted only if they have any other parent fragments. After
deleting the pocket mappings M and all child fragments of f , the algorithm
deletes the structure of f , if it is not shared between any other fragments.
Algorithm 3: Pseudocode of function deleteFragment()
Input: Identifier of a fragment fragmentId
if fragmentId does not have parent fragments then1
M ← getPocketMappings(fragmentId);2
Delete all mappings in M from the repository;3
for each (p, childId) in M do4
deleteFragment(childId);5
end for6
s ← getStructure(fragmentId);7
if s is not used by other fragments then8
Delete s;9
end if10
end if11
3.5 Evaluation
The proposed versioning model and associated storage structure is implemented
in Java on top of the MySQL DBMS, and evaluations were carried out using
the implementation. The experiments were conducted on two industrial process
model collections: 595 EPC models from the SAP R/3 reference model and 248
EPC models from IBM’s BIT library. First, we measured the gain induced by
vertical sharing. Ten models with varying sizes were taken from each dataset
(ranging from 25 to 107 nodes for the SAP dataset and from 10 to 40 nodes for
the IBM dataset), and for each of them 100 subsequent versions were created by
randomly updating a set of adjacent nodes (i.e. localized changes). We allowed
four types of basic change operations with corresponding probabilities: change
task label (33%), delete task (33%), insert a task between two adjacent nodes
(17%) and insert a task in parallel to another task (17%). These probabilities
were chosen to balance insertions and deletions so as to prevent excessive growth
or shrinkage of a process model. For each model, we repeated the experiment by
changing 5%, 20% and 50% of the models’ size. After creating a new version,
we calculated the vertical storage gain Gv compared to storing full process model
versions. Let N be the number of nodes for storing full versions and Nv the
number of nodes stored if sharing fragments vertically. Then Gv = (N − Nv) ·
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100/N . Figures 3.10 reports the average Gv for each dataset, by aggregating
the values of all changed process models. Our technique incurs a slight initial
overhead due the storage of pockets. However, the vertical storage gain rapidly
increases as we add new versions. For the SAP dataset it levels off at 82%
for small updates (5% of model size), and 55% for larger updates (50% of size)
whilst for the IBM dataset it levels off at 78% for small updates and 46% for
larger updates. This confirms our intuition that storing duplicate fragments only
once across different process model versions can dramatically reduce the overall
repository size.
Second, we measured the gain Gh induced by horizontal sharing. For each
dataset, we randomly inserted all process models into the repository, and as
we increased the number of models in the repository, we compared the size (in
terms of number of nodes) of storing duplicate fragments only once with the size
of storing full process models. Let N be the number of nodes for storing full
process models and Nh be the number of nodes when horizontal sharing is used.
Then the storage gain Gh = (N −Nh) · 100/N . Figure 3.11 shows the results of
this experiment. As expected, the horizontal gain increases with the number of
process models reaching a final value of 35.6% for the SAP dataset and 21% for
the IBM dataset. This trend is determined by the increasing number of shared
fragments as the total size of the repository increases. For example, for the SAP
dataset there are 98 shared fragments when the repository is populated with 100
process models and this number increases to 840 fragments with the full dataset.
This gives an indication of the reduction in maintenance effort, as any update to
any of those fragments or their child fragments, will be automatically reflected
onto all process models containing those fragments.
Following from the results of the previous experiment, we tested the effects
of change propagation onto the repository. We populated the repository with
the SAP dataset and performed 100 updates on randomly selected fragments.
An update to a fragment consists of a combination of the following operations
with associated probabilities: label change (33%), serial node insertion (17%),
parallel node insertion (17%) and node deletion (33%). The total number of
operations performed in an update is proportional to the number of nodes in the
fragment being updated. In these tests we set the operations-to-nodes ratio to
one. For example, when updating a fragment with 10 nodes, 10 operations were
performed consisting of approximately 3 label changes, 3 node deletions, 2 serial
node insertions and 2 parallel node deletions.
The change propagation policy of all process models was set to instant propa-
gation during these tests as we wanted all changes to be immediately propagated
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Figure 3.10: Average storage gain when sharing fragments across versions of the
same process model.
to all affected models. After each update, we measured the total number of auto-
matically propagated changes in the repository. We repeated the same experiment
for the IBM dataset. The average results for 10 test runs with both datasets are
shown in Figure 3.12. Accordingly, the number of propagated changes increases
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with the number of updates performed on a process model collection. For ex-
ample, on average 20 automatic changes were applied by the repository across
different process models when 100 updates were performed on the SAP dataset.
If our change propagation method is not used, process modelers have to ana-
lyze the entire process model collection and apply all these changes to relevant
process models manually, which could be a time consuming and error-prone ac-
tivity. Thus, automatic change propagation provides indeed a significant benefit
in maintaining the consistency of the repository.
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Figure 3.11: Horizontal storage gain for SAP and IBM datasets with the growth
of the repository.
We measured the effectiveness of our fragment-based locking by comparing it
with the model-based locking available in many existing process model reposito-
ries. In this experiment, we used software agents to randomly lock fragments of
a given process model collection in order to simulate random updates. We first
generated a sequence of locking actions for each agent and saved it in a file. An
action is a tuple (process model identifier, fragment identifier, locking duration).
For example action (12, 25, 560) forces an agent to lock fragment 25 of process
model 12 for 560 milliseconds. For each action, the process model was selected
using a uniform probabilistic distribution over all process models in a given col-
lection. The fragment was selected based on a Gaussian distribution over the
sizes of the fragments of the selected process model, where the mean size of the
distribution was set to 10% of the size of the selected process model. The locking
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Figure 3.12: Effect of change propagation in SAP and IBM datasets.
duration was determined based on an inverse exponential distribution with mean
of 5 seconds, in order to speed up the tests.
Once all action files were generated, we executed two tests for each file: i) each
agent attempted to lock only the specified fragment; ii) each agent attempted to
lock the entire process model for each action, to simulate the traditional model-
based locking. We executed these tests for two process model collections, with
10 and 30 process models, chosen with uniform size distribution from the SAP
dataset. We used these small numbers of process models as in an average BPM
project multiple users typically work collaboratively on a small set of process
models. For each collection, we performed three tests by varying the number of
concurrent agents from 10, to 20 and 30, and we computed the success rate for
each test as the ratio of the number of successful operations over the number of
total operations. The results are shown in Figure 3.13.
As expected, the fragment-based locking mechanism scored the highest success
rate in all tests. We also observed that the gain of this locking compared to
that of model-based locking increases with the increase of concurrent agents (for
example, when using 10 agents on 30 process models, fragment level locking
facilitated 15% more operations than process level locking, while fragment level
locking facilitated 110% more operations for 30 agents). Further, this gain is
higher when agents are competing for a smaller number of process models. Thus,
we can conclude that our fragment-based locking mechanism is more effective
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Figure 3.13: Ratio between successful operation in fragment-based and model-
based locking.
than the traditional model-based locking.
3.6 Related Work
In this section we discuss related work in the field of BPM as well as in other
fields, such as software engineering and computer aided design. Our discussion is
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categorized under version control, repositories, process model changes and con-
currency control.
3.6.1 Version Control
Version control has been extensively studied in at least three different fields:
Temporal Databases (TDBs), Software Engineering (SE) and Computer Aided
Design (CAD). TDBs [Sno92, DFS04] deal with issues that arise when data evo-
lution and histories of temporal models have to be managed. In SE, Source Code
Control System (SCCS) [Roc75] was probably one of the precursors of version
control systems. Here a revision of a file is created each time the file is modi-
fied. Revision Control Systems (RCS) [Tic82] extended SCCS by introducing the
concept of variant to capture branching evolution (e.g. in SCCS, evolutions are
represented as a sequence, while in RCS they are represented as a tree). Space
consumption is optimized by only storing textual differences (deltas) between
subsequent versions. This is the same approach used by popular version control
systems such as CVS [BP90] and SVN [Fou, PCSF09]. It is possible to use textual
deltas to version control process models by considering XML based serializations
of process models (e.g. EPML, XPDL, YAWL). However, such deltas only serve
as a method to reconstruct different versions and do not facilitate other essential
aspects of process model repositories as mentioned later in this section.
Within SE, approaches in the area of Software Configuration Manage-
ment [CW98], propose to use database technology to enhance the underlying data
model and make the notion of version explicit. Damokles [Dit89] is probably one
of the first database-based versioning environment for SE. It offers the notion
of revision as a built-in datatype and a version-aware data modeling language.
In [PLW09] the authors present an object graph versioning system (HistOOry)
which allows applications to store and efficiently browse previous states of objects.
This approach keeps history of objects, while ours deals with version control of
process model graphs on the basis of fragments. Moreover, our goals are different:
we focus on graph fragment reusability and update propagation.
A version control method specifically designed for process models is proposed
in [BCB07]. This method is based on change operations: the differences between
two process model versions are specified as a set of insert, delete and modify
operations on tasks, links and attributes. The version history of a process model
is stored as the initial version plus the set of change operations required to derive
all subsequent versions. When a new process model version is checked in, the
change operations required to derive this version from the last version of the
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same process model are computed and stored as the delta of the new version.
Similarly, when a process model version is checked out, all change operations
required to derive the requested version from the initial version are retrieved and
applied to the initial version to construct the requested version. Another method
for process model version control is to store all versions of a process model in
a single graph by annotating the graph’s nodes and edges with version numbers
[ZL07]. Once such a graph is built, one can derive any version of its process model
by following a set of derivation rules. Thus, deltas between process model versions
are captured as a set of graph elements (i.e. nodes and edges). However, the types
of deltas proposed in the above two methods, as well as the textual deltas used
in SCCS, RCS, CVS and SVN discussed earlier, do not have any other purpose
than reconstructing different versions. In contrast, we use process fragments
as deltas, which are meaningful components of process models. In addition to
reconstructing different versions, we use fragments to automatically propagate
changes across process model versions and across different process models, and
to reduce conflicting edit operations over these models. Further, fragments can
be used as queries for searching specific process models in large repositories, as
done in [UDGBR11], or as compositional units to create new process models. For
example, a fragment used in an old process model version can be reused in a
new version of another process model. Hence, we argue that our fragment-based
approach is better-suited for the management of process models, specially when
other requirements such as change propagation, concurrency control and search
are considered, in addition to pure version control.
Thomas [Tho08] presents an architecture for managing different versions of ref-
erence process models. However this approach focuses on high-level aspects of ver-
sioning such as integration with different enterprise databases, inter-connections
with external applications, attributes to be associated with versions and user in-
terface design. Thus, this work is complementary to our research as our methods
can be embedded in such an architecture.
3.6.2 Repositories
As discussed in chapters 1 and 2, the use of repositories for managing artifacts in
different domains has been studied and many storage mechanisms have been pro-
posed. In this section, we describe the existing concepts in repositories that are
related to the proposed techniques. The concept of managing complex artifacts
as aggregations of lower level components has been discussed in the literature
(e.g. [CW98, Kat90, KCB86, KC87]). In particular, version control and change
propagation of such composite artifacts have been studied in the context of CAD
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repositories [Kat90, KCB86, KC87]. Accordingly, the highest degree of sharing
is obtained when all software components are versioned including composite and
atomic components, and their relationships. The storage technique that we pro-
pose extends such concepts in the context of process model management. Most of
the research on composite artifact storage mechanisms assumes that lower level
objects and their composition relationships are explicitly stated by users. In
our technique, we use the RPST algorithm to automatically decompose process
models into lower level fragments in linear time. Further, when storing process
models we always decompose them into the smallest possible RPST fragments,
thus increasing the advantages of space utilization, change propagation and con-
currency control. We also share the structures and composition relations between
such process models. This allows us to maximize the sharing of fragments among
process models (i.e. identical structures are shared even if child mappings are not
the same). Further, we share components (i.e. fragments) and structures across
multiple versions (i.e. vertically) as well as across different process models (i.e.
horizontally).
Business process model repositories stemming from research initiatives sup-
port process model-specific features in addition to basic insert, retrieve, update
and delete functions [LLZO99, SMA01, MWA+07, CKJ07, YDG12], such as
searching stored process models based on different parameters. For example,
the semantic business process repository [MWA+07] focuses on querying business
processes based on ontologies while the process repository proposed in [CKJ07]
also focuses on the lifecycle management of process models. Similar features can
be found in commercial process model repositories, such as the ARIS platform
[Dav07]. However, both academic and commercial process model repositories
only support basic version control at the level of process models or single process
elements. Moreover, none of these solutions adequately addresses the problems
of change management and concurrency control. For example, in ARIS one can
only propagate updates to node attributes.
A repository designed for storing process model fragments is proposed
in [SKK+11]. The purpose is to develop new process models by reusing exist-
ing fragments. As such, this repository only stores individual fragments but not
entire process models, nor the relations among their fragments. On the other
hand, we focus on storage and management of process models, so we use frag-
ments as a means to decompose process models hierarchically, and to identify
commonalities among process models and their versions.
Redundant process fragments are identified as an issue when managing large
process model repositories in [WRMR11, WR08]. If these fragments are not
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kept in sync, changes to the repository may lead to inconsistencies. Since we
share redundant fragments only once, and we propagate changes across them,
our technique can be seen as a way of solving the “redundant process fragments”
issue described in [WRMR11].
3.6.3 Process Model Changes
Different classifications of process model changes have been proposed in the liter-
ature [WRRM08, Dij07, Dij08]. Weber et al. [WRRM08] propose a set of change
patterns that can be applied to process models and process instances, in order
to align these artifacts with changing requirements. These change patterns focus
on fragment-level operations (e.g. inserting a new fragment into a process model,
deleting a fragment or moving a fragment to a different position) as well as on
control-flow changes (e.g. adding a new control-flow dependency and changing
the condition of a conditional branch). The classification proposed by Dijkman
[Dij07, Dij08] focuses on finer-grained changes including the insertion and removal
of an activity, the refinement of an activity into a collection of activities and the
modification of an activity’s input requirements. This classification also includes
changes performed on resource-related aspects, such as allocating an activity to
a different human role. These classifications are useful for many areas, such as
developing and evaluating process model editors, identifying differences between
process models, designing concurrency control techniques and developing version
control systems. However, our storage and version control technique considers
the final states of process models, and the operations applied to derive different
process models are not required for our approach. As such, this work is comple-
mentary to ours. In fact, we do not impose any restriction on the type of changes
that can be performed on process models.
3.6.4 Concurrency Control
Fine-grained locking of generic objects and CAD objects has been studied in
[MD96, BKK85, BK91]. However, the possibility of fine-grained locking of
process models at the process fragment level has not been studied in the lit-
erature. The issue of resolving conflicts in different process model versions
has been explored both at design-time and at run-time. At run-time, the
propagation of process model changes to running process instances without
causing errors and inconsistencies has been extensively studied in the litera-
ture [RRD04b, RRD04a, JH98, KKK07]. Since our process models are design-
time artifacts, this work is complimentary to ours. At design-time, Ku¨ster et
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al. [KGFE08b, KGE09, GKLE10] propose a method for merging two versions
of the same process model based on the application of change operations which
can be automatically identified without the need for a change log. Similar to our
approach, this solution relies on the decomposition of process models into SESE
fragments. However, this approach focuses on resolving conflicts once overlap-
ping modifications are detected, while our approach prevents conflicts before they
occur through selective locking. Thus, it may be possible to combine both ap-
proaches in order to develop flexible collaborative environments.
3.7 Summary
This chapter presents a novel versioning model and associated storage structure
specifically designed to deal with (large) process model repositories. The focal
idea is to store and version single SESE process fragments, rather than entire
process models. The motivation comes from the observation that process model
collections used in practice feature a great deal of redundancy in terms of shared
process fragments.
The contribution of this technique is threefold. First, repository users can
effectively keep track of the relations among different process models (horizon-
tal sharing) and process model versions (vertical sharing). Second, sophisticated
change propagation is achieved, since changes in a single fragment can be propa-
gated to all process models that share that fragment. This goes well beyond the
change propagation provided by many current process model repositories. This
in turn allows users to automatically ensure consistency, and maximize standard-
ization, in large process model repositories. Finally, locking can also be defined at
the granularity of single fragments, thus fostering concurrent updates by multiple
users, since it is no longer required to lock entire process models. To the best of
our knowledge, fragment-based concepts have not been adopted to study these
aspects of process model collections.
An important application of this technique is the management of variabil-
ity in process model repositories. In fact, variants of the same process model,
e.g. the “Home” and “Motor” variants of an “Insurance claim” process model,
are never that dissimilar from each other, i.e. they typically share various frag-
ments [RDUD10]. These variants can either be explicitly modeled as different
branches of the same process, or they can be kept as separate process models.
In both cases, our technique will trace the redundancies among the variants, and
keep the variants synchronized whenever they are subjected to change.
The proposed technique was implemented and its usefulness was evaluated
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through experiments with two industrial process model collections.
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Chapter 4
Standardization of Process
Model Collections
Duplication is a widespread phenomenon in software and model reposito-
ries [Kos08, PNN+09]. Not surprisingly, significant amounts of duplication can
also be found in repositories of business process models used in industrial prac-
tice – both in the form of exact duplicates (a.k.a. exact clones) [UDGBR11,
DGBRU13] and pairs of similar fragments (approximate clones) [DGKV11].
Clones in process model repositories emerge for example as a result of copy/-
pasting activity, but also when multiple variants of a process co-exist and are
described as separate models. For instance, a large insurance company typically
runs multiple claims handling processes for different types of claims or prod-
ucts. Naturally, these process variants share some commonalities, which manifest
themselves in the form of clones.
Detecting clones in process model repositories allows analysts to identify op-
portunities for standardization and refactoring. For example, given that disburs-
ing occurs in multiple variants of a claims handling process, process fragments
corresponding to disbursing can potentially be standardized and encapsulated in
a shared subprocess. When multiple processes with similar sections are modelled
as independent process models, resulting clone fragments may not be exactly sim-
ilar. Furthermore, clones which emerged as a result of copy/pasting are likely to
undergo subsequent independent changes and thereon can no longer be treated
as exact clones. Therefore, standardization of process model collections has to be
facilitated by techniques for detecting approximate clones of process fragments.
In this context, the main contributions presented in this chapter are two tech-
niques for supporting the standardization of process model collections through
identifying clusters of approximate clones. Furthermore, the evaluations were
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conducted based on synthetic and industrial datasets to assess the relevance, use-
fulness and accuracy of the proposed techniques. In addition, the usability of the
proposed techniques was assessed based on empirical evaluations.
The chapter is organized as follows. Section 4.1 describes approximate clones
that are useful for the purpose of standardization. Section 4.2 then presents the
proposed approximate clone detection techniques. Section 4.3 covers the imple-
mentation of the proposed techniques in the Apromore repository [RRvdA+11].
Section 4.4 provides details about the experimental setup and results of the eval-
uations. Section 4.5 discusses the work in relation to the literature, while Sec-
tion 4.6 summarizes the chapter.
This chapter is based on the work presented in [EDGB+12, EMGB+12,
EDGB+13].
4.1 Approximate Clones
When designing approximate clone detection methods, a first step is to define
what an approximate clone is. Generally, such a definition relies on a similarity or
(equivalently) a distance metric. As discussed in Section 2.2.3, similarity between
process models (or fragments) can be measured using multiple metrics. Node level
similarity measures have lesser complexity, but do not capture interconnections
between nodes. For example, two process models with the same set of nodes
and different edges may be considered identical according to node level similarity
measures. Behavioral similarity measures capture causal relations between nodes,
but can be expensive to compute [DDvD+11]. Furthermore, behavioral profile
based similarity [WMW11] may indicate higher similarity for two process models
in different levels of abstraction. However, standardization is not meaningful for
fragments with multiple abstractions, as a fragment in a detailed process model
cannot be standardized with a fragment in an abstract model or vice versa. For
example, if a shipping procedure is captured in a detailed model using a fragment
with 15 nodes and the same procedure is modeled in an abstract model using 2
nodes, it is not meaningful to standardize the shipping procedure in the detailed
model by reducing it to 2 nodes. Graph-edit distance considers both node level
similarities and structural similarities, and has heuristics-based implementations
to reduce the computation time to a reasonable level. Furthermore, previous work
has shown that graph-edit distance is a suitable proxy for perceived process model
dissimilarity [DDvD+11]. Accordingly, we postulate that a necessary condition
for two process model fragments to be approximate clones is that their graph-edit
distance is below a user-defined threshold. However, three additional issues ought
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to be considered when defining a notion of approximate clone.
Firstly, if a fragment g1 contains another fragment g2, g1 and g2 can be similar
as g1 contains all process elements in g2. Therefore, a definition that would
consider two fragments as approximate clones merely because one contains the
other would lead to many false positives (e.g. in the SAP reference model there are
8,876 fragments with 13,131 containment relations); an issue that has been widely
discussed in the field of code and model clone detection [PNN+09]. Secondly,
given the goal to identify approximate clones for the sake of refactoring them
into subprocesses and given that subprocesses are invoked according to a call-
and-return semantics, it is necessary that the approximate clones we retrieve
are Single-Entry, Single-Exit (SESE) fragments. Thirdly, we are not interested
in trivial clones consisting of a single activity, since they do not represent an
opportunity for subprocess extraction. These considerations lead to the following
definition.
Definition 4.1 Given a distance metric Dist and a distance threshold τ , two
non-trivial, SESE process model fragments g1 and g2 are approximate fragments
– written Approx(g1, g2) – iff g1 6⊂ g2, g2 6⊂ g1 and Dist(g1, g2) ≤ τ .
Figure 4.1 shows two process models, with their RPST [VVK09, PVV10]
decompositions, representing a repair request handling process and a sales order
handling process. At certain stages, both of these processes deal with shipping
goods and contacting customers, where such similarities have been captured as
similar fragments in their corresponding process models. Figure 4.3 shows a
possible set of approximate clones that can be identified according to the above
definition. Approximate clones in Figure 4.3 are also highlighted in the fragment
trees of those process models shown in Figure 4.2. Note that, although fragments
F13 and F17 are in the same fragment tree, they can be approximate clones
as they are not in a containment relationship according to the fragment tree.
On the other hand, although fragments F14 and F15 are similar, they are not
approximate clones due to the containment relationship highlighted in Figure 4.2.
Armed with this definition, one can retrieve large numbers of approximate
clone pairs [DGKV11]. However, if the goal is to help analysts to identify oppor-
tunities for refactoring and standardization, retrieving all such pairs is of limited
use. Instead, given the goal at hand, analysts need to identify sets of fragments
C that can be standardized towards a single fragment with a bounded number
of changes on each fragment. Otherwise, some fragments would need to undergo
changes during the standardization that would convert them into arbitrarily dif-
ferent fragments. In this respect, we envisage two alternative approaches to
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(b) Process model P2 representing a sales order handling process
Figure 4.1: Two process models containing approximate clone fragments
standardize a set of fragments:
• A set of fragments can be standardized by taking a given “medoid”1 frag-
ment as a reference and standardizing all fragments towards this medoid.
Figure 4.4(a) shows a possible cluster of fragments identified using this ap-
proach, where each filled circle represents a process fragment. As depicted,
distance (i.e. difference) between the medoid fragment of the cluster and
any other fragment in the same cluster is bounded by a threshold.
• A set of fragments can be standardized by selecting any fragment in the
group as a reference and standardizing all other fragments towards this
reference fragment. As shown in Figure 4.4(b), distance between any two
fragments in a cluster identified using this approach is bounded by a thresh-
old.
1In data clustering, a medoid is a representative object of a cluster, i.e. an object whose
average dissimilarity to all other objects in the cluster is minimal.
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Figure 4.3: A possible sets of approximate clones in process models shown in
Figure 4.1
This leads to the following definition.
Definition 4.2 A set of SESE process model fragments C is a cluster of approx-
imate clones iff one of the following properties holds:
1. ∃g ∈ C ∀g′ ∈ C : Approx (g, g′). In this case, g is called the cluster medoid.
2. ∀g, g′ ∈ C : Approx (g, g′).
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Figure 4.4: Fragment clusters that can be standardized using (a) a medoid frag-
ment and (b) any fragment.
4.2 Approximate Clones Clustering
In order to operationalize the two approaches proposed in the introduction, vari-
ous clustering algorithms were reviewed. The K-Means algorithm cannot be used
as it needs to compute a mean for each cluster. Since process fragments are
not represented as vectors and only the pairwise distances between fragments
are available, a mean for a fragment cluster cannot be computed. In addition,
K-Means cannot identify noise in a dataset, while our datasets may have noise
as a result of having some fragments that are not similar to any other fragment.
Furthermore, the number of clusters in our datasets cannot be predicted, and
therefore we cannot provide a value for k in K-Means. Although the K-Medoids
algorithm is applicable on non-vector data, we still have to provide the expected
number of clusters. Similarly, we had to discard other clustering algorithms that
require the number of clusters as input (e.g. CLARA and CLARANS).
In contrast, both the DBSCAN [EKSX96, HKP06] and the HAC [JMF99,
HKP06] algorithms do not need the expected number of clusters as an input
parameter. Furthermore, both these algorithms can work on pairwise distances
between process fragments without the need of vector-based representations. In
addition, both these algorithms are capable of isolating noise in a dataset. Most
importantly, both these algorithms can be used to identify fragment clusters that
satisfy the requirements of our standardization approaches as discussed later.
Although the OPTICS algorithm is a variation of DBSCAN, it may identify
clusters with varying densities. Therefore, the distance between medoids and
member fragments of the identified clusters may not be bounded by a constant
value, thus violating a requirement of our approach.
Similar to HAC, the BIRCH algorithm also performs hierarchical clustering,
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while providing scalability and the ability handle dynamic insertions of data ob-
jects. However, BIRCH needs to compute summarized representations (i.e. clus-
tering features) for its clusters, which requires additional information than the
pairwise distances between process fragments available in our approach.
Finally, clustering algorithms that focus on high dimensional data (e.g.
CLIQUE) cannot be applied in our approach, as process fragments are not repre-
sented as vectors. Due to these reasons, DBSCAN is selected for the first approach
and HAC is selected for the second approach. These algorithms allowed us, with
minor adaptations in the case of DBSCAN, to fulfill our requirements.
DBSCAN and HAC, as any other data clustering algorithm, depend on dis-
tances between data objects. As data objects in our scenario are process frag-
ments, we use graph-edit distance as the distance measure as described above.
The normalized graph-edit distance (DistGED), which we use for this purpose, is
introduced in Chapter 2. However, the computation of the graph-edit distance is
NP-Complete [Mes95]. Therefore, a fast greedy heuristic described in [DDGB09]
was adopted in this work. Still, despite the fact that we use a greedy heuristic,
the computation of the DistGED is expensive. Accordingly, before computing
the actual DistGED between two graphs, we first calculate a lower-bound of it.
When this lower-bound is above threshold τ (cf. Definition 4.1), we do not need
to compute DistGED to determine if two fragments are approximate clones. In
this way, we avoid unnecessary calculations when clustering. The lower-bound is
obtained from the following observations. First, we take the largest of the two
graphs (i.e. the graph in which the sum of the number of nodes and the number of
edges is higher). Let us consider Definition 2.2 for normalized graph-edit distance
introduced in Chapter 2. Say that H1 is larger than H2 (otherwise we revert the
roles). Now, assuming that H1 is a subgraph of H2, all vertices of H1 can be
substituted by vertices of H2 and all edges of H1 are matched with edges of H2.
The only differences come from the vertices and edges of H2 that are not in H1.
Thus, fskipv =
∣∣∣ |V1|−|V2||V1|+|V2| ∣∣∣, fskipe = ∣∣∣ |E1|−|E2||E1|+|E2| ∣∣∣ and fsubv = 0. These are lower-
bound values. If the assumption that H1 is not a subgraph of H2 is violated, then
the graph-edit distance will necessarily be greater because it entails additional
differences. Thus, we conclude that DistGED(H1, H2) is greater than the one
obtained by feeding the above lower-bound values of fskipv, fskipe and fsubv
into the equation for DistMGED(H1, H2) in Definition 2.2. Note that if H1 and H2
are of equal size, we can still compute this lower-bound by assuming that H1 and
H2 are identical. However, in that case we get zero as the lower-bound, which is
not useful. As mentioned in Chapter 2, DistGED implicitly considers node level
similarity based on the string-edit distance when identifying substitutable nodes.
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Specifically, a node can be substituted by another node only if the string-edit
distance between their labels is less than a given threshold.
In both algorithms, described below, we assume that the distance between
every possible pair of fragments has been pre-computed and stored in a distance
matrix. This matrix only stores the distance DistGED of Definition 2.2 for a
pair of fragments if this is within the user-defined threshold τ , and if the two
fragments do not contain one another (non-containment relationship). For all
other fragment pairs, it stores ∞.
4.2.1 Density-Based Spatial Clustering of Applications
with Noise (DBSCAN)
In the first approach we propose to standardize a set of clones towards a medoid
fragment. Given a cluster, a medoid is an element of the cluster that is the clos-
est to the center of the cluster. The medoid does not necessarily coincide with
the center of the cluster (called centroid) since we have to select a fragment as
the center instead of taking a point in a vector space. As long as the distance
between the medoid and any other fragment in a cluster is bounded by the user-
defined threshold, that cluster can be used for standardization according to the
first approach. A well-known algorithm that is built upon this principle is the
DBSCAN algorithm introduced in Chapter 2. We have to specify two param-
eters for this algorithm: neighborhood radius and minimum neighborhood size
(Sizemin). In our case, the neighborhood radius coincides with the user-defined
distance threshold τ , whereas we can fix Sizemin to 2 to retrieve clusters of at
least two fragments. Moreover, we use the notion of graph-edit distance DistGED
as the distance measure between two objects.
However, the standard DBSCAN algorithm is not suitable for our problem as
it keeps on merging clusters if two core objects fall within each others’ neighbor-
hoods. This situation is illustrated in Figure 4.5. Here, the cluster C2 is formed
by merging neighborhoods of core objects o2, o3, o4 and o5. Although, C2 is a
valid DBSCAN cluster, some of its objects are far apart from each other (e.g. o6
and o7). Furthermore, it may not be possible to find a medoid for such a cluster,
where distances between medoid and other objects are bounded by a distance
threshold. If we consider objects in C2 as process fragments, and o3 as the rep-
resentative fragment, some process fragments such as o7 have to undergo drastic
changes in order to be standardized.
In order to overcome the above problem, DBSCAN is adapted in this work
as described in Algorithm 4. Given the set of process fragments G extracted
PhD Thesis – c© 2013 Chathura C. Ekanayake – Page 88
o1
o5
C2
C1
o6
o7
o3
o2
o4
Figure 4.5: Application of DBSCAN without any restriction on merging clusters.
from the RPSDAG [UDGBR11, DGBRU13], the algorithm repeats the clustering
process (Steps 2–19) until all fragments in G have been checked whether they are
core objects. At the beginning of each iteration, a random fragment f is removed
from G and marked as “processed”. The neighborhood Nf of f is computed (Step
3), and if f is a core object, the fragments in Nf are removed from G and from
Noise (Step 5), and added to a new cluster C (Step 6). Otherwise f is treated
as noise and another fragment is extracted from G. The algorithm then expands
cluster C by checking whether there are core objects in C whose neighborhoods
can be merged with C. This is done by iterating over all fragments in Nf except
f , via a set MC . For a fragment m in MC that has not been processed, its
neighborhood Nm is computed (Step 10) to determine whether m is itself a core
object. If so, before merging its neighborhood with C, we check whether there is
still a medoid s whose distance with all other fragments of the combined cluster
is within τ (Step 12). If this check is not performed we will create clusters whose
fragments are far apart from each other. In case of merging, the fragments in Nm
are removed from G and added to C (Steps 13 and 14). In addition, fragments in
Nm, except m, are added to MC (Step 15), so that it can be checked whether they
are core objects. If Nm cannot be merged with C, m is marked as “unprocessed”
and added back to G so that it can be eventually processed again (Step 17). In
fact, Nm may form a cluster by itself or be merged with some other cluster.
A fragment’s neighborhood is constructed using the distance matrix. Given
the non-containment relation enforced by this matrix, a fragment cannot be in
the neighborhood of a core object that contains or is contained by it. Still, it
is possible to include two related fragments in a neighborhood if they are both
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Algorithm 4: DBSCAN Clustering
Input: Set G of process fragments.
Output: A set of clusters (Clusters) and a set of noise fragment (Noise).
Initialize Clusters and Noise to empty sets.1
Remove a fragment f from G and mark f as “processed”.2
Retrieve the neighborhood Nf .3
if |Nf | < Sizemin then add f to Noise and go to 2.4
Remove all elements in Nf from G and from Noise.5
Initialize a new cluster C in Clusters with Nf .6
Introduce a new set MC initialized as Nf \ {f}.7
Remove a fragment m from MC .8
if m is not “processed” then9
Mark m as “processed” and retrieve Nm.10
if Nm ≥ Sizemin then11
if there is a fragment s ∈ C ∪Nm such that for all p ∈ C ∪Nm12
DistGED(s, p) ≤ τ then
Remove all elements in Nm from G and from Noise.13
Add all elements in Nm to C.14
Add all elements in Nm \ {m} to MC .15
else16
Mark m as “unprocessed” and add it to G.17
if MC 6= ∅ then go to 8.18
if G 6= ∅ then go to 2.19
sufficiently similar to the core object. To prevent this, we retrieve the set of all
the ascendants and descendants of a fragment by computing its transitive closure
on the RPSDAG, and add to the neighborhood the fragment in the transitive
closure that is the nearest to the core object (the original fragment may thus be
discarded in favour of one of its ascendants or descendants). Further, we mark
all other fragments in the transitive closure as “visited” for that cluster, so that
these fragments will not be included in any neighborhood of that cluster.
The complexity of Algorithm 4 is dominated by that of the neighborhood
computation (Steps 3 and 10), and by that of the merging condition (Step 12).
Neighborhood computation for a fragment f requires at most |G| − 1 lookups in
the distance matrix (neighborhoods are computed only once per object as they
can be cached as mentioned later). The exploration of the transitive closure of
each neighbor of f requires further |G| − 1 lookups (retrieving the transitive clo-
sure of an RPSDAG node is linear on the RPSDAG size, which is bounded by
|G|). Similarly, the merging condition requires |G| − 1 lookups in the distance
matrix for all members of a cluster. As the main loop is repeated |G| times, the
overall complexity of Algorithm 4 is O(|G|3). This is higher than the complexity
of standard DBSCAN, which is O(|G|2) [HKP06]. That said, the algorithm per-
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formed efficiently in evaluations with industrial datasets (cf. Section 5.2). In fact,
the search space is greatly reduced by the cutoff conditions used when computing
the distance of clusters, i.e. the distance threshold τ and the non-containment
relationship. The result is that the distance matrix is highly sparse, though the
sparsity depends on intrinsic characteristics of the process model collection. Fur-
ther, we store neighborhoods of objects that are marked as “unprocessed” (Step
17), so that they can be reused when reprocessing a core object whose neighbor-
hood has not been merged.
4.2.2 Hierarchical Agglomerate Clustering (HAC)
In the second approach, a set of approximate clones can be standardized by
selecting any fragment in the group as a reference and standardizing all other
fragments towards this reference fragment. In other words, we require that every
pair of fragments in a cluster has a distance below the threshold τ . This goal
can be straightforwardly satisfied by the basic hierarchical agglomerative clus-
tering method [EKSX96, HKP06] introduced in Chapter 2. In this work, the
complete link strategy, which takes the distance between farthest objects, is used
to compute the distance between two clusters. It guarantees that all fragment
in a cluster will have a distance to each other that is less than the threshold τ .
Below we define the distance between fragment clusters under the complete-link
strategy.
Definition 4.3 (Distance of clusters under complete link strategy)
Let Ci and Cj be clusters in the dendrogram built by a hierarchical clustering
algorithm, and τ be the similarity threshold among fragments of Ci and fragments
of Cj. Moreover, for a given cluster C, let F(C) be a function that returns
the set of fragments associated with C, inductively defined as follows: (BASE)
if C is a leaf node in the dendrogram, C is a singleton and refers to a single
fragment, say f , then F(C) = {f}; (STEP) if C is an intermediate node then
F(C) = ∪c∈CF(c). The distance of clusters Ci and Cj, denoted as Dist(Ci, Cj),
is defined as follows.

∞ if ∃f ∈ F(Ci), g ∈ F(Cj) : gcontainsf ∨ fcontainsg
∞ if ∃f ∈ F(Ci), g ∈ F(Cj) : DistGED(f, g) > τ
maxf∈F(Ci),g∈F(Cj) DistGED(f, g) otherwise
We note that the distance of two clusters is set to∞ if there exist one fragment
in the first cluster which is in containment relationship with another fragment
in the second cluster. Moreover, when the farthest distance between fragments
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of both clusters is above the threshold τ , the distance is set to ∞. In the two
previous cases, we are meeting the constraints described in Definitions 4.1 and
4.2. Finally, the farthest distance between fragments of both clusters is reported
as the distance of the clusters, only when the value is less or equal to the threshold
τ . Algorithm 5 corresponds to the hierarchical agglomerative method adapted
for clustering approximate clones.
Algorithm 5: Hierarchical Agglomerative Clustering
Input: Set G of process fragments.
Output: The set of maximal clusters, viz. TopClusters.
For each f ∈ G create a singleton cluster. Initialize TopClusters to1
contain all singleton clusters.
Using the distance matrix between fragments, calculate the initial distance2
matrix between clusters in TopClusters, i.e. D[i, j]← Dist(Ci, Cj), where
Ci, Cj ∈ TopClusters .
In the distance matrix D, select a pair of clusters Ci, Cj ∈ TopClusters3
such that their distance is the minimum. Stop if no such pair exists, i.e.
either all distances in D are ∞ or |TopClusters| = 1.
Combine clusters Ci and Cj to form a new cluster Cij. Remove clusters Ci4
and Cj from TopClusters. Add cluster Cij to TopClusters.
Update matrix D by adding the distance between cluster Cij and all other5
clusters in TopClusters.
Go to 3.6
Algorithm 5 can be divided into two parts. Steps 1 and 2, initialize the set of
singleton clusters, stores them in TopClusters and initializes the distance matrix
between clusters (according to Definition 4.3). The remaining steps correspond
to the main loop. In Step 3, a pair of clusters is selected such that their distance
is found to be the smallest among all other possible pairs. If the distance of such
a pair is∞ or there is only one cluster left then the algorithm stops. In Step 4, a
new cluster is created to hold the union of the clusters in the previously selected
pair. In Step 5, the distance matrix is updated (according to Definition 4.3), by
removing the pair of clusters previously selected and adding the newly created
cluster.
The algorithm starts with a working set of |G| clusters. In every iteration, two
clusters are removed and a new one is added. Hence, the size of the working set
decreases monotonically. The algorithm stops when |TopClusters| = 1 or before
if the entire distance matrix D is filled with ∞.
The complexity of Algorithm 5 is dominated by the maintenance of the dis-
tance matrix (i.e., Steps 2 and 5), which has an initial size of O(|G|2). As the
main loop is repeated O(|G| − 1) times, the worst-case upper bound of the com-
plexity is of O(|G|3) [TSK05]. The same simplifications of the search space that
PhD Thesis – c© 2013 Chathura C. Ekanayake – Page 92
we used for DBSCAN apply to HAC (distance cutoff and non-containment). Also
this algorithm has performed efficiently efficiently in our experience.
4.3 Implementation
In order to offer concrete support for process standardization initiatives, a tool
was developed based on the proposed technique that allows analysts to identify,
cluster, analyze and visualize approximate clones. The tool is a plugin of the
Apromore advanced process model repository [RRvdA+11, Apr]. Apromore uses
the CPF format, introduced in Chapter 2, for internal process representation.
Our tool operates on this canonical format, which allows it to detect approximate
clones in process models defined in different modeling languages such as BPMN,
EPC, PNML, etc.
Figure 4.6: Web interface of the approximate clone detection plugin in Apromore
The Web interface of the approximate clone detection plugin (shown in Fig-
ure 4.6) provides features for identifying, browsing and visualizing fragment clus-
ters. Users can select one or more process models from the repository, specify
the clustering parameters (such as the preferred clustering algorithm), and kick
off the clustering. Once the fragments included in the selected process models
have been clustered, users can apply different filtering criteria (i.e. on the size
of the clusters, on the average size of fragments, or on the cluster quality mea-
sure introduced in Section 4.4) and browse the resulting clusters in a detailed
list view. Another useful feature is the visualization of clusters in the 2D space.
The visualization component (shown in Figure 4.7) displays each fragment in a
cluster as a point in the space and positions fragments within a cluster according
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to their distances to the medoid (distances being represented as lengths of edges
between the points). It also positions the clusters in the space according to the
GEDs among their medoids. One can also click on the point corresponding to a
process fragment to visualize its corresponding model using any process modeling
language supported by Apromore (e.g. EPC, BPMN).
Figure 4.7: Cluster visualization component of the approximate clone detection
plugin in Apromore
Under the hoods, the approximate clone detection plugin relies on three tech-
niques that have also been integrated into Apromore: i) RPST, ii) RPSDAG
and iii) graph-edit distance. In particular, the RPST implementation available in
Apromore is the one distributed with the jBPT library [jBP]. This implementa-
tion can also detect multi-entry-multi-exit (MEME) fragments. This is achieved
by adding a fictitious split node before all entry points and a fictitious join node
after all exit points, to create a SESE fragment out of a MEME fragment. These
nodes are removed once the fragment has been processed. An example of a MEME
fragment identified as approximate clone is the one shown in Figure 4.7 using the
EPC language.
In addition to the Web interface, the approximate clone detection functionality
is exposed via the Web service API of Apromore. Thus, remote applications can
programmatically invoke approximate clone detection on process models available
outside Apromore and filter and browse the identified clones, by using this API.
PhD Thesis – c© 2013 Chathura C. Ekanayake – Page 94
4.4 Evaluation
On the basis of the implementation of the two algorithms in Apromore, we now
report on four evaluations of the techniques. First, we examine the relevance
of the two techniques, by examining the occurrence of approximate clones in
industrial process model collections (Section 4.4.1). Second, to estimate the po-
tential usefulness of clone detection for standardization and refactoring, we define
a measure of effort versus utility of approximate clone clustering, which we call
benefit-cost ratio. On the basis of this metric, we then examine the distribution
of benefit-cost ratios that can be obtained by applying the two techniques on
the two industrial datasets (section 4.4.2). Third, we evaluate the accuracy of
the two techniques in terms of correctly retrieving clusters of process fragments
in a simulation (Section 4.4.3). Forth and finally we report on two experimen-
tal examinations of the usability of the techniques (Section 4.4.4), in terms of
the performance when compared with manual clone detection and the perceived
applicability to process model standardization efforts as judged by end users.
We assessed the relevance and the potential usefulness of the approximate
clone clustering techniques using two datasets. The first dataset is the SAP
R/3 reference model [BE00]. It contains 595 models with sizes ranging from 5
to 119 nodes (average 22.28). The second dataset is taken from an insurance
company under condition of anonymity. It contains 363 models ranging from 4
to 461 nodes (average 27.12). We first computed the RPSDAG [UDGBR11] for
both datasets and post-processed them by factoring out all exact clones using the
technique presented in Chapter 2. This yielded 2,238 non-trivial fragments with
at least 4 nodes for the SAP dataset (11.47 average size) and 2,037 non-trivial
fragments for the insurance dataset (16.58 average size). We then applied the
two clustering methods independently – having eliminated exact clones to avoid
double-counting. The clustering algorithms were run with a DistGED threshold
of 0.4.
All tests were run on a PC with a dual core Intel processor, 1.8GHz, 4GB
memory, running Microsoft Windows 7 and Oracle Java Virtual Machine v1.6.
The cluster computation is dominated by the computation of the distance matrix
which took 26.3 mins for the SAP dataset and 2.69 hours for the insurance dataset.
The time for clustering itself was less than 5 seconds for each dataset. The longer
time taken for the insurance dataset is justified by the size of its fragments – much
larger than those in the SAP dataset (e.g. the largest fragment in the insurance
dataset is a rigid with 461 nodes whereas the largest SAP fragment contains 117
nodes).
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4.4.1 Relevance Analysis
Figure 4.8 plots the histograms of distribution of cluster sizes for the two datasets.
For the SAP dataset we retrieved a total of 364 clusters with DBSCAN (with sizes
ranging from 2 to 5 clusters) and 335 clusters for HAC (sizes between 2 and 13),
while for the insurance dataset we retrieved 243 clusters with DBSCAN (sizes
between 2 and 6) and 309 clusters with HAC (sizes between 2 and 10). This
confirms the intuition that real-life process model repositories contain a large
number of approximate clone clusters, and thus that copy/pasting of fragments
across process models is a very common practice. Looking at the size distribution,
for both datasets the majority of the clusters retrieved by the two algorithms
contain between 2 and 8 fragments, with most clusters having 2 fragments. This
suggests that copy/pasting is typically limited to 6-8 copies per fragment.
4.4.2 Potential Usefulness Analysis
The proposed techniques are aimed at retrieving clusters of fragments that can
be standardized into a common fragment. Such a standardization activity entails
a certain effort and brings in certain benefits – in the form of less duplication
and thus smaller total repository size. We contend that clusters that have a
higher benefit-to-cost ratio are most likely to be candidates for standardization.
In particular, if a cluster of approximate clones has emerged from copy/pasting
of a fragment followed by independent changes of the copied fragments, it is
likely to have a high benefit-to-cost ratio, provided that the changes made are
not considerable.
To operationalize the benefit-to-cost ratio as a measure of cluster quality, we
need to define a cost measure and a benefit measure. The cost of standardizing
the fragments of a cluster into a single fragment is determined by many factors,
some of them exogenous to the process models themselves. However, we contend
that this cost is proportional to the amount of elementary changes that will be
made to the fragments in order to standardize them to one common subprocess.
Indeed, each elementary change will require a certain amount of effort to ensure
that the execution of the process is adapted to this change. Accordingly, we
hereby use the absolute GED (DistAGED(H1, H2)) defined in the same way as
DistGED(H1, H2) in Definition 2.2 but replacing fskipv and fskipe with |skipv|,
|skipe| respectively, and removing the denominator in the definition of fsubv. In
other words, we count the actual number of edit operations as opposed to the
fraction of edit operations relative to the total size of fragments. We do not use
the normalized GED in this context (DistGED), because this normalized version is
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Figure 4.8: Number of clusters vs clusters size for both algorithms.
not reflective of the number of operations required to standardize the fragments.
Instead, DistGED is reflective of the percentage difference between two models.
In the case of clusters produced using DBSCAN, there is a designated medoid
that serves as a reference. Thus, the cost of standardizing the cluster is the
sum of the distances between each fragment in the cluster and the medoid (m),
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i.e.
∑
f∈C DistAGED(f,m). In the case of clusters produced using hierarchical
clustering, every fragment in the cluster could potentially be used as the “medoid”
towards which all fragments would be standardized. Assuming that the aim is to
maximize the benefit-to-cost ratio, we will pick as medoid the fragment that will
yield the highest benefit-to-cost ratio (see below).
The benefit of standardizing and refactoring a cluster into a subprocess is
proportional to the amount of reduction in duplication, which in turn reflects
itself in a reduction in the size of the overall repository. This size reduction
is equal to the sum of the sizes of the fragments in the cluster (since they are
removed) from which we subtract the size of the medoid – since this medoid
becomes a new subprocess – and the number of fragments – since each cluster
is replaced by a “call activity” to the subprocess. In other words, the benefit of
standardizing a cluster is (
∑
f∈C |f |)− |m| − |C|.
Given the above, we define the benefit-to-cost ratio of a cluster obtained with
the DBSCAN method as BCR(C) =
∑
f∈C |f |−|m|−|C|∑
f∈C DistAGED(f,m)
. In the case of hierarchi-
cal clustering, we define the benefit-to-cost ratio of a cluster as the maximum of
BCR(C) across all fragments in the cluster.
Figure 4.9 shows the histograms of distributions of BCR for both datasets.
We observe that in general none of the techniques performs better than the other,
since for the SAP dataset we achieve more clusters with higher BCRs from HAC
than from DBSCAN, whilst for the insurance dataset it is the other way around.
This suggests that depending on the type of the repository, one of the two tech-
niques might be more appropriate than the other.
4.4.3 Accuracy Analysis
The third experiment aimed to evaluate the accuracy of the clustering techniques
with respect to the task of retrieving clusters of clones that have emanated from
a single original fragment by means of copy/pasting followed by independent
changes to the duplicated fragments. We did so by simulating a situation where
new fragments are inserted in an existing process model repository by copying
a master fragment across various models of the repository, after doing minor
changes. We randomly extracted 50 fragments from the two datasets used in the
previous experiment, such that they were sufficiently different from each other
(pairwise graph-edit distance above 70%).
To test the accuracy of the DBSCAN algorithm, we used these 50 fragments
as “seeds” to generate 50 artificial clusters. A cluster is constructed by creating
2 to 10 variant fragments from a seed fragment and grouping the created vari-
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Figure 4.9: Number of clusters vs benefit-cost ratio for both algorithms.
ants and the seed fragment. We obtained a total of 311 fragments in 50 clusters.
Variants of a seed fragment were obtained by applying simple change operations
(edge/node removal or insertion) to the seed fragment, such that the graph-edit
distance between a variant and its seed was no more than 40% – the same thresh-
old that we used in the first experiment. Size of the clusters ranged from 3 to 10
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fragments (average 6.35). We then generated 300 process models using activities
and events extracted from the two existing datasets, and we randomly inserted
the 311 fragments into these models. When inserting fragments we ensured that
any generated model contains zero to two fragments. We then extracted the
RPSDAG from this dataset and clustered the retrieved fragments using our DB-
SCAN. The algorithm retrieved 328 clusters. We matched each artificial cluster
with the retrieved cluster that yielded the maximum FScore [ZK02]. FScore is the
harmonic mean of the recall and precision of a retrieved cluster with respect to
(w.r.t.) an artificial cluster. Precisely, given an artificial cluster l and a retrieved
cluster s, the FScore of s w.r.t. l is F (s, l) = 2·R(s,l)·P (s,l)
R(s,l)+P (s,l)
where R(s, l) = |s∩l||l| is
the recall of s w.r.t. l and P (s, l) = |s∩l||s| is the precision of s w.r.t. l.
In order to measure the overall quality of the algorithm, we then computed
the weighted average FScore (Fwa) [ZK02]. Fwa is the maximum FScore of each
artificial cluster weighted against the combined size of all artificial clusters. Let
L be the set of artificial clusters and S the set of retrieved clusters. Then Fwa =∑L
l=1
|l|
|L|F (l), where F (l) = maxs∈S F (s, l).
We repeated the same experiment for the HAC algorithm. In order to ensure
that all fragments in an artificial cluster have pairwise graph-edit distance within
the 40% threshold, we used a random walk approach.
DBSCAN HAC
Recall
min 0.17 0.1
max 1 1
avg 0.71 0.82
std 0.37 0.25
Precision
min 0.2 0.17
max 1 1
avg 0.89 0.84
std 0.24 0.33
Fwa 0.73 0.77
Table 4.1: Various quality metrics for the DBSCAN and HAC algorithms.
From each seed we generated a variant with graph-edit distance of at most
0.4. We chose one of these two fragments and generated another variant such
that its distance to both fragments was at most 0.4, and so on until we generated
from 2 to 10 variants for each cluster. This led to a total of 289 fragments in
50 clusters, with sizes ranging from 3 to 10 fragments (average 5.8). We inserted
these fragments in the collection of 300 process models that we generated in the
previous step, and then clustered the fragments retrieved from the RPSDAG of
this collection using HAC. This led to 295 clusters.
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The results for both algorithms are reported in Table 4.1. Besides Fwa, this
table reports the minimum, maximum, average and standard deviation of recall
and precision for the best-matched retrieved cluster for each artificial cluster. The
accuracy of the two algorithms is partly affected by the presence of approximate
clones that exist in the generated process model collections, besides those that
have been generated artificially. Despite this, the results show high Fwa (0.73
for DBSCAN and 0.77 for HAC), as well as high average precision and recall
for both algorithms, demonstrating the accuracy of the algorithms. None of the
algorithms clearly outperforms the other.
Finally, we used the above data to evaluate the ranking accuracy of the BCR.
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Figure 4.10: ROC curve for DBSCAN clusters
For each algorithm, we plotted an ROC curve by ordering the retrieved clus-
ters from the highest to the lowest BCR. In these curves, we considered a retrieved
cluster as a true positive if it had a recall of 1, and as a true negative otherwise.
The curves, shown in Figures 4.10 and 4.11, show that the clusters with high-
est BCR are indeed those that most closely match the synthetically generated
clusters. This result is confirmed by the Area Under the Curve which is 0.89 for
DBSCAN and 0.72 for HAC (both with asymptotic significance less than 0.05).
4.4.4 Usability Analysis
Design and Measures
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Figure 4.11: ROC curve for HAC clusters
For the evaluation of the usability of the two approximate clone detection tech-
niques as implemented in Apromore, we designed two experiments in which users
were presented with process fragments identified through either the DBSCAN or
the HAC technique, and were asked to complete a set of standardization tasks
and provide answers to a number of questions.
Experiment 1 concerned the evaluation of clusters of approximate clones pro-
duced by the two techniques in terms of their perceived standardizability. Exper-
iment 2 concerned the evaluation of the perceived correctness of the clustering
performed by the two techniques in comparison to manual clustering.
Experiment 1:
In the first experiment, overall 73 users participated. The majority of partic-
ipants were post-graduate students that learned about process modeling, process
model repositories and clone detection as part of their tertiary education (90%),
followed by academic staff teaching these concepts and methods (8%), and process
professionals (2%) with knowledge of the subject matter.
Participants, on average, had about 1.7 years of experience with process mod-
eling and had read and/or created on average 28.3 process models over the last
12 months. Participants’ experience with the process modeling language used in
the experiment, EPC, ranged from 1 month to 5 years, with an average of 4.5
months. The self-reported familiarity with process models created with EPC was
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significantly higher (t = 5.17, p = 0.00) than neutral with an average score of 4.8
on a 7-point scale, with ‘4’ representing the neutral value, indicating sufficient
perceived experience in reading EPC diagrams. Overall, the demographics char-
acterize our participants largely as proxies for novice BPM professionals, with
one of our participants being representative of an expert practitioner (more than
5 years experience, more than 250 models created or read).
In the experiment, participants were firstly asked to provide demographic in-
formation. Next, they were randomly distributed into two groups, with each
group being provided with 5 sets of fragments (each set containing 3 to 5 frag-
ments), either identified by means of DBSCAN or HAC. For each technique, the
5 sets of fragments were varied in terms of BCR (from ‘0-2’, ‘2-4’, ‘4-6’, ‘6-8’ and
‘above 8’). For each group, participants were asked to rate the perceived standard-
izability of that group on a 5-item scale measuring similarity among fragments,
complexity of fragments, suitability of the cluster for standardization, readiness
of fragments to be standardized and ease of finding a representative fragment for
standardization. The measurement scales used are shown in Table 4.2. Scores
for each item in the scale were aggregated to an average total factor score for
the analysis. Additionally, for each group of fragments participants were asked
to select a most suitable standardization strategy from a set of three options:
a) Replacement of all fragments within the cluster with one most suitable frag-
ment from the cluster, which had to be identified; or
b) Replacement of all fragments within the cluster with any fragment from the
cluster; or
c) Insertion of a new fragment as either a
a. consolidation of all the fragments within the cluster, or
b. new definition.
For options a) and b), participants were also asked to estimate the likely
percentage of information loss that would be incurred by standardization through
the selected strategy.
Experiment 2:
In the second experiment, overall 16 users participated. Participants were
invited from the cohort of PhD research students and academic staff working at
the University of Tartu in Estonia and Queensland University of Technology in
Australia. In both research groups, participants were actively researching topics
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ID Measurement Items
FAM1 Overall, I am very familiar with the EPC process modeling language.
FAM2 I feel very confident in my understanding of the EPC process modeling language.
FAM3 I feel very competent in using the EPC process modeling language.
GS1 The process fragments in this group are similar to each other.
GS2 The process fragments in this group are all equally complex.
GS3 This group of process fragments is an ideal candidate for standardization.
GS4 This group of process fragments cannot readily be standardized.
GS5 It is very easy to identify an ideal candidate process fragment for standardization in this group.
Table 4.2: Multi-item measurements used in the experiment. Items with FAM
prefix measures the familiarity with EPC language, while items with GS prefix
measures the standardizability of fragment clusters.
on process modeling and related technologies, making them suitable participants.
The group of participants consists of nine doctoral students and seven academic
staff out of which three also had professional industry experience in process mod-
eling and process model repositories. Participants, on average, had about 4.1
years of experience with process modeling and had read and/or created, on av-
erage 71.6 process models over the last twelve months. Participants’ experience
with the EPC process modeling language used ranged from 1 month to 5 years,
with an average of 23.8 months. Average self-reported familiarity with process
models created with EPCs was 4.40. These characteristics describe the pool of
participants for the second experiment as considerably more experienced in pro-
cess modeling than the participants in Experiment 1.
In the experiment, each participant was given two collections of process frag-
ments containing 17 and 18 fragments each. Both collections contained process
fragments of the SAP collection clustered by DBSCAN and HAC algorithms.
The first fragment collection contained 8 fragments classified into 3 clusters and
9 fragments classified as noise by the DBSCAN algorithm. The second collection
contained 9 fragments classified into 3 clusters and 9 fragments classified as noise
by the HAC algorithm. In both cases, a distance threshold of 40% was used.
Participants were asked to standardize these collections of fragments by grouping
relevant process fragments together into clusters. Based on this experimental
design, we can compare the differences between manual clustering of fragments
versus the clusters produced by the algorithms in terms of two measures:
a) the placement of fragments into a cluster, and
b) the identification of noise.
Additionally, users were again asked to provide relevant demographic infor-
mation in terms of modeling experience, familiarity with the EPC language and
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their knowledge of important process modeling concepts such as concurrency and
repetition [MSR12, Rec10], similar to Experiment 1.
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ClusterID Technique BCR
Standardizability Standardizability
Mean Standard deviation
D151 DBSCAN 0 - 2 4.05 1.48
D56 DBSCAN 2 - 4 3.97 1.46
D97 DBSCAN 4 - 6 4.95 1.28
D364 DBSCAN 6 - 8 4.48 1.55
D287 DBSCAN Above 8 5.07 1.23
H260 HAC 0 - 2 3.72 1.43
H177 HAC 2 - 4 4.42 1.42
H106 HAC 4 - 6 4.54 1.25
H83 HAC 6 - 8 4.43 1.41
H55 HAC Above 8 5.13 1.30
Table 4.3: Cluster standardizability ratings
Analysis and Results
Experiment 1:
On the basis of the experimental data obtained, we can perform a number of
evaluations.
First, we examine the perceived standardizability of clusters produced by the
two techniques in terms of overall rating and consistency of rating, in relation to
the i) algorithm used and ii) the BCR of the identified cluster. Table 4.3 provides
relevant statistics and Figure 4.12 visualizes the results in a scatter plot. Specifi-
cally, it shows that based on participants’ perceived standardizability ratings, the
produced sets of clusters fall into two distinct groups. One group (D97, D287,
H55, H106) of clusters were consistently rated as highly standardizable while the
remaining clusters were not only rated lower in standardizability but also rated
less consistently. When examining the clusters based on the data in Table 4.3,
we see that the consistent and highly rated group of clusters is characterized by
relative high BCRs (‘4-6’ and ‘above 8’).
Several findings emerge. The results confirm that it is hard to use clusters
with low BCR for standardization, while clusters with high BCR can effectively
be used for this purpose, as visualized in Figure 4.12. We further note that these
results are consistent for both DBSCAN and HAC when BCR is high. These
results highlight the importance of filtering out clusters with low BCR and only
presenting clusters with high BCR to business analysts, in a decreasing order,
from high to low BCR, in order to effectively aid the standardization effort. We
can also observe there is no significant difference between the scorings of DBSCAN
and HAC when BCR is high (see Table 4.4). If clusters with low BCR have to be
standardized, however, we can observe differences between DBSCAN and HAC
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Figure 4.12: Standardizability rating average and standard deviation for clusters
(see Table 4.4), suggesting that clusters generated with HAC might be more
appropriate for this purpose due to the lower standard deviation.
BCR Technique N
Standardizability Standardizability
mean Standard deviation
Low DBSCAN 3 4.32 0.54
(below 6) HAC 3 4.23 0.44
High DBSCAN 2 4.78 0.42
(above 6) HAC 2 4.78 0.5
Total DBSCAN 5 4.5 0.5
HAC 5 4.45 0.5
Table 4.4: Average cluster standardizability rating by BCR and technique
Second, we examined the dependence of participants’ preference for differ-
ent standardization strategies with the cluster of fragments received. Table 4.5
provides information about the preferred standardization ratings per cluster, as
reported by overall 32 from the total of 73 participants, an effective response rate
of 43.8% (answering was optional).
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Cluster ID BCR Preference
for
strategy a)
Estimated
informa-
tion loss
for
strategy a)
Preference
for
strategy
b)
Estimated
informa-
tion loss
for
strategy
b)
Preference
for
strategy c)
D151 0 - 2 15 21.82 3 10 14
D56 2 - 4 12 13.33 5 25 12
D97 4 - 6 16 3.93 9 10 6
D364 6 - 8 18 11.31 5 11.67 6
D287 Above 8 25 4.58 5 5 1
H260 0 - 2 13 24.58 6 22 15
H177 2 - 4 18 20.29 4 15 13
H106 4 - 6 28 16.3 1 4
H83 6 - 8 13 12.69 6 33 13
H55 Above 8 26 14.2 5 5 2
Table 4.5: Reported standardization strategy by cluster. Cluster IDs with prefix
’D’ denote clusters created by the DBSCAN technique, while the prefix ’H’ denote
HAC clusters.
Overall, participants indicated a clear preference for standardizing fragments
based on a most representative fragment per cluster. Average preference for strat-
egy (a) was 57.6%, with strategy (c) (26.9%) and strategy (b) (15.5%) following
in order. The preference for strategy (a) is also indicated by the estimated infor-
mation loss incurred through the strategy, with the reported average information
loss for strategy (a) (mean = 14.30%, st. dev. = 6.80%) being smaller than
that estimated for strategy (b) (mean = 15.19%, st. dev. = 9.58%). This is
the case for those participants who assessed DBSCAN clusters as well as those
who assessed HAC clusters, thus regardless of the type of clusters they were con-
fronted with. Indeed, differences in preference for strategies (a) to (c) between
DBSCAN and HAC clusters were all insignificant (with p-values ranging from
0.48 to 0.66). It is worth noting that strategy (a) is implemented by DBSCAN,
which constructs clusters based on the vicinity of fragments to a common point,
the cluster’s medoid. Thus, we may conclude that DBSCAN better implements
the perceived preference for standardizing process model fragments by humans.
Participants were also asked to indicate for strategy (a) which one fragment
is most suitable to replace all fragments. The data for clusters produced by
DBSCAN shows that these participants did not identify this fragment with the
medoid provided by the algorithm. In total, out of 86 responses that provided
a preferred replacement fragment for the 5 DBSCAN clusters, only 17 responses
matched the fragment that was identified as the medoid by the algorithm. This
can be explained by the fact that participants tend to associate the most rep-
resentative fragment of each cluster with the largest fragment for that cluster.
Indeed, for all fragment clusters, the largest fragment in each cluster was selected
by the majority of the participants (except when all fragments in the cluster had
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an equal size). Indeed, this would suggest that human choice is driven by the
sheer size of a fragment rather than by its actual distance to the other fragments
of the cluster.
Experiment 2:
The data collected in the follow-up experiment allows us to examine the perfor-
mance of the clustering techniques in comparison to manual clustering performed
by end users. The relevant question we ask is: “Does the clustering algorithm
produce clusters of process fragments that are similar or very different compared
to those produced by end users?”
A suitable measure to answer this question is the adjusted Rand index [Ran71].
This measure, which ranges from -1 to 1, examines the similarity between sets
of clusters produced, and is commonly used to compare clusterings. For each
technique, we computed the Rand indices between clusters identified by humans
(referred to as participants’ clustering in subsequence discussions), and between
clusters identified by each technique and those identified by humans (referred to
as DBSCAN versus participants’ clustering and HAC versus participants’ cluster-
ing). Finally, we compared the results: i) participants’ clustering with DBSCAN
versus participants’ clustering; ii) participants’ clustering with HAC versus partic-
ipants’ clustering; iii) DBSCAN versus participants’ clustering with HAC versus
participants’ clustering. Table 4.6 summarizes the results. For both experimen-
tal groups, the algorithmic clustering provided increased similarity to manual
clustering when compared to similarity between manual clusterings, with the dif-
ference being significant for the HAC technique (p = 0.02). In the comparison
of the similarity of clusterings produced by each of the two techniques and man-
ual clustering, the Rand index is significantly higher (p = 0.04) for the HAC
technique.
Evaluated Technique Comparison
Rand index Rand T-statistic
(mean) (st. dev.) (significance)
DBSCAN
Participants’ clustering 0.672 0.19
1.07 (p = 0.30)DBSCAN versus participants 0.713 0.136
HAC
Participants’ clustering 0.715 0.211
2.47 (p = 0.02)HAC versus participants 0.836 0.18
Both
DBSCAN versus participants 0.713 0.136
2.19 (p = 0.04)HAC versus participants 0.836 0.18
Table 4.6: Rand indices for DBSCAN and HAC in comparison to participants’
clusterings
The experiment also allows us to examine how well end users can identify pro-
cess fragments that, as per the algorithm, should or should not be clustered, and
which personal factors determine the correct identification of cluster fragments
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and noise, respectively. To that end, we estimated regression models that exam-
ined i) the Rand index between an individual’s clustering in comparison to the
DBSCAN (or HAC) technique, and ii) the percentage of correctly identified noise,
i.e., fragments that should not be clustered. Table 4.7 shows relevant descriptive
statistics about the distribution of the dependent variables.
Metric Correct noise (percentage) Correct clustering (Rand)
DBSCAN HAC DBSCAN HAC
Mean 0.854 0.861 0.713 0.836
Std. Dev. 0.067 0.187 0.136 0.18
Minimum 0.667 0.444 0.438 0.349
Maximum 0.889 1 0.826 1
Table 4.7: Descriptive statistics of correct Noise and Correct Clustering indices
In estimating the regression models, we considered the following variables as
independent factors:
• the total score of process modeling competency (from 0-5) as per [MSR12],
• the average total factor score for EPC familiarity [Rec10],
• the process modeling experience in years,
• the number of days of training with EPC models within the last year, and
• the number of EPC models created or read within the last year.
The estimated linear regression models with the dependent variable Rand
(technique versus participant’s clustering) showed that none of these factors was
a significant determinant of the cluster similarity measure. The overall regression
models showed insignificant fit to the data for both DBSCAN (F = 1.84, p =
0.20) and HAC (F = 1.16, p = 0.40), indicating that manually producing clusters
similar to the two algorithms is not dependent on expertise or experience with
process modeling.
In terms of correctly identifying noise, however, we found the two regression
models to show significant determinants. Tables 4.8 and 4.9 summarizes the
results. The results show that correct noise identification was explained for 49%
through modeling expertise and 22% through experience factors. Notably, the
overall process modeling experience was a significant positive contributor to the
correct identification of clustering noise (p = 0.03 and 0.04), while EPCs training
was a significant negative contributor (in that participants with more training
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days performed worse in terms of noise identification). Knowledge of modeling
concepts appears to be a positive factor, with one out of two beta weights being
significant (p = 0.01 and p = 0.20). These results can be interpreted as suggesting
that noise identification, at least in part, is a function of expertise and experience,
and thus that algorithmic support is particularly beneficial in situations where
such expertise or experience cannot be provided by end users.
Independent factor
Correct noise identification (DBSCAN)
St. Beta T (Sig.)
Process modeling knowledge
score
0.76 3.43 0.01
EPC familiarity -0.33 -0.75 0.48
Experience in years 0.65 2.56 0.03
EPC models created or read -0.08 -0.37 0.72
EPC training days -0.5 -2.52 0.03
Experience with EPC in
months
-0.18 -0.37 0.72
R2 0.69
Adjusted R2 0.49
Table 4.8: Results from regression models for correct noise identification in DB-
SCAN clusters
Independent factor
Correct noise identification (HAC)
St. Beta T (Sig.)
Process modeling knowledge score 0.37 1.37 0.2
EPCs familiarity 0.22 0.41 0.69
Experience in years 0.77 2.47 0.04
EPC models created or read -0.33 -1.26 0.24
EPCs training days -0.61 -2.48 0.04
Experience with EPCs in months -0.45 -0.77 0.46
R2 0.53
Adjusted R2 0.22
Table 4.9: Results from regression models for correct noise identification in HAC
clusters
4.5 Related Work
In this section, we discuss related work categorized under clone detection, process
model refactoring, process model clustering and business process standardization.
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4.5.1 Clone Detection
Clone detection in software repositories has been an active field of research for
several years [Kos08]. However in this field focus has been on exact software clone
detection. According to [BKA+07], approaches can be classified into: textual
comparison, token comparison, metric comparison, abstract syntax tree (AST)
comparison, and program dependence graphs (PDG) comparison. The latter two
categories are close to our problem, as they use a graph-based representation.
In [BYdM+98], the authors describe a method for clone detection based on ASTs.
The method applies a hash function to subtrees of the AST in order to distribute
subtrees across buckets. Subtrees in the same bucket are compared by testing
for tree isomorphism. This work differs from ours in that RPSTs are not perfect
trees. Instead, RPSTs contain rigid components that are irreducible and need
to be treated as subgraphs—thus tree isomorphism is not directly applicable.
[Kri01] describes a technique for code clone detection using PDGs. A subgraph
isomorphism algorithm is used for clone detection.
In the field of model-driven engineering, approximate clone detection has been
investigated in [DHJ+08], [PNN+09] and [Sto¨13]. In [DHJ+08] the authors present
CloneDetective, a method for detecting clones in large repositories of Simulink/-
TargetLink models from the automotive industry. Models are partitioned into
connected components which are compared pairwise using a heuristic subgraph
matching algorithm. These pairs are then clustered based on the sets of their node
labels. According to [PNN+09], CloneDetective suffers from low recall, mainly
due to the fact that small clones are absorbed by larger clone pairs. In other
words, the algorithm tends to find as large clones as possible, whereas in our
approach we allow related fragments to belong to different clusters, so that users
can choose the abstraction level at which to standardize. Moreover, this method
is not very sensitive to approximate clones having small differences. These cases
commonly result from copy/pasting and as such they should not be discarded.
Moreover, they yield low standardization costs making them easy to standardize.
The work in [PNN+09] overcomes these problems by proposing two methods for
exact and approximate matching of clones. In particular, the second method,
namely aScan, represents graphs by a set of vectors built from graph features:
e.g. path lengths and vertex in/out degrees. An empirical study shows that this
feature-based approximate matching improves pre-processing and running times,
while keeping a high precision. Despite these advantages, the method proposed
in [PNN+09] does not fulfill our requirements: The resulting clones may be non-
SESE fragments and the identified clusters do not satisfy any of the properties in
Definition 4.2. The work in [Sto¨13] detects clones in UML models, such as class or
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activity diagrams. In this work, each object, its properties and child objects (all
called model elements) form a fragment. The similarity between two fragments
is computed by summing up the pairwise similarities of their respective elements.
This method is not suitable for our purposes as it does not consider structural
similarity, fragments are fixed to specific structures, and no clustering technique
is proposed. Moreover, the method is not very sensitive to approximate clones
having substantial differences (e.g. removals or additions of parts).
4.5.2 Process Model Refactoring
Refactoring process model collections has been investigated in [UDGBR11,
DGKV11, WRMR11]. Dumas et al. [DGBRU13, UDGBR11] propose a technique
to find fragments that are equal across different process models, so that they can
be factored out in separate subprocesses. The implementation of the techniques
proposed in this thesis uses this exact clone detection approach to factor out all
exact clones. Then the RPSDAG structure that is built in [UDGBR11] is reused
to identify hierarchical dependencies among fragments in different process models.
It is also possible to apply the proposed approximate clone detection techniques
without exact clone detection, so that hierarchical dependencies among fragments
are identified based on the RPST structure [VVK09]. In [DGKV11], process frag-
ments that are sufficiently similar to each other are identified. In contrast to our
work, fragment similarity is exclusively based on label similarity rather than a
combination of label and structural similarity. Also, fragments are considered
pairwise and no clustering takes place. This approach can help analysts detect
overlap between process models, however no support is offered to standardize
these similar fragments such that they can be refactored. In [WRMR11], eleven
process model refactoring techniques are identified and evaluated. Extracting
process fragments as subprocesses is one of the techniques identified. Our work
addresses the problem of identifying opportunities for such “fragment extrac-
tion” and provides an actual implementation and experimentation. In addition,
[WRMR11] does not consider clustering.
4.5.3 Process Model Clustering
Clustering process models in order to facilitate better analysis has been studied in
the literature [JB06, MS08, QAR11]. Jung and Bae [JB06] propose a two phase
method, where first phase creates domain clusters followed by pattern clusters
created in the second phase. Domain clusters are created by comparing process
models based on activity labels. In order to compare two process models, a vector
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space is created by taking the union of activity labels in both models. Then a
vector is created for each model by filling each dimension with the number of
occurrences of the corresponding activity label. Once vectors are created, simi-
larities between process models are computed using the cosine similarity between
their vectors. These pair-wise similarities among models are used to construct
clusters using the hierarchical agglomerative clustering algorithm. The authors
name such clusters as domain clusters since models in those clusters have many
common activities, possibly treating similar domains. In the second phase, mod-
els in domain clusters are reclassified into pattern clusters based on structural
similarity. A transition similarity measure is used to compute structural similari-
ties between process models. Similar to the activity vector space, when comparing
two models, a transition vector space is created by considering transitions (i.e.
succession relations between activities) in both models as dimensions. Then a
transition vector is created for each model by counting its transitions. In addition
to direct transitions, indirect transitions are also captured in transition vectors
by assigning weights to reflect the number of intermediate activities. Similar to
domain clusters, pattern clusters are identified by applying the hierarchical ag-
glomerative clustering algorithm to cosine similarity values computed between
transition vectors.
Similar to the above method, Qiao et al. [QAR11] also present an approach
for clustering process models in two levels, where first level clusters are created
based on textual information and second level clusters are identified within first
level clusters using structural information. Textual information about models can
be extracted from activity labels or from documentations provided with models.
Thus, first level clusters can be created even if processes are described only using
natural language. This method aims to reduce the time taken for structural com-
parisons by only considering models within a first level cluster for the structural
clustering. However, as a consequence, the set of final clusters do not cover the
whole repository, thus reducing standardization opportunities - an issue that also
affects the two phase method proposed in [JB06].
A method for clustering processes represented in EPC is presented by Melcher
and Seese [MS08]. This method treats a process model as a vector with 33
dimensions, where dimensions are computed using various metrics applicable on
EPC models. Examples for metrics are the number of functions, number of AND-
splits, number of arcs and complexity measures such as CFC and CNC introduced
in Chapter 2. The K-Means algorithm is applied on the vector space populated
by model vectors in order to identify clusters.
Rinderle-Ma [RMKL11] presents an approach for clustering process models
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and compliance rules in order to improve the efficiency of compliance verifications.
In this work, an application of a compliance rule on an activity is represented
as a special type of node associated with the activity. Such nodes may indicate
rules that have to be activated before or after performing the associated activity.
Given a collection of process models and a collection of compliance rules, typical
compliance verification procedure would involve checking each compliance rule
against each process model. The authors propose to reduce the time taken for
such checks by grouping all compliance rules applicable on a given process model
into a separate cluster. This grouping is done by iterating over all process models
and compliance rules, and evaluating the possibility of applying each compliance
rule on each process model, then creating a compliance rule cluster for each pro-
cess model. Thus, once clustering is completed, compliance of a process model
can be verified by checking only the compliance rules in its rule cluster, with-
out considering all available rules. Similarly, the clustering can also be done on
process models, instead on rules. In that case, all process models subjected to a
given compliance rule are associated with a cluster. Both these clustering meth-
ods support efficient compliance verifications, the compliance checking of a given
process model, and the checking of a given compliance rule against all applicable
process models. This clustering method is based on applicable compliance rules,
whereas our technique focuses on the structure of process models. Furthermore,
objectives are different, where this method aims at improving compliance checks,
while ours focuses on the standardization.
In [LRW10b] an approach is described to synthesize the most representative
process model out of a collection of variants. This work is complementary to ours
in that it could be used after clustering has been applied in order to synthesize
the centroid of a cluster. However, this is not the approach we followed as this
may likely lead to an artificially created centroid which does not represent an
actual fragment occurring in a process model. The presence of such an artificial
fragment could cause problems for a business analyst when trying to standardize
a cluster.
All the above clustering methods are concerned only on entire process models,
so that two models are grouped into a cluster only if the similarity between the
whole models is high. However, there can be many similar parts between two or
more models even if those models as a whole are not similar. Therefore, in con-
trast to these methods, our technique can identify clusters of process fragments,
thus increasing the standardizability while allowing analysts to select the suit-
able abstraction for standardization. In addition, these methods neither specify
standardizability properties of clusters nor propose standardization approaches
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for identified clusters.
4.5.4 Business Process Standardization
In addition to automated support for standardization, many researcher have stud-
ied business process standardization from a management point of view. Deven-
port [Dav05] mentions that the standardization of activities is an enabling factor
for treating processes as commodities. In this regard, buyers of processes should
be able to browse offerings of multiple providers, compare them and select suitable
processes based on organizational requirements. In order to facilitate such busi-
ness process outsourcing as well to streamline internal operations, three types of
standards can be applied on processes: process activity and flow standards, pro-
cess performance standards and process management standards. The first type
focuses on standardizing the types of activities and subprocesses employed in per-
forming certain tasks. The process performance standards attempt to regulate
metrics and benchmarks used for the assessment of business processes. Finally,
the process management standards govern the handling of business processes in-
cluding the methods for controlling, documenting and improving processes. The
techniques proposed in this chapter focus primarily on the first type of standards,
where approximate clone detection can be used to identify potentially standardiz-
able processes or subprocesses. Furthermore, the proposed clustering techniques,
in combinations with the management techniques proposed in Chapter 3, can be
used to enforce methods for controlling and improving modeled processes.
By analyzing data from 335 outsourcing ventures, Wullenweveber et
al. [WBWK08] also conclude that process standardization has a significant im-
pact on the success of outsourcing. Importantly, service vendors can achieve
cost reductions from economies of scale, if they can provide a standardized pro-
cess to all clients. In addition, as standardization allows client organizations to
better understand their processes and develop performance controls, it becomes
easier to determine processes or parts of processes suitable for outsourcing. Ulti-
mately, more complete contracts can be negotiated between clients and vendors
as standard processes provide a basis for communication, coordination and mea-
surement.
Benefits of process standardization is further emphasized by a survey involving
500 German banks [BGJH09]. Specifically, this study reveals that standardization
increases the process performance in terms of efficiency and quality. Furthermore,
coordination and monitoring of processes are facilitated by the standardization.
Importantly, this study shows that the usage of IT (e.g. BPMSs or ERP sys-
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tems) can improve the benefits gained from the standardization. Thus, while the
techniques proposed in this chapter can be used for supporting the standardiza-
tion, resulting standardized processes can be supported by IT to maximize the
potential advantages.
Process standardization initiatives have to balance the efficiencies gained by
consistent behaviors versus the possible effectiveness of variants in certain cases.
Inability to handle these two ends may minimize the corporation from employ-
ees, reduce customer satisfaction or affect the competitiveness. Tregear [VBR10]
proposes a framework for managing these two extremes of standardization by
planning processes centrally and moderating them according to local require-
ments. According to the framework, common operations are designed by consid-
ering reference models, best practices and experience of employees. Furthermore,
performance measurement methods and overall change control mechanisms are
developed for the entire corporation. However, required local changes are applied
in a controlled manner at the implementation stage. Moreover, if a local variation
can be generalized, it is incorporated into global models, consequently enforcing
necessary changes in all processes. Methods proposed in this chapter are appli-
cable in initial stages of this framework for capturing commonalities in existing
models, thus guiding the identification of possibly standardizable models. Fur-
thermore, analysts can utilize the developed filtering methods by, for example,
treating certain clusters as acceptable local variations, if their benefit-cost ratios
are below a certain threshold, as modifying those process fragments can affect
the benefits of diversity.
Based on three case studies, Rosenkranz et al. [RSM+09] point out that stan-
dardizability vary with the nature of business processes. In order to determine
the standardizability, processes may be classified as standard, routine or non-
routine as proposed in [Lil03]. Executions of standard processes are almost iden-
tical, while routine processes may show slightly different executions. In contrast,
non-routine processes, mostly involving creative work, may be executed with sig-
nificant variations in each instance. The case studies showed that standard and
routine processes have higher potential for standardization, while non-routine
processes may not be readily standardized. However, certain relatively small
parts in non-routine processes can be candidates for standardization. Similarly,
although most parts of standard and routine processes can be easily standard-
ized, some sections may vary with operating regions, product type, etc. Thus, the
authors stress that standardization actions should focus on relevant process sec-
tions in order to avoid possible failures and resistance from stakeholders. These
observations align with the choice of process fragments in our approach, where
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standardization opportunities can be identified in any granularity. Furthermore,
the case studies in [RSM+09] conclude that the purpose of the initiative also has
to be considered, when selecting aspects of processes to be standardized. For
example, if the objective is to introduce IT systems, the focus should be on parts
of processes that can be automated.
Interdependency between standardization, process complexity and standard-
ization effort has been investigated by Schafermeyer et al. [SRH12]. This study,
conducted with 255 BPM experts, has shown that the complexity of processes
has a significant negative effect on the standardization. Therefore, the authors
point out that attempting to standardize highly complex processes as a whole
may result in failures. Instead, it may be feasible to focus on smaller fragments
of processes, which follow routine behaviors. The idea of such fragment-wise stan-
dardization is also reinforced by the fact that even creative processes can contain
both creative and non-creative fragments [Sei11], where non-creative fragments
can be standardized. The study has further revealed that higher standardiza-
tion effort is necessary to standardize more complex processes. These observa-
tions emphasize the need of automated support for standardization, especially
for identifying standardizable fragments in complex processes.
4.6 Summary
This chapter presented two techniques for retrieving clusters of approximate
clones for possible standardization and refactoring into shared subprocesses. Ad-
ditionally, the chapter put forward a measure of cluster quality (benefit-to-cost
ratio) intended to capture the potential standardizability of a cluster. An ex-
perimental evaluation showed that both techniques, coupled with the proposed
cluster quality measure, accurately retrieve clusters resulting from copy-pasting
activity followed by independent modifications to the copied fragments. Further-
more, an analysis of clones in two industrial process model collections put into
evidence a proliferation of approximate clones of varying sizes and benefit-to-
cost ratios. Experiments with human participants showed that the approximate
clones identified by the proposed techniques are comparable to the ones identified
manually. Finally, it was shown that the proposed techniques produce clusters
that human subjects perceive to be amenable for standardization. Hence, it can
be concluded that the proposed techniques provide a basis for identifying clusters
of approximate clones that are amenable to standardization.
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Chapter 5
Discovering Consolidated Process
Model Collections
Business processes may not always be represented as process models. If an or-
ganization has not actively engaged in BPM initiatives, details about many of
its operations may be gathered only by examining the executions of activities.
Furthermore, even after capturing business processes as process models, actual
business operations may not strictly follow modeled behaviors. As a consequence,
executions may deviate from process models, thus minimizing the benefits of stan-
dardization efforts performed at the level of process models. However, executions
of many processes will be captured in event logs, especially when information
systems are involved. Therefore, more comprehensive consolidation of business
processes can be achieved by focusing on event logs, in addition to performing
consolidation operations at the process model level as proposed in previous chap-
ters.
Consideration of event logs directs us to the field of process mining, which is
concerned with the extraction of knowledge about business processes from infor-
mation system logs [vdA11]. Process mining encompasses a vast array of tech-
niques, including techniques for automated discovery of business process mod-
els. Numerous algorithms for automated process discovery have been developed,
which strike various tradeoffs between accuracy and comprehensibility of the dis-
covered models.
However, current process discovery techniques do not sufficiently focus on con-
solidation while generating process models. As a result, redundancies in event
logs are not treated explicitly, and users are left with the burden of detecting and
minimizing duplications. Furthermore, most algorithms generate highly complex
process models by attempting to capture all behaviors in a single model. A com-
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mon divide-and-conquer approach to address the complexity of discovered models
is by means of trace clustering [GGPS06, dMGG+07, SGvdA08a, BvdA09]. As
mentioned in Chapter 2, the idea is to slice the log into separate clusters, each
one grouping similar traces, and to discover (via standard mining techniques)
one process model per cluster. Accordingly, the output is a collection of pro-
cess models, each covering a subset of the traces, as opposed to a single model
encompassing all traces. The underlying assumption is that each model in this
collection has lower complexity than a single all-encompassing model mined from
all traces. In this context, complexity can be measured in terms of size (number of
nodes or edges) or in terms of structural complexity metrics such as control-flow
complexity or average connector degree, which have been shown to be correlated
with model comprehensibility [MRC07, RM11].
While process discovery techniques based on trace clustering produce smaller
individual models than single-model techniques, they do not focus on consolidat-
ing discovered model collections. As a result, redundancies may exist among the
resulting models. In fact, duplications may increase compared to single-model
techniques as some traces with similar sections can be grouped into separate
trace clusters depending on the algorithm used and their configurations. A re-
lated issue is the increased collective complexity. Although individual models
have lesser complexity, the aggregated complexity of all models discovered from
trace clusters may be higher than necessary due to the presence of duplications.
This duplication may result in a set of models that may not necessarily be easier
to comprehend as a whole than a single model mined from all traces.
In this setting, this chapter presents a two-way divide-and-conquer process
discovery technique, wherein discovered process models are split on the one hand
by variants via trace clustering (an operation we term “slicing”), but also hier-
archically via shared subprocess extraction and merging (“dicing”). Slicing en-
ables high-complexity mined models to be split into lower-complexity ones at the
expense of duplication. Dicing, on the other hand, reduces duplication by refac-
toring shared fragments. By slicing, mining and dicing recursively, the technique
attempts, in a best-effort way, to produce a collection of consolidated models each
with size or structural complexity below a user-specified threshold, while mini-
mizing the overall size of the discovered collection of models and without affecting
accuracy. The technique is termed SMD (Slice, Mine and Dice) in reference to
the steps performed at each level of the recursion.
SMD can be applied as a post-processing phase on top of any automated
discovery technique based on (hierarchical) trace clustering. Experiments, con-
ducted using three real-life logs, put into evidence the improvements achieved by
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SMD on top of three existing trace clustering methods.
The rest of the chapter is structured as follows. Section 5.1 presents and illus-
trates the algorithms behind SMD. Next, Section 5.2 discusses the experimental
setup and results. Section 5.3 provides an overview of related work on process
mining and trace clustering, and Section 5.4 provides a summary of the chapter.
The work presented in this chapter has been published in [EDGBRed].
5.1 The SMD Technique
Trace clustering techniques discussed in Chapter 2 produce a collection of mod-
els by applying single-model process mining techniques (e.g. Heuristics Miner) to
each cluster at the lowest level of the dendrogram. Thus, the output is a flat
collection of models with different levels of complexity, and with possible redun-
dancies among models. Accordingly, SMD does not take as input the collection
of models produced by these techniques, but instead it takes the dendrogram.
The idea of SMD is to traverse the dendrogram produced by hierarchical
trace clustering in a top-down manner (breadth-first), attempting at each level
of the traversal to produce models of complexity below a certain user-defined
threshold, while seeking to consolidate redundancies. The complexity threshold
can be placed on the size of a model or on its structural complexity measures such
as control flow complexity (CFC), average connector degree (ACD) and density
discussed in Section 2.4.1. For example, the user can specify an upper-bound
of 50 for the number of nodes in a model or a maximum CFC of 20 per model.
At each level of the traversal, the algorithm applies subprocess extraction and
merging in order to reduce duplication. The traversal stops at a given cluster d
in the dendrogram – meaning that its child clusters are not visited – if a single
model can be mined from d that after subprocess extraction meets the complexity
threshold, or if d is a leaf of the dendrogram, in which case the model mined from
d is returned.
The detailed description of SMD is given in Algorithm 6. Hereafter we illus-
trate this algorithm by means of the example dendrogram shown in Figure 5.1
and we use size 12 as the complexity threshold. Observe that the root cluster
L1 of the dendrogram is the log used as input to generate the dendrogram. As
we traverse the dendrogram D, we mark the current position of the dendrogram
with the clusters from which process models need to be mined. At the beginning,
the root cluster is the only marked cluster (line 2). While there are marked trace
clusters, we perform the following operations (lines 3–16). First, we mine a set of
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Algorithm 6: Discover process model collection
Input: Dendrogram D, complexity threshold k
Output: Set of root process models Ms, set of subprocesses S
Initialize Ml with ∅1
Mark the root trace cluster of D2
while there are marked trace clusters in D do3
Mine a set of process models M from all marked trace clusters in D4
Add to Ml the set of models from M mined from marked leaves of D5
Unmark all trace clusters used to mine models in Ml6
Invoke Algorithm 7 to extract subprocesses from M ∪Ml and obtain7
a simplified set of root process models Ms and a set of subprocesses S
Let Mc be the process models in Ms that do not satisfy k8
Let Sc be the subprocesses in S that do not satisfy k9
Let P be the process models of Ms containing subprocesses in Sc10
Add all models in P to Mc11
Remove Ml from Mc12
if Mc is empty then Unmark all trace clusters in D13
foreach model mc in Mc do14
Get the trace cluster d used to mine mc15
Mark child trace clusters of d in D and unmark d16
return Ms and S17
process models from marked trace clusters in D (line 4). As only L1 is marked
at the beginning, a single process model m1 is mined. Let us assume that the
model mined from L1 is that shown in Figure 5.2. If we reach a leaf trace cluster
of D at any stage, we cannot simplify the process model mined from that trace
cluster anymore by traversing D. Thus, when a leaf of D is reached, we add the
process model mined from that leaf to the set of leaf level process models Ml (line
5). As L1 is not a leaf, we do not update Ml at this stage. We then unmark all
the clusters in Ml to avoid mining a process model again from these clusters in
successive iterations of the while cycle (line 6). Then we extract subprocesses us-
ing Algorithm 7 (line 7) from the union of all mined models so far and all models
mined from leaves Ml. In our example, we extract subprocesses only from m1,
as Ml is empty.
In Algorithm 7, we first construct the RPSDAG [UDGBR11, DGBRU13] from
the set of process models in the input (line 3). Then we identify sets of exact
clones using the technique in [DGBRU13] (line 4). For each set of exact clones,
we create a single subprocess and replace the occurrence of these clones in their
process models with a subprocess activity pointing to the subprocess just created
(lines 6-7). Once exact clones have been factored out, we identify clusters of
approximate clones using the technique developed in Chapter 4 [EDGB+12] (line
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8). For each fragment cluster, we merge all approximate clones in that cluster into
a configurable fragment (line 11) using the technique described in [RDUD13]. If
this fragment satisfies the threshold, we embed it into a subprocess (line 14) and
replace all occurrences of the corresponding approximate clones with a subprocess
activity pointing to this subprocess (lines 15–16).
Once we replace exact and approximate clones with subprocesses, the refac-
tored collection of process models should have the same behavior of their original
process models. As we do not perform any modification to exact clones, fac-
toring out exact clones as subprocesses does not change the original behavior.
In order to preserve the behavior after extracting approximate clones, the single
subprocess created from a cluster of approximate clones should have the collective
behavior of all fragments in the cluster. Otherwise some behavior would be lost
when replacing the approximate clones with the single shared subprocess. The
process merging method [RDUD13] used in the SMD technique can construct a
configurable fragment that contains all behaviors of input process fragments, thus
ensuring that the approximate clone extraction does not change the behavior of
original process models.
L1
L5L4
L3L2
L13L12
L7L6
L11L10L9L8
m1
m2 m3
m4 m5
Figure 5.1: A possible dendrogram generated by hierarchical trace clustering.
A cluster of approximate clones may contain the parent or the child of a
fragment contained in another cluster. As a fragment that has been used to
extract a subprocess does no longer exist, we need to also remove its parent and
child fragments occurring in other clusters (lines 17–18). We use the RPSDAG
to identify these containment relationships efficiently. One or more fragment
clusters may be affected by this operation. Thus, we have to order the processing
of the approximate clones clusters based on some cluster quality measure, so as
to prioritize those clusters that are more suitable for standardization (line 10).
For this purpose, we can use the benefit-cost ratio (BCR) [EDGB+12] defined in
Chapter 4, which is the ratio between overall size reduction (benefit) and distance
between approximate clones within a cluster (cost).
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Algorithm 7: Extract subprocesses
Input: Set of process models M , complexity threshold k
Output: Set of root process models Ms, set of subprocesses S
Initialize Ms with M1
Initialize S with ∅2
Let Fs be the set of SESE fragments of Ms3
Let Fe in Fs be the set of exact clones4
Add Fe to S5
foreach fragment f in Fe do6
Replace all occurrences of f in models of Ms ∪ S with a subprocess7
activity pointing to f
Apply approximate clone detection on Fs \ Fe to identify fragment clusters8
C
while C is not empty do9
Retrieve the cluster c with the highest benefit-cost ratio from C10
Merge fragments in c to obtain a merged fragment fm11
Remove c from C12
if fm satisfies k then13
Add fm to S14
foreach fragment f in c do15
Replace all occurrences of f in models of Ms with a subprocess16
activity pointing to fm
Remove all ascendant and descendant fragments of f from all17
clusters in C
Remove all clusters that are left with less than 2 fragments from18
C
return Ms and S19
Coming back to our example, we can see there are two exact clones (f6 and
f8) and two approximate clones (f4 and f9) in m1, as highlighted in Figure 5.2.
After applying Algorithm 7 we obtain the process model collection in Figure 5.3,
where we have two subprocesses (s1 and s2) with s2 being a configurable model.
In particular, we can observe that s2 has two configurable gateways – the XOR-
split and the XOR-join represented with a thicker border – so that the selection of
outgoing edges of the XOR-split (incoming edges of the XOR-join) is constrained
by the annotated fragment identifiers. In addition, s2 has an annotated activity
to keep track of the original labels for that activity in f4 and f9. For example, if
we want to replay the behavior of f4, only the top and bottom branches of this
merged model will be available with the bottom branch bearing activity “Perform
external procurements”.
Once subprocesses have been extracted, we add all models that have to be
further simplified to set Mc (lines 8–12 of Algorithm 6). Mc contains all non-leaf
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models not satisfying the threshold and all non-leaf models containing subpro-
cesses not satisfying the threshold. Algorithm 6 terminates if Mc is empty (line
13). Otherwise, for each model in Mc, we mark the respective cluster (lines 14–16)
and reiterate the while loop.
In our example, the size of m1 after subprocess extraction is 19, which does
not satisfy the threshold 12. Thus, we discard m1 and mine two process models
m2 and m3 from L2 and L3, which are shown in Figure 5.4. m2 and m3 contain
two exact clones (f24 and f31) and two approximate clones (f22 and f34). Now
we apply Algorithm 7 on m2 and m3 and obtain the process model collection
shown in Figure 5.5. The sizes of m2 and m3 after subprocess extraction are 14
and 11 respectively. Thus, m3 satisfies our threshold while m2 has to be further
simplified. We then discard m2 and mine two fresh models m4 and m5 from L4
and L5 and so on.
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Figure 5.2: Process model m1 with similar fragments
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Figure 5.3: Process model m1 and subprocess s1 after subprocess extraction
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Figure 5.4: Process models m2 and m3 mined from trace clusters L2 and L3
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Figure 5.5: Process models and subprocesses after subprocess extraction from m2
and m3
The SMD technique abstracts from the mining algorithm used to extract a
model from a collection of traces. An extensive empirical evaluation [WBVB12]
of automated process discovery techniques has shown that the Heuristics Miner
offers a good tradeoff between precision and recall with satisfactory performance.
The ILP miner achieves high recall – at the expense of some penalty on precision
– but it does not scale to larger logs due to memory requirements. Therefore, the
Heuristics Miner is used in the SMD technique for all experiments presented in
this chapter.
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The exact clone detection technique proposed by Dumas et al. [DGBRU13] is
used in the SMD technique, as it considers both node labels and the structure of
process model graphs, while performing computations efficiently in most scenar-
ios. In particular, this technique does not show its worst case complexity, if there
are no rigid fragments with duplicate nodes. Furthermore, canonical labels gen-
erated by this technique can be used to efficiently search all identical fragments
across a repository.
The approximate clone detection technique proposed in Chapter 4 is used
in the SMD technique as it identifies fragment clusters with a bounded distance
threshold in order to facilitate standardization. If distances between fragments in
a cluster are not bounded by such a threshold, member fragments may have large
variations, resulting in large merged fragments. Thus, the number of merged
fragments that do not satisfy the complexity threshold of the SMD technique
can increase. Furthermore, the used exact and approximate clone detection tech-
niques identify clones of Single-Entry, Single-Exit (SESE) fragments, which is
useful for extracting subprocesses that are easier to refactor.
The approximate clone merging step of the SMD technique should guar-
antee that the behaviors of all input fragments are preserved in merged frag-
ments. Many process merging algorithms proposed in the literature do not sat-
isfy this property of behavior preservation (e.g. the algorithms proposed by Sun
et al. [SKY06], Kuster et al. [KGFE08b], Li et al. [LRW10a] and Mendling and
Simon [MS06]). Furthermore, the algorithms proposed by Sun et al. [SKY06] and
Li et al. [LRW10a] are applicable only to block-structured models, and as a result
they cannot be used to merge process fragments containing rigid structures. Fur-
ther, the merging algorithm proposed by Kuster et al. [KGFE08b] requires user
intervention during the merging procedure, which is not feasible when merging
large numbers of fragments. Therefore, we used the merging algorithm proposed
by La Rosa et al. [RDUD13, RDUD10] in the SMD technique, as it satisfies the
requirements of behavior preservation, complete automation and applicability to
any fragment type.
The complexity of Algorithm 6 depends on four external algorithms which are
used to i) discover process models from the clusters of the dendrogram (line 4),
ii) detect exact clones (line 4 of Algorithm 7), iii) detect approximate clones (line
8 of Algorithm 7) and iv) merge approximate clones (line 11 of Algorithm 7).
Let c1, c2, c3 and c4 be the respective costs of these algorithms. The complexity
of exact clone detection is determined by the insertion of fragments into the
RPSDAG, which dominates the complexity of deleting fragments [DGBRU13].
The complexity of approximate clone detection is dominated by that of computing
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the graph-edit distance between fragments [EDGB+12]. Let F be the set of all
SESE fragments of the process models that can be discovered from all trace
clusters of dendrogram D, i.e. F is the union of all Fs obtained in Algorithm 7.
In the worst case, we need to discover a process model from each cluster of the
dendrogram, which is O(|D|c1); insert all fragments in the RPSDAG, which is
O(|F |c2); compute the graph-edit distance of all pairs of fragments, which is
O(|F |2c3); and merge |F |/2 fragments, which is O(|F |c4). Thus, the worst-case
complexity of Algorithm 6 is O(|D|c1 + |F |(c2 + c4) + |F |2c3). c1 depends on the
specific discovery technique used. For example, the Heuristic Miner is quadratic
on the number of event classes in the log. Theoretically, c2 is factorial in the
number of nodes with the same label inside a single SESE fragment, though
in practice this number is often very small or equal to zero thanks to various
optimizations of exact clone detection [DGBRU13]. Thus in practice c2 is linear on
|F | [DGBRU13]. c3 is cubic on the size n of the largest fragment if using a greedy
algorithm [DGKV11], as in the experiments reported in this chapter. Finally,
c4 is O(nd log(n)) [RDUD13] where d is the maximum number of neighbors of a
node in input process model graphs.
As with any process mining technique, the outcome of SMD is affected by
the quality of input event logs. However, as SMD can work with many process
discovery algorithms and hierarchical trace clustering algorithms, requirements
for the level of quality of input event logs depend on particular process mining
algorithms used.
5.2 Evaluation
An implementation of the SMD technique on top of the Apromore [RRvdA+11]
platform was used for evaluations. The technique was evaluated using two event
logs extracted from a large insurance company and the log of the BPI chal-
lenge 20121 (hereafter called BPI Log). The first log of the insurance company
was taken from a motor insurance claims handling process for windscreen claims
(called Motor Log). The second log was taken from a commercial insurance claims
handling process (called Commercial Log). We extracted completed traces from
the first two months of each log, leading to a total of 4,300 to 5,300 traces. As
we can see from Table 5.1, the three logs exhibit different characteristics despite
the similar number of traces. In particular, there is a substantial difference in
duplication ratio (i.e. the ratio between events and event classes).
Using these logs, we measured the reductions in overall size and number of
1http://www.win.tue.nl/bpi2012/doku.php?id=challenge
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Log Traces Events Event classes Duplication ratio
Motor 4,293 33,202 292 114
Commercial 4,852 54,134 81 668
BPI 5,312 91,949 36 2,554
Table 5.1: Characteristics of event logs used in the experiments.
models achieved by SMD on top of three hierarchical trace clustering techniques:
Song et al. [SGvdA08b, SGvdA08a], Bose et al. [Bos12, BvdA09] and the DWS
technique by Medeiros et al. [GGPS06, dMGG+07]. These techniques were inte-
grated in our tool. In particular, we used the DWS technique with k = 2 and
adapted it to split clusters until the process models mined from all trace clusters
have a complexity lower than or equal to the threshold, so that irrelevant clus-
ters are not generated. For consistency, we used the Heuristics Miner [WR11] to
discover process models from the clusters retrieved by all three techniques. For
clone detection we used the implementation described in [DGBRU13] while for
approximate clone clustering, we used the implementation of the DBSCAN algo-
rithm described in Chapter 4 [EDGB+12] with a graph-edit distance threshold of
0.4. These implementations, as well as that of the technique for merging process
models described in [RDUD13], were also integrated into our tool.
In this evaluation, we set the user-defined complexity threshold on the process
model size, as it has been shown that size has the largest impact on perceived
process model complexity [MRC07]. There is an implicit limit on the minimum
size each mined process model can have. This limit, which is a lower-bound
for the user-defined threshold, depends on the number and size of the clones we
can identify in the process model collection mined from the dendrogram of the
trace clusters. The risk of choosing a threshold lower than this limit is that we
may end up with a proliferation of process models, many of which still with size
above the threshold. This high number of models is due to the fact that the
technique would explore the dendrogram as deep as possible. To discover this
implicit limit we would need to run SMD using a size threshold of 1, so as to
fully explore the dendrogram, and measure the size of the largest process model
we obtain. This would be inefficient. However, we empirically found out that a
good approximation of this implicit limit, which can be computed in a matter of
seconds, is given by the size of the largest process model that can be mined from
a single trace.
We set the size threshold to this approximate implicit limit, which is 37 for the
Motor log, 34 for the Commercial log and 56 for the BPI log.2 The results of the
2It turns out that these values correspond to the actual implicit size limits of the three logs.
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experiments are shown in Figure 5.6 (Motor Log), Figure 5.7 (Commercial Log)
and Figure 5.8 (BPI Log), where “S”, “B” and “M” stand for the technique by
Song et al., Bose et al. and Medeiros et al., respectively, while “SMDS”, “SMLB”
and “SMDM” indicate their respective SMD extensions.
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Figure 5.6: Repository size and number of models obtained from the Motor log.
As we can observe from the histograms, SMD consistently yields a significant
reduction in the overall size across all three logs and all three trace clustering
techniques used. This reduction ranges from 14.9% (with SMDM on the Motor
log) to 64.6% (with SMDB on the BPI log), as evidenced by Table 5.2. In particu-
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Figure 5.7: Repository size and number of models obtained from the Commercial
log.
lar, we can observe that despite the technique of Medeiros et al. always produces
the lowest overall size and that of Bose et al. in two cases and Song’s in one
case produce the highest one, these differences are minimized out by SMD. This
is because SMD compensates for the redundancies between clusters that may be
introduced by a trace clustering technique as the number of clusters increases.
The reduction in the repository size indicates the amount of redundancy present
among discovered model collections, which are automatically consolidated by the
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Figure 5.8: Repository size and number of models obtained from the BPI log.
SMD technique.
Similarly, we can observe that the SMD technique has identified a considerable
number of subprocesses in each of its applications (see Figure 5.6(b), Figure 5.7(b)
and Figure 5.8(b)). For instance, SMD has extracted 108 subprocesses by consol-
idating a collection of 317 models mined from the commercial log (SMDS column
of Figure 5.7(b)). As a result of subprocess extraction, SMD achieves significant
reductions in the number of models, ranging from 23.7% (with SMDS on the Mo-
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Log Method Size savings (%) (Root) models savings (%)
Motor
SMDS 20.9 (23.7) 3.2
SMDB 16.7 (25.6) -2.3
SMDM 14.9 (29.9) 16.7
Commercial
SMDS 28.4 (30.5) 6.8
SMDB 21.0 (29.4) 6.3
SMDM 19.7 (29.8) 18.7
BPI
SMDS 62.5 (65.7) 43.3
SMDB 64.6 (69.8) 44.4
SMDM 64.1 (64.1) 53.2
Table 5.2: Savings in the overall size and number of models yielded by SMD.
tor log) to 69.8% (with SMDB on the BPI log) if considering top level models only
(see Table 5.2). Adding subprocesses to the count, the extent of this reduction
is clearly diminished (there is even a slight increase of 2.3% in the total number
of models in the case of SMDB on the Motor log). These results should be in-
terpreted as an indication that SMD can often achieve the complexity threshold
with less process models (particularly less root process models) compared to the
three baseline trace clustering techniques used in the experiments.
From Table 5.2 we can also observe that the extent of the improvement, both
for repository size and number of models, increases with the increase of the log’s
duplication ratio (from the Motor log to the BPI log – see Table 5.1). This
is confirmed by the strong correlation between the duplication ratio and the
percentage of size savings produced by SMD (0.99), and the strong correlation
between the duplication ratio and the percentage of models number savings (0.98).
Thus, we can conclude that the amount of improvement achieved by SMD depends
on the amount of duplication in the log.
Further, the average size and structural complexity of individual models re-
ported in Table 5.3, indicate that SMD achieves the size threshold on individual
models without affecting structural complexity. The table shows that the average
values for structural complexity measures remain largely unchanged after apply-
ing SMD (the increase in density is due to the inverse correlation of density and
size). It is also worth noting that in most cases, the average model size is reduced
after applying SMD (up to 36.32% savings in the case of the BPI log).
In most of the experiments, SMD took more time than the corresponding
baseline trace clustering technique. This is attributable to the reliance on graph-
edit distance for process model comparison. In the worst case, SMD took double
the time required by the baseline (e.g. 35.7 mins instead 18.9 mins of Song et
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Log Method
Size CFC ACD Density CNC
Time (min)
Avg Min Max Savings (%) avg avg avg avg
Motor
S 22.46 4 37 18.30 11.84 2.68 0.07 1.25 21.2
SMDS 18.35 3 37 10.46 2.43 0.1 1.21 30.2
B 21.18 2 37 18.51 10.85 2.55 0.07 1.21 20.0
SMDB 17.26 2 37 9.61 2.38 0.11 1.2 27.4
M 16.25 2 38 -2.22 7.61 2.14 0.11 1.12 21.4
SMDM 16.61 2 45 9.12 2.24 0.11 1.17 28.2
Commercial
S 23.95 6 34 23.13 13.55 2.95 0.06 1.32 18.9
SMDS 18.41 2 34 11.21 2.48 0.1 1.24 35.7
B 21.14 2 47 15.75 10.88 2.64 0.07 1.22 34.9
SMDB 17.81 2 34 10.12 2.44 0.1 1.21 54.4
M 17.71 2 34 1.19 9.25 2.43 0.09 1.2 20.0
SMDM 17.5 2 34 10 2.4 0.1 1.21 31.0
BPI
S 47.26 15 56 33.77 20.74 2.34 0.03 1.24 19.3
SMDS 31.3 4 56 19.24 2.38 0.08 1.27 26.0
B 46.28 13 58 36.32 20.12 2.35 0.03 1.23 17.0
SMDB 29.47 4 56 18.26 2.37 0.09 1.26 14.3
M 46.44 21 57 23.19 21.26 2.34 0.03 1.24 8.1
SMDM 35.67 4 56 19.47 2.25 0.05 1.26 5.1
Table 5.3: Size, structural complexity metrics (discussed in Section 2.4.1) and
mining time for model collections mined with SMD. (CFC: Control-Flow Com-
plexity, ACD: Average Connector Degree, CNC: Coefficient of Network Connec-
tivity)
al. on the Commercial log). However, in other cases, SMD took less time than
the baseline (e.g. 14.3 mins instead of 17 mins of Bose et al. on the BPI log).
This is because if SMD mines less models relative to its baseline trace clustering
technique, the time saved by the mining steps can compensate for the time taken
to compute graph-edit distances.
5.3 Related Work
In this section, we discuss existing approaches for discovering simplified process
models and for minimizing the duplications observed in event logs.
5.3.1 Trace Clustering
Trace clustering [GGPS06, dMGG+07, SGvdA08b, SGvdA08a, FZMF07, Bos12,
BvdA09] is a common method to reduce the complexity of process models dis-
covered from event logs. Trace clustering algorithms attempt to divide an event
log based on similarities among clusters of traces. Then a process model can be
discovered from each trace cluster, thus isolating possible variants into separate
process models. However, trace clustering algorithms do not focus on consolida-
tion among the discovered process variants, and therefore, redundancies may be
present among the resulting variants. In contrast, SMD builds on top of hier-
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archical trace clustering algorithms to facilitate consolidation and to control the
dendrogram traversal in order to avoid prolification of process models.
5.3.2 Log Level Abstractions
An approach for minimizing the duplication at the event log level is proposed by
Bose [Bos12]. The proposed approach first identifies duplications in event logs on
the basis of frequently occurring patterns. Patterns such as tandem arrays and
maximal repeats discussed in Chapter 2 can be used for this purpose. Then the
identified patterns are grouped based on their pattern alphabets. For example,
the two patterns abac and abc belong to the same group with pattern alphabet
a,b,c. Once patterns are grouped, each group is replaced by an abstract event
in their corresponding traces. Therefore, if we have two traces apwabacujabcqs
and aqcqabce, and if we use an event X to replace the above pattern group, we
get traces apwXujXqs and aqcqXe. This procedure of introducing abstract events
transforms the original traces into a new set of traces, which can in turn con-
tain patterns involving abstract events. Therefore, this transformation procedure
can be applied repeatedly to generate traces with multiple levels of abstractions.
Whenever a pattern group is replaced with an abstract event, all subsequences of
traces (i.e. subtraces) covered by that pattern group are extracted and associated
with the abstract event. Once the log abstraction is completed, process discovery
can be performed on transformed event logs containing abstract events. Accord-
ingly, discovered process models may contain composite activities representing
abstract events found in event logs. Each of those composite activities points
to a subprocess discovered from subtraces associated with an abstract event. As
subtraces associated with abstract events may also contain abstract events, sub-
processes may contain composite activities, thus creating a hierarchical process
model. This approach attempts to reduce duplication from event logs before dis-
covering a process model, whereas the SMD technique minimizes redundancies
in discovered process models. Therefore, these approaches are complementary to
each other in that aspect. Furthermore, the SMD technique discovers a collec-
tion of consolidated process models facilitating the isolation of process variants,
while Bose’s approach discovers a single process model with subprocesses. More-
over, in contrast to Bose’s approach, the SMD technique allows us to control the
complexity of generated process models.
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5.3.3 Process Model Abstractions
Greco el al. [GGP08] propose an approach to discover a hierarchy of process mod-
els with different levels of abstractions. This approach first uses hierarchical trace
clustering algorithms to construct a dendrogram of trace clusters from the input
event log. Then it traverses the dendrogram bottom-up to create an abstract
process model for each non-leaf node. A concrete process model is discovered
for each leaf node in the dendrogram. Then each non-leaf node immediately
above the leaf nodes are associated with a process model constructed by merg-
ing concrete process models of its leaf nodes. During the merging procedure, all
shared process elements are copied to the merged model. Then, groups of ac-
tivities that differ across child process models are captured as abstract activities
in parent process models. Once such process models with abstract activities are
created for non-leaf nodes that are immediately above the leaf nodes, those ab-
stract models are used as inputs to create abstract models for the next level of
non-leaf nodes. Thus, this abstraction procedure is continued until the root node
of the dendrogram, creating an abstraction hierarchy of process models. This
approach considers abstractions in the hierarchy of models, in order to facilitate
hierarchical navigation through process models. Therefore, it neither refactors
concrete process models nor considers abstraction over process models that do
not have a common immediate parent. In contrast, SMD focuses on consolidating
all concrete process models, while controlling the traversal of the dendrogram in
order to achieve given complexity thresholds.
The Fuzzy miner [vdA11, GvdA07] is another approach aiming at construct-
ing more understandable process models from event logs. Instead of discovering
a static process model, the Fuzzy miner constructs a process model which can be
zoomed in and out to view different levels of details. At the most detailed level,
it displays all process elements of the discovered process model. However, as the
process model is zoomed out, it hides infrequent connections and groups infre-
quent activities into abstract activities, thus producing an increasingly simpler
process model. Frequencies of process elements are determined from their num-
ber of occurrences in the corresponding event log. Many such frequency based
abstractions can be created for a process model by hiding or aggregating process
elements that do not satisfy the frequency threshold for each abstraction. The
Fuzzy miner does not create concrete process models, but provides a navigation
mechanism to visualize their abstractions. On the other hand, process models
constructed by the SMD technique can be directly utilized. For example, those
process models can be used for process analysis, or can be converted into another
modeling language, etc. Furthermore, the Fuzzy miner does not deal with process
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variants.
5.4 Summary
This chapter presented the SMD technique to discover consolidated process model
collections with bounded complexity. SMD advances the state-of-the-art in au-
tomated process discovery by combining consolidation techniques with process
mining operations. Thus, it facilitates the analysis and maintenance of discov-
ered model collections by reducing and tracking redundancies. Importantly, SMD
is a complexity-aware automated process discovery method, where it seeks to pro-
duce models that meet user-specified complexity thresholds. Therefore, process
analysts can select the desired level of complexity suitable for particular tasks.
Furthermore, SMD provides significant reductions in the overall size of the repos-
itory relative to existing process discovery techniques based on hierarchical trace
clustering, while preserving the fitness, appropriateness and generalization of pro-
cess models mined from trace clusters. The experimental evaluation based on
three large real-life logs shows size reductions of up to 64%, with little impact on
structural complexity metrics of individual process models – barring an increase
in density attributable to the dependency of this complexity metric on size.
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Chapter 6
Conclusion
This thesis proposed novel techniques to address three major problems in process
model repository consolidation: (i) maintenance of process model collections in
the presence of redundancy, (ii) existence of inconsistencies among process models
and (iii) the presence of redundancies in organizational behaviors.
The first issue is a result of large numbers of process models created in BPM
initiatives. Such model collections may contain many duplications due to isolated
design of similar processes or copy/pasting of process fragments across multiple
process models. As a consequence, numerous identical process fragments may
occur among possibly unrelated process models. For example, process fragments
for performing credit card verifications may be identical in both a sales order
handling process and an equipment rental process. A related issue is the evo-
lution of process models. Process models are not static artifacts, but regularly
change over time with changes to underlying business processes, creating mul-
tiple versions per process model. Typically, a whole process model will not be
modified during a single update, rather changes will be confined to small sec-
tions. Thus, there can be many identical parts across multiple versions of process
models. The presence of these duplicate fragments in process model repositories
can cause various maintenance issues. Duplications increase the complexity of
the repository in terms of the number of managed process elements. Users may
not be aware of duplications and therefore, will not be able to navigate through
and analyze related models. In addition, if an update is performed on a process
fragment, business analysts may not know how that update is related to other
models and how to perform relevant changes to dependent models. Furthermore,
difficulties arise when multiple users attempt to work on a repository at the same
time, a usual situation for large BPM projects. Although many approaches have
been proposed in the literature to facilitate collaborative access, application of
concurrency control in the context of process model repositories has not been
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sufficiently investigated.
This thesis addresses the problem of repository maintenance by proposing a
novel storage structure and associated techniques for managing process models.
The key concept introduced in this approach is the usage of single-entry, single-
exit process fragments as the unit of storage. For this purpose, all process models
are decomposed into a hierarchy of fragments. Then each process model is stored
as a collection of process fragments and their relationships, so that a process
model can be reconstructed by following the relationships among its fragments.
This storage structure allows us to develop techniques for dependency navigation,
change propagation and concurrency control at the process fragment level.
The repository performs a search for duplicate fragments whenever a new pro-
cess model is added or a new version of a model is created. If duplicate fragments
are found, they are stored only once and their host process models are changed
to incorporate stored instances of shared fragments. As a result, redundancies
are avoided in the repository and business analysts can track duplications by lo-
cating shared fragments of process models. Another technique that was built on
the fragment-based storage system is controlled change propagation. The devel-
oped change propagation mechanism can propagate changes on process fragments
into all relevant process models in order to avoid undesirable deviations. Process
owners can configure their process models by stating how they would like to re-
ceive updates. Depending on this configuration, either fragment updates will be
propagated instantly or process owners will be notified about pending updates,
upon receipt of which they can decide whether or not to activate propagation.
This mechanism assists in maintaining the consistency of the repository. For ex-
ample, if two process models contain identical fragments capturing a credit card
verification procedure, and if a regulation for credit card verification has been
changed, both fragments have to undergo relevant changes. However, if a change
propagation mechanism is not employed, only one instance may be updated or
these two fragments can be subjected to incompatible modifications. Finally, a
fragment-based concurrency control mechanism is developed on top of the pro-
posed storage structure. The idea is to introduce locking concepts at the level of
process fragments, so that locks are granted for individual fragments, rather than
for entire process models, in order to increase the collaboration. This mechanism
allows multiple users to work on a single process model at the same time, while
guaranteeing that their updates do not conflict with each other.
The second problem addressed in this thesis is the lack of standardization
in repositories due to isolated development of similar business functions. Proce-
dures for performing some operations can be similar, although those operations
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are performed in the context of unrelated business processes. For instance, two
independent manufacturing processes may need to procure materials at certain
stages. However, if these processes are designed by two business analysts working
independently, it is likely that their material procurement sections are not identi-
cal. Such similarities indicate that standard behaviors are not considered in pro-
cess design, causing several issues. The mere presence of similarities may evince
that an organization has not investigated in regulating common behaviors. At
the implementation level, similar sections of process models may be implemented
in multiple departments, although they can be carried out by a single special-
ized business unit. Furthermore, an improvement initiative may only target one
process model, neglecting related models. In fact, it may not be feasible to con-
sider standards for each section when modeling a business process, and therefore,
automated methods become essential for facilitating the standardization.
This thesis proposes a technique for supporting standardization by means of
detecting similar fragments in process model collections. In this work, multiple
challenges in developing approximate clone detection methods in the context of
process models have been addressed. There should be a definition for approximate
clones of process fragments, which should include a similarity measure between
models. Furthermore, two fragments in a containment relation cannot be consid-
ered as approximate clones. In addition, similar fragments have to be grouped
into clusters in such a way that each cluster can be standardized. For this pur-
pose, two approaches were proposed: (i) identifying clusters where the distance
between any fragment in the cluster and the medoid fragment is bounded and (ii)
identifying clusters where the distance between any two fragments is bounded.
These approaches were supported by two clustering techniques developed based
on the DBSCAN and HAC algorithms. Finally, identified fragment clusters have
to be filtered based on the suitability for standardization. When approximate
clone detection is performed on real-life process model collections, it is likely to
lead to large numbers of clusters. In such situations, process analysts need func-
tionality to filter and rank the results, so that more standardizable clusters can
be presented first while clusters with very high variations can be ignored. For
this purpose, a cluster quality measure was developed by considering both the
benefit and the effort of standardization.
The developed approximate clone detection technique does not confine the
clustering process to maximal fragments, thus giving users the flexibility to de-
cide the level of abstraction at which the standardization has to be performed.
For example, a group of process models may be standardized by considering rel-
atively smaller fragments, thus limiting the impact of the standardization, while
PhD Thesis – c© 2013 Chathura C. Ekanayake – Page 141
6. Conclusion
another group may be standardized based on larger fragments. Furthermore, the
proposed clones detection approach links naturally with the fragment-based tech-
niques developed for repository maintenance. In fact, clone detection methods
are developed on top of the fragment-based storage structure, where fragments
stored in the repository are directly used for clustering. In addition, once frag-
ment clusters are standardized using a single representative fragment, that will
become a shared fragment which can be managed by the fragment-based storage
mechanism. Thus, change propagation and concurrency control features become
applicable.
The last issue addressed by this thesis is the problem of consolidating redun-
dant behaviors in event logs. In many cases, business processes are not repre-
sented as process models. However, executions of operations may still contain
redundancies, which may be visible in event logs. Moreover, even if a process
model is available, enactments of the process may deviate from the modeled be-
havior. For instance, multiple executions of a student enrollment process may
handle payments differently, although its process model captures a single way
of doing it. Such deviations in executions can hinder the standardizations per-
formed at the process model level. However, redundancies at the execution level
will be captured in event logs, which can be used as a source for dealing with this
problem. In this context, an important step towards consolidating organizational
behaviors is to discover process models from event logs by explicitly tracking
redundancies. Furthermore, discovered models should have an acceptable com-
plexity so that process analysts can manually intervene in consolidation efforts
where necessary.
In order to address this last issue, this thesis proposes a consolidated process
discovery technique, which can detect redundancies as well as variants. The pro-
posed technique first applies a hierarchical trace clustering algorithm on the input
event log to construct a dendrogram of trace clusters. Typically, the next step
of current methods is to discover a collection of process models from a certain
level of the dendrogram, which may represent variants of a process. However,
such variants may share similarities, which can reduce the ability to conduct a
proper analysis. Therefore, instead of discovering a set of process models from
a selected level of the dendrogram, our technique traverses the dendrogram from
top to bottom, discovering process models at each level. Whenever a collection
of process models is discovered, similar fragments are extracted as subprocesses.
We have to consider two types of similarities: identical fragments and similar
fragments. For this purpose, we apply the exact clone detection method pro-
posed in [DGBRU13] and the approximate clone detection technique proposed
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in this thesis on discovered model collections. Once similarities are extracted as
subprocesses, complexities of individual process models are compared against a
complexity threshold given by users. If such threshold is not met, we traverse
down to the next level of the dendrogram and repeat the process. Thus, dendro-
gram traversal, process discovery and clone detection are performed repeatedly
attempting to satisfy the given complexity threshold.
The proposed technique provides several benefits. First, it can consolidate
redundancies in the form of subprocesses, while identifying process variants. Sec-
ond, it seeks to discover model collections bounded by given complexity thresh-
olds, thus increasing the comprehensibility of discovered models. Third, the con-
solidation process does not affect the behavior of process models discovered from
the dendrogram. This property is ensured by extracting each approximate clone
cluster as a configurable subprocess [RDUD13], where the subprocess captures
all behaviors found in approximate clone fragments. Further, exact clones are
extracted without performing any changes. Finally, the proposed technique can
work with a variety process discovery algorithms and hierarchical trace clustering
algorithms, so that it is possible to select those algorithms to suit a particular
scenario.
As with all techniques proposed in this thesis, the consolidated discovery
technique is also integrated with the fragment-based storage structure. Whenever
process models are discovered from the dendrogram they are inserted into the
fragment-based storage system. Then exact and approximate clone detection is
performed on the fragment collections in the storage system. Once subprocesses
are extracted as a result of consolidation, they are also managed in this system,
thus providing benefits such as navigation and change propagation.
All techniques developed in this thesis were implemented as software tools
in the Apromore repository. In particular, the fragment-based storage structure
serves as the core of Apromore, by providing the persistence mechanism for pro-
cess models in the repository. Fragment-based change propagation and locking
techniques were also implemented in the Apromore core, so that those functions
are enabled on stored process models. The approximate clone detection technique
was implemented as a plugin in Apromore, where users can select process models,
activate clustering on them and browse fragment clusters to identify standard-
ization opportunities. In addition, users can filter clusters by various parameters
including cluster size, average fragment size and the proposed benefit-cost ratio
measure, in order to select suitable clusters. Standardization is further facilitated
using visualizations, where fragment clusters can be visualized in a two dimen-
sional space in order to support the identification of more compact clusters and
PhD Thesis – c© 2013 Chathura C. Ekanayake – Page 143
6. Conclusion
the detection of situations where clusters can be combined. Finally, the consoli-
dated process discovery technique can provide a method for utilizing event logs in
the Apromore repository. Typically, process models have to be explicitly designed
using integrated editors or have to be imported from process model serialization
formats (e.g. EPML or BPMN). However, the consolidated discovery technique
facilitates collections of process models to be imported directly from event logs,
while capturing variants and subprocesses.
The techniques presented in this thesis have been validated using synthetic
or industrial datasets, or based on empirical evaluations involving human partic-
ipants. Fragment-based management techniques were evaluated using the SAP
R/3 reference model and the IBM BIT library, where benefits of fragment-based
version control and concurrency control are compared with model-based tech-
niques, and effects of change propagation are measured. The standardization
technique based on approximate clones detection was evaluated along four di-
mensions: relevance, usefulness, accuracy and usability. The first two dimensions
were assessed based on the SAP R/3 reference model and a model collection of
a large insurance company. Accuracy was evaluated using synthetic datasets by
measuring how well the proposed technique can identify artificially inserted re-
dundancies. Finally, empirical evaluations were conducted to assess the usability
of the standardization techniques as well as the validity of the proposed benefit-
cost ratio measure. The consolidated process discovery technique was evaluated
using three event logs including two logs of an insurance company. These evalua-
tions show that all proposed techniques provide benefits in terms of consolidation,
while being applicable to real-life scenarios.
Several future research directions emerge from this body of research. The
proposed techniques focus on the control-flow aspect of process models, although
many other process perspectives may be integrated by considering them as at-
tributes of control-flow elements. For example, an organizational role responsible
for performing an activity can be an attribute of that activity. Similarly, a data
object consumed by an activity can also be considered as an attribute of that
activity. Thus, whenever a resource assignment or a data object is modified in
a fragment, new versions of that fragment and all parent fragments can be cre-
ated in order to support version control of the resource and data perspectives.
Furthermore, clone detection can be extended by matching resource and data
attributes of activities in addition to the canonical labels of fragments. Thus, it
is possible to identify clones that are identical in the control-flow as well as in the
resource and data perspectives. Once such clones are identified, changes to any
perspective can be propagated to all shared fragments. Fragment-level locks can
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be used to support collaborative access to the resource and data perspectives. A
user who obtains a lock for a fragment can get exclusive access to its resource
and data attributes, thus preventing conflicts within that fragment and allowing
other users to edit any perspective of non-conflicting fragments. Furthermore, re-
source and data attributes of activities can be considered in computing fragment
similarities for approximate clone detection. For example, node level similarity
between two nodes can be a combination of string-edit distance between node
labels and string-edit distances between resource names and data object names
assigned to those nodes. Thus, the approximate clone detection technique would
identify fragment clusters with similar control-flow as well as similar resource
and data assignments, allowing one to standardize all these perspectives of pro-
cess models. In addition, research on non control-flow aspects captured in event
logs may provide additional methods for identifying subprocesses from discovered
models. As an example, it may be possible to consider the usage of data objects
to group related activities, which may become candidates for subprocesses. How-
ever, detailed investigations of all other perspectives is a natural extension and
may provide improvements to the proposed techniques.
The proposed approximate clone detection and consolidated discovery meth-
ods can be configured using input parameters. Such parameters provide flexibility
in performing consolidation tasks. For example, process analysts can decide the
required similarity level among fragments in a cluster for standardization or the
acceptable level of complexity for discovered process collections. Although the
configuration of these parameters is an intrinsic part of the consolidation pro-
cess, it may be useful to provide guidance for tuning them. Therefore, empirical
evaluations can be conducted on a significant number of datasets involving many
participants in order to derive recommended configurations for different use cases.
The fragment-based locking mechanism proposed with the transactional con-
solidation can be extended to further improve the collaboration. According to
the proposed mechanism, only a single user can access a given fragment at a time,
although multiple users can concurrently work on non-overlapping fragments in a
single process model. However, it is possible to investigate the possibility of com-
bining the proposed fragment-based locking mechanism with operational merg-
ing [LvO92], so that a fragment can be locked for a group of users. For example,
a group of business analysts in the marketing team can lock process fragments
capturing marketing operations. Then all members of that group can concur-
rently edit the locked fragments, while all other users are not allowed to modify
marketing related fragments. Once updates are completed, conflicting updates
within the marketing team can be resolved using operational merging techniques.
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At the implementation level, the current implementations scaled reasonably
well with large datasets. However, performance can be further improved by means
of parallelization. Specifically, graph-edit distance computations can be paral-
lelized by dividing a fragment collection into multiple groups and processing those
groups in parallel. In addition, hierarchical divisive trace clustering methods and
process discovery algorithms used in the consolidated discovery technique can
be activated in parallel when performing those operations on two or more trace
clusters. Furthermore, it may be possible to investigate optimizations in process
discovery, trace clustering, graph-edit distance computation and process merging
algorithms used in the implementations.
Finally, while the focus of this thesis is on process model collections, it may be
possible to consider other enterprise models in the consolidation process. Inves-
tigation of enterprise models, such as organizational charts, service architecture
diagrams, IT landscape diagrams and requirement diagrams, in relation to pro-
cess models may facilitate necessary modifications in those models to benefit from
process model consolidation. For example, if models capturing IT systems are
linked with activities of process models, it may be possible to assess changes
to the workload of those IT systems once a set of process models is standard-
ized. Such standardization operations may remove some process fragments from
a repository, thus making certain IT systems redundant or underutilized. There-
fore, extending this work to other enterprise models is an important direction for
future work, which can increase the impact of this research on industrial process
model repositories as well as on other enterprise repositories.
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