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Vektorfelder, deren kovariante Ableitung längs einer 
vorgegebenen Kurve verschwindet.
•  % f  |  •
Von 0 .  VARGA in Debrecen.
Bekanntlich ist die Parallelübertragung eines Vektors im Riemann­
schen Raume im allgemeinen von der Bahnkurve abhängig. In Räumen, 
in denen es keine eindeutig parallelverschiebbaren Vektorräume gibt, 
gilt dies ausnahm slos1). Das Maximum, das man als Ersatz für eindeutig 
parallelverschiebbare Räume erhält, sind Vektorfelder, deren kovariante 
Ableitung längs einer vorgegebenen Kurve verschwindet. Ist nämlich
( 4 # I • •
£* der Vektor jenes Feldes, dessen kovariante Ableitung
dl_
dxk +  I'm k (X)
m
längs einer Kurve C  verschwindet, so gilt, w enn xi ein beliebiger Punkt 




Dies besagt in der Tat, daß in einer hinreichend kleinen U m gebung 
eines beliebigen Kurvenpunktes alle Feldvektoren mit dem zum Kurven­
punkt gehörigen Vektor parallel sind. Im Folgenden soll eine einfache 
Konstruktion eines solchen Feldes angegeben werden.
Wir betten die Kurve C  in ein Kurvengewebe
( 1 ) x* =  x i (f1, t„ . . . , 4 )
ein. Die Funktionen in (1) seien umkehrbar und differenzierbar, also
(2)
Die Kurve C  sei durch
ti =  ti(x1, x 2, x n).
x' =  x*(4 , 0, . . . ,  0)
bestimmt.
!) Über solche Räume siehe etwa Duschek—Mayer: Lehrbuch der Differential 




Wir bestimmen den Vektor aus dem Differentialgleichungssystem
d l
dt, r.\(xfr,0,:.., 0))I
mit der willkürlichen Anfangsbedingung für f =  0. Die Lösung sei 
Aus dem Differentialgleichungssystem
=  -  r u  (x f r , 4 ,- o ..........o ) ) r  0.........0)dt d t
in dem tx die Rolle eines Parameters spielt, bestimmen wir den Lö­
sungsvektor
£* =  £ ‘ ( 4 , 4 )
mit der Anfangsbedingung
H 4 ,  0 ) ^ ( 4 ) .
Sind wir nach k — l Schritten dieser Art zu einem Vektor
f r i 4 ,  • • •> 4 - i )
gelangt, dann soll der Lösungsvektor des Differential­
gleichungssystems
rfS* =  -  r ; ,  (x f t , . . . ,  tk, o,.. . ,  o)) g* dxlV'’ --- - 4, o , . . . ,  o)
dt dt,
das von den 4 . . .  4 _t Parametern abhängt, der Anfangsbedingung
* (4, • • •> 4 - i ,  0 ) == f r ,  4 , . . . ,  4_i)
genügen. Das Verfahren sei bis k = n  fortgesetzt. Auf diese Weise er­
halten wir den Feldvektor
(3) £i= =£*'(4, 4 .........t j :
Wegen (2) ist er auch eine Ortsfunktion
(3') %<=£<fr(x),. . tn(x)) *(x)
im gegebenen Koordinatensystem. Wir behaupten, daß das durch (3 ') 
definierte Vektorfeld die gewünschte Eigenschaft besitzt, d. h. seine ko­




d £ < (71 , 0 , . . . , 0 )  d t ,
dt. d x k rlk(xfr, o , . . . , o ) ) i w
w. z. b. w
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Geometrisch bedeutet dieses Verfahren, entsprechend der Levi— 
Civitaschen Konstruktion der Parallelübertragung fo lgendes : Es wird in 
dem höherdimensionalen Euklidischen Raum, in welchem unsere Rie­
mannsche Mannigfaltigkeit als Fläche erscheint, derselben längs der 
Kurve C eine Torse umschrieben. Die Torse samt der darauf befin­
dlichen Kurve C wird nun abgewickelt. Ist C* die abgewickelte Kurve, 
dann konstruieren wir längs C* und in seiner Nachbbrschaft ein Feld 
von parallelen Vektoren. Durch Rückwickelung der Torse, wobei C* 
mit C  zur Deckung kommt, erhält man längs der Kurve und in seiner 
Nachbarschaft das gesuchte Vektorfeld.
4Note on Approximation and Graduation 
by orthogonal Moments.1)
B y  C h a r l e s  Jo r d a n .
Member of the Academy.
I. Approximation.
■  -  w
Given the values of y0, j>i corresponding to u0i uN_lf
an approximation by a parabola of degree n, F = F ( u )  is required, 
such that according to the principle of least squares, the sum of the 
squares of the deviations F(u)— y  shall be a m inimum; the values of 
the variable u being equidistant ui+1— u{ =  h.
*) This note is a summing up of the results obtained in my previous publi­
cations on the subject; it is a Resumé of my lecture held on November 17, 1947 
at the Hungarian Academy of Sciences, The mentioned publications were:
1. Sur une série de polynomes dont chaque somme partielle représente la meilleure 
approximation d’un degré donné suivant la méthode des moindres carrés. Pro­
ceedings of the London Mathematical Society. Vol. 20; 1921.
2. Berechnung der Trendlinie auf Grund der Theorie der kleinsten Quadrate. Mit­
teilungen der Ungarischen Landeskommission für Wirtschafts-Statistik und Kon­
junkturforschung. No 1. 1930.
3. Sur la détermination de la tendance séculaire des grandeurs statistiques par la 
méthode des moindres carrés. Journal de la Société Hongroise de Statistique. 
Budapest 1929.
4. Approximation and graduation according to the principle of least squares by 
orthogonal polynomials. Annals of Mathematical Statistics. 1932, pp. 257—357. 
Ann Arbor, Michigan.
5. Calculus of Finite Differences, pp. 426—460. Budapest, 1939. Second edition 
(unchanged) New York 1947.
In the first paper, the required approximating function was given in its 
expansion into a series of orthogonal polynomials, hence a table of these was needed. 
In the subsequent papers the results were expanded into N e w t o n  series ; moreover 
the orthogonal polynomials played a less and less prominent rôle, they were super­
seded by certain quantities 6 tn; proportional to the orthogonal moments of the ob. 
servations. The computations became shorter and shorter, so that they reached 
the minimum ; but it was still possible to simplify somewhat the theory, by choosing 
the constants of the orthogonal polynomials so  as to make &m equal to the ortho­
gonal moments of the functions. 1
•  \
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The shortest way to reach this is to introduce first a variable x  
by x  — (u— u0)/h then x  will take the values 0, 1, 2 , 1 . Let us 
denote the approximating function by / (x ) .
Secondly, to expand the function f (x )  into a series of orthogonal 
polynomials. The polynomial Um(x) =  U„ of degree m will be termed 
orthogonal with respect to x  =  0, 1, 2 , . . N — \ if
(1) ¿ U mU„ =  0 * ) .
a:=0
for all values of m different from n.
The expansion of f (x )  may be written:
(2) f (x)  =  U% +  o, Ux + . . .  +  <7„ U„
where the coefficients am are to be determined so that S — ^  [ /(x)  — >»]
be a minimum.
Putting dS/dam =  0 we get in consequence of orthogonality
(3) Z  Umy  =  am±  U, 2________^  __________ m
x=0 x=0
It follows that am is indépendant of the degree u of the function f(x)  
This is important.
The first member is equal to ©m, the orthogonal moment of order 
m of the observations. This  will be computed later. The values of Um 
and 2 U I  may be deduced starting from definition (1). [Loc. cit. 4. 
p. 273 and 5. p. 440.]
W e find Um given b y  its N e w t o n  expansion:
- it t \ n  'V1*/ 1 ■,m+v( m -f-v\ ( N — v
(4) ( - 1 )  ( m j (  m —  v
where C„, is an arbitrary constant. The value attributed to C„ has no 
great importance, considering that in (2), amUm is independent of Cm 
and  therefore f ( x )  too. Nevertheless we shall put to simplify our formulae :
(5) Cm =  \l{m +  \ ) [ J l x
From (1) it follows moreover [Loc. cit. 4. p. 277 and  5. p. 442.]
that
(6) È  Ul  =  Cl i2™] ) • /
■  m
To shorten the work of computation tables giving pmv [Loc.
2) In this paper, as in those quoted above, the upper limit is not included 
in the sum, in agreement with the theories of finite differences.
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cit. 4. p. 280 and 5. p. 449.] and Cmv [loc. c i t  4. p. 335—357.] may 
be used.
(7, f c . _ (_ i r ( -  +  - ) ( - )  '  '
N — v  — 1
( 8 )  c . . = ( - i r - < 2 m + l ) ( m + ' » ) L ™ £
m
By aid of these values and (5), the expression (4) of the orthogonal 
polynomial will become
-  m + \
(9) i / m =  £  ßmv
v=0
moreover from (6) we ge t:
<10) *=o W |C m0
and from (3),
(11) am =  N \ C mO\ 0 m.
Finally the approximating function (2) will b e :
n +  1 m +  1
I
N  |C ,„ o  ® m f i mv  / x r
m = 0  - v — (J I  i V
V-\- 1
or since v .
C«v =  / i « , |C Blo | i v / ( 4, ^ I)-.
This formula may be useful if one is working beyond the ranges of 
the Cmv tables.3) Finally
n+ 1 m + 1
(12) / ( x ) = y i c „ 0___ __ _ m v
m—U v=s
Thus, the approximating function is easily obtained, in its most 
favourable form ( N e w t o n  expansion) ; only the computation of the or­
thogonal moments ®0, 6U . , . ,  &„ is needed.
From (12) we get immediately
ti+1
^ 7 ( 0 ) = 2 c j W
m =v
3) This does not occur often enough to justify the amount of work needed
for the extension of the Cmv tables mentioned; but perhaps it would be advaisable
to prolonge the Cm0 tables, so that Cmv could be determined by the formula above.
If the Cm0 table is not available, then before using the formula (12), Cmv must be 
computed by (8). • . ,
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and  the approximating function will be
/ ( * ) = ¿ 7 ( 0 ) .
• * % T ^ ^
Starting from the differences Avf(0),  a table of the approximate 
values f ( x )  and of their differences may be computed, by the method
#
of the addition of differences. If f ( x )  is of degree n then Anf  (x) is a
*
constant. Into the first line of a table the following num bers are written:
¿ 7 (0), ¿ B' 7 (0) , . . . , z f / ( 0), / ( 0)
moreover into the first column, the numbers
¿ 7 ( 0 )  ¿ 7 ( 1 )  ¿ 7 ( 2 ) . . .
since ¿ 7 (jc) is constant, these numbers will be all equal. In the rest 
of the table, each num ber shall be equal to the sum of the num ber 
above it, and that which preceeds the latter in its line. Hence
_____ # % %
This equation follows directely from the definition of the differences. 
■The last column will contain the approximate values, the column last 
but one, their first differences, and so on.
The measure of the obtained precision is given by f
. N  J r N  N  n + 1  N  H +  l "1
Z  [/(*)-)f 4  2 T  2  amUmyx=0 L^ =0 tn=0 a —0 m=0 JN
and  in consequence of (3), (10) and ( 1 1 )
(13) °! =  4 r i : y * - Z \ C m0\&l .
x = 0  t n — 0  4
Therefore, to determine o„2, besides the orthogonal moments, the com pu­
tation of 2 y n- is necessary.
Should the obtained precision be insufficient, we have only to 
compute ®„+i and use formulae (12) and (13), the work previously done 
would not be lost, as it would be working by other methods.
3. Computation of the orthogonal moments. First the binomial 
moments B0, Bu . . B„ are to be determined
N
x =0
The shortest is to use Hardy’s somewhat .modified method. A table is 
drawn in the following w ay : In the first line we put y { N  — 1) and
# • 
n + 1  zeros. In the §-th line of the first column the number y ( N —  S). 
Starting from these initial conditions, we determine the number / (§ ,  17)
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of line |  and column ij, by aid of the equation of partial differences:
(14) / ( i ,  v ) = f ( t -  1, i?— 0 + / ( i — 1, i ) .
Let us remark that the binomial coefficients satisfy the same equation.
This equation may be resolved by Laplace’s method of generating 
functions, [Loc. cit. 4. p. 286 and 5. pp. 607—616.] starting from the 
initial conditions:
/ 0 >  *7) =  0 if »74=1 and / ( l ,  f) = y ( N — 1)
f ( l  i) = y ( N - S )
the result will be
V=





N - - V
.  n~- 2
That is the row N +  1 will contain the binomial moment^ B0, B l f . . . ,  Bn\ 
the moment Bm will be in column m - f  2.
In this way we obtain at the same time, without any multiplica­
tions, by simple additions, every binomial moment needed.
If N  is large the moments grow rapidly with their order and 
become very large numbers ; this being an inconvenience, to obviate it we 
introduce the mean binomial moments by [Loc. cit. 4. 279]
x=0
w
these are always of the same order of magnitude as  y, whatever the 
order m may be.
Multipliing (9) by y, and summing from x  =  0 to i  =  W w e  get
m + 1
O5)
The orthogonal moments are determined by this equation.
Summing up, the only real work to do is the computation of the 
binomial moments given above.
Starting from ( 12) we get by the method of the addition of diff­
erences [Loc. cit. 4. p. 290 and 5. p. 76.] a table of the approximating 
values f ( x )  and of their first n differences.
II. GRADUATION.
A graduated value of ym will be obtained by aid of a parabola 
of the n-th degree approximating the 2A:+ 1 points:  n m_k, y m_k, . .  
um+kj ym+k according to the principle of least squares. The ordinate of
:
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the parabola corresponding to um will be the required value. The 
equation of the parabola is not needed.
Introducing the variable x = ( u  — u„_k)/h it will vary from zero 
to N  = 2 k - \ - \ ,  and  the approximating value will correspond to x  =  k, 
given by (2)
m = Z o mu m(k).
m= 0
Um(k) is the central value of the orthogonal polynomial. It can be shown 
that [Loc. cit. 4. p. 318, 319 and  5. p. 457, 458 ]
(16) £ / ,„ „ (* )  =  0  U2 m (k) =  C2m ( - 1  )m (2 [k2m




, wm/a m I ,s (2/n') ik+m\\(2k -\-1 + 2m)
To shorten the determination of f ( k )  a table has been computed 
giving y2m sufficient up to parabolas of the tenth degree. [Loc. cit. 4. 
p. 321 and 5. p. 459.]
In consequence of (16), graduation by parabolas of odd degree
is useless, since the parabola of degree 2 /z-f-l gives the same value,
as  that of degree 2n.
R e m a r k .  The method cannot be applied if m < k ,  or if
m > N — \ — k. The statisticians generally d o n ’t graduate in these cases;
it would be possible to proceed for the first k  points as follows: To 
determine a function f (x )  approximating the first 2 k - \ - 1 points, by the 
method of section I, and to accept / ( 0), / ( l ) , . . f ( k — 1 ) as 
roughly graduated values of y„, y l t . . . ,  yk-1. In the case of the last k 
points, the same proceeding could be applied.
i
Darstellung algebraischer Flächen von Gestalt 
einer Kurve.
A % W m
Von GYULA Sz,-NAGY in Szeged.
(Eingegangen am 15. Febmar 1948.)
^ \ *
1. Stellt die Gleichung
( 1 ) f i x ,  >0 =  0
eine reelle algebraische Kurve dar, so bilden die Punkte P — (x, y)  
für welche
(2) f 2(x, y) — e2^ 0, £ > 0
ist, einen von den Kurven
(3) f ( x , y ) — e =  0  und f ( x ,  y) +  £ =  0
begrenzten (zusammenhängenden oder aus  zusammenhängenden Teilen 
bestehenden) Bereich B.
Ist e genügen^ klein, so stellt die Gleichung
(4) ■ , z2 + / 2 (x, y) — £2 =  0
in rechtwinkligen Koordinaten eine algebraische Fläche von der Gestalt 
der algebraischen Kurve (1) dar. Diese Fläche liegt zwischen den Ebenen 
z  =  e und z =  — £ und wird von diesen Ebenen in je einer Kurve von 
der Gleichung ( 1) berührt. Der unendlichferne Punkt Z  der z-Achse ist 
ein mehrfacher Punkt der Fläche (4) und zwar ein 2n — 2-facher Punkt, 
wenn die Kurve ( 1 ) die Ordnung n besitzt. Eine zur x y - Koordinaten­
ebene senkrechte Gerade g  hat mit der Fläche dann und nur dann  
reelle und von der x^ -E bene  im endlichen Abstand liegende Punkte  
gemeinsam, wenn der Fußpunkt P  der Geraden g  in den Bereich B 
fällt. Die Fläche (4) kann außerhalb von Z  nur auf der x_y-Ebene einen 
singulären Punkt besitzen und zwar in den eventuellen singulären 
Punkten der Kurven (3).
Die Fläche (4) schrumpft in die Kurve ( 1 ) zusammen, falls £-+0. 
Hat die Gleichung ( 1 ) die Form.
(5) f ( x , y )  =  y — cp(x),
wo cp(x) ein Polynom mit reellen Koeffizienten ist, so wird die Fläche
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(4) von einem Kreis K  mit dem Halbmesser £ beschrieben, dessen 
Ebene zu der yz-Koordinatenebene parallel ist und dessen Mittelpunkt 
die Kurve (5) beschreibt.
2. Eine reelle algebraische Raumkurve läßt sich durch Gleichungen 
von der Form
(6) f ( x , y )  =  0 und
darstellen, wo f ( x ,  y), g(x,  y) und h{x,y)  Polynome mit reellen Koeffi­
zienten bedeuten und die Polynome g(x, y) und h{x, y) keinen gemein­
samen Teiler haben.
Fällt ein gemeinsamer Punkt P  der Kurven g(x,  y) =  0 und 
h{x ,y )  =  0 auf den Rand des Bsreiches B, so ist die zu rz -A chse  pa­
rallele Gerade durch P  für die reelle algebraische Fläche von der 
Gleichung
(7) > [z.h(x,  y ) — g(x,  y)]2jr f 2(x, y) — £2 =  0, £ > 0
eine isolierte Doppelgerade. Ist £ genügend klein, so besitzt die Fläche
* • I  • * |
(7) die Gestalt der Raumkurve (6). N
Eine zur z-Achse parallele Gerade g  hat mit der Fläche (7) außer­
halb von Z  dann ^ind nur dann  reelle. Punkte gemeinsam, wenn sie 
durch einen Punkt des Bereiches B  geht.
Die Fläche schrumpft in die Raumkurve zusammen, falls £->0. 
W ir haben in einer Arbeit1) ein Verfahren gegeben, wodurch man 
zu einer gegebenen algebraischen ebenen Kurve ( 1) die andere Gleichung 
einer algebraischen Raumkurve (6) darstellen kann, wenn die Raum­
kurve beliebig verknotet und  verkettet ist. Daraus folgt, daß es reelle 
algebraische Flächen mit beliebigen Verknotungen und Verkettungen gibt.
Ist £ genügend klein, so stellt z. B.2) die Gleichung
(8) \z(x2+ y 2—  1)— xy]2 +  [xi +  (y2— l )2 — 4 x 2]2 — £2 =  0
eine aus zwei Schalen bestehende irreduzible algebraische Fläche 8-ter 
O rdnung dar, deren Schalen einander einmal ketten.
3. Die gegebenen Methoden lassen sich für die Darstellung von
Flächen mit der Gestalt einer Kurve offenbar auch dann  anwenden,
wenn die ebene bzw. Raumkurve (1) bzw. (6) nicht algebraisch ist.
Die Gleichung
z 2 +  ( y — sin x )2— £2 =  0
stellt z. B. eine reelle Fläche dar, welche die Gestalt der Sinuskurve
besitzt, falls £ genügend klein ist.
*) G y . (J.) v . Sz. N a g y , Über die algebraische Darstellung der verknoteten 
und verketteten algebraischen Raumkurven, Jahresbericht d. Deutschen Math.-Verei- 
nigung  25 (1919), S. 285—293.
2) A. a. O., S. 292 | 29J.
Über rationale Funktionen, deren Nullstellen 
und Pole an entgegengesetzten Seiten einer Geraden 
liegen.
•  * • •
1
Von G y u l a  S z . N a g y  in Szeged.
t É
(Eingegangen am 15. Február 1948.).
1. Es gilt der Satz:
I. Liegen die Nullstellen. der Polynome
( 0  / ( z )  =  ( z - a :i) ( z - a 2) . . . ( z - a m) bzw.g(z) =  ( z - b 1) ( z - b 2) . . . ( z - b n)
an der einen bzw. an der anderen Seite einer Geraden g  durch die Punkte 
a und ß, und sind
(2) F(z) =  ^~ ~ , 0 < a r c  —— — <n,  0 <  f t )= = a rc -^ T ^ -^ 2 7 r ,
g(z)  “  — Oi F(a)
so enthält das Kreiszweieck K^a, ß; von dessen Randpunkten
%
aus die Strecke («, ß) unter dem Winkel — ~ —  erscheint, entweder minde-
m +  n
stens eine der m +  n Nullstellen der Polynome f ( z )  und g(z) im Innern 
oder jede dieser Nullstellen am Rande.
Bestände die erste Ungleichung in (2) nicht, so verwechselt man 
die Punkte a und ß miteinander. Während ein Punkt z  die Gerade g
in der Richtung des Vektors aß  beschreibt, nehmen die Funktionen
(3) <fh(2) =  arc(z  — ah) und rpk( z ) = — arc(z  — bk)
(h —  1 , 2 , . . . ,  m ; k — l , 2 , . . . , n )  
offenbar von Null ausgehend bis n  stetig und monoton zu. Die Funktion
m  n
(4) 0(z)  =  arc F(z) =  £  arc ( z— a,,)— ^  arc (z — bh)
Ä=1 *=1
2  n  (2) +  2 V *  (z)
, h = l  k = l
ist also eine monoton zunehmende Funktion von z  auf der Geraden g  
Es gilt also die Gleichung
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m n
(5) ®(ß) —  ©(a) =  Z  [<fh{ ß ) ~  ?>*(«)] +  2  ['Pk(ß) — 'Pk(a)] =  u  +  2pn,
h= 1 k—l
wo p  eine nichtnegative ganze Zahl ist.
Wäre nun kein Punkt ah oder bk im Innern des Kreiszweieckes
K\cc, ß; ^  j  gelegen, so beständen die Ungleichungen
(6) 0 <  cph(ß) — <ph(a) , 0 <  ifjk(ß)— ipk(a) 0)m +  n r TKK ' m +  n
( / * = ' ! ,  2 , . . . ,  m;  Ar =  1 , 2
und
0 < ® ( ß ) — ,
In dieser Ungleichung kann das Gleichungszeichen nur dann be­
stehen, wenn die Ungleichungen (6) mit Gleichheitszeichen bestehen.
Damit ist der Satz I bewiesen.
Aus dem Beweis dem Satzes I folgt der Satz
II. Sind die Nullstellen der Polynome (1) von einer Geraden durch 
die Punkte a und ß (ß 4= °0 getrennt und liegen sie außerhalb des
Kreiszweiecks — , so ist
m +  n )
g(ß)  g(a)
Nach der Annahme de§ Satzes ist / ( « )  f ( ß )  g ( a \  g(ß)  +  0. 
Besteht die erste Ungleichung von (2) und ist
F(/i) =  F (« )  (0 <  <jpsS 2 ?i),
so ist
f t
<p =  arc - J Ä  =  (ß) — ® (a) < (m +  n) 2 n.
Damit ist der Satz II bewiesen. Daraus folgt der Satz
III. Enthält der Parallelstreifen S  von der Breite 2 d und mit der 
Mittelgeraden g  keine Nullstelle der Polynome (1) und trennt die Gerade g  
die Punkte ah von den Punkten bk ab, so nimmt die rationale Funktion 
F(z) in (2) auf  einer beliebigen Strecke von g, deren Länge kleiner als
2 71d  tg ---- ;—  ist, irgendeinen Wert höchstens einmal an.
s  m +  n
|  &
Das Kreiszweieck k [cc, ß;  j  nämlich ganz im P a ­
rallelstreifen S, falls \ß— «| <  2d  ist.
2. Die Sätze I— III lassen sich auf den Fall g ( z ) = f ( z )  (bk =  äk, 
n =  m) anwenden, wenn jede Nullstelle des Polynoms f ( z )  oberhalb 
der reellen Achse liegt.
In diesem Fall gilt auch d6r Satz
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IV. Sind %
<7) f (z)  =  (z — al)(z — a2) . . . ( z  — am);
ak =  xk+ i y k, x , ^ x 2^ . . . ^ x m, M i n j / ^ j 0> 0
{ k =  1 , 2 , . . m) und
(8) F(z)
V
f ( z )  _  (z — a,)(z  — a2) . . .  (z — a j  Ä 
f(z) (z — ä1) ( z - ä 2) . . . ( z - ä m) ’
ak =  x k — iyk,
*so sind die 2{m — 1) Nullstellen der Derivierten F ’(z) paarweise konju­
giert imaginär. Ist 'C =  'i +  iij (rj >  0) eine Nullstelle von F'(z) und ist 
F(£) 4= 0, so bestehen die Ungleichungen
(9) und y ^ y 0.
Das Gleichheitszeichen kann in der ersten bzw. zweiten Ungleichung nur 
dann bestehen, wenn xr =  x2 = . . .  =  xm bzw. a1 =  a2 — .. . =  am sind.
Bezeichnet Hk die gleichseitige Hyperbel mit der Hauptachse (ak, äk) 
und ist t, kein gemeinsamer Punkt der m  Hyperbeln Hk, so liegt der 
Punkt l au f der inneren Seite einer Hyperbel und auf der äußeren Seite 
einer anderen Hyperbel. (Die innere bzw. äußere Seite einer Hyperbel 
ist die! Menge der Punkte, die an die Hyperbel keine bzw. zwei reelle 
Tangenten senden.) Der Durchschnitt der äußeren Seiten der Hyperbeln 
Hk ( k =  l ,  2 , . . . ,  m) enthält also jede Nullstelle der Derivierten F'(z) 
im Innern oder am Rande.
Liegen die Nullstellen des Polynoms f ( z )  außerhalb der Ellipse
( 10) E(x ,y)  =  ( x - a y  +  2 y * - 2 p 2 =  0 (« =  «, /? =  ^ 0 ) ,
so enthält die kreisscheibe
(11) K(x, y) =  ( x — a )2 +  y2— ß2 0
jede Nullstelle der Derivierten F ' (z).
Man erhält aus (7) und (8) die Formel
F'{z) r  (z) f  (z)
m
m Qv— a
f ( z) f (z)  k=l U — ak z — ak\ *=i ( z— ak) ( z — äk)
2 i Z3  ( x - x ky - y i +  yt +  2 i y ( x - x k) '
Sind F'(C) =  0, F(C)#=0, £ +  so sind
02)
\  > '  ' ' '  ' w m
/10,  ^ ^ I C , M )  =  0( ß = Z ’ Ci [ ( S - x t )2+ ^ - i ? 2] = = 0,
{ lo) k=l
c, yk[(S— Xk) * + y l— rJY+4t] ' i g — xky  (A : = l >2,. . . ,m) .
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Aus den Gleichungen 4  =  0 und  ß  =  0 folgen die Ungleichungen 
(9) einfach.
Die Hyperbel Hk hat die Gleichung
* \
(14) Hk (X, y) =  ( x -  xk y - y z + yl =  0.
•  •  |  .  ,  S  *  | *
Die Annahme, daß der zweite Absatz von IV unrichtig ist, führt 
offenbar zum Widerspruch ß=j=0.
%
Der Mittelpunkt des Kreises ( 1 1 ) liegt auf der äußeren Seite jeder
Hyperbel Hk (k =  1, 2 , . . . ,  m). Dies gilt auch für jeden Punkt der
Kreisscheibe, weil der Kreis mit der Hyperbel Hk keinen reellen Punkt 
gemeinsam hat. Die Abszissen ihrer gemeinsamen Punkte genügen der 
Gleichung.
( x — «)2 +  (x — xk)2 +  y l— ß* =  2x2 — 2x(xk +  a) +  x l + y t  +  «2 — ß* =  0. 
Diese Gleichung hat aber  keine reelle Wurzel, weil
(xk +  c c f - 2 ( X l + f k +  «2 -  ß*) =  -  E(x„, yk) <  0
ist. Die Nullstelle ak =  xk +  iyk liegt nämlich nach der Annahme des
*  .  •  .  ___________  L  •
dritten Absatzes von IV außerhalb der Ellipse (10).
Damit ist der Satz IV bewiesen, weil die Kreisscheibe ( 1 1 ) auf 
de r  äußeren Seite sämtlicher Hyperbeln Hk liegt und deshalb keine
m  f  *  4
Nullstelle von F'(z)  enthalten kann (zweiter Absatz von IV).
3. Bezeichnet l  eine beliebige reelle Zahl, so erhält man aus (13) 
die Gleichung
(15) A +  B - Z  Ck[ ( x , - ¿ ) 2+ ^ - / - 2] =  0, =  +
1] k= 1 /•
Daraus folgt der Satz
V. Jeder in bezug au f die reelle Achse symmetrisch liegende Kreis K, 
der durch eine Nullstelle £ =  £ +  /?? der Derivierten der gebrochenen ra­
tionalen Funktion
=  f (z)  =  (z - a 1) ( z — a2) . . . ( z - a m), ak =  x k +  iyk} yk > 0 ,
J ( z )
geht, trennt die Nullstellen des Polynoms f ( z )  [oder f{z)\, falls  /(£)=f=0 
ist. (Enthält nämlich der Kreis K  nicht jede Nullstelle von f(z),  so besitzt 
f ( z )  mindestens je  eine Nullstelle innerhalb und außerhalb von K).
Die obere Halbebene läßt sich — wie bekannt — als eine hyper­
bolische Ebene betrachtet werden, deren Grenzgerade die reelle Achse 
ist. Die Gesamtheit der auf die Grenzgerade senkrechten Halbgeraden 
und  Halbkreise der oberen Halbebene bildet^ die Gesamtheit der Geraden 
der hyperbolischen Ebene.
Aus dem Satz V folgt also die folgende Verallgemeinerung des 
bekannten G au ss— Lucasschen Satzes:
0
i
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VI. Liegen die Nullstellen des Polynoms f (z)  oberhalb der reellen 
Achse und ist F(z) =  f ( z ) : f(z), so enthält die hyperbolische konvexe 
Hülle der Nullstellen der rationalen Funktion F(z) in der hyperbolischen 
Ebene E, deren Grenzgerade die reelle Achse ist, jede in E  liegende 
Nullstelle der Derivierten F'(z).
Dieser Satz folgt durch eine lineare Transformation aus dem fol­
genden Satz1) von J. L. W a l s h  :
Liegen die Nullstellen des Polynoms f (z)  m-ten Grades innerhalb 
eines Kreises K, bezeichnet ferner /*(z) das Polynom m-ten Grades, 
dessen Nullstellen Spiegelbilder der Nullstellen von f (z )  am  Kreise 
K  sind und ist K  der Grenzkreis einer hyperbolischen Ebene, so enthält 
die (hyperbolische) konvexe Hülle der Nullstellen der Funktion F(z)  =  
= f ( z ) : f*(z) jede in dieser hyperbolischen Ebene (innerhalb von K ) 
liegende Nullstelle der Derivierten F'{z).
Dieser Satz wurde von J. L. W a l s h  auf eine andere Weise be­
wiesen, als der Satz VI bei uns. Umgekehrt:  dieser Satz von W a l s h  
folgt aus dem Satz VI durch eine geeignete lineare Transformation.
%
*) J. L. W a l s h , Note on the location of zeros of the derivative of a rational 
function whose zeros and poles are symmetric in a circle, Bull, o f the Amer Math 
Soc., 45 (1939), p. 4 6 2 -4 7 0 .
Some remarks on independent random variables.
0
By A l f r é d  R é NYI in Budapest.
Let us consider a sequence of independent random variables 
X x, X 2, X 3, . . X n, . . .  having the same distribution function F(x), with 
the mean value 0,
+ 00
(1) J  xdF(x)  =  0
-  00
and  the finite dispersion a,
+ GO
(2) \ x 2dF(x) =  a*.
-  00
Let us put
(3) , • Sn — X x +  X 2 + . . .  +  X„
and  let Fn(x) denote the distribution function of Sn. It is well know n1) 
that Fn+j(x) is the convolution of Fn(x) and F(x), i. e.
+ oo
(4) F n+1 ( x ) = J  F„(x— v)dF{v).
-  GO
In this case of “equal com ponents” the central limit theorem is valid 
without any further supposition2), i. e. we have
X
_  i r  t2
(5) lim Fn(xoYn)
n - >  g o  M ATE J
-  oo
1 /2  71
e \ d t
for any fixed value of x. But the central limit theorem does not furnish 
any evidence regarding the asymptotic properties of F n( x a f n )  if 
tends to oo together with n. Some information in this direction may 
be obtained from Liapounoff’s theorem8) but only for the range of 
values |X |  =  O ( f lo g n ) .  Considerably stronger results have been ob ­
tained by H. C r a m £ r 4). One of his results5) is — under some addi­
tional conditions — valid for | x | < c f n , ,  with some constant c. Evi­
dently in general this is the maximal order of magnitude for which the
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problem has a sense, because if the random^ variables X„ are bounded, 
we have S„ =  0(n),  and thus F „ ( x o Y n ) = l  for x >  k f n  and 
(x a f n  )  =  0 for x <  — k][n, with some constant value of k. In what 
follows we are concerned instead of the rather deep asymptotic laws 
with the more elementary question of estimating the value of constant k, 
mentioned above, using only some particular data of F(x).
Let § denote a bounded random variable, F(x) its distribution 
function, let B  denote the least number having the property that F(x) =  1 
for x >  B. Similarly let A denote the greatest num ber with the property 
that / r( x ) = 0  for x<, A. Evidently B  (resp. A) can also be defined as 
the least (resp. greatest) number for which the probability of £ >  j 
(resp. of £ < A) is equal to 0. We shall call B  the probable least upper 
bound (PLUB) and A the probable greatest lower bound (PGLB ) of
We start by proving the following
L e m m a .  Let F(x) denote the distribution function of the bounded 
random variable £. Let us denote
+ 00
(6) tnk=  f xkdF(x).
-  CO
W e suppose m1 =  0, further we put
-  * % '  x
(7) ® ( x ) =  j  F{t)dt
-  CO
If B  and A denote the PLUB  and PGLB  of | ,  we have for any 
£ = 1 , 2 , . . .
0  ■ I  " * •  *  •  1 ^
/Q \  o2 fc - l  A 2 k - \ ^  m 2k
(8) B - A
P r o o f :  It follows by partial integration, owing to ^  =  0,
B B
(9) 0(B)  =  f F(x) dx  =  [x f(x)]2  — j  xdF(x)  =  B.
• J  V
A • A
Using (9) and applying partial integration twice, we obtain
y~
R
( 10) m2i=  — ( 2 k — l )B2li- \ -2k(2k— 1 ) j x24- 2© ( x )dx.
A
Owing to the fact, that the function <&(x) is convex from below, we have
<I>(x) < — (X~  A)a  (1)(° )  for 4 ^ x ^ 0
<5(0)
® ( x jg < f ( 0 )  +  x  1------- ¿h H  for 0 < x < B .
Applying the inequalities ( 1 1 ) we obtain from (10) the inequality (8) 
In what follows we shall use this Lemma only in the special case k =  1
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In this case we have evidently 
<12) B — A
o -
A BO w ing to the convexity of ®(x)  we have —— — and thus it
i D  s \
follows:
<13) A B  a-.
As the arithmetic mean is greater than the geometric, we obtain 
the less precise inequality, (which has  the advantage that it contains 
only a),
<14) A ^ 2 g.
T his  is equivalent to a theorem proved first by J. L. W a l s h 6), an other 
proof has been given by A. H a a r 7). Thus our lemma may be regarded 
as  a -sha rpen ing  of the result of W a l s h .  N o w  we prove the following
T h e o r e m .  Let X 1, X 2, . . . , X r........  denote independent random
variables, all having the sam e distribution function F(x),  having the 
mean value 0  and  dispersion o. W e put Sn =  X,  +  Xs - f X„ and 




T h is  theorem follows without any difficulty from (12), using the fact, 
that if B„ and  An denote the PLUB  and  PGLB  of S,„ we have by (4) 
B„ =  nB  and A„ =  nA, further we have Af„ =  M a x (B,„ |4„ |) .  W e have 
remarked above, that (14) is feebler than (12). Though actually we 
have- deduced (14) from (12), this alone does not prove our assertion*), 
which has  to be proved separately. As a matter of fact we have only 
to show, that
(16) 20(0) .
This can be proved as fo l lo w s: W e have by the inequality of S c h w a r z  
<for S t i e l t j e s  integrals)
o o o o _ i.
(17) 0(0)  =  J’ F ( x )d x  =  — \ x d F ( x ) < (  J  x°-dF(x). |’ dF(x))2
— 00 -OC — CO — CD
+  00 ,
Similarly, owing to I xdF(x)  =  0  we have
-  oc
00 00 oc
(18) <!> (0) =  J' xdF(x)  s  ( I X2d F ( x ) . \ dF(x)\2
0 * 0 0
C (  _
*) As a matter of fact, from a ^ b  and b ^ —  it follows a ^  \ c  but this
_  a 
does not imply b^>]'c  (e. g. in the case a  =  3, b =  J, c =  2).
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Adding (17) and (18) and applying the inequality
(ab +  c d f  <L (a2 +  c2) (b2 +  d 2)
we obtain (16).
Our theorem can be generalized for the case of unequal compo­
nents, without any essential difficulty, the formulation of the corre­
sponding theorem may be left to the reader. We mention that (15) is- 
a “ best possible” result, as there is equality in (15) for instance in the 
case of the binomial distribution.
An interesting application of our Theorem is the following: Let 
1 , (jc), 9>2(x), . . . ,  ■ ■ ■ denote an orthonormal system of functions
in the interval (0, 1 ). It is an often used evident fact, that
(19) sup |ç>,.(jc) 9 j{x ) \ S > V 2
for any pair of indices /=j=y. L^t us suppose  in addition, that the functions  
<pn(x)  are pairwise (stochastically) independent8), (as for instance the 
functions of the WALSH-system). It follows easily from (15) for n =  2,. 
combined with (16) that in this case w e  have
(20) sup
0 < .t l 9i  M  —  %  (* ) I =  2 -
This inequality is exact, as for instance there is equality in (20) for 
any pair of functions of the WALSH-system.
/ .
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Kurven auf Hyperflächen im Finslerschen Raume1).
Von A. RAPCSÄK in Debrecen.
Im n-dimensionalen Finslerschen Raum betrachten wir eine belie­
bige, auf einer Hyperfläche gelegene Kurve. Eine solche Kurve besitzt 
a l s  Raumkurve aufgefaßt n —  1 Invarianten, als Hyperflächenkurve n — 2 
Invarianten. In der vorliegenden Arbeit wird nun ein sehr einfacher 
Z usam m enhang  zwischen diesen beiden Serien von Invarianten auf­
gestellt. In diesem Zusam m enhange ergibt sich ferner eine auch an und 
für sich interessante Formel, die als weitgehende Verallgemeinerung der 
Darbouxsche Relationen, für die Bewegung des begleitenden Dreibeins 
e iner Fläche aufgefaßt werden kartn. Die hier gegebenen Resultate ent­
halten natürlich auch denjenigen — unseres W issens nach noch nicht 
gelösten — Specialfall der Hyperflächen eines eukliedischen Raumes.
1.
* Im Finslerschen Raum F n2) sei eine Kurve auf einer Hyperfläche3) 
durch  die Parameterdarstellung
festgelegt, (y“ bezeichen die Raum — , xl die Flächenkoordinaten. Die 
griechischen Buchstaben laufen von 1 bis n, die lateinischen von 1 bis 
n — 1 .) Wir fassen diese Kurve als Ort der sie berührenden Linien­
elemente auf, deren Parameterdarstellung daher:
< r )  y*= ya [x1 (s), . . . ,  x»-:1 (5)]
<1") ^ ( 5 ) ^ ( 5 )
{ 1" ' )  9?  
d^ x
ist. Die Verbindungsgrößen <jp“ sind inbezug auf den Zeiger a kontra- 
variante Vektoren des F„, inbezug auf den Zeiger i kovariante Vektoren 
d e s  Fn_x.
Z u  jedem Linienelement der Kurve (T) gehört ein normiertes 
/j-Bein (wenn wir die Kurve als eine Raumkurve betrachten). Diese
J) Teilergebnis einer Doktoratsarbeit bei der philosophischen Fakultät Debrecen.
2j Siehe z. B. C a r t a n  (1), F i n s l e r  (1).
3) O. V a r o a  (2) S. 196.
\
\
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Einheitsvektoren seien t a, für welche
(ß)
(2a) t a t„- Öyß
(7) (ó) \













Für die Vektoren t “ gelten die Frenetschen Formeln.4) Der (Raum-
(?)
Fundamentaltensor g ai3 sei wenigstens /z-mal stetig differenzierbar)5)
D t a t “ ta
^  _ (ß) _  i <?+>)+dS  p,?-i Qß
wo
(5) Po“ 1 =  P.“ 1 =  0.
1 *
nennen wir y-te Krümmung.
Qr
Faßen wir die Kurve als Hyperflächenkurve auf, so gilt die Para­
meterdarstellung:
(6) x 1 =  x*(s).
Als Kurve einer n — l-dimensionalen Mannigfaltigkeit besitzt sie ein
begleitendes n —  1 -Bein. Bezeichnen wir dieses mit k \  dann gilt* be -
</>)
kanntlich
I s • , v
(6a) k'kt=>d)
( S )  ( S )
(6b)
(S)  ( 0
Die Raumkomponenten der Vektoren kL sind
(s)
(7a) k“ =  k* cp“ =  t “
a> (1) (1)
und
(7b) ka =  £’ cp“ (5 =  2, 3 , . . . ,  n —  1).
(s) (s)
Nehmen wir zu diesem begleitenden n —  1 -Bein noch den Normal­
vektor na des Linienelementes (x, x ) .  D ann bekommen wir ein zur  
Fläche gehörendes begleitendes n-Bein, ka , wo
(7)
__________________________________________  /
4) D u s c h e k -  M a y e r  (1) Bd. II. S. 62.
5) D bedeutet natührlich den im Finslerschen Raum definierten invarianten
Differential-Operator. D va  =  d va  - f -  C ß y d y ,y  +  r ?  d y y v^.  Siehe z. B. O. V a r g a
(2) S. 194. 1


























3) ist das zur Hyperfläche gehörige invariante Differential, sein Zusam ­
m enhang mit dem Differential D  wird durch
(9 " )
P nh 0.
— cp'aD va 
bestimmt.6)
Da die beiden «-Beine f  und ka aus  linear unabhängigen Vek-
(ß> (ß)
toren bestehen, können wir die Vektoren des einen «-Beines durch 
diejenigen des anderen linear kombinieren, d. h.





C ß a t * ,
(“)
C\ 1^ 0-
Aus (10) folgt i
( 12) cß
Venden wir auf (10)
k f a  =  cos(k t ) .
iß) (°) ( ß ) M
D






ds + 1 (O)
a d C ß o
ds
. )
Aus (4) und (13) folgt
(14)




9 a - 1 (<7-l)
t “  +
Cßo
(a)
t a  +
d C ß o  , a
Wegen der Ortogonalität der Matrix ||cp0 || erhält man als Um-
kehrung von ( 10) 
(15) r Cßo k  . 
(ß)
Aus (15) und (13) erhält man schließlich
(16 )
0) Siehe O. V a r g a  (2) S. 199.
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ds N . .
Aus (31) wird folgen, daß N r die Normalkrümmung der gegebenen 
Fläche ist.
Aus (9) enthalten wir unter Beachtung von (6a), (6b) und (20):
(21)








CioCj+\ o-i —f~ Cjg-i Cj+I
Q o -\















(/ =  2, 3, . . n — 1, a  =  2, 3 , . . n — 1. Nicht summieren über /!),
7) Siehe 0 .  V a r g a  (2) S. 194.
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u n d  wegen ( 1 1 ) 
<26')
1 o.
Der Zähler der rechten Seite der Gleichungen (2 3 ) ist nichts anders, 
a ls  der cosinus des Winkels zweier Ebenen (k, k  ) und ( t, t ). Ebenso
(0 (i+i) (<y) (o+i)
is t  der Zähler der rechten Seite von (2 6 ) der cosinus des Winkels 
zweier Ebenen (k k )  und  ( t t ) .8) Bezeichnen wir diese mit .cos <paa+ ' ,
(i) (n) «T) (0+1)
bezihungsweise c o s y f ^ 1, so können wir die Formeln (2 2 )— (2 6 ')  fol- 













l cos (pfn cos cp]‘-
-------------------- h  . . .  i --------------------------
»i —1 n
Qi 9 n - l
(nicht summieren über / ! )





/v,= ¿>, r r /r= &00
b..ltr+aiT^ k \ '  0)
CIS (s)i r
Da die Koefficienten von (2 1 ) schiefsymmetrisch sind, können wir
die Formeln (21) folgendermaßen darstellen:
(32)
8) Siehe etwa B. S e g r e  : Encykl. d. math. Wiss. 
&) bik ist der zweite Fundamentaltensor des Fn. 
der die Richtung seines Linienelementes hat, ferner N t
10) Siehe O .  V a r g a  (2),  insbes. S. 209.
III. insb. S. 801.




Die (25), (27)—(30) und (32) sind die verallgemeinerten Darboux- 
sehen Formeln.
Ein Linienelement für welches N x =  0, bezeichnen wir als asym­
ptotisches Linienelement . W enn alle Linienelemente einer Kurve asym­
ptotisch sind, ist die ganze Kurve eine Asymptotenlinie. Aus (24) folgt, 
daß auch hier der Satz gilt, daß die Schmiegebene der Asymptoten­
linien mit der Tangentenebene zusammenfällt.
Es ist bekannt, daß bei den Raumgeodetischen i>r1==9» bei den 
Flächengeodetischen =  0. Aus (26) folgt, daß die Raumgeodetische
immer Flächengeodetische ist, das Umgekehrte aber nicht immer gilt. 
Es ist nähmlich auch eine solche Kurve fiächengeodetisch, bei welcher 
Pf’+O , aber ^  =  0. Daraus folgt, daß eine Schmiegebene der flächen- 
geodetischen Kurve zu der Tangentenebene orthogonal ist, als Verall­
gemeinerung des im euklidischen Raume bekannten Satzes.
Aus (3) und (10) folgt11)
(33)
1 ¿a a ¡ i  1 | d X 't =(pi k —  - f  c;
Ql (2) (2) Pi ds
Aus (33) folgt, daß eine flächliche geodetische Linie dann und n u r  
dann raumgeodetische Linie ist, wenn der Rang der Matrix ||c“ || kleiner 
als n — 1 iát.
F„_i ist in einem Punkte geodetisch, wenn alle zu jedem Linien­
element der Berührungsebene gehörenden Flächengeodetischen gleich­
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ebenso, wie im Riemannschen Raum.12) p f 1 ist dort am kleinsten, w o
- i 0.
0
n ) Siehe die verallgemeinerten Gaußschen und Weingartenschen Ableitungs­
gleichungen, O . V a r g a  [2) S. 2C9.
12) D u s c h e k — M a y e r  (1) Bd. II. S. 159.
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Funktionensysteme mit vertauschbaren Gramschen 
Matrizen.
*
Von B£LA GYIRES in Debrecen.
Im folgenden soll ein Problem behandelt werden, das bei der 
linearen Approximation von Funktionen durch gewiße Funktionensysteme 
von Wichtigkeit ist.
Ist
( f j l )  • ■ • ( L f m ) /
die Gramsche Matrix der in einem Intervall <  «, ß >  definierten, stetigen, 
reellen und linear unabhängigen Funktionen




( f f )  =  J  f ( x ) f k(x) d x  m),
a
.
dann sind |g |* u n d  seine sämtlichen Hauptminoren positiv. Matrix g  
kann daher als eine zu einer regulären, positiv definiten quadratischen 
Form gehörige Matrix aufgefaßt werden.
Da das Funktionensystem ( 1 ) mit einem aus m Funktionen be­
stehenden normierten orthogonalen Funktionensystem
fjPj ( x ) , c p m (x)
aequivalent ist, kann die Matrix $  auch als Matrixprodukt
■ s  =
geschrieben werden, wenn
f ( x )  =  cr>lcPl(x)  +  . . . +  cpimcpm(x)
( / =  ! , . . . ,  m) 
und >
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Das zu lösende Problem besteht nun darin, jene im Intervall <«i7, (tg> 
definierten, stetigen, linearunabhängigen, reellen Funktionensysteme
(2) g i ( x ) , . . g m(x)
zu bestimmen, deren Gramschen Matrizen © mit der Gramschen Matrix 
des Funktionensystems ( 1) vertauschbar sind.
Da das  System (2) denselben Bedingungen genügt, wie (1), müßen
/ m
auch die Matrizen © jene Eigenschaften besitzen, die für die Matrix % 
oben erwähnt wurde. W ir müßen daher zunächst jene Matrizen © be­
stimmen, die zu einer regulären, positiv definiten quadratischen Form 
gehören und mit einer zu einer ebenfalls regulären, positiv definiten 
quadratischen Form gehörigen Matrix g  vertauscht werden können.
Da g  reell und symmetrisch ist, so wird sie orthogonal aequivalent 
zu einer Diagonalmatrix A,  vermöge der reellen, orthogonalen Matrix 
d. h. es gilt
(3) =
Die Diagonalmatrix A  ist dabei von der Form
=  (^l ( Op, ) • • •, ¿u ( 1 )gfl), f
(i?i +  - • • JrQn =  m)
•Æ ^
wo ¿j, die von einander verschiedenen Wurzeln der charak­
teristischen Gleichung von g  sind und qu ihre Multiplizität ist-
W egen der Voraussetzung über g  sind diese Wurzeln bekanntlich alle 
positiv.
Sämtliche mit g  vertauschbaren Matrizen sind durch 
bestimmt, wobei in der Matrix
(4) • 2) =  r n e i m , u )
attp; ( / = l , . . . , w )  eine beliebige Matrix der O rdnung  ist.1) Wollen 
wir unter den Matrizen 23 jene © auswählen, die zu e iner  regulären, 
positiv definiten quadratischen Form gehören, so müßen wir nach dem 
Vorangehenden jene symmetrischen und reellen Matrizen auswählen, 
deren charakteristische Gleichung nur positive Wurzeln hat. Nachdem 
aber das charakteristische Polynom bei Ähnlichkeitstransformationen 
invariant ist. d. h.
|23 — ¿ ( l ) m| = | ® — <?(1)m y
so hat auch die Gleichung
£ - ¿ ( 1 ) 1  =  0
nur  positive Wurzeln und weiters gilt wegen der Gestallt (4) von 3)
. . .  |a»fB- < * ( i ) fJ .
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Hieraus folgt, daß die Wurzeln der charakteristischen Gleichung der 
Matrix 3)}0i (i±= 1 , . . . ,  m) alle positiv sind, d. h. die müßen Matri­
zen irgendeiner regulären, positiv definiten quadratischen Form von q 
Variabein sein. Diese Bedingung ist auch hinreichend, denn wenn die 
zur charakteristischen Gleichung von SOip, gehörenden Wurzel positiv 
sind, so gilt dasselbe auch von der zu 23 gehörenden charakteristischen 
Gleichung, voraus folgt, daß 23 eine zu einer regulären, positiv definiten 
quadratischen Form gehörende Matrix ist.
Wenn wir nun die Matrizen 9Kei dementsprechend wählen, so gibt 
es reelle, orthogonale Matrizen so, daß
Söif . =  %  Ae. «ßj, (i =  1,.  . . ,  m)
und Aq. eine zu 9Ke. gehörende Diagonalmatrix ist. Daher i s t :
2) =  ( % > , ( AQl, . .  , , A 0fi)
und nachdem wir innerhalb der Matrizen Ae. die Wurzeln frei wählen 
können, folgt I
(5) © =  $ßg(5ßft, . .  ., %^)  /,„) y efi)y ,
wobei / j , . . . , / „ ,  beliebige positive Zahlen sind.
Unsere nächste Aufgabe ist die Bildung aller jener Funktionen­
systeme (2), welche zu den Matrizen © gehören. Zu diesem Zwecke 
gehen wir von einem beliebigen, im Intervall <«,,, ßyy definierten, steti­
gen und normierten orthogonalen System
(6) 7 i ( x ) , .  ■ . , y m{x)
$
aus und bestimmen jene durch (ö) linear ausdrückbaren Funktionensys­
teme, deren Gramsche Matrizen © in der Form
(7) © =  ©!©;
ß
darstellbar sind. Die Gesamtheit der in Form (7) darstellbaren Matrizen 
© ist durch
1
2©i =  ^A2 D/ A / #
gegeben2). Dabei ist diejenige Matrix, die die orthogonale Aequiva- 
lenz von © mit der Diagonalmatrix A  herbeiführt, und D eine beliebige 
orthogonale Matrix. Wegen der Willkürlichkeit der /,„ folgt hieraus
und aus (5) :
(8 )  ® i =  • • •> V  (k u  . . k J  0 ,
wobei k u . .  k m ebenfalls beliebige positive Zahlen sind.
2) B . G y i r e s : Darstellung symmetrischer regulärer Matrizen als Produkt von 
zueinander transponierten Matrizen. Hungarica Acta Mathematica, B d .  I., Nr. 4. S. 33—35.
V/




gi (x) =  Yn Yi (x)  + . .  . +  Yi « Ym (x)
( i = l , . . m )
die gesuchten Funktionensysteme.
Nun geben wir die notwendigen und hinreichenden Bedingungen 
dafür an, daß unter den Matrizen (8) zwei gleich sind.
Es seien.
Ö ,  =  ( % > % a ) t  D
zwei Matrizen unter den Matrizen .(8), wobei
f =  (k1, . . . , k m), t  ==(kl t . . . , k m). 
Setzen wir voraus, daß
(9 )  © ! =  <&,
%
dann  folgt wegen der Regularität von
4
beziehungsweise
( 1 0 )  f  8 8 = ^ 1 ,  
wenn
* ^ v
( 1 1 ) 5B =  D D ' ,  ä3 =  ( ^ J e i I . . . ,  % ß e/l)
orthogonale Matrizen sind. Aus (10) folgt
a s ' = f I s b ' ï = s b _1 = i g s *  f_I,
d. h.
ä5'i2 =  f 23S'
u n d  daher
(1 2 )  i 253 =  SBf2.
Entsprechend
.2 .TT 7 2(13) fS '= = 3 J f
I 4
Nachdem das charakteristische Polynom einer Matrix eine Ortho­
gonalinvariante ist, müßen auf Grund von (12) und (13) die Wurzeln 
der charakteristischen Gleichung der Matrizen f  und f 2 gleich sein, 
und da  diese Wurzeln gerade die Diagonalelemente der beiden Matrizen 
Jiefern, sind die Elemente der Diagonalen gleich und können sich in 
beiden höchstens in der Reihenfolge unterscheiden. Daher ist
(14) f2G =  G f 2,
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wo © eine aus dem Produkt der Commutatormatrizen bestehende ortho­
gonale Matrix ist. Nachdem weiters f und f gleichfalls Diagonalmatri- 
zen mit positiven Diagonalelement sind, folgt daher
(15) ï© =  ©ï, \
dies bedeutet, daß 1 aus f durch Permutation der Diagonalelemente 
entsteht. _
Auf grund von (12), (13) lÄid (14) sind ©, 23 und 23 reelle ortho- 
gonale Matrizen, die die orthogonale Aequivalenz von ï  mit f herbei­
führen. Daher ist1)
(16) 23 =  e s ,  »  =  e ® , .
wo SD und 2) mit f 2 vertauschbare, reelle, orthogonale Matrizen sind. 
Da aber die Diagonalelemente von F.mit den positiven Quadratwurzeln 
der entsprechenden Diagonalelemente von f 2 gleich sind, ist SD und SD 
auch mit F vertauschbar1). Daraus folgty daß 23, 23 und — auf .Grund 
von (15) — © die orthogonale Aequivalenz von ï mit f herbeiführt. 
Substituieren wir die Ausdrücke (15) und (16) in (10) und beachten, 
daß SD ind f vertauschbar sind, so erhalten wir
SD =  SD.
Mît Rücksicht darauf, entsteht aus ( 1 1 )
(17) D =  2)'©'D, ( % i t . . . ,  ! * „ ) = . © SD .
Nachdem die Inverse einer regulären Matrix von Typus (4) vom gleichen 
Typus ist, folgt, daß auch ©2) eine reelle, orthogonale Matrix dieser 
Gestallt ist. Daraus folgt, daß
(18) SD =  @ ' ( ^ 1, . . . , ^ )
ist und die ^  ( / = l , . . . , / u )  reelle orthogonale Matrizen sind.
Die Relationen (15), (17) und (18) bilden die notwendige Bedin­
gung für das  Bestehen von (9). Daß diese Bedingungen auch hinreichend 
sind, ergibt sich folgendermaßen: Substituieren wir (17) in @2 und 
beachten, daß f und 2) vertauschbar sind und daß weiters auf Grund 
von (15) f an Stelle von f gesetzt werden kann, so gelangen wir zu
Darstellung symmetrischer regulärer Matrizen als 
Produkt von zueinander transponierten Matrizen.
Von BÉLA G y irES in Debrecen.
In der vorliegenden Arbeit werden quadratische Matrizen betrachtet, 
die in demjenigen Sinne als regulär bezeichnet werden, daß ihre zuge­
hörige Determinante von Null verschieden ist. Im Falle einer regulären 
Matrix können wir sämtliche Matrizen angeben, die das gestellte 
Problem lösen. Es stellt sich dabei heraus, daß das Wesentliche die
B estim m ung 'e iner  Lösung ist, aus  welcher man dann sämtliche übrigen
Lösungen durch eine leichte Überlegung finden kann.
1. W enn 21 eine beliebige symmetrische reguläre Matrix ist, für 
die eine Matrix 3  so existiert, daß
(1) 33' =  21,
dann wird auch
(2) % = = m m ' ,
f
wobei sDi eine beliebige Matrix aus der Schar
2ß =  3 D
ist, mit beliebiger orthogonaler Matrix D . Durch SOI sind sämtliche Lö­
sungen von (2) bestimmt.
B e w e i s :  Auf G rund von (1) und (2) gilt
3  3 '  =  2)1 W
und daraus
( 3  3ß) = ( 0 - ,
was schon in
3 _Ia» =  D
die erste Hälfte unsere Behauptung ist. Anderseits wird, wenn 3  (1) 
genügt und, D eine beliebige orthogonale Matrix ist
3 R 2 t t '= - 3 D D , 3 '  =  3 3 '  =  3l,
womit unsere Behauptung bewiesen ist.
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2. Wir können leicht eine Lösung 3  von (1) angeben. Jede reguläre 
symmetrische Matrix besitzt nämlich eine Quadratwurzel, die ebenfalls 
symmetrisch ist. Ist nämlich 21 regulär, dann existiert immer ein Poly­
nom x(A) von kleinerem Grade, als die Ordnung m von 2i, so daß aus
23 =  x (2t)
die Relation
332 _  % (SJQ2 =  2(
folgt1). Ist 2i symmetrisch, dann gilt dies auch von S .  Denn ist
23' =  (z (2t) )' =  x (2i') =  x (2i) =  23.
Es gilt aber auch umgekehrt, daß jene Matrix, deren Quadratwurzel 
symmetrisch ist, selbst symmetrisch ist. In der Tat hat man für die 
symmetrische Matrix 33,
2T =  (232)' =  (23')2 =  2i.
Ist
21 =  (üj, ,  cirr )
insbesondere eine reguläre Diagonalmatrix, dann ist eine Quadratwurzel
2t ■ ' = ( + y Oi , • • • . + Kom)
und daher wird die Bedingung
(a1,...,ü„,)=a)m'
durch die Matrizenschar
(3) m = 2t 2 0
befriedigt.
3. Wir beweisen nun : Ist 2t eine reelle Matrix, zu der es — wie 
bekannt ist — eine orthogonalaequivalente Diagonalmatrix A gibt, dann 
wird die Relation (2) durch
JL '
(4) =
befriedigt. Dabei ist ^  diejenige orthogonale Matrix, die die Aequivalenz
(5) $'2l$ß =  /l
herbeiführt und daher A bekanntlich diejenige Diagonalmatrix
^ l== (^iO)pn • • •>
deren Elemente die in entsprechender Vielfachheit genommenen Wurzeln 
der charakteristischen Gleichung von 2i sind und C  eine beliebige 
orthogonale Matrix ist.
B e w e i s :  Ist A diejenige Diagonalmatrix, die durch Permutation 
der Elemente von A entsteht, dann existiert immer eine Matrix ver-
>) B o c h e r : Einführung in die höhere Algebra. 1925. p. 320—322.
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/
möge der und  A orthogonal aequivalent werden. Denn es besteht 
zwischen A und  A die Beziehung
(6) yf= S'/l®,
in der © eine orthogonale Matrix ist. Unsere Behauptung folgt dann 
au s  (5) und (6).
Die Diagonalmatrix A können wir wegen (3) auf die Produkt­
gestallt »
(7) ‘ =
bringen. (Wir haben jetzt die Matrix 3JÏ von (3) mit © bezeichnet.) Aus
(5) und (7) folgt nun, wenn
3Jl =
gesetzt wird, unsere Behauptung mit einem SOi von der Form (4).
4. B e m e r k u n g :  Ist ^  eine (5) befriedigende Matrix, dann  er­
hält  man sämtliche derartige Matrizen durch
f  =  $ 2)
wo 2) eine mit A vertauschbare reguläre Matrix ist2). Daraus folgt, daß
dann und nur dann  orthogonal ist, wenn dies für 2) gilt. Für die
gilt nun weiter, daß es die Gestallt
2) =  (3RPl...... 3%)
hat, wobei die O rdnung  einer Matrix 3)1^ mit der Multiplizität der 
Wurzel Xk übereinstimmt2). Wir zeigen nun, daß 2) dann und nur dann 
orthogonal ist, wenn dies für die gilt. Dies folgt aus
2)2) ' = ( § K Ä I,. . . ,a fte/taR'ii) =  (i)m
Ist beispielweise = . . .  =  qm =  1, dann muß d \x=  d%2= . . . =  dmm =  1 
sein, w enn d n , . . . , d mm die Elemente der Diagonal sind. Daraus folgt, 
d aß  es iri diesem Falle 2m-ten derartige Matrizen gibt,
/
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