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Marco Sabatini (1) -Fabrizio Reali (1) -Giovanni B. Palmerini (2) (1) Scuola di Ingegneria Aerospaziale (2) Dipartimento di Ingegneria Aerospaziale e Astronautica Università di Roma La Sapienza Via Eudossiana, 18 -00184 Roma, Italy 310-454-9461 marcosabatini@hotmail.it, fabrizio.reali@tin.it, giovanni.palmerini@uniroma1.it Abstract- 1, 2 Formation flying missions are extremely demanding in terms of control accuracy, as spacecraft should satisfy strict requirements when following a desired reference trajectory. The fulfillment of the missions' goals usually asks for expensive thrust actions. In order to reduce the otherwise too large ∆V budget, an optimization of the control strategy is needed, which can be achieved only by providing to the regulator logic the most accurate knowledge of the current kinematic state of the formation. Several different kinds of sensors can be exploited, as satellite based navigation systems (both GPS and augmented (SBAS) GPS), different RF links specific to the mission, and optical techniques. All of these devices are intrinsically limited by noise, even if at a different level, and therefore a filtering action should be pursued in order to obtain the best possible estimate. This paper proposes to compare several possible strategies to improve the state estimation, all of them based on different implementations of a classical tool known as the Kalman filter.
Orbital dynamics describing formation flying motion is nonlinear and hard to model in its perturbation effects. Previous works have shown that a first improvement can be achieved if the dynamical plant used for the state and error covariance update is designed so to include perturbation effects, mainly the J2 effect. Because it is possible that linear Kalman filtering might not be the optimal solution, enhanced versions of the filter will be therefore considered. The Extended Kalman Filter is certainly one of the most well known: its use allows for a mitigation of the problem of linearization of the dynamics, even if it introduces open questions about its convergence and its robustness. A complete analysis of the possible causes of malfunctioning is performed.
First, the effects of increased error on the available measurements are analyzed and compared with the behaviour of a Linear Filter, showing good agreement. Then, robustness with respect to increasing formation 1 1 1-4244-0525-4/07/$20.00 ©2007 IEEE. 2 IEEEAC paper #1652, Version 4, Updated December 11, 2006 dimensions and poor initial guess accuracy is investigated; the Extended Kalman Filter offers good stability properties in the formation flying case: the only strict requirement for proper filter behavior is that the measurements' update rate be quite frequent.
A reference should be always made to the limited resources available on board, which dictate, together with performance requirements, the selection of the optimal approach. Simulations are carried on with an accurate modeling of the orbital environment and a sample of typical formation flying reference orbit and relative desired behaviour.
INTRODUCTION
The present work aims to better investigate the estimation process in the formation flying problem, detailing possible solutions for different kinds of missions. In fact, formation flying missions are extremely demanding in terms of control accuracy, because strict requirements should be satisfied when the spacecraft follow a desired reference trajectory. The fulfillment of the missions' goals usually asks for expensive thrust actions. In order to reduce the otherwise too large ∆V budget, an optimization of the control strategy is needed, which can be achieved only by providing to the regulator logic the most accurate knowledge of the current kinematic state of the formation. Several different kinds of sensors can be exploited, as satellite based navigation systems (both GPS and augmented (SBAS) GPS), different RF links specific to the mission, and optical techniques. All these devices are intrinsically limited by noise, even if at a different level, and therefore a filtering action should be pursued in order to obtain the best possible estimate. Because autonomy is a key issue in formation flying, measurement, process, and estimate of the designed filters are identified in the relative state describing formation dynamics, completely neglecting information about absolute state of the spacecraft. Section 2 of this paper deals with the implementation of dynamic models, representing the real world environment, that are included in the filters for the process prediction. It has to be outlined that a perfect modeling of the real world, including all perturbations, is out of the scope here; the aim instead is to represent the dynamics in the computationally more efficient way, i.e., the simplest possible in order to allow the control to achieve the formation requirements. For the linear Kalman Filters (LF in the following, ref. [1] ) a linear dynamical plant is needed. Different possible linear representations of the real world are described: one is defined as steady model, which concerns a constant evaluation of the relative velocity at each update time step: of course, this rough model grants good performance only in special cases, in which the components of the relative motion are very low varying with time. Other two proposed linear models imply a linearization of the Keplerian gravity field (Hill, or Clohessy-Wiltshire equations HCW, ref. [2] ) and of the J2 perturbation (called J2 model in the following, ref. [3] ), both of them valid for the circular reference orbit case. The filters designed with these dynamical models have shown fairly good performance for different possible configurations (leader-follower and circular projection formations). In particular the J2 filter is suggested as an accurate but relatively simple tool that allows for a precise estimation mainly of relative velocity, even with respect to filters including drag effects (ref. [5] ). Nonetheless, the linear filtering has intrinsic limits in the formation dimensions: in fact, when considering large baselines, the effects of the neglected nonlinearities become evident and none of the linear filters manages to supply proper state estimation. This is the reason why the attention is focused on the Extended Kalman Filtering (EKF, ref. [6] ), which is an extension of the linear Kalman filter when the linearization is performed around the most recent estimation of the state. A comparison is performed with respect to the HCW and the J2 linear filters first for small formations, showing similar performance.
In Section 3 the comparison is extended to the eccentric orbit case: a different linear model must be introduced for the scope, taking into account eccentricity effects: this is the Tschauner -Hempel model, TH, (ref. [4] ). Again, the error of the estimate from EKF and the linear TH filter are of the same order of magnitude, while the J2 and HCW filters are not suitable.
In Section 4 the degraded performance of all linear filters for increasing formations' dimensions is analyzed. EKF as well suffers from an augmented error on the estimate due to its poor modeling of the dynamics: in fact, only nonlinear gravitational forces are included in the prediction process, while differential perturbations are neglected. For very large formations the J2 gradient is quite strong and affects even the EKF performance: however, by including a proper process noise in the filter, also the unmodeled perturbations can be fairly compensated.
In Section 5 a brief note on the importance of an accurate integrator for the prediction process is reported, with the comparison between two different possible techniques.
In this paper it is proved that the EKF not only has good performance for large formations where linear filtering fails, but also that it is robust at least in class of problems investigated. In fact, this robustness is usually the most critical issue for an EKF. The designed extended filter has proven to be stable with respect to augmented measurement noise, a poor knowledge of the real world dynamics, and lean initial state accuracy (Section 6). However, these performances depend on the measurement update interval, which is found in Section 7 to be the most critical parameter in the filter design: for too-long intervals, the estimate becomes more and more inaccurate, finally causing instability of the filter.
DYNAMICAL MODEL
An accurate evaluation of the kinematic state of the formation can be obtained by using an estimation algorithm, the widely known Kalman filter. The guidelines for the filter design can be found in Appendix.
Basic to estimation process is some modeling of the expected behaviour of the system, and the performance of the estimator. Correctness of the results are therefore directly related to how well such a model is representing the real dynamics, which in the present work will be described by the Eq. (1), written in the Local Vertical-Local Horizontal orbital reference frame with origin coincident with one of the satellites:
where ρ is the relative distance, ω the orbital angular velocity, r is the reference orbit radius, and P ∇ represents the gradient of the forces other than the Earth's gravitational attraction acting on the two spacecraft; J2 and drag are the largely dominant among them, and will be the only considered.
Linear Kalman Filter
In this paper the linear filter will be supposed to deal with direct measurement of the state, meaning that the equation of the measurement will be
where H is the (6x6) identity matrix. The six components of the process vector are the three components of the relative distance and the three components of the relative velocity: [ ]
A first attempt to detect proper linear dynamics for the filter design is a completely blind choice, represented by assuming a steady dynamics, i.e., 
where n is the orbital angular velocity. An additional step can be represented by considering the Earth oblateness (J2 effect), leading to the following matrix: In ref. [3] it is explained how to evaluate the orbital parameters R, x ω , and z ω in order to have a good agreement with the real dynamics.
The selected process noise covariance matrix in these first simulations, whose values has been obtained by careful tuning, is given by Eq. (6). 
Results using the steady filter for a leader-follower configuration (10 km separation), even at a low altitude (330 km) where perturbing effects are stronger, are quite promising (see Table 1 ). The clear rationale about these results stems from the nature for the leader-follower configuration which is described by small variations of the components of the relative motion: in this case the coarse, steady type of dynamics are good enough. This scenario changes completely for a different kind of mission, as the circular projection configuration (described for example in ref. [7] ), where all components vary with a period related to the orbital one. The relative trajectory obtained by propagating the initial conditions for this type of configuration is plotted in Figure 1 : in an unperturbed environment, the projection of the relative trajectory in the YZ plane would be a circle, while J2 and drag cause the spacecraft to slowly drift apart. In this case, steady dynamics is completely inadequate (see Table 2 : estimate is worst than rough measurement). In order to show the effects of such an inaccurate estimate, a simulation of a rendezvous manoeuvre is performed when spacecraft are at minimum distance (half an orbital period) by means of a simple LQR controller: the ∆V required is higher when the steady filter is included (Figure 2 ) because the controller is not working with a proper knowledge of the state. The necessity of implementing more complex filters including Keplerian attraction and Earth's oblateness is evident. Table 3 and Table 4 report the error of the estimate when the dynamics of the filter are designed with the two proposed linear approximations of the real dynamics, HCW and J2 models: both in the leader-follower case and in the circular projection case they show a large improvement on the measurement accuracy. It can be noticed how the filters have a similar performance level with respect to relative distance estimates, while the filter designed with the J2 linear model enjoys a remarkable advantage for relative velocity estimation.
It has to be remarked that results similar to those obtained for the HCW filter can be found with more complete models, as the one including the air drag representation due to Carter and Humi (ref. [8] ), previously investigated in ref. [5] . 
Extended Kalman Filter
A different way to proceed is to make use of the Extended Kalman Filter (EKF). Its implementation is conceptually similar to that of a linear Kalman filter, but the measurement equation and the dynamic process are described by nonlinear equations:
Let us define It must be noticed that no perturbing effect is included in the filter dynamics. The implementation of the EKF follows the steps of the linear filter with F instead of the state matrix A; attention must be paid when updating the state at the following time step. In the EKF formulation this can be accomplished by numerically solving ( )
Of course, because the Kalman filter is an instrument based on statistics, and the best estimate it provides is optimal in a statistical meaning, the new linearization could sometimes take place about an erroneous solution, and in such a way the entire process could quickly diverge. Extensive tests show that, at least as it concerns the two configurations of the leader-follower and circular projection missions, divergence did not occur, and the EKF could offer comparable performance with more robustness with respect to a larger set of configuration parameters (larger baseline, eccentricity etc). The robustness of an EKF is certainly a critical issue and must be accurately analyzed. A first test is performed by assuming a different (i.e., increasing) noise on the measurements provided to the filter. Both Figure 5 and Figure 6 show that the increase in noise does not modify the relative behavior between linear and extended filter: they both obviously become more inaccurate with lapsing measurements, but they do not diverge and still offer an estimate that is more accurate than the measurement. In order to give statistical relevance to the preceding results, several simulations have been run for the worst case, i.e., maximum measurement error experimented in Figure 5 (about 70m on position and .7m/s on velocity); from Figure  7 it can be seen that the performance of the filter presents a fairly good level of reliability. 
ECCENTRIC ORBITS
Analysis of not-too-large formations assessed the advantages of introducing, among the linear models, only the Earth's oblateness effect (see also ref. [5] and ref. [9] ). This analysis was actually limited to circular orbits; however, considering a slight eccentricity does not change the result, as shown in Table 5 , which refers to a reference orbit described by the following set of parameters:
[6997.75 km, 0.001185 , 97.87°, 180° ,270°,0° ] (10) Increased eccentricity should be better faced by using the Tschauner -Hempel set of equations (ref. [3] ), which is a linear model outlined by the state matrix in Eq. (11), that is time varying through the true anomaly ( ) The results of the filter based on the Tschauner -Hempel model can be compared with the HCW filter and with the EKF. Figure 8 and Figure 9 provide the statistics for the errors on position and on velocity for quite a large range of eccentricities, and show how the EKF, which does not require hypothesis on the circularity of the orbit, basically does a similar job to Tschauner -Hempel approach. On the other hand, the simpler formulation does not necessarily translate in a reduced computation load, due to the need to recalculate the system matrix at each step. 
LARGE FORMATIONS
For large formations the most important problem deals with the increased distances among the platforms, which limit the validity of linearization's hypotheses. Therefore, it is expected that EKF will provide better results with respect to a linear filter, as shown in the following Figure 10 and Figure 11 , which refer to circular projection relative orbits of increasing radius.
It is possible to ask why the EKF, ideally following the system path, and reacquiring a new linearization point at each step, will end up with an increasing error for larger formations (even if still outperforming the linear filters).
Figure 10. Linear and Extended Kalman Filter position errors as a function of the formation dimension
The reason is in the poor dynamical modeling. The EKF has been designed with Keplerian dynamics only: the selection of simplified dynamics has been seen as a tradeoff with the amount of computation required to have the filter working. A proof can be indirectly obtained by a careful examination of the time history of the largest configuration analyzed (250 km): Figure 12 and Figure 13 show that EKF clearly outperforms linear Kalman filters, but it is unable to improve the measurement accuracy. Instead, if perturbations are also removed from the benchmark "real world" test, EKF works perfectly (see Figure 14) , thus proving that the fault of the misbehaving was in the unmodeled differential perturbation effects. Because we cannot change the orbital environment, a suitable way to accommodate these unforeseen or unmodeled dynamics is to include in the filter a larger uncertainty on the dynamical model, for example:
With this selected plant noise, the EKF manages to improve the accuracy of the measurements even in a benchmark "real world" that includes J2 and drag perturbations, while the linear filter designed with HCW dynamics fails both in estimating distance and velocity, and the filter designed with J2 dynamics fails in estimating the velocity (see Figure  15 and Figure 16 ). 
PROPAGATION
Dealing with the Extended Kalman Filter, process update is quite important. Due to the fact that EKF will consider each new estimate as a departure point for the process, it makes a big difference how often, and how well, prediction is evaluated. While such a topic is largely known (ref. [6] ), it could be useful to report here some examples specialized for the formation flying case in order to offer a guess of the relevance of the problem.
We will compare two different prediction techniques. One is by far simpler, making use of the initial value of the considered step, of the step duration t Δ and of only one function evaluation (Eq. (13)):
The other one will look for a better fit while dividing the step in a number of intermediate points, leading to a higher number of evaluations and therefore to a larger computation requirement ( )
The expression in Eq. (14) should be solved, for example, by means of a classical fourth-order Runge -Kutta integrator. Results of the comparison between the filters designed according to the two different integration algorithms are reported in Figure 17 and Figure 18 , with an expected difference between the position and the velocity estimates. 
INITIAL CONDITIONS
Knowledge of the initial conditions has a usually strong impact on the convergence properties exhibited by a filter. Figure 19 offers a sketch of this influence by presenting the result of simulations with an increasing uncertainty on the knowledge of the initial state. Such an uncertainty is intended as equal along all three coordinate axes, with a value (in m/s) referring to the error on initial relative velocity, equal to the value (in km) of the error on initial relative position.
The configuration of very large formations with poor measurements accuracy is chosen as the worst for the filter behaviour. Nonetheless, the EKF manages to track the actual position and velocity to within a few hundred seconds, with an accuracy (after initial transient) which is almost constant for every initial error considered. As an example, in Figure 20 the behaviour of the radial component of the estimate is shown. 
RATE OF MEASUREMENT UPDATE
In the previous paragraphs, we have analyzed the effects on the filter performances of measurement error's increase, of poor accuracy on real dynamics' modeling (large formation case) and of poor grasp of the initial state: the EKF has shown satisfying robustness with respect to all of those problems. However, filter behavior will also depend on the effective availability of the updates of the measurements. Let consider again the worst configuration analyzed up to now: large formations, poor initial state grasp, and poor measurements accuracy. The EKF has been shown to have good performance when an update rate of 1 measurement per second was considered. This update rate can be considered as valid for a differential GPS standalone system. Other navigation systems, as for example a LIDAR (Laser Imaging Detection And Ranging) system, may supply equally accurate measurements but with much slower rates. In Figure 21 and Figure 22 , the effects of an increasing measurement update interval on the position and velocity estimation accuracy are shown. It is possible to see how the estimate error becomes unacceptable (i.e., greater than measurement error) when the update interval is greater than 3 seconds for the case under investigation. In fact, while position estimation is accurate even for slower rates, velocity estimation asks for stricter requirements on update intervals.
As an example the radial behaviour of the estimate is reported in Figure 23 for different update intervals: divergence occurs for too-slow rates. Therefore it can be stated that among all considered possible causes of filter malfunction, a most critical parameter is the update rate. In fact, only for a sufficiently frequent measurement update, the EKF is able to accurately estimate the formation state, even if the real-world dynamics are poorly described, and the measurements and the initialization of the filter are very inaccurate. 
FINAL REMARKS
In this paper the problem of an efficient autonomous estimation of the kinematic state in formation flying missions is analyzed. The Kalman filtering appears as a mandatory choice, but the way this algorithm is implemented deeply influences the results.
First of all, classical linear filtering is studied. Because a linear dynamical plant is needed in order to design the filter, several models of increasing complexity are proposed: rough steady dynamics, the traditional Hill's or TschaunerHempel equations describing unperturbed linearized models for circular and eccentric orbits, and a "J2 model" also including the gradient of the J2 perturbation. The performances of the J2 model are better mainly in terms of relative velocity estimation, but only if referring to not-toolarge formations.
In fact, when considering baselines of some tens of kilometers, the effects of nonlinearities become large and the estimations provided by any of the linear models are not accurate. This is the main reason for implementing an extension of the Kalman filtering that includes nonlinear dynamics.
The EKF designed for formation flying proves to be accurate even for very large formations; in addition, the robustness of this filter has been verified in the worst situation of large measurement errors and poor knowledge of the initial state. The only parameter that is critical for the filter stability is the measurement update interval: for too long intervals, the estimate becomes more and more inaccurate, up to instability of the filter.
APPENDIX
The implementation of the Kalman filter begins by modeling the dynamic process in the form 
The problem is to identify the particular blending factor (or Kalman gain) k K that yields an update estimate that is optimal in the sense of providing the minimum of the trace of the matrix P. Solving this optimization problem, we obtain ( )
and the covariance matrix associated with optimal estimate is given by
The loop of the recursive algorithm of the filter can then be closed by calculating the error covariance matrix at the next time 
