Abstract: Different formulations of the step response prediction model used in Model Predictive Control (MPC) are examined in this paper. The advantages and disadvantages of the models are uncovered, and a class of model errors that lead to the deterioration of the prediction capability of step response models is identified. Particular attention is paid to the effect of small truncation errors, and the results show that such errors might lead to poor predictions, if the last element in the step response sequence is used to extend the prediction model. Several implementation aspects that are crucial for embedded targets with limited resources are also discussed. The results of the performance and computational enhancements proposed in this paper are analyzed in a simulation study.
INTRODUCTION
Model Predictive Control (MPC) is an advanced control method for constrained multivariable control problems. MPC relies on an internal dynamic model of the plant and available plant measurements (or estimates) in order to predict the future behavior of the plant. The model describes the dynamic and static interactions between inputs (also known as manipulated variables or MVs), outputs (controlled variables or CVs), and disturbance variables (DVs).
In a model-based control approach the accuracy of the model used has a significant effect on the performance of the controller, and in the case of MPC, inaccurate predictions can lead to undesirable control performance. The type of model used also incorporates specific characteristics and capabilities to the MPC scheme. For instance, the use of step response models is limited to asymptotically stable and integrating plants, whereas a state-space or ARX model can also describe unstable systems. A nonlinear model will introduce different properties (including significant advantages and disadvantages) to an MPC scheme compared to the use of a linear model, which is the main focus of this paper.
Dynamic Matrix Control (DMC), Cutler and Ramaker (1979) , which is among the first MPC schemes developed in the 1970s, uses step response models, and the use of step response models is still common in industrial MPC implementations (Strand and Sagli, 2003; Maciejowski, 2002; Camacho and Bordons, 2007; Qin and Badgwell, 2000; Garcia et al., 1989) . This is mainly because step response models are easy to build, understand, and maintain (Strand and Sagli, 2003; Lee et al., 1994) . The This work is funded by the Research Council of Norway (NFR) and Statoil through the PETROMAKS project 215684, and also by NFR, Statoil, and DNV through the AMOS project 223254. limitations of step response models are also well covered in the MPC literature (see for example Lundström et al. (1995) ; Lee et al. (1994) ; Qin and Badgwell (2000) ; Maciejowski (2002) ). However, many practical applications exist where the limitations are not considered crucial for control performance.
A known issue of step response models is the large amount of data usually required in order to produce accurate enough predictions in MPC. The amount of data tends to be very large for applications where fast sampling rates are necessary for desired control performance targets (Lundström et al., 1995; Hovd et al., 1993; Maciejowski, 2002) . Due to practical limits on the amount of step response data that can be used in an application, truncated models may be considered. Nevertheless, the extent of truncation is limited. In fact, large truncation errors may not only lead to poor performance, but also instability (Lundström et al., 1995) . Different techniques have been introduced to capture the residual neglected when the step response sequence is truncated (see for example Hovd et al. (1993) ; Lee et al. (1994) ). However, such techniques tend to incorporate other types of model representations, leading to "hybrid" formulations, and may introduce complications that reduce the main attractiveness of step response models. It is therefore the goal of this work to enhance the efficiency of prediction models that rely only on step response data.
In this paper, different formulations of the step response prediction model are examined, and implementation aspects that are crucial for embedded targets with limited resources are discussed. The properties of the models are analyzed in a simulation study. It is common practice to use the assumption s(N + i) ≈ s(N), for i ≥ 1 to extend a sequence of N step response coefficients in order to (for example) achieve appropriate dimensions in a matrix-vector formulation for multiple-inputmultiple-output (MIMO) systems. Nevertheless, it is shown in this paper that a more cautious use of s(N + i) ≈ s(N) is important in order to avoid the violation of the constant unknown disturbance assumption commonly used in step response prediction models.
STEP RESPONSE PREDICTION MODELS
When a step response model of a single-input single-output (SISO) system is used for prediction in MPC, an estimate of the future plant output trajectory, {y(k + j), j = 1, . . . , H p }, can be obtained based on the knowledge of the past control moves, {∆u(k − i), i = 1, . . . , N}, and the measured plant output y m (k). The prediction horizon is specified by H p , and N is the number of step response coefficients, s(i), used in the step response model:
Model (1) assumes that the step response coefficients are obtained from a process that is initially at steady-state, with all inputs and outputs at zero. The model (1) is valid only if the process is asymptotically stable, implying that the coefficients in s(i) reach constant values after N sampling periods, i.e. s(N + 1) ≈ s(N).
Standard formulation
Based on (1), prediction of the future output trajectory can be computed using
where ∆u(k) = u(k) − u(k − 1). The unknown terms consist of the present and future input moves ∆u(·), while the known terms contain the past inputũ(·) and past input moves ∆ũ(·). Model (2) is referred to as prediction model Variant A.
Disturbances
Without output feedback, the cumulative effects of unmeasured disturbances and model errors will lead to inaccurate predictions. A disturbance model v(k + j|k) is therefore used:
(4) The model (4) is a usual choice known as a bias term used in correctingỹ(k + j|k), and it provides integral action in MPC. Throughout this paper,· is used on output vectors to indicate that the predictions are not corrected, and the use of· implies that a bias correction is applied. The simple bias term (4) assumes that an additive (step) disturbance acts on the plant output, and the disturbance remains constant for j = 1, . . . , H p . If this assumption does not hold in a given situation, the output prediction will be incorrect, and it may lead to poor control performance.
If a disturbance variable d can be measured, a disturbance term that contains the step response model relating the measured disturbance to each controlled variable can be added to the prediction model. Since the future changes in disturbance are not always known at the current time k, a usual assumption is that ∆d(k + j) = 0, j ≥ 1.
Alternative formulations of the standard prediction model
An alternative formulation to (2) is derived in Maciejowski (2002) 
where only the past control inputũ(k − 1) is used, instead of {ũ(k + j − N), j = 1, . . . , H p }, as stated in (2). Model (5) is referred to as Variant B.
In (3), the known terms ofŷ(k + j|k) define the predicted unforced response of the plantŷ f (k + j|k), also known as the free response. From (3) and (4),
andŷ f (k + j|k) the response at each point along the prediction horizon, if the future inputs remains the same asũ(k − 1).
Using (6), another formulation, Variant C, is derived in Camacho and Bordons (2007) , where the state space realization of step response models are emphasized. Considering N > H p , the free response can be written in a more compact form (Camacho and Bordons, 2007) :
where s(i + j) − s(i) ≈ 0, for i > N, has been used. The prediction model can be written in a matrix-vector form by considering the following definitions:
8c) The prediction model variant C will then take the form:
SinceŶ f (k + 1) is the response when no future control moves are applied, it depends on the state of the plant, defined aŝ
where A f can be extracted from (7) by direct inspection.
The prediction model (9) can therefore be written aŝ
Recursive step response prediction model
Another convenient choice of state variables that leads to a more efficient computation of MPC predictions is
which follows the idea of Li et al. (1989) and the general extensions and variants formulated by Lee et al. (1994) ; Lundström et al. (1995) . Given the current output trajectory estimatẽ
T the goal of the prediction model will be to estimate the new output trajectorỹ
T when a change in input ∆u(k) is applied. It can be shown that the entire trajectory can be computed recursively using
Similar to the prediction model variants A, B, and C, the statẽ Y (k) for the recursive model can be redefined to characterize the evolution of the plant output under the assumption that the present and future input moves are zero (i.e. ∆u(k + j) = 0 for j ≥ 0), and the free response model can be obtained.
Since ∆ũ(k − 1) is known at time k, its effect can be added to the (given) initial stateỸ (k − 1) shifted one step ahead:
and the free response (including bias correction) becomeŝ
whereĀ p contains the first H p rows ofĀ , and 1 is an H pdimensional vector which has all its elements equal to one.
Using (17), the prediction model can be written aŝ (18) is referred to as Variant D.
MIMO STEP RESPONSE PREDICTION MODELS
Due to model linearity, the superposition principle can be used to extend the SISO formulations to MIMO systems. Using (8) and (4) for each CV and MV, consider:
T where the length of 1 is H p , V (k) is the bias variable that represents the effect of unmeasured disturbances, and the number of CVs and MVs in the MIMO system are denoted by n CV and n MV respectively.
The approach used to obtain the MIMO models in this paper makes it clear that the prediction model variants, A, B, C, and D, differ only in the way the free response part is calculated.
MIMO prediction model -variant A
The predictions for MIMO systems can be obtained using the above general vector definitions and the following definitions, specific to the prediction model developed from (2):
Note that N is not assumed to be of the same length for all SISO models. For simplicity, the number of samples N j is defined as the largest N of only the SISO step response models corresponding to MV number j. The MIMO prediction model takes the form:
and also has the same form as Ψ a , whereas
where the matrices and vectors involved, with the exception of Θ d and ∆d(k), are defined in a similar way as the corresponding components for the MV-CV models stated above. The matrix Θ d of size (n CV · H p ) × n DV can also be thought of as similar to Θ for an MV, but includes only changes at the current time, i.e.
The coefficients that describe the step response from a DV to a CV are denoted by s d (·), and n DV is the number of MVs.
Further stacking of variables leads to the compact form:
The superscript a is used in (21) to indicate that Y a (k + 1) and Y a f (k + 1) are variants of Y (k + 1) and Y f (k + 1) respectively.
MIMO prediction model -variant B
Another MIMO model can be developed based on (5):
where the matrices involved follow similar definitions used in variant A, with the exception of
and a corresponding definition applies to ∆D j (k). The step response coefficients(·) represents either s(·) or s d (·) in the corresponding order defined inũ(k − 1).
MIMO prediction model -variant C
A convenient MIMO extension of (14) can be obtained when the output measurement is treated as a separate term in the state definition (11), leading to
A f is of size (n CV · H p ) × (n MV + n DV )(N − 1) and of form similar to (19), andÃ i, j is the same as (13) without the first column. The MIMO model becomes
MIMO prediction model -variant D
The recursive model can be extended to MIMO systems by rewriting (18) using block matrices/vectors. The result is
where
T Both B and B d are of the same structure as (19), composed ofB, and their sizes are (n CV · N) × n MV and (n CV · N) × n DV , respectively.
EFFICIENT IMPLEMENTATION STRATEGIES

Computational enhancement strategies
Any of the prediction model variants, A (21), B (22), C (23), and D (24), can be used based on the convenience or consequences associated with the implementation aspects. Variant B is simpler to implement, and is computationally more efficient compared to variant A, since it avoids either saving (n MV + n DV )H p past inputs and disturbances, or computing these values at each sampling time k fromũ(k − 1) and ∆Ũ(k). However, if the matrix product withΨ a is implemented directly, without considering sparsity, a large part of the termΥ aũ (k − 1) can be moved toΨ a ∆Ũ(k) by considering the following reformulation. The matrix Ψ a i, j is redefined as
where the zeros are replaced by s(N j ). The terms introduced into the prediction model can be extracted from
. . .
Rearranging (25), and making an extension to includeũ(
From the above derivation, it is clear that replacing the zeros in Ψ a i, j by s(N j ) is equivalent to extracting the right-side elements of the partitioned matrix and the lower-side elements of the partitioned vector from the ϒ a i, j ·ũ j (k − N j ) term. The remaining elements in the partitioned matrix and vector provide new definitions for
Similar to variant B, the above reformulation makes variant A avoid saving the (n MV + n DV )H p past inputs and disturbances. Moreover, when Ψ b i, j of variant B is presented as a dense matrix (by replacing the zero elements with s(N j ), as in Maciejowski (2002)), variants A and B become equal in structure.
A common disadvantage of model variants A and B is that both depend on the extra bias term V (k), which involves the computation of the estimated outputsỹ(k|k − 1). In general, this term is not directly accessible from any of the remaining terms of the free response computations. Note that the computation ofỹ(k|k − 1) involves the full step response model data and all the available past input moves and past changes in measured disturbances (see (6)). However, the extra computation can be avoided in most cases.
When the evaluation points in the prediction horizon are specified by {k + j, j = 1, . . . , H p }, the predicted optimal output vector at the end of each MPC calculation cycle will contain y(k + 1|k). Since the optimal input move ∆u(k) corresponding toŷ(k + 1|k) will be used as the latest input to the prediction model at the next sampling time,ỹ(k|k − 1) can be obtained from the predicted optimal output vector and bias calculated at time k − 1, i.e.ỹ (k|k − 1) =ŷ(k|k − 1) − v(k|k − 1) (26) The exception is when the prediction horizon is specified by { j = H w , . . . , H p }, where H w > 1, implying thatŷ(k + 1|k) will not be available in the predicted optimal output vector. The models C and D, on the other hand, avoid the extra calculations associated with the bias term V (k), and therefore have a clear computational advantage over variants A and B, when (26) cannot be used.
The recursive step response formulation (variant D) has a special sparse structure that can be exploited to enhance its computational efficiency. However, a naive implementation will not be a good idea for an embedded system with limited memory resources. Note that the A matrix in (24) has only n CV · N nonzero elements out of (n CV · N) × (n CV · N) elements, and A p has only n CV · H p nonzero elements out of (n CV · H p ) × (n CV · N) elements. In this work, code generation is used where sparse matrix storage formats and sparse matrixvector operations are exploited to keep memory usage as low as possible. The terms containing the sparse matrices can be prepared offline for fast online evaluation, involving only the nonzero terms of the matrices. Using the above strategies lead to code sizes for model D that are usually small compared to variants A, B, and C.
Despite the convenience of the matrix-vector formulations for MIMO systems, it may be necessary to extend some of the step response data when implementing the MIMO models. For models A, B, and C, the number of samples N j , defined as the largest N of the SISO step response models corresponding to MV number j, can be used. On the other hand, a corresponding definition N i can be used for variant D, where N i is the largest N of the SISO step response models corresponding to CV number i. However, the use of offline pre-computations and code generation facilitate the use of distinct N i, j values for the models of each MV j − CV i pair.
The use of MV blocking, which introduces non-uniform intervals between control decisions, and a strategy to reduce the number of CV evaluation points in the MPC problem can also be considered to speed up the MPC computations and further reduce memory usage of step response models.
Prediction quality enhancement strategies
The compact form of model variant C was achieved through the use of the assumption s(N + 1) ≈ s(N) to extend the free response model (6). The first two terms of (6) were extended to match the last two terms in the derivation of model variant C. Since s(N + 1) ≈ s(N) is the usual case in practice, and not s(N + 1) = s(N), the small approximation error in the extended model data may introduce errors in the predictions that will not be captured by the bias correction.
The reason becomes obvious when the effect of a similar extension made in Section 4.1 for model variant A is inspected. Ideally, the new terms introduced in (25) should have no effect on the predicted outputs since, according to the step response definition (1), the effect of an input change at time k should die out at k + N. However, if N is an approximation, a truncation error effect similar in structure to (25) will be introduced into the model, and the compensation made by redefining ϒ a i, j ·ũ j (k − N j ) will simply cancel out the truncation error effect for MV-CV models. The effect of truncation errors from DV-CV models, on the other hand, will only be suppressed when the measured disturbance d(k) remains constant (i.e. ∆d(k + j) = 0, j ≥ 1), as assumed.
Moreover, it is clear from the structure of (25) that the truncation error effect is not constant, but accumulates over the prediction horizon. This will lead to the divergence of the output predictions, if not compensated for in the MPC scheme. In that case, the error introduced into the model will not be captured by the constant disturbance model assumption. In other words, such an error is incompatible to the disturbance model, and falls under a category of errors identified in this work as an unmatched internal model error.
The unmatched error problem applies to cases where the effect of the model error is neither explicitly modeled nor captured to some extent by the disturbance model assumptions, and where the effect leads to the deterioration of the model's capability as a predictor of the future behavior of the plant it represents. If the source of the error is due to the use of truncated step response data in the manner illustrated above, an acceptable compensation may be achieved by incorporating the same step response data extensions into the bias calculation modelỹ(k|k − 1).
Another example of an unmatched internal model error is identified when the derivation of model variant B (22) is inspected. The model (5) is derived in (Maciejowski, 2002, §4.1.3) . The first and last but one steps are repeated here (for a SISO system) in order to facilitate direct comparison:
where the impulse response sequence {h (0), . . . , h(N)} is used, and the inputs and impulse response coefficients are adapted to the notations of this paper.
The second term and last group of terms (in parentheses) in (28) lead to the second and last terms of (5), respectively. However, the remaining first term of (5) has a "residual" that becomes obvious when the first term is written out for each j. For simplicity and clarity of presentation, consider k = 0,
, and h i = h(i). The first term of (5) can be written out as:
The first term of (28) also becomes:
1 : s 2 ∆ũ(−1) + s 3 ∆ũ(−2) + s 4 ∆ũ(−3)+s 4ũ (−4) − s 1ũ (−1) 2 : s 3 ∆ũ(−1) + s 4 ∆ũ(−2)+s 4ũ (−3) − s 2ũ (−1) 3 : s 4 ∆ũ(−1)+s 4ũ (−2) − s 3ũ (−1) The residual (in red) incurred in (30) compared to (29) is clearly not constant over the prediction horizon, and cannot be properly handled by a simple bias correction. Another form of compensation will be needed in order to avoid a cumulative effect that leads to the divergence of the predictions. Note that, using ∆u( j) = u( j) − u( j − 1), the residual terms can be rewritten as y 
(31) It is now evident that adding (31) to (5) When the enhancements discussed in this section are implemented where applicable, all the prediction model variants produce the same control performance results. From an implementation point of view, the models can now be grouped into three categories: recursive, partly sparse, and dense. Models A (21) and B (22) can be implemented either partly sparse or dense (using the strategy presented in Section 4.1). Variant C (23) is inherently dense, and Variant D (24) is the recursive model.
MPC PROBLEM FORMULATION
The MPC problem can be formulated as:
, where j ∈ {1, . . . , H p } for the output constraints, and j ∈ {0, . . . , H u − 1} for the input constraints. Nominal closed-loop stability of the MPC problem can be achieved by an adequate choice of the weightsQ y ,P, and the horizon lengths H p and H u .
Problem (32) is converted into the sparse quadratic programming (QP) problem format presented in Kufoalor et al. (2014) :
, and (k) is omitted from ∆U(k) and U(k). T represents the reference vector, and it is straightforward to deduce the inequality constraint matrices. Refer to Kufoalor et al. (2014 Kufoalor et al. ( , 2015 for further details.
Using the above formulation, the free response Y f is computed only once at each sampling time k, and the predictions enter (33d) as parameters. In this way, the structure of the QP problem becomes independent of the prediction model variant, Step Response
Time (seconds) Amplitude Fig. 1. Step responses of the mass-damper-spring system (34) and the computational resource requirements of the prediction model can be evaluated independent of the QP solver used. Moreover, the matrices in (33) will be the same for all prediction model variants.
SIMULATION STUDY
The results of a simulation study are used to support the analyses made on the performance properties and prediction capabilities of the prediction models. A simple mass-damperspring system is used in the simulation study:
The system (34) is asymptotically stable, controllable and observable. A known disturbance variable d, which represents a persistent force, and unknown disturbances, affecting the plant input u p (i.e. ω) and outputs (i.e. w 1 and w 2 ), are used in the simulations. The sampling time of the system is 1s, and the step responses are shown in Fig. 1 . The state-space model (34) is used to simulate the plant, and the step response data is used in the prediction models.
For closed-loop performance analyses, the MPC scheme (32) is used, where H p = H u = 12, u = −2.5,ū = 10, y = [0, −10] T , y = [20, 10] T ,Q y = diag(1, 0), andP = 1. The penalty matrix Q y indicates that changes in reference r y are made for only y 1 .
Performance properties and prediction capabilities
The implementation of MPC for a given application involves the choice of an appropriate sampling interval. For the system (34), sampling intervals greater than 1s will lead to fewer step response coefficients, but may lead to inaccurate predictions. Inspection of the step response coefficients (plotted in Fig. 1 ) reveals that the step response sequence from u to y 1 reaches a steady value at 19 samples, whereas the response from u to y 2 settles to a constant value from sample 22. If the exact steady values are used, s(N + i) will be equal to s(N), for i ≥ 1. However, it seems from Fig. 1 that sample number 12 is an acceptable point to truncate all the step response sequences.
Since the estimate of the unmeasured disturbances are kept in a separate bias term V (k), the prediction models A (21), B (22), and D (24) can be compared directly. It is expected that these models produce similar prediction accuracies, at least, when no disturbance is present and a perfect model is used. However, since such an ideal case does not exist in practical examples, the minimum requirement aims at performance quality in the presence of measured and unknown disturbances, for which the commonly used step response model assumptions hold.
When N = 13 is used, accurate predictions are obtained (i.e. V (k) = 0) for variants A and D, in the case where no disturbances are simulated. Variant B, on the other hand, is able to achieve the same prediction accuracies obtained for variants A and D, only after y b res (k + j) from (31) is applied. Nevertheless, variant B works best when the exact steady values of the step response sequences are used.
In Fig. 2 , some simulation results of system (34) with MPC are presented, where the system is initialized at rest with all disturbances, outputs, and input, at zero, and the output reference is set to r y 1 = 0. For convenience, lines are used in the plots, instead of discrete points. The results labeled "matched" (i.e. the blue lines) represent the outcome of using any of the prediction model variants, where internal model errors, that are incompatible to the bias update calculations, do not exist. The results labeled "unmatched" (the red lines) represent the case where internal model errors are present.
First, consider the blue lines in Fig. 2 . At time k = 10, a unit step disturbance (i.e. w 1 = 1) starts to act on the plant output y 1 , and it stays active throughout the simulation period. Even though the disturbance is unknown to the controller, y 1 is returned to zero after a few time steps. This is simply because this type of disturbance is matched by the unknown disturbance model incorporated through the bias term V (k), and therefore detected immediately (see bias plot in Fig. 2 ). An input step disturbance ω = −1 (unknown to the controller), becomes active from k = 85. This disturbance is also handled by the controller, but since this type of disturbance is propagated through the plant, and has a "ramp-like" effect on the output, the entire effect is not detected immediately.
The behavior of the system in the presence of measured disturbance d(k) is also verified using the disturbance sequence shown in the last plot of Fig. 2 . The disturbance sequence, although constant in some intervals (where the assumption about future disturbances is valid), increases or decreases gradually in magnitude from one peak to the other. A close inspection of the controller's actions and the bias update values from time k = 0 to k = 42, does not reveal any difference in the blue and red lines in the plots of Fig. 2 . The differences noticed after k = 42 are addressed next.
Robustness to small truncation errors
The simple bias compensation assumes unknown disturbances are constant, and it is known that model errors such as errors in the steady-state gain also fall within this category of errors (Maciejowski, 2002) . The effects of large truncation errors in the step response data are also well studied (see for example Lundström et al. (1995) ). However, small truncation errors, for which s(N + i) ≈ s(N), i ≥ 1, is valid, are not considered as a significant source of (unknown) disturbances in step response prediction models. In fact, due to measurement noise and other practical factors, obtaining a perfect step-response data set with s(N + i) = s(N) is not a usual goal in practice. Robustness to such errors is investigated, and the result of using the truncated data s(12) to extend the prediction model to N = 13 is described by the red lines in Fig. 2 . A dense implementation of model variant A is used in the illustration. Recall that, although the compensation strategy in Section 4.1 is implemented, the errors introduced by DV-CV models will not be completely matched.
No problems are experienced in the ideal case when no disturbance is active or when the active disturbance is such that the constant disturbance assumption is valid (inspect the early stages of the plots in Fig. 2) . However, when the assumption is no longer valid, it can be seen in the plots that the difference in behavior between the blue and red lines appears after N − 1 = 12 steps from time k = 30, when the measured disturbance starts to act. After k = 42 the model starts to have problems in reconstructing the state of the plant based on the past control actions and disturbance history. However, the truncation error is matched to some extent (see discussions in Section 4.1), and the effect does not become severe enough to destabilize the plant.
Destabilizing effect of unmatched internal model errors
The consequence of the cumulative effect of unmatched internal model errors is shown in Fig. 3 . Model variant B is used to obtain the plots, for the case where the proposed enhancements are not implemented, and s(12) is used to extend the model to N = 13. The behavior shows a gradual buildup of the bias when no disturbance is present, and an open-loop simulation is performed. In the presence of disturbances or a set-point change, the bias accumulates much faster, and applying feedback through the use of bias updates makes the situation worse. A similar destabilizing effect is obtained when model A is extended, without implementing any compensation strategy. Table 1 shows the memory usage and computational time of the three implementation categories (recursive, partly sparse, and dense) for system (34). The results were obtained on an ABB AC500 PM592-ETH PLC, which has a Freescale TM G2 LE implementation of the MPC603e microprocessor, and runs at 400 MHz. The PLC has 4MB RAM for user program memory and 4MB integrated user data memory.
Memory usage and computational time
The program code was written in C, and it incorporates the QP solver code, which is the same for all model categories. The tailored interior-point algorithm of CVXGEN (Mattingley and Boyd, 2012 ) was used to obtain high solution accuracies for all tests, in double precision. The models were tailored and optimized in the same way. Loops are fixed or unrolled where appropriate, and the code is compiled with gcc 4.7.0, -mcpu=603e, and optimization level set to -O1.
Data memory usage is the same for all models since the same step response data is used. In this case, program size is similar for all categories. However, since the PLC code is tailored to the step response data, the dimensions of the largest matrices from each category clearly indicate that the code size of the prediction model variants implemented either partly sparse or dense will grow larger much faster than the recursive model. The computational time is also in favor of the recursive approach since the basic computations involve only vector-scalar floating point operations, compared to the matrix-vector operations of the other variants. The result also shows that extending the step response data in order to obtain a dense, compact, or a more presentable formulation, as commonly found in the MPC literature (see e.g. Camacho and Bordons (2007); Maciejowski (2002) ), may reduce the computational efficiency and prediction capability of the standard step response prediction model.
CONCLUSIONS
It is shown that different step response prediction models, found in the MPC literature, differ only in the way the free response part is calculated. The variants of the standard step response model are shown to be equivalent, and produce the same prediction quality, if the strategies proposed in this paper are used to enhance the models where applicable. In general, unmatched internal model errors that have an accumulative effect will lead to the divergence of the output predictions, and may lead to instability in the closed-loop system. Small truncation errors do not lead to poor predictions, so long as the last element in the step response sequence s(N) is not used to extend the prediction model. The results show that the recursive formulation is the most computationally efficient among the approaches considered in this paper, and it provides the most promising way to implement step response models for large systems on embedded hardware.
