In the late 1950's, Chevalley [13] showed that all Schubert varieties in G/B are nonsingular in codimension one. Since that time, many beautiful results on determining singular points of Schubert varieties have surfaced (see [3] ). By definition, the Schubert variety X, is the closure of the B-orbit of ew. Therefore any point In 1990, Lakshmibai and Sandhya [21] showed that the Schubert variety Xw C SL(n)/B is smooth at every point if and only if the permutation matrix for w does not contain any 4 x 4 submatrix equal to 3412 or 4231. We use these two permutation patterns to produce the maximal permutations below w which correspond to points in the singular locus. This verifies the conjecture stated in [21] on the singular locus of Xw. (Gasharov, using a map similar to the one we introduce in Section 6, shows in [17] that the points constructed in [21] are singular. His result proves one direction of this conjecture.) In fact, our proof starts from an arbitrary maximal singular T-fixed point ex in Xw and shows that w must contain a 4231 or 3412 pattern and x must contain a 2143 or 1324 pattern (respectively).
The main theorem below shows that elements of maxsing(Xw) are obtained by acting on w by certain cycles. These cycles are best absorbed graphically in terms of the permutation matrices mat(x) and mat(w) 6, we discuss the Lakshmibai-Seshadri basis for the tangent space of a Schubert variety indexed by transpositions and the set R(x, w) = {t: x < xt < w}. We also define a set of maps that allows us to relate 7Z(x, w) and R(y, w) when x and y differ by a transposition. These maps will then allow us to investigate not only whether a point e. is singular, but whether it is maximally singular. To describe those permutations x E maxsing(Xw), we show that related permutations x must, among other qualities, avoid the patterns 231, 312 and 1234. We complete the description of maxsing(X,) in Sections 8 and 9. The remaining sections contain applications arising from our description of maxsing(Xw). In Section 10, we prove the conjecture of Lakshmibai and Sandhya on the composition of maxsing(Xw). Using the tools we have developed, in Section 11 we calculate the values of the Kazhdan-Lusztig polynomials at maximal singular points. In Section 12, we give some example calculations pertaining to the composition of maxsing(X,). Finally, in Section 13, we state a simple method for determining the number of elements in maxsing(Xw) in terms of pattern avoidance and containment.
PRELIMINARIES
We begin by introducing our basic notation and terminology. Let en denote the symmetric group on n letters. We will view elements of Gn as permutations on [ (This definition is equivalent to that given in [16] .) Note that the flag The Bruhat order has a number of characterizations (see, e.g., [18] ). One of the most common definitions is as the transitive closure of the relations vt < v for t E T if l(vt) < l(v). However, we prefer to work with a more graphical characterization which follows directly from the definition of the rank and difference functions above. The corresponding "Bruhat pictures" that we associate to each pair x < w will be discussed in the next section. These pictures will rely on the two conclusions below. For example, Lakshmibai and Seshadri have shown that in SL(n)/B, the tangent space to Xw at ex has a basis indexed by {t E T : xt < w}, i.e. the edges of the Bruhat graph adjacent to x. This fact forms the main criterion we will use in Section 5 for smoothness at a point. In fact, since xt < x implies xt < w we will just need to consider the edges "going up" from x in the Bruhat graph of w. This set will be denoted by R(x, w) := {t E T: x < xt < w}.
Over the last few years, it has become apparent that properties of the Bruhat order can often be efficiently characterized by "pattern avoidance" [ 
BRUHAT PICTURES
The function dx,w affords us a graphical view of the Bruhat order. Most importantly, it lets us see the set RZ(x, w). We will now introduce the graphical notation utilized in the remainder of the paper that allows us to do this. A diagram displaying the notation we are about to describe is offered in Figure 2 .
First, we plot, as black disks, all or some of the positions containing l's in the permutation matrix mat(x) of x. We will sometimes overlay mat(x) and mat(w). In these cases, l's in mat(w) will be marked by open circles. Points that are simultaneously in both diagrams will consist of a black disk and a larger concentric circle. Let Along with the points of mat(x), we will often shade parts of our diagram in order to specify that d,,w satisfies a particular inequality on a given region. Light shading on a region signifies that dx,w > 1 on that region. Dark shading signifies dX,w > 2. No shading places no restrictions on the values dx,w. A region with a black border is one where dx,w achieves the minimum possible value allowed by the shading on that region. Dotted borders are used to demarcate regions we wish to discuss in the text. A solid or dotted curve connecting two points in dx,w will denote an element of 7Z(x, w). A dotted curve will be used to designate t when we are particularly interested in y = xt. A dashed curve will be used when we wish to mark a reflection t' E RZ(y, w). Of course, if tt' $ t't, and our picture is of d,,,, then only one of the endpoints of our dashed curve will correspond to a point of As mentioned above, the great utility of these diagrams arises from being able to visualize 7Z(x, w) along with the information on the Bruhat order. To see how we do this, suppose we have some reflection ta,b E R(x, w) (which implies x < xta,b < w). Now compare the shading (with respect to w) in mat(x) and mat(xta,b). We see (as in Figure 2 The following lemmas will be used several times in future sections. The first one allows us to infer the presence of points in mat(x) in a region based on a particular common pattern of shading. As may be ascertained from Theorem 1, the criteria for x to be an element of maxsing(Xw) are local in nature. This implies that we may concentrate on only certain indices in our permutation w in order to determine maxsing(Xw). We now describe these indices explicitly. 
(2) There exists a bijection Z(x, w) -Z(x, w). (3) x E maxsing(Xw) if and only if E maxsing(X~).

Proof. For any i ~ A(x, w), (5.7) (w) -(x) -(l(w') -(xt)) = dx,w(ptx(i)) + d',(pt,(i)).
By Corollary 15, dx,w(ptx(i)) = 0 and by using the dual rank function we see that d',w(ptx(i)) is also 0. This proves (1). Part (2) follows immediately from Fact 8 and the definition of A(x, w) by comparing dx,w and di,j. Part (3) follows from the first two parts along with Corollary 21 (stated below). O 6. THE MAP q)t
In Fact 12 we claimed that maxsing(Xw) can be identified in terms of RZ(x, w) for x < w. To carry this out in practice, we will need to relate (Z(x, w) to R(y, w) when x, y differ by an element of T. So, for every triple yt < y < w with t E T, we will define a map ty' : Z(y, w) -) T. In Theorem 20 we will show that the image is actually contained in (Z(yt, w). The values of y, w are usually clear from context and we will often abbreviate "'w as $t.
A similar map has been defined by Gasharov [17] for the purpose of showing that certain elements constructed by Lakshmibai and Sandhya in [21] are, in fact, singular points. (See Section 10 for details.) Theorem 20 is slightly stronger, however, than the corresponding result in [17] . We omit the proof as it follows from Lemma 10 and Table 1 A(x, w) = i, 1 < i < n: 3 j, 1 < j < n, with t{i,j} E z(x, w)}. One can check by inspecting Table 1 
For a pair of reflections t, t' where t E Im t',, it will be useful to know what we can say about the membership of t' in Im (t. Proposition 22 (Reciprocity). If t,t' E R(x,w), t 5 t', with l(xt) = l(xt') = (x) + 1, then t' E Im txt'w , t E Im xt,w
Proof. Suppose t E Im bt, . We will show that t' E Im 4t. The elements of ?t(x, w) are "extra" edges in the sense that they correspond to an increase in the dimension of the Zariski tangent space. Lemma 27 (Ell Lemma). Let 1 < i < j < k < n. This greatly simplifies our future investigations. We now use Proposition 26 and Lemma 9 to prove the following crucial lemmas describing the shading on d,,w. Lemma 31 (Cross Lemma). Let x < w be an MSP and suppose 1 < i < j < k < 1 < n such that fiijkl(x) = 2143. If tj,k E 7(x, w) and ti,l E ?j,k(x,w), then ti,k, tj,l E (x, w). Figure 12 Proof. The inadmissibility of these configurations is proved using the strategy on page 3926. We arrive at contradictions using Proposition 30 and Lemma 31. We We proceed in steps to prove the particular form for w given above.
Fact 24. If t, t' E i(x, w) with t' E ?t(x, w) and l(xt
Proof. We can visualize the situation as in
Step 1. tlki+1,tk,k+m e 1(x,w).
Assume tk+w).
We will obtain a contradiction.
FIGURE 21
If k = I or m = 1, then by Lemma 27, ?1,k+l(x,w) = 0. This contradicts Fact 25. Hence, we obtain k, m > 2.
We proceed in steps to prove the particular form for w given above.
Step 1. tl,k+ll, tk,k+m E R(X, W). Assume tl,k+l ~ IZ(x, w). We will obtain a contradiction. By Proposition 14, we can find a, P3 such that tl,p, ta,k+l E Z(x, w) (see Figure 20(1) ). Choose a as large as possible and P as small as possible subject to this restriction.
If tl,3 E ?a,k+l (x, w), then an application of the Cross Lemma 31 would offer the desired contradiction. So assume that this is not the case (i.e., assume dx,w > 2 on region R of Figure 20(1)) .
Since x is an MSP, by Fact 25, we can find some ta,b E ?1,:(x, w). Recall that we chose a as large as possible such that t,,k+l E 7Z(x, w). It follows then that a < a. Similarly, our choice of 3 as small as possible such that tl1, E 7(x, w), in conjunction with the Cross Lemma 31 and Ell Lemma 27, implies that b > P. Suppose a = a. This is depicted in Figure 20(2) . We see that tk+l,f, and tl,b are patch incompatible for Xt,,k+l < w. This contradicts x E maxsing(X,). So we may assume a < a as in Figure 20 
The proof that tk,k+m E RZ(x, w) is entirely analogous when one uses d', from (5.6).
Step 2. ta,b E 1(x, w) for all 1 < a < k and k + 1 < b < k + m.
By the previous step, we know that we can shade rectangles I and II in Figure 21 Step 3. Given /, there exist a, y such that ta,,, t, 7Z(x, w). 
FIGURE 27
Step 5 Step 7. w is as stated in condition (3).
Step 5 Proof. We refer the reader to Manivel [26] or Cortez [14] for independent proofs of this theorem. However, in order to illustrate the utility of our diagrams, we include a proof for the 45312-type polynomials here (the other types are analogous). Let x and w be x1,1,1 and Wl,l,1 respectively. We apply induction on 1. The case of I = 2 is covered by the 3412-type case, so we assume 1 > 3.
In Figure 32 , we depict the pairs x, w and x, ws2 and xs2, ws2. We claim that the first two terms in (11.1) contribute (1 + q)(1 + ql-2). First consider the pair x, ws2. Since ws2sl < ws2, by the induction hypothesis, Corollary 16 3942 
