Abstract. In this work we give a generalization of matched pairs of (finite) groups to describe a general class of depth two inclusions of factor von Neumann algebras and the C*-quantum groupoids associated with, using double groupoids.
Introduction
The first examples of C*-quantum groupoids were discovered by the theoretical physicists Böhm, Szlachanyi and Nill ([BoSz] , [BoSzNi] , they called them weak Hopf C * -algebras. In the infinite dimensional framework and for a very large class of depth two inclusions of von Neumann algebras, we proved with M.Enock [EV] the existence of such objects, giving a non commutative geometric interpretation of their basic construction. D.Nikshych and L.Vainerman, using general inclusions of depth two subfactors of type II 1 with finite index M 0 ⊂ M 1 , gave, thanks to a specific bracket, weak Hopf C * -algebra structures to the relative commutants M ′ 0 ∩ M 2 and M ′ 1 ∩ M 3 , [NV1] , M.C. David in [D] gave also a refinement of this property.
In this article, using a generalization of matched pairs of groups inside the theory of groups, we prove the existence of a large class of inclusions of von Neumann algebras in the conditions of Vainerman and Nykshych. As we have no reference, we shall prove, thanks to Dietmar Bisch works ( [B1] , [BH] ), the following property which may be well known by specialists:
Proposition Let H and K be two finite subgroups of a group G such that G = HK = {hk/h ∈ H, k ∈ K}, let R be the type II 1 factor, if G acts properly and outerly on R and if one denotes by R H (resp. R ⋊ K) the fixed point algebra (resp. crossed product) of the induced action of H(resp. K) then the inclusion R H ⊂ R ⋊ K is a depth two inclusion of subfactors of type II 1 with finite index.
Thanks to the canonical bracket, we describe simply the C*-quantum groupoids associated with this inclusion, using a double groupoid structure in the sense of Ehresmann [EH] and a pair of C*-quantum groupoid structure associated with H, K. These structures are very close to examples due to N. Andruskiewitsch and S.Natale ( [AN1] and [AN2] ), so we give a precise relation, they ask for, in the introduction of [AN2] , between matched pairs and their work. Hence, our aim is to prove the following theorem:
Theorem Let H and K be two finite subgroups of a group G such that G = HK = {hk/h ∈ H, k ∈ K}, then the pair of C*-quantum groupoids in duality associated with the inclusion R H ⊂ R ⋊ K is isomorphic to the double groupoid's pair.
To be clear, the article do not follow the above order (the one of our study).
In the second paragraph we recall the definition of a C*-quantum groupoid and we explain the commutative and symmetric examples.
In the third chapter, we define relative matched pairs of groups, we associate to them two canonical double crossed product and two double groupoid structures in duality; this allows us to define explicit C*-quantum groupoid in duality for this double crossed products. One can see, that the technics we use with sets of representatives, generalize, in a certain way, ideas developped independently in [B] , for the particular case of inclusions of groups. Then we prove these pairs give also depth two inclusions of von Neumann algebras and so C*-quantum groupoids in duality in an other way. The fourth chapter proves that these two structures are isomorphic.
So a natural extension of this article will be the generalization of these constructions in the direction of Lesieur's locally compact groupoids [L] . An other will be a characterization of these objects in terms of cleft extensions in the spirit of S. Vaes and L. Vainerman [VV] .
I want to thank a lot L.Vainerman having suggested me this study, D.Bisch for some explanations about the type of inclusion we deal with, and also S.Baaj, M.C.David and M.Enock for the numerous discussions we had.
C*-quantum groupoids
Let us recall the definition of a C*-quantum groupoid (or a weak Hopf C ⋆ -algebra), one can also see a more synthetic approach ( [Val1] [Val2] ....) using a generalization of Baaj and Skandalis's multiplicative unitaries ( [BS] and [BBS] ). We shall also recall the definition of an action of such a C*-quantum groupoid due to D.Nikshych and L.Vainerman ([NV1] ) (alternative definitions can be found in [Val2, Chap.3] or [E2] , which are suitable for a future generalisation to Lesieur's measured quantum groupoid theory [L] ).
2.1. C*-quantum groupoids.
A weak Hopf C * -algebra is a collection (A, Γ, κ, ǫ) where: A is a finite-dimensional C * -algebra (or von Neumann algebra), Γ : A → A⊗A is a generalized coproduct, which means that: (Γ ⊗ i)Γ = (i ⊗ Γ)Γ, κ is an antipode on A, i.e., a linear map from A to A such that (κ • * ) 2 = i (where * is the involution on A), κ(xy) = κ(y)κ(x) for every x, y in A with (κ ⊗ κ)Γ = ςΓκ (where ς is the usual flip on A ⊗ A).
We suppose also that
where m is the multiplication of tensors, i.e., m(a ⊗ b) = ab), and that ǫ is a counit, i.e., a positive linear form on A such that (ǫ ⊗ i)Γ = (i ⊗ ǫ)Γ = i, and for every x, y in A:
* -algebras of A and κ(A t ) = A s ; one calls them respectively target and source Cartan subalgebra of (A, Γ, κ, ǫ) or simply basis of (A, Γ, κ, ǫ).
In fact, we shall here deal only with the special case of C*-quantum groupoids for which κ is involutive, namely weak Kac algebras.
2.2. The commutative and symmetric examples. Let's recall that a groupoid G is a small category the morphisms of which are all invertible. In all what follows, G is finite. Let G 0 be the set of objects, one can identify G 0 to a subset of the morphisms. So a (finite) groupoid can also be viewed as a set G together with a, not everywhere defined, multiplication for which there is a set of unities G 0 , two maps, source denoted by s and target by t, from G to G 0 so that the product xy of two elements x, y ∈ G exists if and only if s(x) = t(y); every element x ∈ G has a unique inverse x −1 , and one has x(yz) = (xy)z whenever both members make sense. We refer to [R] for the fondamental structures and notations for groupoids.
Let's denote H = l 2 (G), with the usual notations. One can define two C*-quantum groupoids in duality acting on
, the commutative example, and (R(G),Γ G ,κ G ,ǫ G ), the symmetric example, where: C(G) is the commutative involutive algebras of complex valued functions on G, R(G) = { x∈G a x ρ(x)} is the right regular algebra of G and ρ(x) is the partial isometry given by the formula (ρ(x)ξ)(t) = ξ(tx) if x ∈ G s(t) and = 0 otherwise. The two * -quantum groupoids structures on S andŜ are given by:
• Coproducts:
To define the symmetric example, one also could consider the left regular representation of G: using the * -algebra L(G) = { s∈G a s λ(s)} ( the left regular algebra of G), where λ(s) is the partial isometry given by the formula (λ(s)ξ)(t) = ξ(s −1 t) if t ∈ G r(s) and = 0 otherwise.
2.3.
Action of a C*-quantum groupoid. 
Thanks to the antipode, M also becomes a right module (m.a = κ(a) ⊲ m). When such an action is given one can define the fixed point algebra as the von Neumann M A = {m ∈ M|∀a ∈ A, a ⊲ m = ǫ t (a) ⊲ m}. Also the von Neumann crossed product M ⋊ A (see [NV1] ′ ∈ M and a, a ′ ∈ A by the formulas:
2.4. C*-quantum groupoids in action. We suppose known the Jones s' tower theory (see [GHJ] ) and in this section we recall the tight relation between C*-quantum groupoids actions and depth two inclusions of type II 1 -factors with finite index λ −1 = [M : N], (see [NV1] for full detail).
.. be the Jones construction.
, and let τ be the Markov trace of the inclusion; if one defines for every a ∈ A and b ∈ B the bracket:
where iii) using the above bracket leads to define a dual C*-quantum groupoid on A and an action of B on A which is the restriction of the action ⊲ to A.
Corollary. The map [a⊗b] → ab is an isomorphism between the crossed product
conversely, due to the depth two condition, the Jones projection e 2 is also the first Jones projection for the derived tower:
and e 2 so it is included in (and equal to) the image of the isomorphism.
Relative matched pairs of groups
Let's now explain what we mean by a relative matched pair. 3.1.3. Lemma (Frattini Argument, th 1.11.8 of [G] ). Let G be a finite group, let
Lemma and notations. Let H, K be a relative matched pair in G, for any
this exactly means there exists t ∈ S such that h ′ = ht and k ′ = t −1 k, the existence of p 1 and p 2 and the first assertion of the lemma follow. For
3.1.5. Remark and notation. As K, H is also a relative matched pair, there exists also two maps p
3.2. Double crossed products associated with relative matched pairs. 
We shall now extend the actions above: 3.2.3. Proposition. Let ⊲ I ′ be defined for any h ∈ H, k i ∈ I and s ∈ S by: H, one has:
Now let I 1 , I 2 be two exhaustive families, for i = 1, 2, and any c ∈ K |S , let k i c = I i ∩C. We can define a permutation φ of K such that for all c ∈ K |S and s ∈ S, one has :
and φ realizes a conjugation between the two actions. Let's define a double crossed product with a relative matched pair. In fact one can extend the action ⊲ ′ to the crossed product C(K) ⋊ ρ S of K by the right action of S, which is the * -algebra generated by a group of unitaries (ρ(s)) s∈S and a partition of the unity (χ k ) k∈K with the commutation relations: ρ(s)χ k = χ ks −1 ρ(s).
3.2.5. Proposition. For any h ∈ H, k ∈ K and s ∈ S , let's define: Obviously for any h ∈ H, σ I h is a well defined linear endomorphism on C(K)⋊ ρ S. For any k ∈ K and s ∈ S, due to 1), one has :
* , the proposition follows.
So the double crossed product (
H can be viewed as the * -algebra generated by the families (ρ(s)) s∈S , (χ k ) k∈K and a group of unitaries (V h ) h∈H with the additional commutation relations:
the same properties.
3.3. Double groupoid structures and quantum groupoids structures associated with relative matched pairs.
Following N. Andruskiewitsch and S.Natale's work [AN2] , we are able to define two double groupoid structures T and T ′ . Let's define "horizontal" and "vertical" products on the squares of T : 
, they will be composable for the vertical product
One easily sees that T is a groupoid with basis H for the horizontal product and a groupoid with basis K for the vertical one, of course there is analogue properties for T ′ , but its structures also comes from the transpose map:
3.3.2. Remark. Due to lemma 3.1.4, the corner maps associated with these double groupoids (paragraph 1.4 of [AN2] ) are all constant and equal to |S|.
(resp. t ′−v ) the inverse of t (resp.t ′ ) for the horizontal and vertical product respectively. Let's also denote t −hv the double inverse that is
−h and let's denote t ′−hv the similar object for t ′ .
Let CT (resp. CT ′ ) be the C vector space with canonical basis T (resp. T ′ ) then the horizontal product on T gives a natural structure of * -algebra to CT (resp. CT ′ ) with a canonical duality bracket given for any x ∈ T and x ′ ∈ T ′ by:
3.3.5. Theorem (see also [AN2] ). The bracket below gives to CT and CT ′ structures of * -quantum groupoids in duality, for any t ∈ T , one has:
otherwise
Proof: This is simple calculations.
3.3.6. Remarks. Due to remark 3.3.2, these structures are in tight relation with [AN2] 2.1. The bracket between CT and CT ′ allows us to define a canonical left action of the quantum groupoid CT on the von Neumann algebra CT ′ .
For any x ∈ T and any
1 ⊲ x to be the unique element in T such that :
It's very easy to see that for any y ∈ T ′ and x ∈ T :
We can give an operator algebra interpretation of these structures.
tively isomorphic to the * -algebras CT and CT ′ .
Proof:
, from this we can deduce that:
) and also:
The proposition follows
We shall see in next chapter, using a suitable inclusion of von Neumann algebras, that the von Neumann algebra crossed product CT ⋊ CT
( [BH] chap 4 or [HS])
Quantum groupoids associated with inclusions of von Neumann algebras coming from relative matched pairs H, K. In [BH] is given a very deep study of inclusions of the form R H ⊂ R ⋊ K where H and K are any subgroups of a group G acting properly and outerly on the hyperfinite type II 1 factor R, in such a way that we can identify G with a subgroup of OutR, in particular there is here no ambiguity for the inclusion H ∩ K ⊂ OutR: let's call α the action of K and β the one of H here these actions coincide on S = H ∩ K. In [BH] , it is proved that this inclusion is finite depth if and only if the group generated by H and K in OutR is finite, and, in that situation, it is irreducible and depth two when H, K is a matched pair. In this section, using any relative matched pair, we obtain still depth two but no more irreducible inclusions, so using [NV2] or [EV] or [D] , these inclusions come from quantum groupoids actions.
Let's give some facts about these inclusions of the form R H ⊂ R ⋊ K. First, one can observe that OutR, can be identified, using Sauvageot Connes fusion multiplication and the contragredient procedure, to a group of R − R bimodules over L 2 (R); and using the sum operation on bimodules, OutR has also a second operation with a distributivity property. We shall follow the same notations as in [BH] and we identify any element of OutR to the bimodule associated with this element
R⋊K , then for any h ∈ H and k ∈ K one has:
3.4.1. Lemma. Let H, K be two finite subgroups of OutR such that HK = {hk/h ∈ H, k ∈ K} is a subgroup of OutR, then for any g in G = HK, one has γgχ = γχ.
Proof: For any g in G = HK, there exist h ∈ H and k ∈ K such that g = hk, hence due to (1), one has γgχ = γhkχ = γχ.
Lemma. Let
M 0 ⊂ M 1 ⊂ M 2 ⊂ ..
. a Jones tower of type II
Proof: In this lemma's conditions, let x be any irreducible
..x n these subbimodules. In Bratelli's diagramm, there exists an irreducible subbimodule y of ρρ = M 0 L 2 (M 1 ) M 0 which has to be deleted in the principal graph and is connected to x. Due to the Frobenius reciprocity theorem, y is connected to x 1 , x 2 , ...x n , hence any of these has to be deleted in the principal graph; but any irreducible subbimodule of M 0 L 2 (M 1 ) M 1 is of this form for a good choice of x. So the principal graph stops at level two, which is the definition of depth two.
Theorem. Let H, K be two finite subgroups of OutR such that HK
= {hk/h ∈ H, k ∈ K} is a subgroup of OutR, then the inclusion R H ⊂ R ⋊ K is depth two. Let M 2
be the third element of Jones's tower of inclusion R H ⊂ R ⋊ K, then there exists a quantum groupoid structure on (R
Proof: Let (M k ) k∈K be Jones tower of inclusion R H ⊂ R ⋊ K, due to chap.2 and 3 of [BH] , the bimodule M 0 L 2 (M 2 ) M 1 is equal to γ(χχγγ)χ, but using (4) and lemma 3.4.1, one has
So, due to lemma 3.4.2, the inclusion R H ⊂ R ⋊ K is depth two and one can apply theorem 2.4.1 or [D] chap 3 or [E1] theorem 9.2 to conclude.
Corollary. In the conditions of theorem 3.4.3 the von Neumann algebra
Proof: We have seen that γ(χχγγ)χ = |H||K|γχ, which proves the corollary.
4. The C*-quantum groupoid structure associated with inclusions of the form R H ⊂ R ⋊ K Till the end of this section, we deal with a finite relative matched pair H, K acting properly and outerly on R. In [HS] , a complete description of Jones tower for the inclusion R H ⊂ R ⋊ K is given in the particular case when H, K is a finite matched pair of groups, a good part of this work remains true for a relative matched pair, but one must keep in mind that the actions considered in [HS] , are not exactly the one we use but are tightly related: the action of H on K is for example given by h.k = (h ⊲ k −1 ) −1 . To be short, we shall denote M 0 = R H , M 1 = R ⋊ K, and M 2 will be the third element of the basic construction M 0 ⊂ M 1 ⊂ M 2 . All the crossed product here will be defined "in the right manner", for example R ⋊ K is the vector space (which is a * -algebra) in R ⊗ L(l 2 (K)) generated by the products α(r)(1 ⊗ ρ(k)), where α(r) is r viewed in the crossed product as the fonction:
Lemma(BH or HS). The algebra (R
H ) ′ ∩ R ⋊ K is isomorphic
to the group algebra L(S).
Proof: If u k and v h are canonical implementations of α and β on L 2 (R), one can suppose u x = v x for any x in S, these u x generate a *-algebra isomorphic to C[S] and are clearly in (R H ) ′ ∩ R ⋊ K, on the other hand, using the computation in the proof of 4.1 in [BH] , one has:
The lemma follows.
Remark. The basis (R
and only if S is abelian. Hence, when S is non abelian, this quantum groupoid structure does not come from a matched pair of groupoids ( see [Val2] ). Now let's give a description of the two first steps of the basic construction for the inclusion R H ⊂ R ⋊ K. For our computations, it will be more convenient to express as soon as possible all the algebras in M 3 . As there is two actions, namely α and β of respectively K and H on R, there is also two actions α 1 and β
As well known (see [Val3] th 5.3 for a very old reference...), one can identify R 1 with the double crossed product R ⋊
, α 1 is the bidual action α, so α 1 = α ⊗ Adλ the fixed points algebra of which is M 1 , and β 1 is the action of
H implementing β 1 , hence R 1 is the set of sums :
) is the set of sums:
, where x k,k ′ is a non zero element in R, χ k is the multiplication operator by the characteristic fonction of {k}. In fact, for any algebraic basis (x i ) i∈I of R the family (x i ⊗ ρ(k)χ k ′ )w h i∈I,h∈H;k,k ′ ∈K is an algebraic basis for
H. Let τ be the normalized tracial state for the Jones 's tower, andτ the one of
H → R ⋊ K be theτ preserving conditional expectation, then by routine calculations, for any k, k ′ ∈ K, x ∈ R and h ∈ H, one has:
Proposition(HS). With Jones's notations, (M
Proof: Let e be the projection in
As r is a fixed point for β, one has:
So we have [e, α(r)] = 0, and:
and also:
Hence, one can apply the equivalence 1 0 and 2 0 of Proposition 1.2 in [PP] to conclude that (M 2 , e 1 ) can be identified with ( 
Let's give a description of the second step of the basic construction for the inclusion
, we can define an action on R 2 by α 2 = α 1 ⊗ 1 = α ⊗ Adλ ⊗ 1 and consider a group of unitaries (v k ) k∈K implementing α 2 such that the crossed product
K has a canonical basis of the form (
Proposition(HS). With Jones 's notations, (M
Proof: As M 1 is just the fixed points algebra of α 1 , the demonstration is the same as proposition 4.1.3
Let's see, with our identifications, how M 2 is included in M 3 : any z ∈ M 2 , belonging to R ⊗ L(l 2 (H)), must be viewed in M 3 as the operator
, so any element of M 2 of the form 1⊗x where x is in L(l 2 (K)), is seen as 1⊗x⊗1 in M 3 and w s is just the operator 1 ⊗ 1 ⊗ ρ(s). One can identifyτ with the "Markov trace" τ . If M 3 is viewed as a triple crossed product ((
Proof: Let's make the computations in M 2 . Let r be any element in
commutes with M 0 means that for any r ∈ M 0 , one has:
On the one hand, one has:
On the other hand, one has:
and only if for any h ∈ H; k 0 , k ∈ K and any r ∈ R H , one has:
. Applying α kk 0 −1 , this is equivalent to:
So, using lemma 3.1 of [HS] , for any h ∈ H; k 0 , k ∈ K such that x k,k 0 ,h = 0, there exist λ in C − {0}, v h,k 0 ,k in U(R) (the set of unitaries of R) and h ′ in H such that:
which are exactly the two conditions:
ii) This is an easy computation.
ii) the family (1 ⊗ ρ(s) ⊗ 1) s∈H∩K is a group of unitaries and a linear basis for
group of unitaries and a linear basis for
Proof: The assertion i) is trivial. For any s ∈ S and k ∈ K, one has: 1 ⊗ ρ(s) = k 1 ∈K w k 1 ,e,s and 1 ⊗ χ k = w k,e,e . For any s ∈ S, one has:
and for dimension reasons ii) follows. As the families (1 ⊗ λ(s)) s∈S and (w s ) s∈S are commuting groups of unitaries, so ((1 ⊗ λ(s))w s ) s∈S is a group of unitaries, and one has:
So, the unitary w s (1 ⊗ λ(s) is in M ′ 1 ∩ M 2 and for dimension reasons iii) follows.
4.1.8. Lemma. Using the notations of paragraph 3.1, for any h ∈ H and k ∈ K, let k
one has:
Proof: For any h ∈ H and k ∈ K, one has:
For any h, h ′ ∈ H and k ′ ∈ K, one has:
4.1.9. Corollary and notations. For any h ∈ H and k ∈ K, the element W
Proof: This comes from lemmas 4.1.6 and 4.1. Proof: For any k 0 ∈ K, and h ∈ K, due to 4.1.6 ii), one has:
Suming this equality for all k 0 ∈ K gives that W I k 0 is a unitary. Now for any s ∈ S, k ∈ K and h ∈ H, one easily sees that k
, from this one deduces that: ks,h) (1 ⊗ ρ(s) ⊗ 1) From this one deduces that:
Also, for any h, h ′ in H, due to lemma 4.1.6 ii) and lemma 4.1.8, we have:
So the group of unitaries (W I h ) h∈I implements an action on the * -algebra generated by the families (1 ⊗ ρ(s) ⊗ 1) and (1 ⊗ χ k ⊗ 1) which is clearly isomorphic to C(K) ⋊ ρ S and this action is equivalent to σ I .
For any s ∈ S, h ∈ H and k ∈ K, one has: 
one has:
Proof: Using theorem 4.1.10, this is just a reformulation of proposition 3.3.7
4.2. The * -algebra structure of M
Proof: Let y be any element in M 1 and As α 1 = α ⊗ Adλ, α 1 is outer and using lemma 3.1 of [HS] , for any h, h 1 ∈ H; k ∈ K such that x h,h 1 ,k = 0, there exist µ in C − {0}, v h,h 1 ,k in U(R ⊗ L(l 2 (K)) and k ′ in K such that: β , which is equivalent to the fact that: for any r ∈ R and x ∈ L(l 2 (K)), one has:
this equality implies there exists an element v 4.3.1. Remark. The general bracket given in [NV1] or [D] , uses a slightly more complicated formula, as we shall see later we are here in a simplier situation for which Γ is multiplicative and one can apply theorem 4.17 of [NV1] .
4.3.2. Lemma. For any h, h ′ ∈ H, k, ∈ K, s, s ′ ∈ S, one has:
(1 ⊗ ρ(s)χ k ⊗ 1)W I h e 2 e 1 (1 ⊗ λ(s
Proof: For any h ∈ H, k, ∈ K, s ∈ S, one has:
(1 ⊗ ρ(s)χ k ⊗ 1)W Proof: This is a direct consequence of corollary 2.4.2 and corollary 3.4.4.
