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Abstract
Propagation of gluons in the confining vacuum is studied in the
framework of the background perturbation theory, where nonpertur-
bative background contains confining correlators.
Two settings of the problem are considered. In the first the con-
fined gluon is evolving in time together with static quark and anti-
quark forming the one-gluon static hybrid. The hybrid spectrum is
calculated in terms of string tension and is in agreement with earlier
analytic and lattice calculations. In the second setting the confined
gluon is exchanged between quarks and the gluon Green’s function
is calculated, giving rise to the Coulomb potential modified at large
distances. The resulting screening radius of 0.5 fm presents a seri-
ous problem when confronting with lattice and experimental data. A
possible solution of this discrepancy is discussed.
1 Introduction
Gluons are known to be confined but this property is never taken into account
in the Standard Perturbation Theory (SPT). As an argument one refers to the
small distance (high momentum) domain where SPT is assumed to be valid.
Beyond this domain the SPT displays unphysical singularities, and moreover
the very notion of gluon should be properly defined. This can be done in the
framework of the Background Perurbation theory (BPT) [1]. The formalism
of this kind where the background is assumed to be nonperturbative with
confining properties, was developed in [2, 3].
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One immediate consequence of this new BPT is that all gluons are con-
fined and moreover the unphysical singularities of SPT (Landau ghost poles
and branch points as well as IR renormalons) are removed from the theory
[2, 3].
The confined gluons can form several types of systems: glueballs [4],
hybrids [5, 6] and gluelumps [7]. The analytic calculations in the quoted
papers predict spectrum which in all cases is in good agreement with lattice
data, and has a very simple form depending only on string tension σ and αs.
The main subject of the present paper is the study of the gluon exchange
interaction between Q and Q¯ when gluon is confined, which can be called
the confined Coulomb interaction V ∗c (R). One can expect that at small
distances, say R < 1 GeV−1, the confined Coulomb potential coincides with
the standard Coulomb potential Vc(R) = −C2 αs(R)R , C2 = N
2
c−1
2Nc
.
At large R the confined gluon is expected to produce the screening of the
Coulomb interaction. At the first glance the screening mass should coincide
with the lowest hybrid mass of the static hybrid. However as will be shown
below, this naive expectation fails, since gluon propagation between quarks
goes not only in time (where hybrid mass is in proper place) but also in
distance R (where in addition asymptotics of wave functions enters). As
a result one obtains a more complicated behaviour which we display both
numerically and analytically.
The plan of the paper is as follows. In section 2 the general formulas
of BPT are written down and approximations are discussed. In section 3 a
simple toy model is suggested to illustrate method and possible qualitative
outcome.
In section 4 the method is applied to calculate the static hybrid Green
function and spectrum in a way different from used before, in [6]. In section
5 results of previous section are used to calculate the Green function of the
confined gluon exchanged between static quarks, and the resulting screened
Coulomb potential. Physical consequences and prospectives are discussed in
the concluding section.
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2 Dynamics of a confined gluon. Generali-
ties.
In the Field Correlaror Method (FCM) the dynamical picture of a confined
gluon is simple and selfconsistent: the gluon (its corresponding field is aµ)
moves in the strong and disordered vacuum field Bµ characterized by the
correkators of the field Fµν(B), so that the total gluonic field Aµ can be
written as
Aµ = Bµ + aµ. (1)
Here the problem of separation of Aµ into Bµ and aµ, and that of double
counting is resolved technically by the use of the so-called ’tHooft identity
[3] and one can integrate and average over both DBµ and Daµ, so that the
partition function is
Z =
1
N ′
∫
DBµZ(J,B), Z(J,B) =
∫
Daµ exp(−S(a+B) + J(a+B)) (2)
and S is the standard QCD Euclidean action including ghost and gauge-fixing
terms (see [2, 3] for details).
In what follows we shall be interested in the gluon propagation in the
field of static (confined) quark Q and antiquark Q¯. The starting point for
the gauge-invariant study of this process is the total Green’s function of QQ¯
system, which is proportional to the Wilson loop:
〈W (A)〉 ≡ 〈〈W (B + a)〉〉B,a = 〈〈W (B + a)〉a〉B, (3)
W (A) = tr P exp ig
∫
C
Aµdzµ. (4)
The Wilson loop is assumed to be the closed rectangular contour R× T0
in the (x1, x4) plane.
One may expand in gaµ keeping Bµ intact and this will give the Back-
ground Perturbation Theory (BPT) series ([1, 2], see [3] for details), the first
terms being
〈W (B + a)〉B,a = 〈W (0)(B)〉B − g2〈W (2)(B, x, y)Gµν(x, y)〉Bdxµdyν + ... (5)
For the chosen contour C and the Feynman gauge of field Bµ and FFSR for
Gµν ,W
(2) and Gµν can be written as
W (2) = C2(f)Φ
(−)
αβ (x, y)Φ
(+)
α′β′(y, x) (6)
3
Gµν(x, y) =
∫ ∞
0
ds(Dz)xye
−K
{
Φ(adj)(x, y)P exp(2g
∫ s
0
Fρσ(z(τ))dz)
}(µν)
βα,β′α′
(7)
where Φ(±)(x, y) are the future/past pieces of the Wilson loop W (0)(B) =
P exp(ig
∮
Bµdzµ), obtained by cutting it at points x and y. Note that the
adjoint phase factor Φ(adj)(x, y) ≡ exp(ig ∫ xy Bµdzµ) from Gµν which can be
written as the product
Φ(adj)(x, y) = Φβα(y, x)Φβ′α′(x, y) (8)
the total construction produces two closed Wilson loops (see ref. [2, 3, 6] for
pictures and discussion).
Φ(−)Φ(adj)Φ(+) =W (−)σ (x, y)W
(+)
σ (y, x). (9)
Note the subscript σ in (9) which implies the color-magnetic spin factor (the
last factor on the r.h.s. of (7)) entering in all Wilson lines including Φ(adj).
The averaging of (9) over fields Bµ can be easily done at large Nc
〈W (2)µν Gµν〉B = G(0)〈W (−)σ (x, y)〉B〈W (+)σ (y, x)〉B, (10)
where G(0) denotes the integral
∫
ds(DZ)xye
−K . In the FCM one obtains for
〈W 〉 the area law behaviour at large distances R, T ≫ λ
〈W 〉 = exp(−σSmin) (11)
and λ is the gluon correlation length [8], characterizing the fall-off in x of
the field correlator D(x) ∼ 〈trF (x)ΦF (0)〉, and Smin is the area, which is
assumed to be minimal for the given contour C.
Note that at large distances the spin factor does not contribute to the
area law [4-7] and therefore the subscript σ in (11) is omitted.
To describe Smin one can parametrize first the trajectory zµ(t) of the
gluon between the initial point x and the final point y (both on the contour
C).
zµ : (z1(t) ≡ ξ(t), z2(t), z3(t), z4(t) ≡ t), h2(t) = z22(t) + z23(t) (12)
We choose the Nambu-Goto ansatz for the minimal area surface (or rather
for its increase over the plane area S0 = RT )
∆S = ∆S1 +∆S2, ∆Si =
∫ x4
y4
dt
∫ 1
0
dβ
√
(w˙iw′i)2 − w˙2iw′2i (13)
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where wiµ(τ, β) : wi4 = t,w1,2 = (1 − β)(R, 0) + βz. Note, that in our case
two different processes can be initiated by the exchanged gluon:
i) points x and y are at x4 = T0,x = (
R
2
, 0, 0) and y4 = 0, y = (
R
2
, 0, 0),
the situation which is insured on the lattice by the insertion of plaquettes at
these sides of Wilson loop. In this case one obtains the hybrid excitation of
the Wilson loop, and this form was used before to compute hybrid spectra
analytically [5, 6] and on the lattice [9].
ii) the points x and y belong to the trajectories of Q and Q¯ respectively, so
that Gµν(x, y) = G44(R, T ), T < T0, describes the propagation of Coulomb
gluon between the quarks.
In what follows we shall study both cases using for that the final form
resulting from (5), (7), (11), (13)
〈G44(x, y)〉B ≡ G(x, y) =
∫ ∞
0
ds(Dz)xye
−K−σ∆S (14)
To treat the awkward roots in ∆S, Eq. (13), one can introduce the einbein
parameters ν(t) and ν¯(t) [10] obtaining in the small oscillation limit
G(x, y) =
∫ ∞
0
ds(Dz)xyDνDν¯e
−K−σ∆S˜(ν,ν¯) (15)
where
∆S˜(ν, ν¯) =
∫ x4
y4
dt
{
ν + ν¯
2
(
1− 1
3
z˙2⊥
)
+
h2 + ξ2
2ν
+
h2 + (R− ξ)2
2ν¯
− R
}
(16)
For x =
(
R
2
, 0, 0, T0
)
; y =
(
R
2
, 0, 0, 0
)
one will have from (14) the static
hybrid spectrum, to be compared with previous calculations, and for the case
ii) one can define the generalized Coulomb interaction as
∫ T0
0
dx4
∫ T0
0
dy4G(x, y) =
∫ T0
0
d
x4 + y4
2
∫ T0/2
−T0/2
G(R, T )dT ≡ T0V ∗C(R). (17)
In the limit σ → 0 one obtains the free gluon propagator G(0)(x, y) =
1
4pi2(x−y)2 in case i) and the Coulomb interaction V
∗
c (R) = Vc(R) = −C2 αsR in
the case ii). Our purpose in what follows is to obtain modification of these
results for nonzero σ. To grasp the idea we shall start with a toy model as a
warm-up.
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3 A simple toy model for the confined gluon
Consider a gluon propagating from static quark Q with coordinate (0,~0) to
antiquark Q¯(T,R, 0, 0).
The world sheet of QQ¯ system with the string from Q to Q¯ sweeps the
strip in the (x4, x1) plane, and one expects that gluons are confined dynami-
cally to some region around this strip. This means that the running away of
gluons from the plane (x4, x1) is damped by some function, which we take in
the form of the confining ”potential” V ,
V (z) =
ω2
4
(z22 + z
2
3). (18)
The Green’s function of the gluon can be written in the FFSR [11]
G(T,R) =
∫ ∞
0
ds(Dz1)0R(Dz4)0T (Dz2)00(Dz3)00e
−K−
∫ s
0
V dτ (19)
where K = 1
4
∫ s
0 dτ
(
dzµ
dτ
)2
, and (Dzi)ab =
∏N
n=1
dpi
2pi
eipi(ai−bi)
(
d∆zi(n)
4piε
)
.
The integration in Dzi factorizes and can be performed immediately, with
the result (see Appendix 1 for details)
G(T,R) =
1
16π2
∫ ∞
0
ds
s2
ϕ(ωs) exp(−x
2
4s
), ϕ(t) =
t
sinh t
; x2 = R2+T 2. (20)
The integral (20) can be estimated by the stationary point method and
one obtains
G(T,R) ∼= ψ(ωx
2)
4π2x2
, ψ(t) ≈


t
8 sinh( t8)
, t≪ 1
√
te−
√
t, t≫ 1
. (21)
One can see that at large x2, x2ω ≫ 1, there appears in (21) the damping
factor signalizing the mass gap m =
√
ω , i.e. the confined gluon acts at large
distances as a massive particle, while at small distances, x2 → 0, it behaves
as the ordinary unconfined gluon. When ω → 0 one recovers from (17) the
standard Coulomb interaction:
Vc(R) = −g2C2(f)2
∫ ∞
0
G(T,R)dT = −αsC2(f)
R
,
and in the opposite limit, ωR2 ≫ 1, Vc(R) is multiplied by the factor
4
√
2
(ωR2)1/4
exp(−(ωR2)1/2). This screening factor is equal 1/2 at R ≈
√
4
ω
and
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decays exponentially at large R, as it is commonly expected. In section 5 a
more complicated behaviour will be obtained in the realistic case when gluon
is confined by the string world-sheet. To this end we develop in the next
section the necessary formalism for the hybrid Green function.
4 Spectrum of the confined gluons. Static
hybrid
In this section we shall calculate the gluon Green’s function in the hybrid
situation, i.e. when boundary conditions are given in i) below Eq. (13), and
one can identify T ≡ T0. One can introduce the einbein variable µ(t) as in
[10] (see Appendix 2 for details) and write
G(x, y) =
∫
Dµ
2µ¯
DνDν¯e−ΓG3(R, T, ν, ν¯, µ) (22)
where we have defined
Γ =
∫ T
0
µ
2
dt+
σ
2
∫ T
0
(ν + ν¯)dt+ σR2
∫ T
0
dt
2(ν + ν¯)
, (23)
G3 =
∫
(D3z)xye
−
∫ T
0
(µ2 z˙
2
1+
µ+J1+J2
2
z˙2
⊥)dt− σ2ν˜
∫ T
0
[(z1−R˜)2+h2]dt, (24)
R˜ = R ν
ν+ν¯
, and we take x =
(
R
2
, 0, 0, 0
)
, y =
(
R
2
, 0, 0, T
)
, Ji =
σ
3
νi.
The integration over (D3z) can be immediately done using the standard
path integral formula, see Appendix 1.
G3 =
(
µω1
2π sinhω1T
)1/2 (µ+ J1 + J2)ω⊥
2π sinh(ω⊥T )
exp
{
− µω1
2 sinhω1T
R2(ν − ν¯)2
2(ν + ν¯)2
(cosh(ω1T )− 1)
}
(25)
where ω1 =
√
σ
µν˜
, ω⊥ =
√
σ
ν˜(µ+J1+J2)
, ν˜ = νν¯
ν+ν¯
.
The next step is the stationary point analysis of Eqs. (22), (25) with
respect to variables ν, ν¯, µ. We relegate the details of this analysis to the
Appendix 2 and here only quote the result. Minimizing the expression in the
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exponent at (25) with respect to (ν − ν¯) one obtains that ν = ν¯ , and the
stationary point in ν, ν = ν0 is found from the equation
∂
∂ν
(σν +
σR2
4ν
+
ω⊥
2
+ ω⊥) = 0. (26)
One can distinguish two cases: a) σR2 ≫ 1; b) σR2 ≪ 1.
a) In the case a) taking into account that µ0 <∼
√
σ (which will be con-
firmed afterwards), one has
ν0 =
R
2
, ω
(0)
1 →
(
4σ
µR
)1/2
, ω
(0)
⊥ →
√
12
R
(27)
and Eq.(22) with ν = ν¯ = ν0 assumes the form for large ωT
G(x, y) =
∫
Dµ exp[−(σR + ω(0)⊥ +
µ
2
+
1
2
√
4σ
µR
)T ] (28)
The stationary point µ = µ0 is found from the exponential of (28) to be
µ0 =
(
σ
R
)1/3
,
and the resulting static hybrid mass at large R is
Mhybrid(R) = σR +
3
2
(
σ
R
)1/3
+
√
12
R
(29)
The second term on the r.h.s. of (29) is the characteristic ”R−1/3 law”
for large R hybrid excitations, studied in [6], and one can distinguish the
longitudinal and transverse branches of spectrum with higher excitations
generated by sinhω1T and sinhω⊥T in (25), which we write as in [6]
M
(long)
hybrid =
3
21/3
(
σ
R
)1/3 (
nz +
1
2
)2/3
, M
(trans)
hybrid =
√
12
R
(n⊥ + Λ + 1), (30)
where Λ is angular momentum projection on the x axis. Note that
√
12 =
3.46 ≈ π and transverse spectrum is very close to the flux tube excitations,
while the longitudinal found in [6] is new.
The resulting spectrum (30) is in a good agreement with lattice calcula-
tions [9], see also discussion in [6].
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b) We now turn to the case b) σR2 ≪ 1, and from (26) find that ν =
ν0 =
(
9
σµ
)1/3
and the equivalent of Eq. (28) is
G(x, y) =
∫
Dµ exp
{
−
[
µ
2
+
3
2
(3σ)2/3
µ1/3
+
σR2
2
(
σµ
9
)1/3]
T
}
. (31)
To check accuracy of our approach we can calculate the hybrid mass in the
limit R→ 0, which coincides with the gluelump case [7]. Defining for R→ 0
the stationary point µ = µ0 from the exponent of (31) one has µ = µ0 =
√
3σ
and the gluelump mass is
Mgluelump = 2
√
3σ (32)
which should be compared with the dedicated gluelump calculations in [7]:
M0 = 2
(
a
3
)3/4
(2σadj)
1/2 = 2
√
3.096σ, where we have used the value of the
first zero of the Airy function, a = 2.338. One can see agreement on the level
of 1.5%.
Taking into account the last term in the exponent of (31) one obtains the
lowest hybrid mass at small σR2 ≪ 1
Mhybrid(R) = 2
√
3σ +
σR2
2
√
σ
3
+O(R4) (33)
which coincides with the mass spectrum obtained in [6] for this limiting case
by a different method.
Thus our approach can be used as a good zeroth order approximation for
the confined gluon Green’s function and its spectrum.
In what follows we shall use the dependence µ0(R) = µ¯ given above in
two limiting cases:
µ0(R) =
(
σ
R
)1/3
, σR2 ≫ 1 (34)
µ0(R) =
√
3σ, σR2 ≪ 1
5 The confined Coulomb interaction
In this section we consider the confined gluon Green’s function for the initial
and final conditions corresponding to the Coulomb gluon exchange.
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With the same notations as in (22)-(24), one has
G(R, T ) =
∫
DνDν¯
Dµ
2µ¯
e−ΓG(C)3 (R, T, ν, ν¯, µ) (35)
where Γ is the same as in (23), but now G
(C)
3 is not given by (25), but has
another form, due to different initial and final condition: x = (0, 0, 0, 0), y =
(R, 0, 0, T ) and the same simple general formula of Appendix 1, yields
G
(C)
3 =
(
µ¯ω1
2π sinhω1T
)1/2 (µ¯+ J1 + J2)ω⊥
2π sinh(ω⊥T )
exp
{
− µ¯ω1
2 sinh(ω1T )
[R2 coshω1T + 2R
2 ν˜
ν + ν¯
(1− coshω1T )]
}
(36)
where we have defined ω⊥ as in previous section, while
ω1 =
√
4σ
µ¯(ν + ν¯)
, Dµ =
∏
n
dµ(n)
√
∆t√
2πµ(n)
,
so that
∫
Dµ exp
{
−1
2
∫ T
0 µ(t)dt
}
= 1. Minimizing in (ν − ν¯), one obtains
ν = ν¯, ω1 → ω(0)1 =
√
2σ
µ¯ν
, ω⊥ → ω(0)⊥ =
√
2σ
(µ¯+J1+J2)ν
and one has
G(R, T ) =
∫
Dν
(2π)3/22µ¯
exp(−Γ0) (37)
where
Γ0 = σνT +
σR2T
4ν
+
1
2
ln sinh(ω
(0)
1 T )−
1
2
ln(µ¯ω
(0)
1 ) +
µ¯R2
2T
ϕ(ω
(0)
1 T )+
+ ln sinh(ω
(0)
⊥ T )− ln
(
(µ¯+ J1 + J2)ω
(0)
⊥
)
, (38)
and
ϕ(x) =
x(1 + cosh x)
2 sinh x
, ϕ(0) = 1, ϕ(x→∞) ≈ x
2
(39)
To proceed one should find the stationary point of Γ0 with respect to
ν, ∂Γ0
∂ν
∣∣∣
ν=ν0
= 0. This is easy to do at large R, since then ν0 ∼ R2 and
ω
(0)
1 =
√
2σ
µ¯ν0
→ 0, ω(0)⊥ → 0 so that the last three terms on the r.h.s. of (38)
do not contribute.
∂Γ0
∂ν
= 0 = σT
(
1− R
2
4ν20
)
, ν0 =
R
2
, R→∞ (40)
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and
Γ0(ν = ν0)−σRT = 1
2
ln sinh
(√
4σ
µ¯R
T
)
−1
2
ln
(
µ¯
√
4σ
µ¯R
)
+
µ¯R2
2T
ϕ
(√
4σ
µ¯R
T
)
+
ln sinh
(√
12
R
T
)
− ln
(
µ¯+
σR
3
)
√
12
R
)
. (41)
To get the modified Coulomb interaction at large R, one considers the
integral
V ∗(R) ≡
∫ ∞
−∞
dTG(R, T ) = 2
∫ ∞
0
dTG(R, T ) =
2
(2π)3/22µ¯
∫ ∞
0
e−Γ0dT. (42)
Inserting (41) into (42) one obtains
V ∗(R) =
2
√
3
(
µ¯
R
+ σ
3
)
2π3/2
∫ ∞
0
dT
sinh
(√
12T
R
) [
sinh
(√
4σ
µ¯R
T
)]1/2
exp
(
− µ¯R
2
2T
ϕ
(√
4σ
µ¯R
T
))
. (43)
Introducing new variable τ = µ¯R
2
2T
this integral can be reduced to the form
V ∗(R) =
√
3
(
(µ¯R)2 + λ
2
3
)
2π3/2R
∫ ∞
0
dτ
τ 2
e−τϕ(
λ
τ )(
sinh λ
τ
)1/2
sinh
(√
3µ¯R
τ
) ≡ ξ(R)
4πR
(44)
where we have defined λ = (σµ¯R3)1/2→R→∞(σR2)2/3. Finally ξ(R) can be
written as
ξ(R) =
√
3
π
2λ
(
1 +
λ
3
)
f(λ), λ = (σR2)2/3, (45)
f(λ) =
∫ ∞
0
dy
e−ϕ(λy)/y√
sinh(λy) sinh(
√
3λy)
(46)
For λ→ 0 one has f(λ) ≈ 1
2λ
√
pi
3
, and ξ(λ→ 0) is close to unity. The explicit
behaviour of ξ(R) is given in the Table.
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Table : The screening factor ξ(R) and f(λ) as functions of distance
R
λ 0.1 0.2 0.4 0.6 0.8 1.0 2.7 5.4
f(λ) 4.60 1.91 0.74 0.41 0.26 0.18 0.024 0.0029
R (fm) 0.084 0.14 0.23 0.32 0.39 0.46 0.98 1.645
ξ(R) 0.929 0.796 0.656 0.577 0.515 0.469 0.241 0.086
For σR2 →∞, one has from (34) µ¯ =
(
σ
R
)1/3
and inserting this into (44)
one obtains the asymptotics.
V ∗(R) ≈
√
2
3π
λ exp(−λ
2
)
R
≈
√
2(σR2)2/3 exp
[
−1
2
(σR2)2/3
]
√
3π3/2R
, (σR2)≫ 1
(47)
One can see in the Table that the screening starts at rather small values of
R and at R ∼ 0.5 fm, the coefficient ξ(R) ∼ 0.5.
6 Conclusions
The overall static interaction between Q and Q¯ can be derived from Eq. (5),
where the term 〈W (0)(B)〉 gives the confining term Vconf(R), while the second
term on the r.h.s. of (5) provides the screened Coulomb potential V ∗C(R), so
that one has for R≫ λ, λ ≈ 0.2 fm.
Vstatic(R) = σR + V
∗
C(R), V
∗
C(R) = −
C2αs
R
ξ(R), (48)
where ξ(R) is given in (45),(46) and in the Table.
In (48) the interference of perturbative field aµ and nonperturbative Bµ
is taken into account. At small R,R <∼ λ, there exists another interference
effect, which was treated before in [12], and which provides linear behaviour of
Vconf(R) at very small R, while without this interference Vconf(R) ∼ constR2,
for R <∼ λ [13].
The behaviour σR − e
R
was checked on the lattice in the interval 0.1 fm
< R <1 fm with good accuracy [14] and the region 0.8 fm < R <1.5 fm
was also measured [15] in the regime where string breaking is expected. Re-
cently a thorough analysis of the region R <∼ 1 fm [16] has revealed that
12
ξ(R) is approximately constant in this interval and coincides within 15%
with the bosonic string Casimir energy prediction (see [16] for discussion and
earlier references). Also the heavy quarkonia spectrum calculated assum-
ing ξ(R) ≡ 1 is in good agreement with experiment including high excited
bottomonium states [17,18] and deviation of ξ(R) from unity for R >∼ 0.5
fm seems to deteriorate this agreement. Thus the calculated in this paper
screening factor ξ(R), Eq.(45) and Table, is in a serious conflict with lattice
and phenomenological (experimental) data. A possible solution of this para-
dox lies in adopting the bosonic string term [16] at distances beyond 0.5 fm,
so that the sum of the screened Coulomb term and the bosonic string term
could imitate the original unscreened Coulomb interaction. This picture of
trasmutation of the Coulomb into the string vibration term, if realistic, can
be supported by the Casimir scaling study of the Coulomb-like term at dis-
tances around 1 fm. The accuracy of the previous study by Bali [14] was
insufficient to draw definite conclusions about the presence of the bosonic
string term in this region.
In addition one should recalculate the bosonic string term using the re-
alistic hybrid spectrum found in [6], which will be reported elsewhere.
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A.B.Kaidalov, Yu.S.Kalashnikova and V.I.Shevchenko.
The work is supported by the Federal Program of the Russian Ministry
of industry, Science and Technology No.40.052.1.1.1112.
Appendix 1
Derivation of the gluon Green’s function in the toy model of the
confining plane (chapter 3)
Eq.(19) describes Green function of free motion in the plane (x1, x4) and
factorizable motion in oscillator potential in the directions x2 and x3. For
the latter one can use the standard textbook formula (see e.g. [19]) for the
Green’s function G(xa, ta; xb, tb) corresponding to the Lagrangian
L =
mx˙2
2
− mω
2
0x
2
2
,
13
which we write in the Euclidean metrics
G(xa, ta; xb, tb) =
(
mω0
2π sinhω0T
)1/2
exp
{
− mω0
2 sinhω0T
[(x2a + x
2
b) coshω0T − 2xaxb]
}
where T = ta− tb. Changing mω20 → ω
2
4
, m = 1
2
, and identifying xa = xb = 0,
one arrives at the result written in Eq. (20).
Appendix 2
The gluon propagator in the einbein path-integral representa-
tion
One starts with FSR for the free propagator which can be written as
G(x, y) =
∫ ∞
0
ds(Dz)xy exp(−K) (A2.1)
and introduce the einbein variable–dynamical mass µ(t) as in [10], so that K
can be rewritten as
K = m2s+
1
4
∫ s
0
(
dzµ(τ)
dτ
)2
dτ =
=
∫ T
0
dt

 m
2
2µ(t)
+
µ(t)
2
+
µ(t)
2
(
dzi(t)
dt
)2
 . (A2.2)
In (Dz)xy, there is integration over time components of the path, namely
(Dz4) ≡
∏
n
d∆z4(n)
(4πε)1/2
δ
(∑
∆z4 − T
)
(A2.3)
where T ≡ x4 − y4, and using the definition of µ(t), µ(t) = 12 dtdτ one can
rewrite the integration element in (A2.3) as follows (t ≡ z4)
d∆z4(n)√
4πε
= 2dµ(n)
√
ε
π
=
dµ(n)
√
∆t√
2πµ(n)
,
√
ε =
√
∆t
2µ(n)
. (A2.4)
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Moreover the δ-function acquires the form
δ
(∑
∆z4 − T
)
= δ(s2µ¯− T ) (A2.5)
where we have defined
µ¯ =
1
s
∫ s
0
2µ(τ)dτ. (A2.6)
As a result one can integrate in (A2.1) over ds using δ- function (A2.5), and
rewrite ds(Dz)xy as ds(D
4z)xy = (D
3z)xyDµ. One can write the Green’s
function as follows
G(x, y) =
∫ ∏ d3∆zi(n)
l3
e−K
dµ(n)
lµ(n)
d3p
(2π)3
eip(x−y−
∑
∆z(n)) (A2.7)
where K is given in (A2.2), and l, lµ are
l(n) =
(
2π∆t
µ(n)
)1/2
, lµ(n) =
(
2πµ(n)
∆t
)1/2
, N∆t = x4 − y4 ≡ T.
The integration over d3∆zi(n) yields
G(x, y) =
∫
d3p
(2π)3
e
ip(x−y)− 1
2
∫ T
0
dtµ(t)
(
1+
p2+m2
µ2(t)
)
1
2µ¯
(Dµ). (A2.8)
Taking into account the integral∫ ∞
0
dµ(n)√
µ(n)
e
−∆t
2
(
µ(n)+
p2+m2
µ(n)
)
=
√
2π
∆t
e−∆t
√
p2+m2 (A2.9)
one has finally
G(x, y) =
∫ d3p
(2π)3
eip(x−y)−
∫ T
0
dt
√
p2+m2
2
√
p2 +m2
(A2.10)
where we have used relation following from the stationary point in the integral
(A2.9)
µ¯ =
∫ s
0
µ(τ)dτ =
√
p2 +m2. (A2.11)
This can be compared with the integral
G(r, T ) =
∫ d4p
(2π)4
eipr+ip4T
p24 + p
2 +m2
, r = x− y, (A2.12)
which reduces to (A2.10) after integrating over dp4 for T > 0. Eq. (A2.12)
is the standard form of the free propagator. Now in the case of interacting
gluon as in section 4 one can still use (A2.5), (A2.6) with the result, that
µ¯ = µ0, with µ0 defined in (34) since µ0 does not depend on time.
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