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A number of enumeration problems involving tree-like structures lead to a 
generating function w = y(z) that satisfies a functional relation w = F(z, w). The 
value of I, the radius of convergence of y(z), provides information about the 
behaviour of the coeficients of y(z). Sufficient conditions are given here for deter- 
mining r and also for ensuring that z = r is the only singularity on the disk lz/ G r. 
0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Suppose the generating function w = y(z) = 6;” ynz” with non-negative 
coefficients is a formal solution of the functional relation w = F(z, w), where 
F(z, w) is an analytic function of z and w in some neighbourhood of the 
origin. If one can determine the radius of convergence r of y(z) and show 
that z = r is the only singularity on the circle of convergence, then ane can 
often appeal to a theorem of Darboux [4] to determine the asymptotic 
behaviour of the coefficients y n. 
This approach has been used, on an ad hoc basis, to treat a number 
of combinatorial problems that involve enumerating trees or tree-like 
structures; see, e.g., [2, 5-8, 11-14, 16-19, 211. A result was presented in 
[l, Theorem 5) that states, in effect, that if the simultaneous equations 
z=flp, 7) and 1 =F,(p, z) 
have a positive solution (p, z) in the interior of the region in which the 
Maclaurin series of F(z, w) converges, and there is no other solution 
(pO, rO) with lpOl dp and ItO1 dr, then 
r=p and y(r) = 7. 
Canfield [3], however, has given a counterexample that shows these 
conditions are not always sufficient to ensure that r = p. 
Our object here is to establish some sufficient conditions for determining 
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the value of Y and for ensuring that z = r is the unique singularity on the 
circle of convergence. These results seem to cover most of the cases in 
which this approach has been applied. Further discussion of this approach 
and examples of the application of Darboux’s theorem after the singularity 
has been determined may be found in [l or 81. We introduce our 
definitions and assumptions in Section 2, and give some preliminary 
lemmas in Section 3. Our main results are in Section 4. 
2. DEFINITIONS AND ASSUMPTIONS 
Let 
Y(Z) = f Ynf 
denote a generating function with non-negative coefficients. We assume 
that w = y(z) is a formal solution of the functional relation 
w = q.z, w), (2-l) 
where 
F(z, w) = 1 f,,.z’wj (2.2) 
i+j>l 
is an analytic function of the complex variables z and w whose power series 
expansion converges absolutely in some neighbourhood of (0,O). For 
technical reasons we assume that the coefficients fii are real and that 
.dj>O for some j > 2; (2.3) 
fko>O> where k = min(i:f,, # 0); and (2.4) 
fo1 z 1. (2.5) 
If w = v(z) is a formal solution of the relation w = F(z, w), then w = y(z) 
is also a formal solution of the relation 
$= G(z, w), 
where G(z, w) = F,/( 1 -F,,,). Since FJO, 0) =f& # 1, the function G(z, w) is 
analytic in some neighbourhood of (0,O). Thus if follows from a result in 
[S, pp. 282-2831 that y(z) has a positive radius of convergence r. (We are 
indebted to the referee for drawing this result to our attention.) 
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We let 9 denote the interior of the set of points (z, w) such that the series 
defining F(z, w) converges absolutely. We shall denote by 9’ the set of all 
points (p, z) with positive coordinates such that 
(P?T)E9 GW 
7 = F(P, r), (2.7) 
1 = Fw(P, 7). (2.8) 
In what follows we assume that Y # @. A point (p, z) of Y will be calkd a 
minimal point with respect to some conditions G9 if (p, r) satisfies V and 
there is no other point (pi, rl) in Y with pi <p that satisfies %. 
3. PRELIMINARY RESULTS 
LEMMA 1. Suppose that (p, 7) is a minimal point of .Y with respect to the 
following conditions: 
F(p,u)#u for O,<u<z, (3.1) 
and 
Then 
FJx,u)>O for O<x<p, O<u<r. 
r=p and y(r) = z. 
(3.2) 
Remark. Canlield’s counterexample [3] was based on the function 
F(z, w) = z(w’ - 9w + 24)- ‘. 
In this case the set 9’ consists of two points, (16,4) and (20,2). The point 
(16,4) satisfies (3.2) but not (3.1), since F(16, 1) = 1. The point (20,2) 
satislies both (3.1) and (3.2), so it follows from Lemma 1 that r = 20 and 
y(r) = 2 here. 
Proof of Lemma 1. We first observe that if 0 <x < r and (x, y(x)) E S9 
then 
Y(X) = F(x, Y(X)). (3.3) 
Now let r 0 = min(p, r). We assert that y(r,) converges and that 
y(ro) d 7. (3.4) 
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If this is not true, then there exists an x0 such that O< x0 < r0 
and y(xO) = r, since y(z) has non-negative coefficients. Moreover, 
(x0, y(x,J) E 9, since x,, < p and (p, r) E 9. Hence 
by (3.3), and z = E(p, r) by (2.7). But this contradicts (3.2) since x0 < p, so 
it follows that (3.4) does hold. We now consider two cases. 
Case (i). r0 = p < r. Since, by (3.4), y(p) < r, the point (p, y(p)) is in 9. 
Hence, (3.3) implies that y(p) = F(p, y(p)) which, in view of (3.1), implies 
that y(p) > z. Therefore y(p) = t. Furthermore, (3.3) also implies that 
f’,(x, Y(x))=Y’(x)(~ -F,,k Y(X))) 
for 0 < x < p. Consequently, 
E;(P, 4=y’W{l -Fwh 9) =O, 
since F,(p, r) = 1 by (2.8). But this contradicts (3.2) so the possibility that 
p < r cannot occur. 
Case (ii). r0 = r < p. Since, by (3.4), y(r) < r, the point (I, y(r)) is in 9. 
It follows by a straightforward dominated convergence argument that 
relation (3.3) still holds when x = Y, i.e., that 
~(4 = f’(r, y(r)). (3.5) 
Furthermore, we assert that 
I;,(r, v(r)) = 1. (3.6) 
For, if F,,,(r, y(r)) # 1, then y(z) could be continued analytically beyond 
z = r using the implicit function theorem; this would contradict the fact 
that z = r is a singular point of y(z) by Pringsheim’s theorem. 
Relations (3.5) and (3.6) and the fact that (r, y(r)) is in 9 imply that 
(r, y(r)) is in Y. Moreover, (r, y(r)) clearly satisfies condition (3.2) since 
r < p and y(r) i z. We now show that (r, y(r)) also satisfies condition (3.1), 
i.e., that 
F(r, 24) # 24 for Odu<y(r). (3.7) 
Assumption (2.4) implies that F(x, 0) > 0 for small positive x, and it 
follows from (3.2) that F(r, 0) > 0 as well. So if (3.7) does not hold, then 
F(r, uo) = u. (3.8) 
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for some ug such that 0 < u0 < y(r); and, since y(z) has non-negative coef- 
ficients, there is an x0 such that 0 < x0 < r, y(xo) = uo, and (x0, uo) E 9. But 
then relation (3.3) implies that 
uo = Y(Xo) = wo, uo). (3.9) 
Now (3.8) and (3.9) contradict (3.2) since x0 < Y, so (3.7) does in fact hold. 
We assumed at the outset that (p, r) was a minimal point of Y with 
respect to conditions (3.1) and (3.2). Since (v, y(r)) is a point of Y that 
also satisfies these conditions and I < p, it follows that r = p. Furthermore, 
(3.1) and (3.5) imply that y(r) > r and, hence, that y(r) = z. This completes 
the proof of the lemma. 
Our main results in the next section will be derived from the following 
weaker version of Lemma 1. (Notice that this version is still strong enough 
to determine the singularity in Canfield’s example.) 
LEMMA 2. Suppose there exists a point (p, z) in Y such that 
~++&, u) > 0 
and 
FAX, u) > 0 
for O<x<p andO-cu<z. Then 
(3.10) 
(3.11) 
r=p and y(r) = T. 
Proof. We first observe that (2.7), (2.8), and (3.10) with x= p imply 
that (p, z) satisfies condition (3.1) of Lemma 1; conditions (3.11) and (3.2) 
are the same. We shall show that (p, r) is a minimal point of Y with 
respect to conditions (3.1) and (3.2). 
Suppose there is a point (po, ro) in Sp with 0 < p. < p; then 0 f z. <r in 
view of (3.10) and (3.11). The function fo(u) := 4p0, u) - u has a strict 
mjnimum in [0, r] at U= z. by (2.8) and (3.10), and fo(zO) = 0 by (2.7). 
Similarly, f(n) := F(‘(p, U) - u h as a strict minimum at u = r and f(r) = Q. 
Hence there is a z1 between z. and z such that fo(z,)=f(r,), i.e., 
f;(po, rl) =F(p, z,). This contradicts (3.11) since O< po< p, so the point 
(p, r) is a minimal point of Y with respect to properties (3.1) and (3.2). 
The required result now follows from Lemma 1. 
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4. MAIN RESULTS 
In addition to the general assumptions made in Section 2, we now 
require that the coefficients of y(z) satisfy the further condition that 
Y,Yj>O for some j > i > 1 with g.c.d.(i, j) = 1. (4.1) 
THEOREM 1. Suppose that all the coefficients of F(z, w) are non-negative 
and that (p, z) is in 9’. Then 
i”=p and y(r) = z. 
Moreover, z = p is the only singularity of y(z) in the disk JzI 6 p. 
ProofI It follows readily from the hypothesis and the earlier 
assumptions (2.3) and (2.4) that F(z, w) and (p, r) satisfy conditions (3.10) 
and (3.11). Hence r = p and y(r) = r, by Lemma 2. 
Now consider any z0 such that lzOl < p but z,, # p. Then, since the coef- 
ficients of y(z) are non-negatve and (4.1) holds, it follows that 
IY(Zo)l <Y(P) = 7. 
Hence (zO, Y(z~))E~ and so 
Y(ZO) =F(zo, Y(zo)). 
(4.2) 
Now (4.2), (2.3), and (3.6) imply that 
IFJzo, v(zo))l G F,v(lz,l, lu(zo)l) < f’&, r) = 1, 
so FJz,, y(zO)) # 1. Thus z0 is a regular point of y(z) by the implicit 
function theorem. This suffices to complete the proof of the theorem. 
In the foregoing results we have assumed that Y # (zr. In many cases this 
fact will be an easy consequence of the following proposition which, in 
conjunction with Theorem 1, extends a result of Hille [9, p. 2741; we shall 
omit the proof. 
PROPOSITION. Suppose that all the coefficients of F(z, w) are non- 
negative. Let A denote the set of points with positive coordinates such that 
the series for F(x, u) converges. If A is an open set in R2, then r < co, 
y(r) < CO, and (r, y(r)) is the only point in 9’. 
As an example for which A is open, consider 
f(z, w)=z(l +z)‘(l -zw)-1. 
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In this case 
d=((x,U):x>o,U>o,xU<1), 
and the only point in Y is ($($-- l), +(fi+ 1)). 
As an illustration of what can happen when A is not an open set, 
consider the generating function w = y(z) that satisfies the relation 
where 
w =g(z)ew, (4.3) 
g(z) = if zk/k2. 
1 
In this case 
When we attempt to solve Eqs. (2.7) and (2.8) for p and z we find that 
z=l and that g(p)=e-‘. But g(x) is an increasing function and 
g(1) = rc*/36 < e-‘, so no such p exists. Hence 9 is empty and Theorem 1 
cannot be applied. 
We remark that in this particular case, the behaviour of y,, can be deter- 
mined by another argument. For, it follows from (4.3) that 
When we apply some results in [15] to this relation, we find that yn N en-’ 
as n--too, where c=+ey(l-v)-l with ve-‘=rcn2/36 and v<l. 
In combinatorial problems the function F(z, w) is often of the form 
@, w) = g(z)cp(w) + &h 
where the functions 
gtz) = f gizi h(z) = 2 hiZi, and c/7(w) = 1+ f c+ 
0 0 1 
are analytic in some neighbourhood of the origin. In treating this special 
case we assume that 
cj > 0 for j>l and Ck > 0 for some k 2 2, (4.4) 
g(O) + W) = 0, (4.5) 
g(O) v’(O) + 1. (4.6) 
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As before we assume that w = y(z) is the analytic solution of the relation 
w = F(z, W) about the origin; in particular, the coefficients of y(z) are non- 
negative and satisfy condition (4.1). In this case GS denotes the interior of 
the set of points (z, w) such that the series for g(z), h(z), and q(w) all con- 
verge; and the set Y consists of those points of ~33 with positive coordinates 
such that 
r =dPM~) + h(P) (4.7) 
1 =dP)cp’(z)* (4.8) 
THEOREM 2. Suppose there is a point (p, z) in Y such that 
g(x) ’ 03 g’(x) 2 0, g’(x) + h’(x) > 0 (4.9) 
for O<xdp. Then 
r=p and y(r) = 7. 
Furthermore, z = r is the only singularity of y(z) in the disk I.zI < p if any of 
the following conditions holds: 
h(z) = 0; (4.10) 
gi>O for iZ0; (4.11) 
or 
v,ahn for n30, 
yi>hi and yj>hj for some j > i 2 1 with g.c.d(i, j) = 1, 
(4.12a) 
and 
b’(wM~)l G cp’(~)/cp(~) for Id B z. (4.12b) 
ProoJ: It follows from (4.9) and (4.4) that 
E;;yw(x, u) = g(x)cp”(u) > 0 
and 
F,(x, u) =g’(x)cp(u) + h’(x) > 0 
for 0 <x < p and 0 < u d r. Hence Lemma 2 implies that r = p and y(r) = z. 
To complete the proof of the theorem it will suffice to show that if 
w0 = y(zO), where IzO) < p but z,, #p, then 
F&o, WJ = &cl)cp’(%) f 1 
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when any of conditions (4.10)-(4.12) hold. We observe that (4.2) still 
holds, i.e., that 
lwol = IY(Zdl <Y(P) = 7, 
and that 
Y(Z) =&MY(z)) + h(z) (4.13) 
if JzI Q p. We now consider the three conditions (4.10)-(4.12) separately. 
Case (i). If (4.10) holds then (4.7) and (4.8) imply that q(z) = z@(z), or 
that 
; (j- l)Cj& 1; (4.14) 
furthermore, 
P(wAl -&cl) cp’(%)) = cp(%) - %cp’t%) 
= 1 -f (j- l)CjW’o. 
2 
This last expression differs from zero since cj > 0, 1 wOl < r, and (4.14) holds. 
Hence, g(z,) q’( wO) # 0, as required. 
Case (ii). If (4.11) holds, then Ig(zJl <g(p) and I@(wO)j < q’(z), since 
Iwo1 < 2. Hence Ig(z,)cp’(w,)l < g(p)#(r) = 1, as required. 
Case (iii). Suppose (4.12a) and (4.12b) hold. Equations (4.13) and 
(4.12a) imply that 
Igbcl)d%I = IY(Zo)-WJI < IY(P)-h(P)1 =gb)40(2). 
It follows from this, (4.12b), and (4.8) that 
Ig(%bP’(%)l <g(P)cp(~)l lcp’(w,Mwo)f <g(p)@(z)= 1, 
as required. This completes the proof of the theorem. 
EXAMPLES. (i) Suppose y(x) satisfies the relation 
x Y Y=l+xe . 
Then y(x) is the exponential generating function for the rooted labeiled 
trees with no nodes incident with precisely one branch; consequently 
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JJn <d-l/n!, and so rpe-’ > 0. In this case we find that (p, r) = 
((e - 1) - ‘, 1). Condition (4.9) is satisfied as is condition (4.10). Therefore 
the conclusion of Theorem 2 holds here. 
(ii) Suppose v(x) satisfies the relation 
y=$ey--i+$log(l +x). 
Then y(x) is the exponential generating function for the labelled, essentially 
parallel, series-parallel networks without multiple edges; it follows from an 
observation in [19, p. 911 (see also [15; inequality (6.8)]) that yn < 
(l/n)(z::), so r >t>O. In this case we lind that (p, z) = (4e-‘- 1, In 2). 
Condition (4.9) is satisfied as is condition (4.11), so the conclusion of 
Theorem 2 holds here also. 
(iii) Suppose v(x) satisfies the relation 
y=(x-x2)(1-y)-1+x2* 
Then J(X) is the generating function for the plane trees with no nodes 
incident with two or more branches such that the left-most branch consists 
of a single node; consequently yn < (l/n)( 2,“_-:), so r 2 $ > 0. In this case we 
find 4p = (1 + p2)2 and z = +(l + p”), or that (p, r) = (0.295 . . . . 0.543 . ..). 
Condition (4.9) is satisfied but now neither (4.10) nor (4.11) hold; con- 
dition (4.12) is met, however, so Theorem 2 can be applied here as well. 
(Notice that condition (4.12b) certainly holds if the power series expansion 
of log q(w) has non-negative coefficients; the function e”’ and (1 - w)- r, for 
example, have this property.) 
(iv) Suppose y(z) satisfies the relation 
y = g(z)eY + h(z). 
Then u = g(z) e”(‘) . e’, where u = v(z) -h(z). Hence, using Lagrange’s 
inversion formula, the solution v(z) can be expressed as 
kk-1 
y(z) = h(z) + f (g(z)eh"))kT. 
1 
It is clear from this that if the equation g(x)eh@)= e-l has a positive 
solution x = p, where g(x) and h(x) are analytic for IzI < p, then the radius 
of convergence r of u(z) equals the smallest such solution; furthermore, 
y(r) = 1 -h(r). In particular, when h(z) = 0 then g(r) = e-l and y(r) = 1 
(see [S, p. 4841). 
In Theorem 2 it is assumed that there exists a point (p, T) in Y meeting 
certain requirements. The following result gives conditions that ensure that 
such a point does exist. We still assume that (4.4), (4.5), and (4.6) hold; 
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and we let R denote the (finite or infinite) radius of convergence of the 
series defining cp( w). 
THEOREM 3. Suppose that 
g(z) and h(z) are analytic for [z/ < r, 
g(x) > 0, g’(x) 3 0, and g’(x)fh’(x)>O for O<x<r, 
(4.15) 
(4.16) 
lim p(u) = + co. (4.17) 
U-R- 
Xhen y(r) < + 00 and (r, y(r)) is in Y. Moreover, there is no point (p, z) i@ 
Y with 0 <p < r except (p, z) = (r, y(r)). 
ProoJ We first observe that if 0 <x < r and y(x) -=c R, then 
Y(X) = g(x)cp(y(x)) + h(x)- (4.18) 
We now assert that y(x) < R for 0 <x < r. For, if not, then R is finite and 
y(xO) = R for some x0 < r; but then as x tends to x0 the left-hand side of 
(4.18) would remain bounded while, by (4.17), the rig&-hand side would 
become unbounded. We further assert that lim,,.- y(x) <R. For, if not, 
then lim, _ r- y(x)= R and, because of (4.17), both sides of (4.18) would 
diverge to infinity as x + r-; but then the right-hand side of (4.18) would 
eventually exceed the left-hand side, since ck > 0 for some k 2 2. Hence, by 
continuity, we may conclude that (4.18) still holds when x=r, i.e., that 
y(r) =g(r)cp(y(r)) + h(r). Furthermore, it follows from the implicit function 
theorem and Pringsheim’s theorem, as in the proof of (3.5), that 
g(r)cp’(y(r)) = 1. Thus the point (r, y(r)) is in 9 as required. That there is 
no point (p, r) in 9 with 0 <p < r except (p, r) = (r, y(r)) follows from 
Lemma 2 as in the first paragraph of the proof of Theorem 2. 
We remark that the example (4.3) shows that the conclusion of 
Theorem 3 does not necessarily hold if the inequality 1.~1 < r in (4.15) is 
replaced by the- weaker inequality lzl cr. Finally, to see that condition 
(4.17) cannot be omitted in Theorem 3, consider the generating function 




1 k(k+ l)(k+2)’ 
In this case conditions (4.15) and (4.16) certainly hold since r is finite (in 
fact, r< 1 sincey,>2(n3-n))’ for n>2). But R=l and cp(R)=3<oa, so 
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(4.17) does not hold here. If (p, z) is a point in 9 that satisfies (4.7), then 
z<l and 
z = Pcp(~) ’ P. 
This implies that 
P~Y+=cp’(~)<f 2
1 (k+ l)(k+2)= ‘. 
Hence (p, z) does not satisfy (4.8) and so the set Y is empty. (In this exam- 
ple the singularity of y(z) is caused by the singularity of F(z, w) = zcp(w) at 
w = 1. Therefore Y satisfies the equation 1 =v(r) = rep(l), i.e., Y= 3.) 
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