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Ressenya - Abstract
Aquest treball prete´n presentar alguns me`todes iteratius de resolucio´ de sistemes
d’equacions de dimensio´ gran per a matrius esparses. Tambe´ intenta ser una petita
introduccio´ al mo´n de la programacio´ en paral·lel i, en particular, a l’OpenMP, un
conjunt de directives que amplien Fortan i C perque` diferents nuclis d’un ordinador
cooperin dins d’un mateix programa.
Per fer-ho s’ha dividit el treball en tres cap´ıtols: en el cap´ıtol u s’hi expliquen
tots els fonaments teo`rics dels me`todes de Jacobi, Gauss-Seidel, SOR, Gradient
Conjugat, Gradient Conjugat amb precondicionament i GMRES. El cap´ıtol dos e´s
una introduccio´ a la programacio´ en paral·lel, un breu repa`s per la seva histo`ria,
presentacio´ de l’OpenMP i de com es paral·lelitza. Al cap´ıtol tres s’explica com
paral·lelitzar els me`todes presentats al cap´ıtol u i se n’estudia el rendiment. El ren-
diment s’estudia comparant el mateix algoritme en executar-se amb diferent nombre
de processos i no entre els diferents algoritmes, ja que aixo` no te´ sentit si no es par-
teix d’un sistema en concret que es vulgui optimitzar. Un altre gran bloc de treball
ha sigut la programacio´, tan sequ¨encial com paral·lela, dels me`todes estudiats.
The present study pretends to present some iterative methods to solve systems
of equations of large dimension and sparse matrices. It also tries to be a brief
introduction to parallel programming world, particularly in OpenMP, a set of direc-
tives which extend Fortran and C so that different cores of the same computer can
cooperate within a single program.
The work has been divided into three parts. Chapter one explains theoretical
basis of the methods: Jacobi, Gauss-Seidel, SOR, Conjugate Gradient, Precondi-
tioned Conjugated Gradient and GMRES. Chapter two presents an introduction
to parallel programming, a brief summary of its historty and an introduction to
OpenMP and how it can be used for parallel programming. Chapter three explains
how to parallelize the methods presented in chapter one and their performance. The
performance has been studied by comparing the same algorithm runned with diverse
threads and not between the diverse algorithms, because it would make no sense if
it is not referred to a specific system of equations.
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Introduccio´
La resolucio´ de sistemes d’equacions lineals e´s una mate`ria molt transversal de
les matema`tiques: pra`cticament totes les disciplines hi ha problemes que, al final,
es resolen amb un sistema d’equacions que, en molts casos, e´s de dimensio´ gran.
A priori pot semblar un problema fa`cil de resoldre, ja que qualsevol alumne de
quart d’ESO sap resoldre un sistema d’equacions. Malgrat aixo` quan la dimensio´
del sistema e´s molt gran e´s un problema que do´na per omplir molts llibres i que, en
alguns casos, avui continua obert.
Per resoldre sistemes de dimensio´ gran, naturalment, ens ajudem dels ordinadors
que ens permet resoldre sistemes que fa tan sols un segle ni es podien plantejar pero`
tenen limitacions. D’un costat, hi ha els problemes de memo`ria lo`gics quan cal tenir
acce´s a molta informacio´. D’altre, surten els problemes de temps, perque` quan s’han
de realitzar molt´ıssimes operacions, per ra`pides que siguin, de seguida puja el temps
d’execucio´ dels programes.
Per tot aixo` i perque` a l’empresa on treballo tots aquests coneixements em poden
ser molt u´tils, quan va ser el moment d’escollir el tema del treball final de grau em
va semblar que aquest era interessant. Tot i que a la carrera, a l’assignatura de
Me`todes Nume`rics II, se n’expliquen alguns conceptes, nome´s s’hi dedica un tema
en mig d’una assignatura semestral. Em va semblar que el treball final de grau era
una bona manera d’aprofundir els meus coneixements en aquest a`mbit.
Aquest treball prete´n presentar alguns me`todes de resolucio´ de sistemes d’equa-
cions de dimensio´ gran que no es veuen durant la carrera. Hi ha dos grans blocs de
me`todes per resoldre sistemes: els iteratius i els directes. Com que e´s una mate`ria
d’estudi molt ampla, m’he centrat nome´s en els me`todes iteratius i, acotant una
mica me´s, en els me`todes iteratius per matrius esparses. Aquesta acotacio´ te´ molt
de sentit perque`, tot i que hi ha matrius gran plenes, les me´s grans so´n sempre
esparses.
Tambe´ intenta ser una petita introduccio´ al mo´n de la programacio´ en paral·lel:
e´s una bona manera de solucionar els problemes de temps que hem esmentat i e´s
un tema que no es tracta durant el grau. Hi ha moltes maneres de programar en
paral·lel. En aquest treball usare´ l’OpenMP, una de les me´s difoses. L’OpenMP
e´s un conjunt de directives que amplien Fortan i C perque` diferents nuclis d’un
ordinador cooperin dins d’una mateix programa.
Per fer-ho he dividit el treball en tres cap´ıtols: en el cap´ıtol u s’hi expliquen
els fonaments teo`rics dels me`todes de Jacobi, Gauss-Seidel, SOR, Gradient Conju-
gat, Gradient Conjugat amb precondicionament i GMRES. El cap´ıtol dos e´s una
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2introduccio´ a la programacio´ en paral·lel; hi faig un breu repa`s per la seva histo`ria
i presento l’OpenMP i com es paral·lelitza. Per acabar, al cap´ıtol tres explico com
paral·lelitzar els me`todes presentats al cap´ıtol u i n’estudio el rendiment. El rendi-
ment s’estudia comparant el mateix algoritme en executar-se amb diferent nombre
de processos i no entre els diferents algoritmes, ja que aixo` no te´ sentit si no es
parteix d’un sistema en concret que es vulgui optimitzar.
Un altre gran bloc de treball ha sigut la programacio´, tan sequ¨encial com pa-
ral·lela, de tots me`todes estudiats, fet imprescindible per poder dur a terme l’estudi
del cap´ıtol tres. Per motius d’espai i per no fer feixuga la lectura, no s’han inclo`s
els codis dels me`todes programats.
Cap´ıtol 1
Me`todes iteratius
Sigui A una matriu n × n no singular, i x i b dos vectors de dimensio´ n. Sigui
Ax = b el sistema que volem resoldre. Sense pe`rdua de generalitat podem suposar
que els elements de la diagonal de la matriu A so´n diferents de zero. Notarem per
aij l’element de la fila i i la columna j de la matriu A, per bi l’element i del vector
b i per xki l’element i del vector x en la iteracio´ k.
1.1 Conceptes Generals
Els me`todes iteratius es basen en la idea segu¨ent: associem un sistema x = Bx+c
al sistema que volem resoldre, on B e´s una matriu n×n i c un vector de dimensio´ n.
Escollim B i c de manera que el nou sistema sigui equivalent al sistema Ax = b que
vol´ıem resoldre. Cal observar que no hi ha una u´nica manera d’escollir aquestes B
i c i, de fet, els diferents me`todes de resolucio´ apareixen amb les diferents maneres
de triar B i c. Un cop tenim aquest nou sistema el resolem de forma iterativa, e´s a
dir, comencem amb un x(0) arbitrari (o no) i anem calculant x(1), x(2), ... mitjanc¸ant
la recurre`ncia segu¨ent: x(k+1) = Bx(k) + c amb k ≥ 0).
Aquesta successio´ de vectors no te´ perque` ser convergent pero`, si ho e´s, la suc-
cessio´ de vectors x(k) convergeix al vector x solucio´ del sistema x = Bx + c i, per
tant, ho fa a la solucio´ del sistema Ax = b. A la matriu B se l’anomena matriu
d’iteracio´.
1.2 Me`todes cla`ssics
Hi ha molts me`todes iteratius; dels anomenats me`todes iteratius cla`ssics els
que s’han estudiat so´n els segu¨ents: Jacobi, Gauss-Seidel i SOR. Aquests me`todes
s’estudien a l’assignatura de Me`todes Nume`rics II i, per tant, nome´s els presentarem.
1.2.1 Me`tode de Jacobi
El me`tode de Jacobi e´s el segu¨ent:
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x
(k+1)
i =
1
aii

bi −
n∑
j=1;j 6=i
aijx
(k)
j

∀i = 1, ..., n
Passem ara a forma matricial: Volem expressar el me`tode com a x(k+1) = BJx
(k)+
cJ . Fem A = D + L + U , on D e´s una matriu diagonal on la diagonal e´s la de la
matriu A (i, per tant, e´s invertible), L e´s una matriu triangular inferior amb els
elements de sota la diagonal d’ A, i U e´s una matriu triangular superior amb els
elements de sobre la diagonal d’A. Amb els segu¨ents ca`lculs queda demostrat que,
en aquest cas, tenim: BJ = −D−1(L+ U) i cJ = D−1b. Veiem-ho:
Ax = b⇒ (D + L+ U)x = b
⇒ Dx+ (L+ U)x = b
⇒ Dx = −(L+ U)x+ b
⇒ x = −D−1(L+ U)︸ ︷︷ ︸
=BJ
x+D−1︸ ︷︷ ︸
=cJ
b
⇒ x = BJx+ cJ
(1.2.1)
1.2.2 Me`tode de Gauss-Seidel
El me`tode de Gauss-Seidel e´s una variant del me`tode de Jacobi: aprofita els
components ja calculats de x(k+1) per convergir me´s ra`pidament. El me`tode e´s el
segu¨ent:
x
(k+1)
i =
1
aii

bi −
i−1∑
j=1
aijx
(k+1)
j −
n∑
j=i+1
aijx
(k)
j

∀i = 1, ..., n
Passem ara a forma matricial: Volem expressar el me`tode com a x(k+1) =
BGSx
(k) + cGS. Fem A = D + L + U , on D e´s una matriu diagonal on la dia-
gonal e´s la de la matriu A (i, per tant, e´s invertible), L e´s una matriu triangular
inferior amb els elements de sota la diagonal d’ A, i U e´s una matriu triangular
superior amb els elements de sobre la diagonal d’A. Amb els segu¨ents ca`lculs queda
demostrat que, en aquest cas, tenim: BGS = −(L + D)−1U i cGS = (L + D)−1b.
Veiem-ho:
Ax = b⇒ (D + L+ U)x = b
⇒ Dx+ Lx+ Ux = b
⇒ (D + L)x(k+1) = Ux(k) + b
⇒ x = (L+D)−1U︸ ︷︷ ︸
=BGS
x+ (L+D)−1︸ ︷︷ ︸
=cGS
b
⇒ x = BGSx+ cGS ⇒ xk+1 = BGSxk + CGS
(1.2.1)
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1.2.3 Me`tode de Sobre-Relaxacio´ (SOR)
El me`tode de SOR e´s una millora del de Gauss-Seidel: Afegeix un factor de
sobre-relaxacio´ que agilitza la converge`ncia. Aquest factor el notarem per ω i vam
demostrar a classe que, perque` el me`tode convergeixi, cal que ω ∈ (0, 2). El me`tode
e´s el segu¨ent:
x
(k+1)
i = x
(k)
i +
ω
aii

bi −
i−1∑
j=1
aijx
(k+1)
j −
n∑
j=i
aijx
(k)
j

∀i = 1, ..., n
Passem ara a forma matricial: Volem expressar el me`tode com a x(k+1) =
BSORx
(k)+cSOR. Fem A = D+L+U , on D e´s una matriu diagonal on la diagonal e´s
la de la matriu A (i, per tant, e´s invertible), L e´s una matriu triangular inferior amb
els elements de sota la diagonal d’ A, i U e´s una matriu triangular superior amb els
elements de sobre la diagonal d’A. Amb els segu¨ents ca`lculs queda demostrat que
BSOR = (I +ωD
−1L)−1(I −ω(I +D−1U)) i cSOR = ω(I +ωD−1L)D−1b. Veiem-ho:
Com que SOR e´s una millora del de Gauss-Seidel comencem per un dels passos
intermedis que hem fet per calcular BGS i cGS:
x = D−1(−Lx− Ux+ b)
= x+D−1(−Lx− (D + U)x+ b) (1.2.1)
A partir d’aqu´ı passem a SOR, e´s a dir, multipliquem per ω el que toqui, per
tenir, finalment, BSOR i cSOR. Aix´ı doncs:
x = x+ ωD−1(−Lx− (D + U)x+ b)⇒
x = x− ωD−1Lx− ωD−1(D + U)x+ ωD−1b⇒
(I + ωD−1L)x = (I − ωD−1(D + U))x+ ωD−1b⇒
x = (I + ωD−1L)−1(I − ω(I +D−1U))︸ ︷︷ ︸
BSOR
x+
ω(I + ωD−1L)D−1b︸ ︷︷ ︸
cSOR
(1.2.2)
1.3 Me`tode del Gradient Conjugat
Aquest me`tode serveix per resoldre sistemes d’equacions lineals que tenen la
matriu associada sime`trica i definida positiva. Comencem donant algunes definicions
i conceptes previs que fan falta.
Lema 1.3.1. Sigui A una matriu sime`trica i definida positiva. Aleshores resoldre el
sistema d’equacions Ax = b e´s equivalent a minimitzar la funcio´ quadra`tica Q(x) =
1
2
xTAx− bTx.
Demostracio´: Per demostrar aquest lema n’hi ha prou veient que OQ(x) = Ax− b.
Fem-ho:
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Primer de tot observem que eTi Ax e´s un vector 1 × 1 i que, per tant, eTi Ax =
eTi Ax
ŁT
= xTAT ei = x
TAei, e´s a dir, que e
T
i Ax = x
TAei.
Ara ja podem calcular el OQ(x): ∂Q
∂xi
=
1
2
eTi Ax +
1
2
xTAei − bT ei = eiAx − bi.
Aix´ı hem vist que, efectivament OQ(x) = Ax− b.
Arribats aqu´ı, i per minimitzar la funcio´ Q, disposem de molts me`todes iteratius.
La majoria d’aquests me`todes so´n de la segu¨ent forma:
x(k+1) = x(k) − αkpk, k = 0, 1, ...
on els vectors pk so´n vectors direccionals i l’escalar αk determina la dista`ncia que
cal moure’s seguint la direccio´ pk.
Figura 1.1: moure’s allarg de la direccio´ del vector
Tots els diferents me`todes iteratius surten de les diferents maneres que hi ha
d’escollir αk i p
k. Segurament la forma me´s natural d’escollir αk e´s que minimitzi Q
en la direccio´ de pk. Si fixem x(k) i pk, escollir αk de manera que minimitzi Q e´s un
problema de minimitzacio´ d’una sola variable i, per tant, es pot resoldre de manera
expl´ıcita. Fem-ho i trobem aquesta αk:
Q

x(k) − αkpk
Ł
=
1
2
(x(k) − αkpk)TA(x(k) − αkpk)− bT (x(k) − αkpk) =
=
1
2
(x(k))TAx−α(pk)TAx+1
2
α2k(p
k)TApk+αk(p
k)T b−bTx(k) =
=
1
2
(pk)TApkα2k − (pk)T (Axk − b)α +
1
2
(x(k))T (Ax(k) − 2b)
Aix´ı tenim que la funcio´ Q es minimitza quan Q(x(k)−αkpk)′ = 0, e´s a dir, quan
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αk =
(pk)T (Axk − b)
(pk)TApk
(1.3.1)
Definicio´ 1.3.2. Diem que un conjunt p0, ..., pn−1 de vectors so´n conjugats respecte
d’una matriu A sime`trica i definida positiva quan so´n ortogonals respecte del pro-
ducte escalar definit per la funcio´ bilineal segu¨ent:
(·, ·) : Rn −→ R
(x, y) 7→ xTAy
Ara ja podem enunciar el teorema que e´s la base de tot el me`tode.
Teorema 1.3.3. Direccions conjugades Sigui A una matriu quadrada, sime`trica
i definida positiva, siguin p0, ..., pn−1 vectors no nuls conjugats respecte d’A. Definim
per qualsevol x(0) els vectors x(k+1) = x(k) − αkpk, ∀k ∈ {0, ..., n}, on α esta` triada
segons l’equacio´ (1.3.1). Aleshores x(n) (la itearcio´ n-e`ssima de l’algoritme) e´s la
solucio´ exacta de Ax = b.
Demostracio´: Per poder demostrar el teorema primer de tot ens cal veure que els
vectors p0, ..., pn−1 formen una base, per definicio´ el que hem de veure e´s el segu¨ent:
a0p
0 + a1p
1 + · · ·+ an−1pn−1 = 0⇔ a0 = a1 = · · · = an−1 on a0, a1, ..., an−1 ∈ R
La implicacio´ d’esquerra a dreta e´s immediata; per tant nome´s ens cal demostrar
la de dreta a esquerra. Com que els vectors p0, ..., pn−1 so´n conjugats respecte d’A
tenim que
(a0p
0 + ...+ an−1pn−1, pi) = 0 ∀i ∈ {0, ..., n− 1}
i com que l’aplicacio´ (·, ·) e´s bilineal, tenim que
(aop
0 + ...+ an−1pn−1, pi) =
n−1∑
j=0
aj(p
j, pi) = ai(p
i, pi).
Aix´ı doncs hem vist que ai(p
i, pi) = 0 i, com que (pi, pi) 6= 0, tenim que ai =
0 ∀i{0, ..., n− 1}
La demostracio´ d’aquest teorema es fa per induccio´ veient que en qualsevol ite-
racio´ j les j primeres components del vector x(j) so´n iguals que les j primeres com-
ponents del vector xˆ en la base de les p’s.
Comencem pel cas inicial: demostrarem que, passada una iteracio´, el primer
component de x(1), que notarem per x
(1)
1 , e´s igual a la primera component de xˆ, que
notarem per xˆ1, on xˆ e´s la solucio´ exacta del sistema que volem resoldre. Sigui u un
vector, si l’expressem en la base de les p’s tenim que
(u, pj) = (
n−1∑
i=0
λip
i, pj) =
n−1∑
i=0
λ(pi, pj) = λj(p
j, pj)⇒ λj = (u, p
j)
(pj, pj)
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Aix´ı doncs, si volem veure que x
(1)
1 = xˆ1 hem de veure que
(x(1), p0)
(p0, p0)
=
(xˆ, p0)
(p0, p0)
que e´s equivalent a veure que (x(0) − xˆ, p0) = (p0)T (Ax(0) − b) ja que
(x(1), p0)
(p0, p0)
=
(xˆ, p0)
(p0, p0)
⇔ (x(1), p0) = (xˆ, p0)⇔ (x(1) − xˆ, p0) = 0⇔
⇔ (x(0) − α0p0 − xˆ, p0) = 0⇔ (x(0) − xˆ, p0) = α0(p0, p0)⇔
⇔ (x(0) − xˆ, p0) = (p0)T (Ax(0) − b)
On en l’u´ltima igualtat hem usat la definicio´ d’α. Anem ara per veure si es
compleix la igualtat segu¨ent:
(x(0) − xˆ, p0) ?= (p0)TAx(0) − (p0)T b = (p0, x(0))− (p0)T b
⇔ (−xˆ, p0) = −(p0)T b
⇔ (xˆ, p0) = (p0)T b
⇔ (p0)T Axˆ︸︷︷︸
b
= (p0)T b
Anem ara per demostrar el cas general, e´s a dir, demostrem que ∀i ∈ {1, ...n} es
compleix que (x(i), pj) = (xˆ, pj) ∀j ∈ {0, ..., i− 1}. Cal demostrar-ho nome´s pel cas
j = i− 1 ja que la resta de casos e´s justament el que hem anat demostrat abans.
El que volem veure en aquest cas, j = i− 1, e´s que (x(i+1), pi) = (xˆ, pi)
(x(i+1), pi) = (x(i) − αipi, pi) = (x(i), pi)− αi(pi, pi) =
= (x(i), pi)− (pi)T (Ax(i) − b) = (pi)T b = (pi)T (Axˆ) = (xˆ, pi)
Observacio´ 1.3.4. El teorema 1.3.3 demostra que els me`todes de les direccions
conjugades so´n realment me`todes directes, ja que arribem a la solucio´ exacta pero`
es tracten com un me`todes iteratius perque` moltes vegades n’hi ha prou amb menys
iteracions per tenir una aproximacio´ prou bona de la solucio´. Si veiem aquests
me`todes com a me`todes iteratius, de nou pel teorema 1.3.3, tenim que les iteracions
convergeixen i ho fan amb, com a ma`xim, n iterats.
El me`tode me´s eficient, en general, d’obtenir un conjunt de vectors direccionals
conjugats per resoldre el sistema Ax = b e´s el me`tode del Gradient Conjugat, que
genera els vectors direccionals mentre realitza, tambe´, el me`tode de les direccions
conjugades (teorema 1.3.3). L’algoritme e´s el segu¨ent, on rk = b−Ax(k) e´s el residu
del pas k-e`ssim.
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Triar x(0), fer p0 = r(0) = b− Ax(0)
per k = 0, 1, ...
αk = − (r
k)Tpk
(pk)TApk
x(k+1) = x(k) − αkpk
r(k+1) = x(k) + αkAp
k
βk = −(p
k)TAr(k+1)
(pk)TApk
pk+1 = r(k+1) + βkp
k
(1.3.2)
En aquest cas hem usat una forma diferent, pero` equivalent, d’α de la donada
a l’equacio´ 1.3.1. Me´s endavant, al lema (1.3.6) demostrarem l’equivale`ncia. Ara
veurem que els vectors p’s calculats so´n realment conjugats.
Teorema 1.3.5. Sigui A una matriu n× n sime`trica i definida positiva i sigui xˆ la
solucio´ del sistema Ax = b. Aleshores els vectors pk generats per (1.3.2) satisfan:
(pk)TApj = 0, 0 ≤ j < k, k = 1, ..., n− 1
i pk 6= 0 menys quan x(k) = xˆ. Per tant, x(m) = xˆ per algun m ≤ n. A me´s,
rTk rj = 0, 0 ≤ j < k, k = 1, ..., n− 1
Demostracio´: Comenc¸arem per demostrar, a la vegada, que les pk so´n conjugades
i que (r(k))T r(j) = 0, 0 ≤ j < k, k = 1, ...n − 1. Ho farem per induccio´. Primer,
pero`, farem un parell de petites demostracions per facilitar-nos la feina.
(pj)T r(j+1) = (pj)T (r(j) + αjAp
j)
= (pj)T r(j) + αj(p
j)TApj
= (pj)T r(j) − (r
(j))Tpj
(pj)TApj
(pj)TApj
= (pj)T r(j) − (r(j))Tpj = 0
(1.3.3)
(pj)TApj+1 = (pj)TA(r(j+1) + βjp
j)
= (pj)TAr(j+1) + βj(p
j)TApj
= (pj)TAr(j+1) − (p
j)TAr(j+1)
(pj)TApj
(pj)TApj
= (pj)TAr(j+1) − (pj)TAr(j+1) = 0
(1.3.4)
Comencem ara amb la induccio´.
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• k = 1
l’equacio´ (1.3.3) i una hipo`tesi del teorema ens permeten afirmar (r(1))T r(0) =
(r(1))Tp0 = 0. Igualment,l’equacio´ (1.3.4) do´na (p1)TAp0 = (p1)TATp0 =
((p0)TAp1)T = (p0)TAp1 = 0. Aix´ı ja hem vist els casos inicials.
• Suposem cert per k i ho demostrem per k + 1
Comenc¸arem demostrant que (r(j))T r(k+1) = 0 ∀j ≤ k i per fer-ho distingirem
dos casos per qualsevol j < k i quan j = k.
(rj)T r(k+1) = (r(j))T (r(k) + αkAp
k)
= (r(j))T r(k) + αk(p
k)TAr(j)
= (r(j))T r(k) + αk(p
k)TA(pj − βj−1pj−1)
= (r(j))T r(k) + αk(p
k)TApj − αkβj−1(pk)TApj−1) = 0
(1.3.5)
On en l’u´ltima igualtat hem usat les hipo`tesis d’induccio´ i en les altres hem
usat les definicions de β i r(k+1) donades a (1.3.2). Anem ara per veure el cas
j = k
(r(k))T rk+1 = (pk − βk−1pk−1)T r(k+1)
= (pk)T r(k+1) − βk−1(pk−1)T r(k+1)
= (pk)T r(k+1) − βk−1(pk−1)T (r(k) + αkApk)
= (pk)T r(k+1) − βk−1(pk−1)T r(k) − αkβk−1(pk−1)TApk = 0
(1.3.6)
On en l’u´ltima igualtat hem usat les hipo`tesis d’induccio´ i les propietats (1.3.3)
i (1.3.4). En les altres igualtats hem usat les definicions de pk+1 i de rk+1 de
l’algoritme (1.3.2).
Ara demostrarem que (pj)TApk+1 = 0 ∀j < k. Notem que no cal fer el cas en
que` j = k, ja que el cas (pj)TApk+1 = 0 e´s un cas particular del (1.3.4).
(pj)TApk+1 = (pj)TA(r(k+1) + βkp
k)
= (pj)TAr(k+1) + βk(p
j)Tpk
= (α−1k (r
(j+1) − r(j)))T r(k+1) + βk(pj)Tpk
= α−1k (r
(j+1))T r(k+1) − α−1k (r(j))T r(k+1) + βk(pj)Tpk = 0
(1.3.7)
On en l’u´ltima igualtat hem usat les hipo`tesis d’induccio´ i en les altres la
definicio´ de pk+1 i de rk+1 de l’algoritme (1.3.2). Notem que hem suposat que
α 6= 0. Me´s endavant veurem que` passa quan α = 0.
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Ara demostrarem que pk 6= 0 si no e´s que x(k) = xˆ. Ho farem per reduccio´ a
l’absurd. Suposem que pm = 0 per algun m < n. Aix´ı tenim que:
0 = (pm)Tpm = (r(m) + βm−1pm−1)T (r(m) + βm−1pm−1)
= (r(m))T r(m) + 2βm−1(r(m))Tpm−1 + β2m−1(p
m−1)Tpm−1 ≥ (r(m))T r(m)
(1.3.8)
L’u´ltima desigualtat la podem deduir del fet que (r(m))Tpm−1 = 0. D’aqu´ı es pot
deduir que r(m) = 0⇒ b− Ax(m) ⇒ x(m) = xˆ Per tant, quan un p e´s zero aleshores
ja som a la solucio´. Per altre costat tenim que si p0, ..., pn−1 so´n diferents de zero
aleshores x(n) = xˆ pel teorema de les direccions conjugades 1.3.3.
Ens falta nome´s veure que` passa quan l’α = 0. Per poder-ho fer hem de veure
algunes igualtats primer, o sigui que, nome´s de moment, seguirem suposant que
α 6= 0.
(r(j))Tpj = (r(j))T (r(j) + βj−1pj−1
= (r(j))T r(j) + βj−1(r(j))Tpj−1
= (r(j))T r(j)
(1.3.9)
Aix´ı podem escriure l’α de la segu¨ent manera:
αj = − (r
j)T r(j)
(pj)TApj
(1.3.10)
Ara ja estem en condicio´ de mirar que` passa quan α = 0. Observem de l’equacio´
(1.3.10) que si αj = 0 aleshores r
(j) = 0 i, com abans, x(j) = xˆ i per tant, el proce´s
acaba amb x(j).
Ara veurem que la definicio´ d’α usada e´s equivalent a la donada a l’equacio´ 1.3.1.
Ho farem veient que la α donada a l’equacio´ (1.3.10) e´s equivalent a primera que
hem donat.
Lema 1.3.6.
(pk)T (Ax(k) − b)
(pk)TApk
=
−(r(k))T r(k)
(pk)TApk
Demostracio´:
(pk)T (Ax(k) − b)
(pk)TApk
=
−(r(k))T r(k)
(pk)TApk
⇔ (pk)T (Ax(k) − b) = −(r(k))T r(k)
⇔ (pk)T (Ax(k) − b) = −(r(k))Tpk
(1.3.11)
−(pk)T r(k) = (pk)T (−b+ Ack) = (pk)T (Ax(k) − b)
La darrera igualtat es justifica per la definicio´ de r(k).
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Observacio´ 1.3.7.
(r(k+1))Tpk+1 = (r(k) + αkAp
k)Tpk+1
= (r(k))Tpk+1 + αk(p
k)TApk+1 = (r(k))Tpk+1
= (r(k))T (r(k+1) + βkp
k)
= (r(k))T r(k+1) + βk(r
(k))Tpk
= βk(r
(k))Tpk
(1.3.12)
De l’equacio´ 1.3.12 tenim que:
(r(k+1))Tpk+1
(r(k))Tpk
=
(r(k+1))T r(k+1)
(r(k))T r(k)
(1.3.13)
Hem arribat a una versio´ millor que la que ten´ıem de l’algoritme del Gradient
Conjugat 1.3.2, que e´s la que s’ha implementat:
Triar x(0), fer p0 = r(0) i calcular r(0) · r(0)
per k = 0, 1, ...
αk = −r
(k) · r(k)
pk · Apk
x(k+1) = x(k) + αkp
k
r(k+1) = r(k) + αkAp
k
si ‖r(k+1)‖22 ≥ ε seguim
βk =
r(k+1) · r(k+1)
r(k) · r(k)
pk+1 = r(k+1) + βkp
k
(1.3.14)
1.4 Me`tode del Gradient Conjugat amb precon-
dicionament
Quan veiem el me`tode del Gradient Conjugat com un me`tode iteratiu tenim que
una aproximacio´ a la seva velocitat de converge`ncia e´s la segu¨ent:
‖x(k) − xˆ‖2 ≤ 2
√
καk‖x(0) − xˆ‖2
on xˆ e´s la solucio´ exacta del sistema Ax = b i α =
√
κ− 1√
κ+ 1
i on κ e´s el nombre de
condicio´ d’A. Una demostracio´ d’aquest fet e´s a [1, ape`ndix 3].
Com que el nombre de condicio´ κ = ‖A−1‖2‖A‖2 = Cond(A), e´s sempre me´s
gran o igual a 1 e´s clar que el terme me´s important, el que me´s influeix en una ra`pida
converge`ncia, e´s la α. Per tant la idea e´s fer que aquest terme sigui el me´s petit
possible. Aixo` ens porta cap al concepte del precondicionament d’A mitjanc¸ant la
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transformacio´ Aˆ = SAST on S e´s una matriu no singular triada de manera que
Cond(Aˆ) < Cond(A). D’aquesta manera tenim que el sistema que cal resoldre ara
e´s Aˆxˆ = bˆ on bˆ = Sb i xˆ = S−Tx i el me`tode del Gradient Conjugat seria:
Triar xˆ(0), fer pˆ0 = rˆ(0)
per k = 0, 1, ...
αˆk = − rˆ
(k) · rˆ(k)
pˆk · Aˆpˆk
xˆ(k+1) = xˆ(k) + αˆkpˆ
k
rˆ(k+1) = rˆ(k) + αˆkAˆpˆ
k
si ‖rˆ(k+1)‖22 ≥ ε seguim
βˆk =
rˆ(k+1) · rˆ(k+1)
rˆ(k) · rˆ(k)
pˆk+1 = rˆ(k+1) + βˆkpˆ
k
(1.4.1)
Podr´ıem tenir una matriu Aˆ perfectament condicionada si trie´ssim la S = A1/2
de manera que Aˆ = I, i el sistema a resoldre seria trivial. Malauradament fer
aquest precondicionament e´s tan costo´s (o me´s) computacionalment com resoldre
el sistema. Aix´ı doncs cal buscar altres maneres de precondicionar. El problema
que apareix llavors e´s que maneres me´s complicades de precondicionar eliminen els
zeros que hi pugui haver a la matriu A eliminant aix´ı la propietat d’esparsibitat que
pugui tenir. Per aquest motiu i per tal d’evitar el ca`lcul de Aˆ = SAST el que farem
e´s reescriure els passos de l’algoritme 1.4.1 de manera que usem nome´s la matriu
original A. Per fer-ho n’hi ha prou mirant que` passa a la primera iteracio´.
Per comenc¸ar necessitem xˆ(0), pˆ0 i rˆ(0). Calculem-les:
rˆ(0) = bˆ− Aˆxˆ(0) = Sb− SASTS−Tx(0) = Sr(0)
Com que pˆ0 satisfa` que pˆ0 = S−Tp0 tenim que:
pˆ0Aˆpˆ0 = (S−Tp0)TSASTS−Tp0 = (p0)TAp0
rˆ(i)rˆ(i) = (Sr(i))T (Sr(i)) = (STSr(i))T r(i) := r˜(i)r(i) ∀i = 0, 1
On en la u´ltima igualtat hem definit:
r˜(i) = STSr(i) (1.4.2)
Ara ja podem comenc¸ar la primera iteracio´ del me`tode del Gradient Conjugat
amb precondicionament.
• αˆ0 = − rˆ
(k) · rˆ(k)
pˆk · Aˆpˆk ⇒ αˆ0 = −
r˜(0)r(0)
(p0)TAp0
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• xˆ(1) = xˆ(0) − αˆ− 0pˆ0 ⇒
S−Tx(1) = S−Tx(0) − αˆ0S−Tp0 ⇒
x(1) = x(0) − αˆ0p0
• rˆ(1) = rˆ(0) + αˆ0Aˆpˆ0 ⇒
Sr(1) = Sr(0)αˆ0SAS
TS−Tp0 ⇒
Sr(1) = Sr(0) + αˆ0SAp
0 ⇒
r1 = r0 + αˆ0Ap
0
• βˆ0 = rˆ
(1)rˆ(1)
rˆ(0)rˆ(0)
⇒
βˆ0 =
r˜(1)r(1)
r˜(0)r(0)
• pˆ1 = rˆ(1) + βˆ0pˆ0 ⇒
S−Tp1 = Sr(1) + βˆ0S−Tp0 ⇒
STS−Tp1 = STSr(1) + βˆ0STS−Tp0 ⇒
p1 = STSr(1) + βˆ0p
0 ⇒
p1 = r˜(1) + βˆ0p
0
Observacio´ 1.4.1. Observem que de la manera que ens queden ara els ca`lculs no
usem mai la S sola sino´ que sempre usem STS. Per tant, com que volem precon-
dicionar amb una matriu sime`trica i definida positiva, la S estara` definida nome´s
impl´ıcitament per M = (STS)−1. Com que normalment coneixerem M i no M−1,
per calcular el vector r˜ de l’expressio´ 1.4.2 solucionarem el sistema Mr˜ = r.
E´s en els termes anteriors que podem donar el me`tode del Gradient Conjugat
amb precondicionament :
Triar x(0), fer r(0) = b− Ax(0) solucionar Mr˜(0) = r(0) i fer p0 = r˜0
per k = 0, 1, ...
αk = − r˜
(k)r(k)
(pk)TApk
x(k+1) = x(k) − αkpk
r(k+1) = r(k) + αkp
k
Test de converge`ncia
solucionar Mr˜(k+1) = r(k+1)
βk =
r˜(k+1)r(k+1)
r˜(k)r(k)
pk+1 = r˜(k+1) + βkp
k
(1.4.3)
Observacio´ 1.4.2. Observem que quan M = I el me`tode del Gradient Conju-
gat amb precondicionament e´s exactament el mateix que el me`tode del Gradient
Conjugat.
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Com que el sistema auxiliar Mr˜ = r s’ha de resoldre a cada iteracio´ del me`tode
del Gradient Conjugat amb precondicionament cal que sigui ”fa`cil”de resoldre. Per
altre costat perque` el precondicionament funcioni be´ cal que M s’assembli prou
a A ja que ST Aˆ(ST )−1 = STSAST (ST )−1 = M−1A. Aquestes dues condicions
so´n contradicto`ries i, per tant, trobar la M no e´s una feina fa`cil. Hi ha moltes
maneres de fer-ho de manera aproximada. Depe`n del sistema que es vol resoldre
i, en alguns problemes, trobar un bon precondicionament e´s un problema obert i
tema de recerca actual. En aquest treball s’explicara` una manera de trobar la M
anomenada precondicionament de series truncades.
Ens queda nome´s parlar del test de converge`ncia. Si usem el test que hem
usat al me`tode del Gradient Conjugat, ‖r(k+1)‖22 < , hem de calcular r(k+1)r(k+1)
expressament ja que no apareix a l’algoritme. El que s´ı que apareix e´s r˜(k+1)r(k+1),
que e´s un producte escalar definit per la matriu M−1. Podr´ıem usar-ho com a test de
converge`ncia pero` pot ser que indiqui que convergeix encara que ‖r(k+1)‖22 no sigui
tan petit com volem. Aix´ı doncs e´s prudent fer una doble comprovacio´ del tipus:
Si r˜(k+1)r(k+1) ≥  continuar
Altrament, si ‖r(k+1)‖22 ≥  continuar
1.4.1 Precondicionament de se`ries truncades
El me`tode de precondicionament de se`ries truncades es basa en la representacio´
de A−1 en forma d’una se`rie, en concret de la que ve donada pel segu¨ent teorema.
Teorema 1.4.3. SiguiA una matriu n × n no singular i tal que A = P − Q e´s un
”splitting”d’A tal que P e´s no singular i que ρ (P−1Q) < 1, on ρ e´s el radi espectral.
Aleshores, si definim H = P−1Q:
A−1 = (
∞∑
k=0
Hk)P−1
Demostracio´: Per un costat tenim que, per l’expansio´ de Neumann, la se`rie donada
convergeix cap a (I −H)−1 i per l’altre costat tenim que A = P −Q = P − PH =
P (I −H) i, per tant, A−1 = (P (I −H))−1 = (I −H)−1P−1
A partir del teorema 1.4.3 podem considerar les matrius definides per:
M = P (I +H + · · ·+Hm−1)−1
M−1 = (I +H + · · ·+Hm−1)−1 (1.4.1)
Com a aproximacions de A i A−1 de manera que la solucio´ del sistema Mr˜ = r
s’efectu¨ı de la segu¨ent manera:
r˜ = M−1r = (I +H + · · ·+Hm−1)P−1r
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Si, per exemple, fem que P = D on D, e´s la diagonal de la matriu A tenim que
l’expressio´ que acabem de veure (1.4.1) e´s el mateix que fer m passos de Jacobi, com
veurem a continuacio´:
• primer pas de Jacobi: Comencem amb r˜(0) = 0.
r˜(1) = BJr
(0) + CJ = −D−1(L+ U)r˜(0) +D−1r = D−1r
• segon pas de Jacobi:
r˜(2) = BJ r˜
(1) + CJ = −D−1(L+ U)︸ ︷︷ ︸
:=H
r˜(1) + D−1r = HD−1r + D−1r = (I +
H)D−1r
• tercer pas de Jacobi:
r˜(3) = BJ r˜
(2) + CJ = −D−1(L+ U)︸ ︷︷ ︸
:=H
r˜(2) +D−1r = H((I +H)D−1r) +D−1r =
(I +H +H2)D−1r
...
• (m− 1)-e`ssim pas de Jacobi:
r˜(m−1) = BJ r˜(m−2) + CJ = −D−1(L+ U)︸ ︷︷ ︸
:=H
r˜(m−2) + D−1r = (I + H + · · · +
Hm−1)D−1r
Observacio´ 1.4.4. Igualment que es pot fer amb Jacobi tambe´ es pot fer amb
Gauss-Seidel i SOR, pero` aquests me`todes no defineixen una matriu sime`trica i
definida positiva com fa falta per poder aplicar el me`tode del Gradient Conjugat.
Aixo` es podria solucionar usant me`todes com SSOR (SOR sime`tric).
A continuacio´ enunciarem un teorema que, justament, assegura que l’u´s de Jacobi
i SSOR donen una matriu M sime`trica i definida positiva.
Teorema 1.4.5. Sigui A = P − Q una matriu sime`trica i definida positiva amb
P sime`trica i no singular. Si fem H = P−1Q la matriu M−1 definida a (1.4.1) es
sime`trica i ∀m ≥ 1.
• Si m e´s senar, M−1 e´s definida positiva si, i nome´s si, P e´s definida positiva
• Si m e´s parell, M−1 e´s definida positiva si, i nome´s si, P + Q e´s definida
positiva
Demostracio´: Com que A i P so´n sime`triques Q tambe´ ho e´s i, pel lema 1.4.6, tots
els termes de l’expressio´ 1.4.2 tambe´ ho so´n. Aix´ı podem afirmar que R e´s sime`trica.
R = P−1 + P−1QP−1 + P−1QP−1QP−1 + · · ·+ P−1QP−1...P−1QP−1 (1.4.2)
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Tenim que H i A so´n definides positives de manera que els valors propis de P−1A
i H so´n reals. Sigui T = I + H + · · · + Hm−1 i sigui λ qualsevol valor propi d’H.
Aleshores els valors propis de T so´n:
1 + λ+ · · ·+ λm−1 =

(1− λm)
(1− λ) , λ 6= 1
m, λ = 1
(1.4.3)
• Els valors propis so´n positius si m e´s senar i, per tant, per m senars tots els
valors propis de T so´n positius. Comencem demostrant la implicacio´ de dreta
a esquerra: Si P e´s definida positiva, com que T = RP tenim, aplicant el lema
1.4.6 que R e´s definida positiva. Demostrem ara l’altra implicacio´: Si R e´s
definida positiva el lema 1.4.6 ens do´na que P e´s definida positiva.
• Anem ara pel cas m senar. Com que P +PH = P +P (P−1)Q = P +Q tenim
que
R = P−1

P + PH + PH2 + PH3 + · · ·+ PHm−1ŁP−1
= P−1

(P + PH) + (P + PH)H2 + · · ·+ (P + PH)Hm−2ŁP−1
= Pm−1 (P +Q)

I +H‘2 + · · ·Hm−2Ł p−1 (1.4.4)
Si definim T = I + H2 + · · · + Hm−2 tenim que els valors propis de T estan
formats nome´s per les pote`ncies parells dels valors propis de H i, per tant,
so´n positius. Definim, ara, Rˆ = PRP = (P +Q)T . Comencem demostrant
la implicacio´ de dreta a esquerra: Si P + Q e´s definida positiva, aleshores
T = (P +Q)−1 Rˆ i (pel lema 1.4.6) Rˆ e´s definida positiva. Demostrem ara
l’altra implicacio´: Si Rˆ e´s definida positiva aleshores p+Q so´n no singulars i,
el lema 1.4.6 assegura que P +Q e´s definida positiva. Com que Rˆ e´s congruent
amb R, Rˆ e´s definida positiva si, i nome´s si, R e´s definida positiva.
Aquest teorema que acabem de demostrar es pot escriure d’una manera molt
me´s elegant i sense haver de separar casos. Per poder-ho fer primer caldra` enunciar
i demostrar un altre teorema, el teorema 1.4.7. Per poder demostrar-lo necessitarem
el segu¨ent resultat d’a`lgebra lineal que no demostrarem aqu´ı (se’n pot trobar una
demostracio´ a [1, ape`ndix 2]).
Lema 1.4.6. Siguin B i C dues matrius reals i sime`triques. Si totes dues so´n
definides positives aleshores BC te´ els valors propis reals. Si B i C so´n definides
positives, aleshores BC tenen els valors propis positius. Per altre costat, si BC
tenen els valors propis positius i o B o C so´n definides positives, aleshores les dues
so´n definides positives.
Teorema 1.4.7. Sigui A = P −Q de manera que tant A com P siguin sime`triques,
definides positives i no singulars. Aleshores ρ(P−1Q) < 1, on ρ e´s el radi espectral),
si, i nome´s si, P +Q e´s definida positiva.
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Demostracio´: ⇒ Fem H = P−1Q = I−P−1A. Com que P−1 e´s definida positiva
pel lema 1.4.6 tenim que els valors propis λ1, · · · , λn de H so´n reals i, com que
ρ (H) < 1 , tenim que −1 < λi < 1 on i = 1, ..., n.
Aix´ı doncs els valors propis de P−1A so´n positius i, de nou pel lema 1.4.6,
A e´s definida positiva. A me´s a me´s, (I −H)−1 existeix i la matriu G =
(I −H)−1 (I +H) te´ per valors propis 1+λi
1−λ1 , que so´n positius.
Podem escriure G com a:
G =

I − P−1QŁ−1 I + P−1QŁ
=

P−1 (P −Q)Ł−1 P−1 (P +Q)
= A−1 (P +Q)
(1.4.5)
De manera que, usant el lema 1.4.6 es demostra que P +Q e´s definida positiva
ja que A−1 e´s definida positiva.
⇐ SiguiH = P−1Q i sigui C = A−HTAH. Aleshores, com que P−1Q = I−P−1A
tenim:
C = A− I − P−1AŁT A I − P−1AŁ
=

P−1A
ŁT
A+ AP−1A− P−1AŁT AP−1A
=

P−1A
ŁT 
P + P T − AŁP−1A
=

P−1A
ŁT 
P T +Q
Ł 
p−1A
Ł (1.4.6)
Si suposem que P +Q e´s definida positiva i que P T +Q tambe´ aleshores, com
que C e´s congruent amb P T +Q tenim que C e´s definida positiva. Aleshores
pel teorema de Stein tenim que si A e´s definida positiva llavors ρ (H) < 1
Un cop vist aquest teorema podem reescriure el teorema 1.4.5 de la segu¨ent
manera:
Teorema 1.4.8. Sigui A = P − Q una matriu sime`trica, definida positiva i no
singular on P e´s una matriu no singular. Si H = P−1Q, la matriu M−1 definida
a l’equacio´ (1.4.1) e´s sime`trica i definida positiva ∀m si, i nome´s si, P e´s definida
positiva i ρ(P ) < 1, on ρ e´s el radi espectral.
1.5 Me`tode GMRES
El me`tode GMRES (Generalized Minimum RESidual) e´s un me`tode de minimit-
zacio´, com el me`tode del Gradient Conjugat pero`, a difere`ncia d’aquest, no cal que
la matriu sigui sime`trica i definida positiva. Per poder introduir-lo caldra` primer
explicar alguns conceptes previs: els me`todes de Krylov i la descomposicio´ d’Arnoldi.
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1.5.1 Me`todes de Krylov i descomposicio´ d’Arnoldi
Definicio´ 1.5.1. Sigui A una matriu regular n×n i sigui b ∈ Rn. L’Espai de Krylov
d’ordre k generat per A i per b e´s:
Kk(A, b) =< b,Ab, ..., Ak−1b >
Per simplificar la notacio´ sempre que es pugui entendre pel context obviarem la
depende`ncia d’A i b i, per tant, escriurem Kk en lloc de Kk(A, b).
Proposicio´ 1.5.2. Si Akb ∈ Kk aleshores podem expressar b de la segu¨ent manera:
b = Ax on x ∈ Kk.
Demostracio´: Akb ∈ Kk ⇒ ∃α0, ...., αk ∈ R tals que α0b+ α1Ab+ · · ·+ αkAkb = 0
Com que sempre es pot suposar α0, ..., αk ja que A e´s regular de manera que
α0 6= 0 de manera que:
b = − 1
α0
(α1Ab+ · · ·+ αkAkb)
= − A
α0
(α1b+ · · ·+ αkAk−1b)
= A (
−α1
α0
+ · · ·+ −αk
α0
Ak−1b)︸ ︷︷ ︸
x
i, per tant, si definim βi =
−αi
α0
∀i ∈ 1, ..., k, tenim que:
b = A(β0b+ · · ·+ βk−1Ak−1b)
Com que, clarament, β0b + · · · + βk−1Ak−1b ∈ Kk tenim que, tal com vol´ıem
demostrar, podem expressar b com a b = Ax on x ∈ Kk.

A la pra`ctica, molt poques vegades es compleix la hipo`tesi de la proposicio´ enun-
ciada, que seria el cas ideal ja que, tal com es veu a la demostracio´, tindr´ıem els
coeficients de la combinacio´ lineal de la base de l’espai de Krylov. Aix´ı, semblaria
que no serveix, pero` el que h´ı ha en la majoria de vegades e´s que Akb + r ∈ Kk
on ‖r‖ = 1, 0 <   1 i k  n. Dit amb unes altres paraules: el que acostuma a
passar e´s que Akb ”quasi pertany”a Kk. Si suposem que estem en aquest cas, podem
expressar b = Ax(k) + r′, on x(k) ∈ Kk i hi ha diverses maneres per calcular una
aproximacio´ de x(k) de la solucio´ xˆ de Ax = b, si b− Az 6= 0, ∀z ∈ Kk
• L’aproximacio´ de Galerkin consisteix en buscar l’aproximacio´ xk que satisfa`
b− Ax(k) ⊥ Kk
Aquest me`tode, per matrius sime`triques i definides positives, e´s el me`tode del
Gradient Conjugat explicat anteriorment.
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• L’aproximacio´ de mı´nims quadrats consisteix en buscar l’aproximacio´ xk que
satisfa`
‖b− Ax(k)‖2 = min
z∈Kk
‖b− Az‖2
Aquest me`tode, per matrius generals, e´s el me`tode GMRES.
Anem ara per explicar que` e´s la descomposicio´ d’Arnoldi.
Definicio´ 1.5.3. Donada una matriu A n× n i un vector v1 ∈ Rn tal que ‖v1‖2 =
1. Anomenem vectors d’Arnoldi d’A generats per v1 a la se`rie de vectors (vk)
n
k
constru¨ıda de la segu¨ent manera:
Per k = 1, ..., n− 1
uk = Avk
wk = uk − ((vT1 uk)v1 + · · ·+ (vTk uk)vk)
vk+1 =
wk
‖wk‖2
(1.5.1)
Notem que perque` aquest proce´s sigui possible cal que Avk 6= 0 per k = 1, ..., n.
Observacio´ 1.5.4. El proce´s descrit a 1.5.3, e´s Gram-Schmidt si coneixem els vec-
tors u1, ..., un−1 pre`viament. Com a consequ¨e`ncia, tenim que els vectors wk calculats
so´n ortogonals i, per tant, els vectors vk tambe´, ja que aquests u´ltims so´n la norma-
litzacio´ dels primers.
Proposicio´ 1.5.5. Sigui < v1, ..., vk >=< v1, Av1, ..., A
k−1v1 >. Aleshores
< v1, ..., vk > e´s una base ortonormal de l’espai de Krylov Kk(A, v1).
Demostracio´: Sigui Vk =< v1, ..., vk >. Aix´ı tenim que vk+1 es pot expressar de la
segu¨ent manera:
(I − PVk)Avk
‖(I − PVk)Avk‖
. Si notem per βk = ‖(I − PVk)Avk‖ tenim que
Avk = βkvk+1 + PVkAvk ∈< v1, ..., vk+1 >.
Aixo` passa per k = 1, 2, ..., k′ on k′ e´s el primer enter tal que (I −PVk′ )Avk′ = 0.
De manera que tenim que:
Av1 ∈< v1, v2 >
A2v1 ∈< Av1, Av2 >⊂< v1, v2, v3 >
...
Ak−1v1 = AAk−2v1 ∈< Av1, ..., Avk−1 >⊂< v1, ..., vk >
(1.5.2)
d’aqu´ı se’n dedueix clarament el que vol´ıem. 
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Reescrivim el me`tode per calcular els vectors d’Arnoldi de la segu¨ent manera:
Per k = 1, ..., n− 1
h1k = v
T
1 uk, ..., hkk = v
T
k uk
wk = uk − (h1kv1 + · · ·+ hkkvk)
h(k+1)k = ‖wk‖
vk+1 =
wk
h(k+1)k
(1.5.3)
Aix´ı per un costat tenim que wk = Avk− (h1kv1 + · · ·+hkkvk) i per l’altre costat
tenim que wk = hk+1,kvk+1. D’aquests dos fets se’n dedueix que Avk = h1kv1 +
· · · + hkkvk + h(k+1)kvk+1. Ara ja estem en condicions de definir la descomposicio´
d’Arnoldi.
Definicio´ 1.5.6. Sigui Vk la matriu formada pels primers k vectors d’Arnoldi, e´s a
dir, Vk = [v1, ..., vk] i sigui
H˜k =

h11 · · · h1(k−1) h1h
h21 · · · h2(k−1) h2h
...
. . .
...
...
hk1 · · · hk(k−1) hkk

Aleshores la descomposicio´ d’Arnoldi de A e´s
AVk = VkHk + h(k+1)k[0, ..., 0, vk+1]
Proposicio´ 1.5.7. Si definim la segu¨ent (k + 1)× k matriu H˜k
H˜k =

h11 · · · h1(k−1) h1h
h21 · · · h2(k−1) h2h
...
. . .
...
...
hk(k−1) hkk
h(k+1)k

podem escriure la descomposicio´ d’Arnoldi com AVk = Vk+1H˜k
Demostracio´: Sigui ek = (0, ..., 0, 1)
T ∈ Rk. Aleshores la matriu [0, ..., 0, vk+1] =
vk+1e
T
k . Aix´ı doncs, la descomposicio´ d’Arnoldi es pot escriure com: AVk = VkHk +
h(k+1)kvk+1e
T
k .
Com que tenim que les columnes de la matriu Vk so´n ortonormals tenim que
V Tk Vk = I. Aix´ı si multipliquem l’u´ltima versio´ que tenim de la descomposicio´
d’Arnoldi per V Tk tenim que V
T
k AVk = Hk. Nome´s ens falta introduir la matriu H˜
per tenir el factor vk+1e
T
k i ja hem acabat. 
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1.5.2 GMRES
Prenem v1 =
b
‖b‖ . Com ja hem dit abans, volem resoldre el problema de mini-
mitzacio´ segu¨ent: ‖b− Ax(k)‖ = minz∈vk ‖b− Az‖. Per resoldre aquest problema el
que fem e´s expressar-lo en la base que formen els vectors d’Arnoldi: z = Vky per
algun y ∈ Rk, dit amb unes altres paraules, y e´s el vector z en la base d’Arnoldi.
Aix´ı tenim:
b− Az = ‖b‖v1 − AVky
= ‖b‖v1 − Vk+1H˜ky
= Vk+1(‖b‖e1 − H˜ky)
(1.5.1)
on e1 = (1, 0, ..., o)
T ∈ Rk+1. I, per tant,
‖b− Az‖2 = ‖Vk+1(‖b‖e1 − H˜ky)‖2
= (‖b‖e1 − H˜ky)T V Tk+1Vk+1︸ ︷︷ ︸
=I
(‖b‖e1 − H˜ky)
= (‖b‖e1 − H˜ky)T (‖b‖e1 − H˜ky)
= ‖(‖b‖e1 − H˜ky)‖2
(1.5.2)
Hem arribat a la idea de fons del GMRES, ja que, de fet, l’aproximacio´ x(k)
es calcula resolent primer el problema de mı´nims quadrats H˜ky = e1 i despre´s es
calcula xk fent x(k) = ‖b‖Vkyk. Per tant, l’u´nic que hem de fer e´s mirar com hem de
resoldre aquest problema de minimitzacio´.
El primer que necessitem fer e´s escriure la matriu H˜k per blocs, per tal de
emfatisar com l’hem constru¨ıt:
H˜k =

Hk
h(k+1)ke
T
k

on ek = (0, ..., 0, 1)
T ∈ rk.
El segon que cal fer e´s definir una nova matriu Q˜k (k + 1) × (k + 1) tal que
Q˜Tk Q˜k = I i tal que H˜k = Q˜kR˜k on R˜k = (Rk, 0
T )T i Rk e´s una matriu k × k
triangular superior. Per facilitar la notacio´ me´s endavant escriurem la matriu Q˜k
per blocs: Q˜k = (Qk, qk+1) on Qk e´s una matriu (k + 1) × k i qk+1 ∈ Rk+1. Me´s
endavant explicarem com calcular aquesta matriu pero` ara anem per veure com aixo`
ajuda a resoldre el problema de minimitzacio´ H˜ky = e1.
Proposicio´ 1.5.8. La solucio´ del problema de mı´nims quadrats H˜ky
k = e1 e´s la
mateixa solucio´ que la de Rky
k = QTk e1
Demostracio´: Tenim que les solucions al problema de mı´nims quadrats e´s la solucio´
de les equacions normals H˜Tk H˜ky
k = H˜ke1. Per un costat tenim que H˜
T
k H˜k =
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R˜Tk Q˜
T
k Q˜k︸ ︷︷ ︸
=I
R˜k. Per l’altre costat tenim que R˜
T
k R˜k = (R
T
k , 0)(R
T
k , 0)
T = RkR
T
k . Per
tant:
H˜ky
k = e1
H˜Tk H˜ky
k = H˜Tk e1
R˜Tk R˜ky = R
T
kQke1
Rky
k = QTk e1
(1.5.3)

Tenim que el residu de e1 − H˜kyk satisfa` que ‖b − Axk‖ = ‖b‖‖e1 − H˜kyk‖ =
‖b‖‖qTk+2e1‖ i la matriu R˜ − k = Q˜kH˜k es calcula com: R˜k = Gk · · ·G1H˜k on les
matrius Gj per j = 1, ..., k so´n les matrius de rotacio´ segu¨ents:
Gj =

1
. . .
1 
cj −sj
sj cj

1
. . .
1

Ara ja podem veure com es calculen les matrius Q˜k. Si denotem per H
j
k =
Gj−1 · · ·G1H˜k tenim que:
Gj =

cj −sj
sj cj
(
hjjj
hj(j+1)j
)
=
(√
(hjjj)
2 + (hj(j+1)j)
2
0
)
. (1.5.4)
Com que les matrius Gj so´n ortogonals tenim que G
−1
j = G
T
j ∀j = 1, ..., k de
manera que Q˜k = G
T
1 · · ·Gk.
Aix´ı doncs nome´s ens falta per veure com es calculen les rotacions. Per fer-ho
primer cal observar que podem escriure H˜k com a:
H˜k =

H˜k−1 hk
0T h(k+1)k

De manera que si apliquem les rotacions donades pre`viament tenim:
Q˜Tk−1 0
0T 1

H˜k−1 hk
0T h(k+1)k

=

R˜k−1 rk
0T r′kk
0T h(k+1)k

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Prenent:
ck =
r′kk√
(r′kk)2 + h
2
(k+1)k
, sk = − h(k+1)k√
(r′kk)2 + h
2
(k+1)k
(1.5.5)
Gk =

Ik−1 0 0
0T ck −sk
0T sk ck

, rkk =
√
(r′kk)2 + h
2
(k+1)k (1.5.6)
Tenim que:
Gk

Q˜Tk−1 0
0T 1

H˜Tk−1 hk
0T h(k+1)k

=

R˜k−1 rk
0T rkk
0T 0

= R˜k (1.5.7)
Ara ja estem en condicions de donar l’algoritme del GMRES tal com s’hauria de
programar:
Fer v1 =
b
‖b‖ , k = 1, r1 = 2tol i d
0 = e1
Per k = 1, 2, ...
h1k = v
T
1 uk, ..., hkk = v
T
k uk
wk = uk − (h1kv1 + · · ·+ hkkvk)
h(k+1)k = ‖wk‖2
vk+1 =
wk
h(k+1)k 
r1k
...
r(k−1)k
r′kk

= Gk−1 · · ·G1

h1k
...
hkk

kk =
√
(r′kk)2 + h
2
(k+1)k
ck =
r′kk√
(r′kk)2 + h
2
(k+1)k
sk = − h(k+1)k√
(r′kk)2 + h
2
(k+1)k
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
dk1
...
dkk−1
d˜kk
0
 =

dk1
...
d˜k−1k
0


dkk
dkk+1

=

ck −sk
sk ck
(
d˜kk
0
)
Si |dkk+1| ≤ tol seguim
Solucionar el sistema
r11 · · · r1k
. . .
rkk

yk1
...
ykk

=

dk1
...
dkk

Fer x(k) = Vky
k.

Cap´ıtol 2
Paral·lelitzacio´ i OpenMP
Tal com s’ha explicat, un dels objectius d’aquest treball e´s la programacio´ en
paral·lel de diferents algoritmes per resoldre sistemes d’equacions lineals. Pero` que`
e´s la programacio´ en paral·lel? I per que` e´s necessa`ria? Per respondre aquestes
preguntes cal primer explicar, una mica, com treballen els ordinadors en paral·lel
i com va la programacio´ sequ¨encial en contraposicio´ a la paral·lela. En el cap´ıtol
que ara comenc¸a respondrem aquestes preguntes a me´s de veure com s’escriu un
programa paral·lel.
2.1 Ordinadors paral·lels
Com me´s ra`pids so´n els ordinadors me´s velocitat i pote`ncia ens cal perque` apa-
reixen nous tipus d’aplicacions que alimenten la demanada de sistemes me´s potents.
Per tal d’aconseguir aquestes grans velocitats els ordinadors d’avui dia so´n molt
complexos: so´n fets de mu´ltiples components (o unitats funcionals) que so´n capaces
d’operar simulta`niament tasques espec´ıfiques com sumar dos enters o determinar si
un nombre e´s positiu, per exemple. Aixo` e´s un nivell molt baix de paral·lelitzacio´
que s’anomena paral·lelisme a nivell d’instruccions. Els processadors que suporten
aquest tipus de paral·lelisme es diu que tenen una arquitectura super-escalar i, avui
en dia, tots els ordinadors la tenen. El problema que es presenta e´s que la reor-
denacio´ d’aquestes operacions mante´ ocupats els components de la ma`quina i no
deixa que facin altres tasques. Aix´ı, com que la major part d’aquesta feina la fa el
compilador, els compiladors moderns han estat optimitzats per tal de trobar una
ordenacio´ eficient.
Cap als anys 80 es van comenc¸ar a produir ordinadors que explotaven altres
tipus de paral·lelisme: diversos processadors complets amb una memo`ria compartida
comuna. Aquestes ma`quines de memo`ria paral·lela compartida poden treballar en
diverses tasques a la vegada simplement repartint-les en els diferents processadors.
Actualment es segueix amb les mateixes idees que als anys 80 pero` els dissenys dels
nous ordinadors permeten que un simple processador executi mu´ltiples instruccions
amb el que anomenem multithreading. Aix´ı, ara es treballa amb multiprocessadors
i multithreads. En aquest treball s’usen aquest tipus de ma`quines i, per tant, de
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paral·lalelisme.
Un fet complex (pero` molt u´til) e´s que fins i tot els ordinadors amb memo`ria
paral·lela compartida tenen una part de la memo`ria que e´s privada (no compartida).
Aquest fet s’explica com a solucio´ del segu¨ent problema: en augmentar molt la
velocitat de ca`lcul o de processat, tambe´ cal augmentar la velocitat d’acce´s a la
memo`ria per obtenir les dades. Malauradament la velocitat d’acce´s a la memo`ria
no ha augmentat tan ra`pidament com la de ca`lcul. La solucio´ que van trobar els
fabricant d’ordinadors va ser crear una altra memo`ria, molt me´s cara i petita pero`
molt me´s ra`pida que la memo`ria principal, que anomenarem memo`ria cache (o
simplement cache), que administra al processador les dades que necessita. Aix´ı
doncs, cada processador necessita la seva pro`pia memo`ria cache i e´s aqu´ı on apareix
la memo`ria privada que de`iem.
Com que la memo`ria cache e´s molt petita comparada amb la memo`ria principal,
es van esborrant les dades que ja hi ha. El programador cal que tingui en compte
aquest fet per aprofitar l’ordre d’acce´s a la memo`ria i fer el programa o`ptim, ja que si
les dades que es necessiten ja so´n a la memo`ria cache, l’operacio´ que s’ha d’efectuar
e´s pra`cticament instanta`nia.
Figura 2.1: diagrama d’un processador de dos nuclis gene`ric
La figura 2.1 mostra un exemple d’un processador amb dos nuclis. En aquest
exemple hi ha dos nivells de memo`ria cache on cada nivell denota com de lluny (e´s
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me´s lluny si cal me´s temps per accedir-hi) e´s la cada memo`ria cache de la CPU
o nucli. El primer nivell e´s el me´s proper al nucli i el segon el que e´s me´s lluny.
Concretament, al primer nivell tenim una memo`ria cache per les dades (cache da-
des), una per les instruccions (cache instr.) i la memo`ria cache TLB - Translation
Lookaside Buffer- (TLB). Aquestes tres memo`ries cache so´n privades, e´s a dir, els
altres nuclis no poden accedir-hi. Al segon nivell hi ha una sola memo`ria cache que
e´s me´s gran que les del nivell 1 i que e´s compartida pels dos nuclis. A me´s a me´s,
aquesta memo`ria e´s indefinida, que vol dir que tant pot contenir instruccions com
dades.
Notem que, quan un nucli guarda un nou resultat en la seva memo`ria privada,
aquest nou resultat no e´s accessible als altres nuclis fins que el corresponent bloc
d’informacio´ e´s copiat de la memo`ria cache a la memo`ria principal. Com que no e´s
possible saber quan es fa aquesta co`pia pot ser que hi hagi altres nuclis que estiguin
usant el valor antic de la variable modificada. Aixo` e´s coneix com el problema de
consiste`ncia de la memo`ria. Dels sistemes que tenen aquest problema resolt es diu
que so´n coherents de cache. Hi ha moltes estrate`gies per resoldre aquest problema;
me´s endavant en veurem alguna.
2.2 Programacio´ paral·lela
Quan tenim un programa sequ¨encial esta`ndard, les instruccions es van executant
per ordre, una darrera l’altra, per obtenir un resultat final. La idea de la programacio´
paral·lela e´s obtenir el mateix resultat pero` utilitzant diferents processadors per
obtenir un temps d’execucio´ menor. Hi ha diferents nivells de paral·lelisme:
• Nivell d’aplicacio´ dins d’un mateix ordinador: cada nucli de l’ordinador
executa una aplicacio´ o programa diferent. Per exemple: en un ordinador de
dos nuclis fer que un executi el reproductor de mu´sica i l’altre un editor de
textos.
• Nivell de tasca dins d’un mateix programa: cada nucli de l’ordinador
executa una tasca diferent de l’aplicacio´. Per exemple: en un ordinador de dos
nuclis fer que un gestioni l’entrada de dades i l’altre la sortida.
• Nivell de subrutines dins d’un mateix programa: cada nucli de l’or-
dinador executa un fragment del codi, una subrutina. Per exemple: en un
ordinador de dos nuclis hi executem un programa que analitza els resultats
d’una enquesta i un nucli calcula la mitjana i l’altre la moda.
• Nivell de dins d’un llac¸ d’una mateixa subrutina: cada nucli de l’ordina-
dor executa algunes de les iteracions d’un llac¸. Per exemple: en un ordinador
de dos nuclis hi executem un programa que te´ un for computacionalment
costo´s i fem que un nucli calculi la meitat dels iterats i l’altre calculi l’altra
meitat.
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En aquest treball s’estudia i s’implementa paral·lelisme a nivell de llac¸, que e´s el
que realment pot augmentar considerablement la velocitat d’execucio´ d’un programa
de ca`lcul nume`ric. Cal fer notar que no tots els llac¸os so´n paral·lelitzables: Si
per poder calcular una iteracio´ necessites els resultats de les anteriors, com que en
executar-se a la vegada la nocio´ d’anterior desapareix, no es pot paral·lalitzar, ja que
es corre el risc d’haver d’usar valors que no estan actualitzats o que no existeixen.
A vegades aquest problema es pot solucionar re-escrivint o re-ordenant l’algoritme
que es vol implantar, pero` aixo` depe`n de cada problema i cal estudiar-ho cas per
cas. Alguns exemples es troben al cap´ıtol 3 quan es paral·lelitzaran els me`todes
presentats al cap´ıtol 1.
Sembla obvi que si utilitzem me´s d’un nucli per fer els ca`lculs i repartim la
feina a fer el temps d’execucio´ baixara`, pero` quant? I baixara` sempre? e´s a dir,
quin e´s el rendiment dels programes un cop paral·lelitzats? Per respondre aquestes
preguntes primer ens cal introduir alguns conceptes per poder-ho quantificar. Sigui
T (p) el temps que triga a executar-se un programa amb p processadors. Aix´ı definim
l’acceleracio´ (S) i l’eficie`ncia (E) d’una programa com:
• S(p) = T (1)
T (p)
• E(p) = S(p)
p
100%
Ara ja estem en condicion d’anunciar l’anomenada llei d’Amdahl que diu: L’efi-
cie`ncia obtinguda en una implementacio´ paral·lela esta` limitada per la part sequ¨en-
cial.
Figura 2.2: rendiment de la paral·litzacio´
Aix´ı doncs, tal com es veu a la figura 2.2, si tenim en compte la llei d’Amdahl
i que repartir la feina entre els diferents nulcis tambe´ consumeix temps d’execucio´,
tenim que la millora que pot aportar el paral·lisme en el rendiment del programa
e´s limitada. Aix´ı doncs, abans de paral·lelitzar cal assegurar-se que el programa
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sequ¨encial e´s o`ptim i que la part a paralel·litzar e´s prou costosa computacionalemnt
perque` el cost de repartir la feina entre els nuclis sigui assumible.
2.3 OpenMP
Actualment l’esta`ndard per la programacio´ en paral·lel de sistemes de memo`ria
compartida e´s l’OpenMP. En contra del que es pugui pensar a priori, l’OpenMP
no e´s un nou llenguatge de programacio´ sino´ un conjunt de directives que es poden
afegir a un programa sequ¨encial escrit en C, C++ o Fortran, per descriure com ha de
ser distribu¨ıda la feina a trave´s dels processos (en angle`s threads) que s’executaran
ens els diferents nuclis i per ordenar els accessos a les dades compartides quan es
necessitin. Aquestes directives so´n instruccions en un format especial que nome´s
entenen els compiladors d’OpenMP i que els compiladors de C, C++ o Fortran
interpreten com un comentari, de manera que si el programa es compila en un
compilador que no e´s d’OpenMP es genera un programa sequ¨encial.
Figura 2.3: model de fork-join que suporta l’OpenMP
L’OpenMP utilitza el me`tode d’execucio´ de fork-join, e´s a dir, divisio´-unio´: el
programa comenc¸a l’execucio´ amb un u´nic proce´s que anomenarem proce´s principal.
Quan troba la primera instruccio´ paral·lela crea un conjunt de processos i la feina es
reparteix entre aquests processos (que inclouen el proce´s principal). Quan acaba la
regio´ paral·lela nome´s el proce´s principal segueix amb l’execucio´ del programa. Els
diferents threads es comuniquen mitjanc¸ant variables compartides. Tal com ja hem
explicat, aquesta manera de compartir les dades pot portar a un mal comportament
del programa degut a l’acce´s simultani des de diferents processos a les mateixes (o
no) dades. Per evitar-ho s’usen directives de sincronitzacio´. Aquestes, pero`, s’han
d’evitar ja que so´n molt costoses. La majoria de les directives s’apliquen a blocs
estructurats de codi, on s’ente´n que un bloc estructurat e´s aquell en que` no hi entren
ni surten branques d’execucio´.
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2.3.1 Programacio´ amb OpenMP
Ara explicarem breument la sintaxi de les directives d’OpenMP en C, que e´s el
llenguatge que hem usat. Sempre es comencen escrivint unes directives que comen-
cen per # seguit de pragma omp seguida de les paraules claus per saber a quines
directives ens referim amb, opcionalment, una o me´s cla`usules separades per una co-
ma. Aquestes cla`usules serveixen per especificar i controlar me´s l’execucio´ del bloc
paral·lel. Resumint, doncs: la sintaxi general e´s: # pragma omp nom-directives
[cla`usules]. En C tant les cla`usules com les directives sempre s’escriuen amb
minu´scula.
L’OpenMP consta ba`sicament de tres elements: directiva parallel i directives
de repartiment de la feina, com per exemple la directiva for, variables pu´bliques i
privades i barreres, seccions cr´ıtiques, etce`tera.
Ara llistarem algunes de les directives me´s importants o me´s usades al llarg
d’aquest treball:
• directiva parallel: Defineix una regio´ paral·lela, e´s a dir, crea l’estructura
de fork-join. Cada un dels processos que es creen tenen un identificador i el
principal e´s el que te´ identificador 0. Al final de la regio´ paral·lela creada hi
ha una barrera impl´ıcita. Una barrera e´s una instruccio´ que fa que no passi
cap proce´s d’alla` fins que hi hagin arribat tots.
• directives de repartiment de feina for, per exemple: Divideixen l’execucio´
d’un bloc de codi entre els membres d’un equip de processos. Aquest tipus
de directives han de ser executades o be´ per tots els membres de l’equip de
processos o be´ per cap, han de ser dins d’una regio´ paral·lela, no llancen nous
processos i, tot i que no hi ha una barrera impl´ıcita a l’entrada, s´ı que hi e´s a
la sortida.
• directives combinades parallel for: Abreviatura per una regio´ paral·lela que
nome´s te´ un llac¸. S’hi pot aplicar qualsevol de les cla`usules acceptades per
parallel excepte la nowait.
• directiva master: Nome´s el proce´s principal executa el bloc de codi. La resta
de processos salten el bloc de codi i seguixen, ja que no hi ha barreres impl´ıcites
ni al principi ni al final.
• directiva barrier: Sincronitza tots els processos d’un equip, e´s a dir, fa que
s’esperin fins que tots els processos hagin arribat a aquest punt del programa.
Ara llistarem algunes de cla`usules me´s importants o me´s usades al llarg d’aquest
treball:
• if(expressio´ escalar lo`gica): Nome´s s’executa la regio´ paral·lela si l’ex-
pressio´ e´s certa.
• Num threads (expressio´ escalar entera): L’expressio´ escalar e´s el nom-
bre de processos sobre els que s’executara` la regio´ paral·lela.
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• private(llista de variables): Declara privades a cada proce´s les varia-
bles de la llista, e´s a dir, cada proce´s te´ una co`pia local de les variables i
la variable local e´s invisible pels altres processos. Ni en entrar ni en sortir
aquestes variables estan definides (nome´s s’usen dins de la regio´ paral·lela).
• shared(llista de variables): Declara compartides les variables de la llis-
ta, e´s a dir, el valor de la variable e´s compartit per tots els processos de
l’equip. Tots els processos accedeixen a la mateixa posicio´ de memo`ria, quan
modifiquen la variable queda modificada per tots els processos.
• default(shared | none): Fa que totes les variables de dins de les regions
paral·lela siguin shared o sense definir.
• nowait: Trenca les barreres impl´ıcites.
Tambe´ hi ha una llibreria de funcions relacionades amb l’OpenMP. Es poden usar
sempre que s’usi el compilador de l’OpenMP i s’inclogui <omp.h> a la capc¸alera
del programa. En aquesta hi ha funcions molt u´tils i algunes d’elles es llisten a
continuacio´:
• void omp set num threads(expressio´ entera): Aquesta funcio´ ha de ser
cridada des d’una regio´ sequ¨encial, i especifica el nombre de processos que
s’han d’usar a la segu¨ent regio´ paral·lela. El valor que retorna aquesta funcio´ te´
prioritat sobre la variable d’entorn omp num threads pero` no sobre la cla`usula
num threads.
• int omp get num threads(): Aquesta funcio´ retorna el nombre de processos
de l’ordinador que s’estan executant a la regio´ paral·lela des d’on es crida.
• int omp get thread num(): Aquesta funcio´ retorna el nombre que te´ el proce´s
dins de l’equip en la regio´ paral·lela des d’on es crida.
• double omp get wtime(): Aquesta funcio´ retorna el temps d’execucio´ en se-
gons des que ha comenc¸at l’execucio´ del programa fins al moment que es crida
la funcio´.
2.4 Paral·lelisme a nivell de llac¸
Tal com ja hem dit, el paral·lelisme a nivell de llac¸ e´s el que s’implementara` en
aquest treball i, per aixo`, cal dedicar-hi una mica me´s d’atencio´.
Primer de tot cal tenir en compte que no sempre es pot paral·lelitzar a nivell
de llac¸. Perque` sigui possible cal que cada iteracio´ del llac¸ sigui independent de les
altres. I a que` ens referim quan diem que han de ser independents? El que volem
dir e´s que cada iteracio´ no depengui dels resultats calculats en les altres iteracions
(t´ıpicament, les anteriors) ja que en executar-se en paral·lel diferents processos pot
ser que el nou valor que necessitar´ıem no estigue´s actualitzat o no exist´ıs. Aixo`
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crearia errors en els resultats ja que l’OpenMP no te´ cap manera de controlar-ho, e´s
responsabilitat del programador vigilar-ho. Una manera senzilla de detectar si un
llac¸ e´s paral·lelitzable o no e´s mirant si, en executar-lo en l’ordre invers, el resultat
e´s el mateix.
Tambe´ cal tenir en compte que paral·lelitzar te´ un cost extra, ja que cal crear
els diferents processos i repartir la feina entre ells. Per aixo` cal assegurar-se que el
cost computacional del llac¸ que es paralal·lelitza e´s prou gran per poder assumir el
cost de paralel·litzar. Noti’s que OpenMP permet paral·lelitzar tots els llac¸os que
es vulgui; mirar si val la pena o no e´s responsabilitat del programador.
Ara seguirem amb un exemple, el producte de dues matrius: sigui a una matriu
m×r i sigui b una matriu r×n. Diem c al producte ab i, per tant, e´s una matrium×n.
Observem que el producte de dues matrius e´s paral·lelitzable ja que cada component
de la matriu c e´s independent dels altres; dit d’altra manera: no necessitem saber
quin e´s el valor d’una certa component de c per calcular-ne una altra. En l’exemple
proposat es paral·lelitza en dos processos tal com indica la directiva num threads.
#pragma omp parallel num_threads(2) private (i, j, k)
{
#pragma omp for
for (i=0; i<m; i++){
for(j=0; k<n; j++){
c[i][j] = 0.;
for(k=0; k<r; k++){
c[i][j] += a[i][k] * b[k][j];
}
}
}
}
Cap´ıtol 3
Parel·lalitzacio´ de me`todes
iteratius
3.1 Pre`via: L’equacio´ de Poisson
Per poder exemplificar com paral·lalitzem els diferents me`todes explicats al
cap´ıtol 1 necessitem un sistema d’exemple. Una font important de sistemes d’e-
quacions lineals de dimensio´ gran e´s la resolucio´ d’equacions en derivades parcials.
Nosaltres hem escollit l’equacio´ de Poisson, que e´s de gran utilitat en la f´ısica.
∆u = uxx + uyy = f(x, y) a Ω ⊂ R2
condicio´ de contorn u = 0 a δΩ
(3.1.1)
On (x, y) ∈ Ω = [0, 1]× [0, 1], δΩ e´s la frontera d’Ω i f e´s una funcio´ donada; en
el nostre cas hem agafat f = −2y(1− y)− 2x(1− x).
Podem discretitzar el quadrat unitat tal com es veu a la figura 3.1 amb una malla
de mida h = 1
N+1
on N ∈ N. Denotem per uij una aproximacio´ de la solucio´ de
l’equacio´ de Poisson (3.1.1) en el punt (ih, jh) de la malla i per fij el valor de f en
aquest mateix punt.
Si aproximem uxx i uyy per la fo´rmula d’aproximacio´ de les derivades de segon
ordre per difere`ncies
(
f ′′(x0) ≈ f(x0+h)−2f(x0)+f(x0−h)h2
)
tenim que:
uxx ≈ 1
h2
(ui+1,j − 2uij − ui−1,j)
uyy ≈ 1
h2
(ui,j+1 − 2uij + ui+1,j)
De manera que l’equacio´ 3.1.1 queda de la segu¨ent forma:
ui+1,j + ui−1,j + ui,j+1 + ui,j−1 − 4uij = h2fij ∀i, j ∈ {1, ...., N}
Com que donem per suposats els valors de l’equacio´ 3.1.1 a δΩ, nome´s les N2
variable uij de l’interior de la malla so´n desconegudes. Aleshores e´s un sistema
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Figura 3.1: malla de punts al quadrat unitat
lineal de n = N2 equacions la solucio´ del qual do´na una aproximacio´ de la solucio´
de l’equacio´ 3.1.1 en els punts que formen la malla. Observem que podem escriure
aquest sistema en forma de Ax = b. Per fer-ho agafem xk = uk1, k = 1, ..., N
com a inco`gnites de la primera fila de la malla, xk = uk−N,2, k = N + 1, ..., 2N
com a inco`gnites de la segona fila de la malla i aix´ı anar fent de manera que xT =
(u11, ..., uN1, u12, ..., uN2, ......, u1N , ..., uNN), i escrivim els coeficients de la matriu A
com:
A =

T −I
−I . . .
. . .
. . . −I
−I T

, T =

4 −1
−1 . . .
. . .
. . . −1
−1 4

(3.1.2)
On I e´s la identitat N ×N i la matriu T te´ dimensio´ N ×N . El vector b s’omple
amb els valors de −h2fij consecutivament.
Per poder aplicar els me`todes estudiats a aquesta matriu cal veure que e´s sime`trica
i definida positiva. O`bviament aquesta matriu e´s sime`trica, per tant nome´s manca
veure que e´s definida positiva. Per fer-ho veurem que tots els seus valors propis so´n
positius. Pel teorema de Gerschgorin tenim que els valors propis de la matriu A
estan dins de l’interval [0, 4]. Aix´ı, doncs, nome´s falta veure que no poden ser mai
zero. Per veure-ho el que farem e´s demostrar que la matriu A no te´ nucli. Per tant
el que volem veure e´s que el sistema Ax = 0 nome´s te´ per solucio´ x = 0. Fem-ho:
recordem que les coordenades del vector x so´n els punts de la malla de la figura 3.1.
Com que el terme independent e´s 0, el valor de cada punt e´s la mitjana del valor
dels punts que te´ a sobre, a sota a l’esquerra i a la dreta. Agafem ara el punt que
te´ el valor ma`xim. Per un costat tenim que, pel fet de ser el ma`xim, ha de ser me´s
gran o igual que els del seu voltant, pero` per l’altre costat tenim que, pel fet de ser
la mitjana dels del seu costat, ha de ser me´s petit o igual que almenys un dels quatre
ve¨ıns. Per tant tenim que els cinc punts (el ma`xim i els ve¨ıns del ma`xim) han de ser
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tots iguals. Aquest argument es pot anar repetint de manera que es vagi estenent
per tota la malla fins que tenim que tots els punts han de ser iguals. Com que, per
hipo`tesi ten´ıem que la vora del quadrat e´s zero, tots els punts de la malla han de ser
zero, dit d’una altra manera: totes les coordenades de x han de ser zero. Per tant
hem demostrar que la matriu A no te´ nucli, e´s a dir que e´s definida positiva.
Aquesta matriu, a part de ser sime`trica i definida positiva, te´ moltes altres
propietats que la fan especial i fan que, en utilitzar-la per provar els me`todes, alguns
semblin molt bons i altres molt dolents; pero` aixo` e´s nome´s perque` alguns me`todes
aprofiten me´s be´ les propietats d’aquesta matriu en concret que d’altres; d’aquest
fet, doncs, no se’n segueix que un me`tode sigui, en general, millor que un altre.
D’altra banda, el producte d’aquesta matriu per qualsevol vector e´s molt poc costo´s
computacionalment, o sigui que emprar-la per fer les proves de rendiment requereix
afinar la paral·lelitzacio´ per assegurar que el cost d’aquesta sigui assumible.
3.2 Paral·lelitzacio´ de Jacobi
Si observem el me`tode de Jacobi explicat a la seccio´ 1.2.1 es veu que per calcular
el valor de la nova iteracio´ nome´s es fan servir els valors de la iteracio´ anterior, e´s a
dir, no s’usen els valors de la iteracio´ actual, de manera que no hi ha cap problema
en paral·lelitzar el llac¸ que va calculant els valors de xk+1. Tenim, a me´s, que e´s
justament el llac¸ amb un cost computacional me´s elevat. Per tant, n’hi ha prou
paral·lelitzant el segu¨ent llac¸.
for i=1,...,n
x
(k+1)
i =
1
aii

bi −
n∑
j=1;j 6=i
aijx
(k)
j

(3.2.1)
Que aplicant-lo al sistema que acabem de construir a la seccio´ 3.1 observem que
ens queda de la segu¨ent forma:
uk+1ij =
1
4

uki+1,j + u
k
i−1,j + u
k
i,j+1+ u
k
i,j−1 − h2fij
Ł
on i, j ∈ {1, ..., N} i k = 0,1, 2, ...
(3.2.2)
.
Veurem ara un exemple de com es paral·lelitza: Per no tenir el cost de crear
els processos a cada iteracio´ i repartir la feina, creem la zona paral·lela fora del llac¸
do-while. Mitjanc¸ant les directives barrier i single i la funcio´ omp get thread num()
de la llibreria <omp.h> controlem que nome´s el llac¸ que volem sigui paral·lel. Les
variables jonn, jo i nn ens serveixen per repartir la feina dins del llac¸ de la manera
que volem, que en aquest cas e´s per blocs iguals.
int jacobi (double** x, double** y, double tol,
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double h, int n, int nt){
int i, j, k, aux, control, nn, jo, jonn;
double e[nt], **tmp, e_unic;
k = 0;
aux = -1;
nn = n/nt;
if(nn * nt != n){
printf("nt ha de ser divisor de n\n");
exit(1);
}
#pragma omp parallel num_threads(nt)
private(i, j, control, jonn, jo)
{
jo = omp_get_thread_num();
do{
control = 1;
jonn = jo * nn+1;
for(i = jonn; i < jonn + nn; i++ ){
for( j=1; j<n+1; j++ ){
//Jacobi
y[i][j] = 1./4 * (x[i-1][j] + x[i+1][j] + x[i][j-1] +
x[i][j+1] - h*h * f(i*h, j*h));
//error control
if( control == 1 ){
e[jo] = fabs(y[i][j] - x[i][j]);
control ++;
}
if( fabs( x[i][j] - y[i][j] ) > e[jo] ){
e[jo] = fabs( x[i][j] - y[i][j] );
}
} }
#pragma omp barrier
#pragma omp single
{
//"re-assignacio´"
tmp = x;
x = y;
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y = tmp;
control = 1;
k++;
aux *= -1;
// unio del control d’errors
e_unic = e[0];
for( i = 1; i <= nt; i++ ){
if( e[i] > e_unic ){
e_unic = e[i];
}
}
}
}while(e_unic > tol) ;
}
//si el nombre d’iteracions e´s senar (positiu) fer re-assignacio´
if(aux == 1){
for(i=0; i<n+2; i++){
for(j=0; j<n+2; j++){
x[i][j] = y[i][j];
}
}
}
return k;
}
3.2.1 Rendiment del paral·lelisme de Jacobi
Ara volem estudiar com canvia el rendiment de Jacobi depenent del nombre de
processos amb que` l’executem. Noti’s que l’objectiu no es comparar els me`todes
entre ells ja que aixo` depe`n del sistema que es vulgui resoldre sino´ comparar un
me`tode amb ell mateix en canviar el nombre de processos amb els quals s’executa.
S’ha fet co´rrer el programa presentat pre`viament amb 1, 2 i 4 processos i amb dues
dimensions del sistema diferents: N = 1000 i N = 2000, e´s a dir, que els sitemes
resultants eren de dimensio´ n = 106 i n = 4× 106. El processador utilitat e´s l’Intel
Xeon CPU E5-2680 0 @ 2.70Ghz i el compilador e´s l’ icc. Els resultats obtinguts
es mostren en la taula segu¨ent i la gra`fica (3.2).
aaaaaaa
N
proc. 1 2 4
1000 22.989s 12.818s 9.417s
2000 99.952s 54.137s 29.870s
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Figura 3.2: relacio´ entre el nombre de processos i el temps d’execucio´ del me`tode de
Jacobi
Observem que, en tots els casos, quan augmentem el nombre de processos es
redueix el temps d’execucio´. El cas ideal seria que es divid´ıs per dos sempre, pero`
aixo` no passa perque` el cost computacional del llac¸ que paralel·litzem no e´s ex-
cessivament elevat i el cost de repartir la feina entre els processos i crear la regio´
paral·lela elimina part del guany que obtindr´ıem. Tambe´ es pot veure que el guany
obtingut quan N = 2000 e´s me´s elevat que quan N = 1000; aixo` e´s perque` el cost
computacional del mateix llac¸ paral·lelitzat augmenta considerablement.
3.3 Paral·lelitzacio´ de Gauss-Seidel
3.3.1 Re-ordenacio´ de l’escaquer
Si observem el me`tode de Gauss-Seidel explicat a la seccio´ 1.2.2 es veu que per
calcular el valor de la nova iteracio´ usem valors de la iteracio´ anterior i de l’actual.
Per tant, com que dins d’una mateixa iteracio´ de Gauss-Seidel necessitem valors
actualitzats, a priori, no es pot paral·lelitzar. Ara be´, podem aplicar Gauss-Seidel
en l’ordre usual al sistema PAx = Pb on P e´s una matriu de permutacions que ens
do´na les equacions en l’ordre que vulguem. Si a me´s, tenim en compte que, com que
volem mantenir que els elements de la diagonal de la matriu A so´n tots diferents de
zero no nome´s re-ordenarem les equacions sino´ que tambe´ re-ordenarem l’ordre dels
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coeficients del vector x. Aixo` e´s equivalent a considerar una nova matriu PAP T on
P e´s la matriu de permutacions. Aix´ı doncs, per un sistema de dimensio´ n tenim n!
permutacions i, per tant, n! me`todes de Gauss-Seidel.
Aix´ı doncs, el nostre problema ara e´s determinar, donada una matriu A, quina de
les n! possibles re-ordenacions fa que la matriu PAP T sigui paral·lelitzable. Aquest
e´s un problema que no es pot resoldre de forma general, aix´ı que nosaltres ens
centrarem en el nostre exemple, el plantejat a la seccio´ 3.1, per poder seguir.
La figura 3.4 mostra quins punts necessitem actualitzats i quins no si suposem
que ens movem de dreta a esquerra i de baix a dalt.
Figura 3.3: actualitzacio´ del punts amb Gaus-Seidel
Una de les maneres cla`ssiques de re-ordenar e´s la re-ordenacio´ de l’escaquer (en
angle`s coloring o chessboard o red-black ordering). Aquesta reordenacio´ funciona
aix´ı:
Figura 3.4: esquema de l’escaquer aplicat a una matriu
Els punts de la malla es divideixen en dos conjunts (blancs i negres) i despre´s es
reordenen dins de cada conjunt a la vegada que es reordenen les inco`gnites perque`
la inco`gnita 1 vagi amb el nou punt 1 de la malla, la inco`gnita 2 amb el nou punt 2
de la malla i aix´ı fins que els punts blancs estan ordenats; despre´s es continua amb
els negres.
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Per qualsevol N que agafem, els punts blancs de la malla nome´s necessitaran els
punts negres pels ca`lculs i viceversa, tal com es veu a la figura 3.5.
Figura 3.5: mol·le`cules de l’escaquer per l’equacio´ de Poisson
Aix´ı, si escrivim les equacions amb totes les inco`gnites dels punts blancs ordena-
des primeres el sistema tindra` la forma segu¨ent:
DB C
CT DN

uB
uN

=

b1
b2

(3.3.1)
On DB = 4IB i DN = IN i IB i IN so´n les matrius identitat de dimensio´ igual
al nombre de punts negres i blancs de la malla, respectivament. La matriu C conte´
la interseccio´ entre els punts blancs i negres. Noti’s que la matriu de coeficients
de l’equacio´ 3.3.1 e´s sime`trica, ja que e´s de la forma PAP T i la matriu A l’estem
suposant, tot el treball, sime`trica.
Si apliquem Gauss-Seidel a l’equacio´ 3.3.1 ens queda:
DB 0
CT DN

uk+1B
uk+1N

=

b1
b2

−

0 C
0 0

ukB
ukN

(3.3.2)
De manera que l’algoritme es desdobla en dues part separades cadascuna de les
quals s´ı que es parel·lelitzable:
uk+1B = D
−1
B

b1 − CukN
Ł
uk+1N = D
−1
N

b2 − CTuk+1B
Ł (3.3.3)
Aix´ı caldria paral·lelitzar els dos segu¨ents llac¸os.
for i=1,...,n
uk+1B = D
−1
B

b1 − CukN
Ł (3.3.4)
for i=1,...,n
uk+1N = D
−1
N

b2 − CTuk+1B
Ł (3.3.5)
Un cop arribats a aquest punt es procediria igual que com hem explicat en el cas
de Jacobi.
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3.3.2 Rendiment del paral·lelisme de Gauss-Seidel
Ara volem estudiar com canvia el rendiment de Gauss-Seidel depenent del nom-
bre de processos amb que` l’executem. Tal com hem dit abans noti’s que l’objectiu
no e´s comparar els me`todes entre ells, ja que aixo` depe`n del sistema que es vulgui
resoldre, sino´ comparar un me`tode contra ell mateix canviant el nombre de pro-
cessos. S’ha fet co´rrer un programa realitzat en el marc d’aquest treball on hi ha
implementat l’algoritme de Gauss-Seidel amb l’ordenacio´ de l’escaquer amb 1, 2 i 4
processos i amb dues dimensions del sistema diferents: N = 1000 i N = 2000, e´s a
dir, que els sitemes resultants eren de dimensio´ n = 106 i n = 4× 106. El processa-
dor utilitat e´s l’Intel Xeon CPU E5-2680 0 @ 2.70Ghz i el compilador l’icc. Els
resultats obtinguts es mostren en la taula segu¨ent i gra`fic(3.6):
aaaaaaa
N
proc. 1 2 4
1000 22.989s 12.261s 6.461s
2000 98.042s 47.152s 27.425s
Figura 3.6: relacio´ entre el nombre de processos i el temps d’execucio´ del me`tode de
Gauss-Seidel
Igual que abans, lo`gicament, observem en tots els casos que quan augmentem
el nombre de processos es redueix el temps d’execucio´. El cas ideal seria que es
divid´ıs per dos sempre pero` aixo` no passa perque` el cost computacional del llac¸
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que paralel·litzem no e´s excessivament elevat i el cost de repartir la feina entre els
processos i crear la regio´ paral·lela elimina part del guany que obtindr´ıem. Tambe´ es
pot veure que el guany obtingut quan N = 2000 e´s me´s elevat que quan N = 1000
aixo` e´s degut a que el cost computacional del mateix llac¸ paral·lelitzat augmenta
considerablement.
3.4 Paral·lelitzacio´ de SOR
Si observem el me`tode de SOR explicat a la seccio´ 1.2.3 observarem que, per
calcular el valor de la nova iteracio´ usem valors de l’anterior i de l’actual i que, per
tant, a priori, no es paral·lelitzable. Igual que pel me`tode de Gauss-Seidel hi ha una
solucio´ per a aixo`. De fet, tal com hem vist, SOR e´s una variant de Gauss-Seidel i,
per tant, hi podem aplicar la mateixa reordenacio´ de l’escaquer explicada a la seccio´
3.3.1. Un cop reordenats els punts de la malla (o les coordenades de la x) podem
resoldre SOR exactament igual que la de Gauss-Seidel pero` afegint el para`metre ω
alla` on toca, de manera que tenim:
DB 0
ωCT DN

uk+1B
uk+1N

=

ωb1
ωb2

+

(1− ω)DB −ωC
0 (1− ω)DN

ukB
ukN

(3.4.1)
O, escrit en forma d’equacio´:
uk+1B = D
−1
B

ωb1 + (1− ω)DBukB − ωCukN
Ł
uk+1N = D
−1
N

ωb2 + (1− ω)DNukN − ωCuk+1B
Ł (3.4.2)
Per tant caldra` paral·lelitzar els segu¨ents dos llac¸os.
for i=1,...,n
uk+1B = D
−1
B

ωb1 + (1− ω)DBukB − ωCukN
Ł (3.4.3)
for i=1,...,n
uk+1N = D
−1
N

ωb2 + (1− ω)DNukN − ωCuk+1B
Ł (3.4.4)
3.4.1 Rendiment del paral·lelisme de SOR
Ara volem estudiar com canvia el rendiment de SOR depenent del nombre de
processos amb que` l’executem. Tal com hem dit abans l’objectiu no e´s comparar els
me`todes entre ells, ja que aixo` depe`n del sistema que es vulgui resoldre, sino´ com-
parar un me`tode contra ell mateix canviant el nombre de processos. S’ha fet co´rrer
un programa realitzat en el marc d’aquest treball on hi ha implementat l’algoritme
de SOR amb l’ordenacio´ de l’escaquer amb 1, 2 i 4 processos i amb dues dimensions
del sistema diferents: N = 1000 i N = 2000, e´s a dir, que els sitemes resultants eren
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de dimensio´ n = 106 i n = 4 × 106. El processador utilitat e´s l’Intel Xeon CPU
E5-2680 0 @ 2.70Ghz i el compilador e´s l’icc. Els resultats obtinguts es mostren
en la taula segu¨ent i gra`fic (3.7).
aaaaaaa
N
proc. 1 2 4
1000 25.923s 14.339s 7.852s
2000 115.54s 59.569s 29.502s
Figura 3.7: relacio´ entre el nombre de processos i el temps d’execucio´ del me`tode de
SOR
Igual que abans, lo`gicament, observem que, en tots els casos, quan augmentem
el nombre de processos es redueix el temps d’execucio´. El cas ideal seria que es
divid´ıs per dos sempre pero` aixo` no passa perque` el cost computacional del llac¸
que paralel·litzem no e´s excessivament elevat i el cost de repartir la feina entre els
processos i crear la regio´ paral·lela elimina part del guany que obtindr´ıem. Tambe´
es pot veure que el guany obtingut quan N = 2000 e´s me´s elevat que quan N =
1000; aixo` e´s perque` el cost computacional del mateix llac¸ paral·lelitzat augmenta
considerablement.
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3.5 Paral·lelitzacio´ del Gradient Conjugat
Com en tots els altres me`todes primer de tot cal busca el llac¸ computacionalment
me´s costo´s i comprovar que no hi hagi depende`ncies per tal que el me`tode es pugui
paral·lelitzar. Fent-ho trobem la virtut me´s gran que te´ el Gradient Conjugat: no
cal tenir la matriu de coeficients per poder-lo programar ja que l’u´nic ca`lcul pel qual
es necessita e´s al moment de fer el producte de Ap (que es pot programar en una
funcio´ a part) i perque`, de fet, la resta de ca`lculs que cal fer no so´n excessivament
costosos. Aix´ı, tenim que la millor opcio´ per paral·lelitzar aquest me`tode e´s fent
paral·lel el producte de Ap.
Com hem vist a la seccio´ 2.4 no hi ha cap problema en fer-ho des del punt de
vista del paralel·lisme pero` pot haver-hi problemes de memo`ria, ja que es treballa
amb sistemes de dimensio´ molt gran. En el marc d’aquest treball aquests problemes
s’han solucionat aprofitant que sabem com e´s la matriu. El nostre exemple te´, a
me´s, un problema afegit: el producte de la matriu A pel vector no e´s excessivament
costo´s i per poder aprofitar el paral·lelisme hem hagut de paral·lelitzar tots els llac¸os
de l’algoritme.
3.5.1 Rendiment del paral·lelisme del Gradient Conjugat
Ara volem estudiar com canvia el rendiment del Gradient Conjugat depenent
del nombre de processos amb que` l’executem. Com hem dit abans, l’objectiu no e´s
comparar els me`todes entre ells, ja que aixo` depe`n del sistema que es vulgui resoldre,
sino´ comparar un me`tode contra ell mateix canviant el nombre de processos. S’ha
fet co´rrer un programa realitzat en el marc d’aquest treball on hi ha implementat
l’algoritme del Gradient Conjugat amb 1, 2 i 4 processos i amb dues dimensions del
sistema diferents: N = 1000 i N = 2000, e´s a dir, que els sitemes resultants eren
de dimensio´ n = 106 i n = 4 × 106. El processador utilitat e´s l’Intel Xeon CPU
E5-2680 0 @ 2.70Ghz i el compilador e´s l’icc. Els resultats obtinguts es mostren
en la taula segu¨ent i gra`fic (3.8).
aaaaaaa
N
proc. 1 2 4
1000 12.1115s 3.241s 1.640s
2000 79.047s 39.958s 22.146s
Igual que abans, lo`gicament, observem en tots els casos que quan augmentem
el nombre de processos es redueix el temps d’execucio´. El cas ideal seria que es
divid´ıs per dos sempre, pero` aixo` no passa perque` el cost computacional del llac¸
que paralel·litzem no e´s excessivament elevat i el cost de repartir la feina entre els
processos i crear la regio´ paral·lela elimina part del guany que obtindr´ıem. Tambe´
es pot veure que el guany obtingut quan N = 2000 e´s me´s elevat que quan N =
1000; aixo` e´s perque` el cost computacional del mateix llac¸ paral·lelitzat augmenta
considerablement.
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Figura 3.8: relacio´ entre el nombre de processos i el temps d’execucio´ del me`tode
del Gradient Conjugat
3.6 Paral·lelitzacio´ del Gradient Conjugat amb pre-
condicionament
Tal com s’explica a la seccio´ 1.4 el Gradient Conjugat amb precondicionament
que hem presentat e´s el Gradient Conjugat amb alguns passos de Jacobi de ma-
nera que per paral·lelitzar el Gradient conjugat amb precondicionament nome´s cal
combinar la paral·lelitzacio´ del Gradient Conjugat amb la de Jacobi.
Encara que sigui possible, no es recomanable fer una regio´ paral·lela dins d’una
regio´ que ja e´s paral·lela, ja que dif´ıcilment el calcul sera` tan costo´s com per assumir
la feina de crear dues regions paral·lels i repartir la feina dues vegades. Aquest e´s
justament el punt delicat de la paral·lelitzacio´ del Gradient Conjugat amb precondi-
cionament: no es poden simplement ajuntar els dos algoritmes ja perque` posar´ıem
una regio´ paral·lela dins de l’altra. La solucio´ que s’ha adoptat en aquest cas e´s
integrar el precondicionament, e´s a a dir, els passos de Jacobi, dins de l’algoritme
del Gradient Conjugat.
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3.6.1 Rendiment del paral·lelisme del Gradient Conjuga-
tamb precondicionament
Ara volem estudiar com canvia el rendiment del Gradient Conjugat amb precon-
dicionament depenent del nombre de processos amb que` l’executem. Tal com hem
dit abans l’objectiu no e´s comparar els me`todes entre ells, ja que aixo` depe`n del
sistema que es vulgui resoldre, sino´ comparar un me`tode contra ell mateix canviant
el nombre de processos. S’ha fet co´rrer un programa realitzat en el marc d’aquest
treball on hi ha implementat l’algoritme del Gradient Conjugat amb precondiciona-
ment amb 1, 2 i 4 processos i amb dues dimensions del sistema diferents: N = 1000 i
N = 2000, e´s a dir, que els sitemes resultants eren de dimensio´ n = 106 i n = 4×106.
El processador utilitat e´s l’Intel Xeon CPU E5-2680 0 @ 2.70Ghz i el compilador
e´s l’icc. Els resultats obtinguts es mostren en la taula segu¨ent i gra`fic (3.8).
aaaaaaa
N
proc. 1 2 4
1000 93.646s 27.259s 14.565s
2000 303.328s 179.248s 88.807s
Igual que abans, lo`gicament, observem que, en tots els casos, quan augmentem
el nombre de processos es redueix el temps d’execucio´. El cas ideal seria que es
divid´ıs per dos sempre pero` aixo` no passa perque` el cost computacional del llac¸
que paralel·litzem no e´s excessivament elevat i el cost de repartir la feina entre els
processos i crear la regio´ paral·lela elimina part del guany que obtindr´ıem. Tambe´
es pot veure que el guany obtingut quan N = 2000 e´s me´s elevat que quan N =
1000; aixo` e´s perque` el cost computacional del mateix llac¸ paral·lelitzat augmenta
considerablement.
3.7 Paral·lelitzacio´ del GMRES
Com en tots els altres me`todes primer de tot cal comprovar que no hi hagi
depende`ncies per tal que el me`tode es pugui paral·lelitzar i busquem el llac¸ compu-
tacionalemnt me´s costo´s. Repassant l’algoritme explicat a la seccio´ ?? veiem que el
llac¸ me´s costo´s computacionalment e´s el llac¸ que calcula els vectors u = Av ja que
e´s l’u´nic que ha de fer ca`lculs amb la matriu i vectors de dimensio´ n2. Tots els altres
ca`lculs que s’efectuen so´n amb vectors i matrius de mida k, que e´s noto`riament me´s
petita que n, altrament el me`tode perdria el sentit. Aix´ı tenim que la millor opcio´
per paral·lelitzar aquest me`tode e´s fent paral·lel el producte de Av.
Com hem vist a la seccio´ 2.4 no hi ha cap problema en fer-ho des del punt de
vista del paralel·lisme pero` pot haver-hi problemes de memo`ria perque` es treballa
amb sistemes de dimensio´ molt gran. En el marc d’aquest treball aquest problemes
s’han solucionat aprofitant, com en el cas del Gradient Conjugat, que sabem com
e´s la matriu. Aixo` ens ha fet programar el producte aprofitant l’estructura de blocs
que te´ la matriu i finalment nome´s s’ha paral·lelitzat el producte dels blocs del mig
de la matriu, ja que comparat amb el que costa fer aquest ca`lcul el cost de calcular
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Figura 3.9: relacio´ entre el nombre de processos i el temps d’execucio´ del me`tode
del Gradient Conjugat amb precondicionament
el producte per la primera fila de blocs i l’u´tlima so´n menyspreables. En la figura
3.10 estan marcats en gris els blocs el producte dels quals s’hauria paral·lelitzat en
el cas de N = 5.
Com que la matriu que estem fent servir d’exemple e´s una matriu sime`trica i
definida positiva, aplicar el GMRES e´s el mateix que aplicar el me`tode del Gradient
Conjugat i, per tant, el rendiment que se’n pot esperar en aquest exemple e´s molt
semblant.
Figura 3.10: exemple de la matriu A amb N = 5
Conclusions
La resolucio´ de sistemes d’equacions de dimensio´ gran e´s, com ja s’intu¨ıa, un
tema d’estudi que no es pot encabir, ni del lluny, en un treball final de grau. Tot
just ara comenc¸o a veure el gran ventall de me`todes, idees i resolucions que hi ha.
Un cop vistos i estudiats tots els me`todes que es presenten, una de les conclusions
a que` es pot arribar, i segurament la me´s important, e´s que no hi ha una manera
que sigui la millor per resoldre qualsevol sistema d’equacions sino´ que aixo` depe`n de
cada sistema.
A me´s, el mo´n de la programacio´ en paral·lel s’ha demostrat no nome´s u´til sino´
molt pra`ctic, ja que la relacio´ entre el temps d’execucio´ que s’hi guanya i el temps
que cal invertir per convertir un programa en paral·lel (quan se’n sap) e´s molt bona.
Crec que so´n uns coneixements que, en el mo´n informatitzat en que` vivim, poden
ser molt u´tils a qualsevol matema`tic en molt´ıssimes situacions diferents perque`,
o`bviament, no nome´s es poden aplicar a la resolucio´ de sistemes d’equacions.
Per tot aixo` la valoracio´ final d’aquest treball e´s positiva: he apre`s me`todes de
resolucio´ de sistemes, he apre`s a paral·lelitzar programes escrits en C i he apre`s que
em queda molt per aprendre!
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