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Lista de S´ımbolos
N Conjunto de los nu´meros naturales.
R Cuerpo de los nu´meros reales.
C Cuerpo de los nu´meros complejos.
| · | Valor absoluto.
‖ · ‖ Norma.
H Espacio de Hilbert.
X Espacio de Banach.
X ∗ Espacio dual de X .
L(X ) Operadores lineales y continuos sobre X .
K(X ) Operadores compactos sobre X .
{T}′ Conmutante de T .
BX Bola unidad abierta en X .
BX Bola unidad cerrada en X .
KerT Nu´cleo del operador T .
R(T ) Imagen o rango del operador T .
σ(T ) Espectro del operador T .
r(T ) Radio espectral del operador T .
suppf Soporte de la funcio´n f .
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Introduccio´n
Existen numerosos resultados y problemas abiertos dentro del ana´lisis
funcional que involucran la existencia de subespacios invariantes para un
operador lineal y continuo. El teorema de la forma cano´nica de Jordan para
espacios de Banach de dimensio´n finita o el teorema espectral para opera-
dores normales son algunos de estos resultados, donde la esencia reside en
saber el comportamiento de un operador lineal y continuo respecto a sus
subespacios invariantes.
En este sentido, el teorema de la forma cano´nica de Jordan afirma que
si X es un espacio de Banach de dimensio´n finita, T un operador lineal y
M un subespacio T invariante no trivial, entonces T se expresa como
P−1TP =
(
T (1) T (12)
0 T (2)
)
⇔ T ∼
(
T (1) T (12)
0 T (2)
)
,
donde P es una matriz de cambio de base y T (1) = T|M : M → M es la
restriccio´n de T aM. Es decir, T se expresa (salvo semejanzas) como suma
directa de sus restricciones a ciertos subespacios invariantes. Por tanto, no
es sorprendente esperar que existan relaciones entre la estructura de un ope-
rador T y de la del ret´ıculo de sus subespacios invariantes, esto es, Lat(T ).
Ahora bien, dado un espacio de Banach X con dimX ≥ 2 y un operador
T lineal y continuo en X , ¿es siempre posible encontrar un subespacio ce-
rrado no trivialM⊂ X , esto es {0} (M ( X , verificando que TM⊂M?.
Esta cuestio´n, de naturaleza “naive”, aparentemente surge tras los trabajos
de Beurling donde caracteriza los subespacios cerrados e invariantes para el
operador multiplicacio´n Mz en el espacio de Hardy H
2 (ve´ase [8]) y el de von
Neumann, donde se prueba la existencia subespacios cerrados e invariantes
no triviales para operadores compactos en espacios de Hilbert (que nunca
llego´ a publicarse).
Es claro que dicha cuestio´n tiene un respuesta positiva para espacios
de Banach complejos X de dimensio´n finita, sin ma´s que considerar el
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Ker(T − λI) = {x ∈ X : (T − λI)x = 0},
esto es, el subespacio asociado al autovalor λ del operador T . A diferencia del
caso complejo, para espacios de Banach reales y de dimensio´n finita existen
operadores lineales que no poseen subespacios invariantes no triviales. Por
ejemplo, si consideramos el operador lineal T en R2 dado por la matriz(
0 −1
1 0
)
,
respecto a la base cano´nica, entonces los u´nicos subespacios cerrados e
invariantes son los triviales. En efecto, ya que en caso contrario, si M es
un subespacio cerrado no trivial, entonces necesariamente dimM = 1. Por
lo tanto, existe x0 ∈ X vector no nulo tal que M = 〈{x0}〉 y, por ser T
invariante, Tx0 = λx0 para cierto λ ∈ R. Ya que T 2 = −I, se tiene que
−x0 = −Ix0 = T 2x0 = T (Tx0) = λTx0 = λ2x0,
y al ser x0 6= 0, concluimos que necesariamente λ2 + 1 = 0. Como esta
ecuacio´n no tiene solucio´n en R, tal subespacio M no puede existir. Sin
embargo, si dimX ≥ 3 entonces es posible conseguir subespacios cerrados e
invariantes de dimensio´n 1 o´ 2.
Luego, podemos afirmar que dado un espacio de Banach X real de di-
mensio´n finita y T un operador lineal en X , T posee un subespacio cerrado
e invariante no trivial si y so´lo si bien dimX ≥ 3 o bien dimX = 2 y T
admite autovalores.
¿Que´ ocurre cuando el espacio de Banach no es de dimensio´n finita? En
este caso, conviene observar que no siempre es posible obtener subespacios
cerrados e invariantes a partir de aquellos asociados a los autovalores del
operador T . As´ı, el operador desplazamiento S definido en `1 por
T (x1, x2, . . . ) = (0, x1, x2, . . . ), (x1, x2, . . . ) ∈ `1,
no tiene autovalores.
No obstante, si X es un espacio de Banach no separable, siem-
pre es posible encontrar subespacios cerrados e invariantes no triviales
asociados a un operador lineal y continuo T sin ma´s que considerar
M = span{Tnx0 : n ∈ N}, siendo x0 ∈ X vector no nulo.
En el caso en que X sea un espacio de Banach separable y T un ope-
rador lineal y continuo no nulo tal que KerT 6= {0} o´ R(T ) 6= X , es claro
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invariante no trivial, ya que tanto el nu´cleo como la clausura del rango del
operador son cerrados, T invariantes y no triviales.
En 1975, Per Enflo presento´ la existencia de un espacio de Banach se-
parable y un operador T lineal, continuo, inyectivo y de rango denso
sin subespacios cerrados e invariantes no triviales en Seminaire Maurey-
Schwartz, celebrado en la E´cole Polytechnique de Par´ıs. Sin embargo, pa-
sar´ıan casi doce an˜os hasta que su contrajemplo fuera oficialmente publicado
en Acta Mathematica, retraso que se debio´ a la enorme complejidad del mis-
mo (ve´ase [14]).
A continuacio´n, daremos una idea sobre la construccio´n de dicho
contraejemplo: decir que los u´nicos subespacios cerrados e invariantes para
un operador T lineal y continuo son los triviales es equivalente a que
span{T kx : k ≥ 0} = X para todo x ∈ X . En efecto:
Si existiese x0 ∈ X , x0 6= 0, vector no c´ıclico entonces
M = span{T kx0 : k ≥ 0} es un subespacio cerrado e invariante no tri-
vial.
Si {0} (M ( X tal que TM ⊂ M entonces, para x0 ∈ M, x0 6= 0,
se tiene que span{T kx : k ≥ 0} ⊂ M.
El punto de partida es el hecho de que todo operador T que tenga un
vector c´ıclico, esto es, span{T kx : k ≥ 0} = X para cierto x ∈ X , puede
representarse como el operador de multiplicacio´n por la variable z en el
espacio de los polinomios dotado de una cierta norma. Esto se debe a que si
x0 es un vector c´ıclico, y en virtud de que dimX =∞, el conjunto {T kx0}k≥0
es linealmente independiente. De esta manera, a la suma finita
∑n
k=0 akT
kx0
podemos asociarle el polinomio pn(z) =
∑n
k=0 akz
k y definir una norma en
P[z] dada por
‖pn‖ =
∥∥∥∥∥
n∑
k=0
akT
kx0
∥∥∥∥∥
X
,
donde P[z] = {∑nk=0 akzk : n ∈ N}. Del caracter c´ıclico del vector x0 se
sigue que el completado de P[z], denotado por P[z]‖·‖, con la norma antes
descrita es un espacio de Banach isome´trico a X . Adema´s, se observa que
T
∑
k≥0
akT
kx0
 = ∑
k≥0
akT
k+1x0
se identifica−−−−−−−−−→
∑
k≥0
akz
k+1 = z
∑
k≥0
akz
k.
Por lo tanto, podemos representar el operador T como el operador de multi-
plicacio´n Mz en P[z] dotado con la norma ‖ · ‖. Con dicha representacio´n, el
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es, span{1, z, z2, . . . } = P. Por ello, para afirmar que un polinomio p ∈ P es
c´ıclico es suficiente probar que 1 ∈ span{p(z), zp(z), z2p(z), . . . }.
Con vista a construir un operador T sin subespacios cerrados e
invariantes no triviales, exigimos en primer lugar que todo polinomio p ∈ P
sea c´ıclico para el operador de multiplicacio´n, esto es, para todo p ∈ P y
para todo ε > 0, exista q ∈ P[z] tal que ‖pq − 1‖ < ε.
Como lo que se pretende es asegurar que todo polinomio p del espacio
de Banach P[z]‖·‖ sea c´ıclico, basta con exigir en segundo lugar que para
toda {pj}j∈N sucesio´n de polinomios en P y para todo ε > 0, exista
{qj}j∈N sucesio´n en P[z] tal que ‖pjqj − 1‖ < ε con supj ‖qj‖op < ∞,
donde ‖qj‖op = ‖qj(T )‖L(X ). En efecto, ya que si r ∈ P[z]‖·‖, entonces
existen {pj}j∈N, {qj}j∈N sucesiones en P y P[z] tales que ‖r − pj‖ < ε y
‖pjqj − 1‖ < ε, garantizando que
‖rqj − 1‖ ≤ ‖rqj − pjqj‖+ ‖pjqj − 1‖ ≤ ε(sup
j
‖qj‖op + 1).
Por lo tanto, en virtud de la primera de las exigencias, concluimos que r es
c´ıclico para el operador de multiplicacio´n por Mz.
Ma´s tarde, aunque se publicar´ıa antes, C. Read contruyo´ un operador
lineal y continuo en `1 sin subespacios cerrados e invariantes no triviales
(ve´ase [22]). Posteriormente, A.M. Davie (ve´ase [6]) simplifico´ el ejemplo
dado por Read.
Por lo tanto, en general, no todo operador lineal y continuo en un espacio
de Banach posee un subespacio cerrado e invariante no trivial. A pesar de
haber resuelto el caso ma´s general, todos los contraejemplos hasta la fecha
son sobre espacios de Banach no reflexivos, por lo que es natural preguntarse
¿que´ ocurre para el caso reflexivo? ¿es posible que todo operador lineal y
acotado en un espacio de Banach reflexivo posea un subespacio cerrado e
invariante no trivial?
En la actualidad, y por todo lo anteriormente expuesto, el problema del
subespacio invariante aborda la cuestio´n: dado un espacio de Banach refle-
xivo X de dimensio´n infinita, separable y un operador T ∈ L(X ), ¿existe
siempre un subespacio cerrado no trivial M ⊂ X , esto es {0} ( M ( X ,
verificando que TM⊂M?.
A la hora de extender la clase de operadores que poseen subespacios
cerrados e invariantes, cabe preguntarse que´ ocurre con aquellos operadores
que conmutan con uno del que s´ı se conocen subespacios cerrados e invarian-
tes no triviales. En esta l´ınea, dado un operador T en un espacio de Banach
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se mantiene invariante para todo operador que conmute con T , esto es, si
SM⊂M para todo S ∈ {T}′, donde {T}′ = {S ∈ L(X ) : TS = ST}. Este
tipo de subespacios con esa propiedad de invarianza tan particular existen,
por ejemplo, si KerT 6= {0} o R(T ) 6= X , pues ambos son subespacios ce-
rrados e invariantes no triviales bajo cualquier operador que conmute con T .
Quiza´s el logro ma´s significativos en esta direccio´n sea una versio´n del
Teorema de Lomonosov, en el que se afirma que todo operador lineal y conti-
nuo T en un espacio de Banach X de dimensio´n infinita que conmute con un
operador compacto K no nulo posee un subespacio cerrado e invariante no
trivial (ve´ase [19]). Si adema´s el operador T es no escalar, esto es, T 6= λI, se
tiene un subespacio cerrado e hiperinvariante no trivial. La importancia de
este resultado no so´lo reside en dicha afirmacio´n, sino que adema´s propor-
ciona una respuesta positiva para operadores compactos y polinomialmente
compactos que, gracias a los trabajos de von Neumann, N. Aronszajn, K.
T. Smith, A. R. Bernstein y A. Robinson, so´lo se conoc´ıan la existencia de
subespacios cerrados e invariantes.
Observamos que dado un espacio de Banach X complejo de dimensio´n
infinita y una cadena de operadores S, T,K ∈ L(X ) tales que S conmuta con
T , T conmuta con K y K operador compacto, entonces S posee un subes-
pacio cerrado e invariante no trivial. A la vista de esto, cabe preguntarse:
¿es posible extender la longitud de la cadena de operadores de forma que el
primero de ellos posea un subespacio cerrado e invariante no trivial? Esta
cuestio´n fue resuelta de manera negativa por Vladimir Troitsky probando
que si T : `1 → `1 es el operador sin subespacios cerrados e invariantes no
triviales construido por C. Read, entonces es posible construir una cadena
de operadores T, S1, S2,K tal que T conmuta con S1, S1 conmuta con S2 y
S2 conmuta con K siendo este u´ltimo un operador compacto (ve´ase [27]).
El problema sobre la existencia de subespacios invariantes en espacios
reflexivos es, a d´ıa de hoy, un problema abierto dentro del ana´lisis funcional
al que podemos an˜adir cuestiones au´n sin resolver. No obstante, un trabajo
de reciente publicacio´n da una respuesta positiva a la cuestio´n sobre la exis-
tencia de un espacio de Banach en el que todo operador lineal y continuo
posee un subespacio cerrado e invariante no trivial (ve´ase [4]). En esencia,
los autores construyen un espacio de Banach X de dimensio´n infinita en
el que todo operador T ∈ L(X ) es suma de un operador compacto y un
operador escalar y, en virtud del Teorema de Lomonosov, posee subespacio
cerrado e invariante no trivial.
Hace poco ma´s de una de´cada, Shamim Ansari y Per Enflo desarrolla-
ron una te´cnica nueva para generar subespacios cerrados e invariantes de
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operadores en espacios de Hilbert (ve´ase [3]). Esta propuesta consiste en en-
contrar vectores de norma mı´nima (vectores minimales) en ciertos conjuntos
que involucran al operador inyectivo y de rango denso T en un espacio de
Hilbert H del que se desean conocer tales subespacios. El objetivo es aportar
una respuesta, bien sea positiva o negativa, que arroje un poco de luz sobre
el problema del subespacio invariante en espacios reflexivos.
El objetivo de este Trabajo de Fin de Ma´ster ha sido estudiar el compor-
tamiento de los vectores minimales para ciertas clases de operadores. En par-
ticular, el trabajo “Extremal vectors and invariant subspaces”(Transactions
of American Mathematical Society 350 (1998), no. 2, 539–558), donde An-
sari y Enflo demuestran que el me´todo funciona en casos aparentemente
no relacionados: operadores normales y operadores compactos cuasinilpo-
tentes.As´ımismo, en “Some results on extremal vectors and invariant subs-
paces”(Proceedings of American Mathemathical Society 131 (2003), no.
2, 379–387), donde Enflo y Ho¨im investigan las conexiones entre los dis-
tintos para´metros asociados con los vectores minimales. Y en “Conver-
gence properties of minimal vectors for normal operators and weighted
shifts”(Proceedings of American Mathemathical Society 133, (2004), no. 2,
501-510), donde Chalendar y Partington estudian el comportamiento de la
sucesio´n de vectores minimales asociada a ciertas clases de operadores en es-
pacios Lp reflexivos, incluyendo operadores de multiplicacio´n y operadores
de desplazamiento bilateral con peso.
Vectores Minimales y Subespacios Invariantes.
Cap´ıtulo 1
Conceptos Ba´sicos
En este cap´ıtulo introducimos el concepto de vector minimal y λ-vector
minimal asociados a un operador lineal, continuo, inyectivo y de rango den-
so. Estudiaremos bajo que´ condiciones podemos asegurar tanto la existencia
como la unicidad de dichos vectores, as´ı como las propiedades que e´stos veri-
fican. Finalmente, analizamos el comportamientos de los vectores minimales
asociados a ciertos operadores, como los quiasinilpotentes, y su relacio´n con
la existencia de subespacios invariantes.
Sea X un espacio de Banach complejo y sea T ∈ L(X ) un operador
inyectivo y de rango denso. Dados x0 ∈ X vector no nulo, n ∈ N y
ε ∈ (0 , ‖x0‖), definimos el conjunto
Kεn := (T
n)−1(B(x0, ε)) = {y ∈ X : ‖Tny − x0‖ ≤ ε}. (1.0.1)
Observamos que:
1. 0 /∈ Kεn.
2. Kεn es cerrado y convexo para todo n ∈ N, al ser Tn lineal y continuo.
3. Kεn 6= ∅ para todo n ∈ N, al ser T de rango denso (y por tanto Tn
tambie´n lo es).
Fijados n ∈ N y ε ∈ (0, ‖x0‖), el ı´nfimo de la norma de los vectores de Kεn,
esto es,
dεn = ı´nf{‖y‖ : y ∈ Kεn}, (1.0.2)
satisface que dεn > 0.
Definicio´n 1.1. Fijado λ > 1, se denominan λ-vectores minimales a
aquellos yεn ∈ Kεn tales que dεn ≤ ‖yεn‖ ≤ λdεn. Para λ = 1, si existen,
se denominan vectores minimales asociados al operador T con para´metros
x0, n y ε.
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Nota 1.1. Para λ > 1, los λ-vectores minimales siempre existen. En efecto,
fijados x0 ∈ X vector no nulo, n ∈ N y ε ∈ (0, ‖x0‖), por la definicio´n de dεn,
se tiene que para todo δ > 0 existe yεn ∈ Kεn tal que
dεn ≤ ‖yεn‖ ≤ dεn + δdεn = (1 + δ)dεn = λdεn.
Sin embargo, no en todos los espacios de Banach se puede encontrar
vectores minimales.
Ciertas condiciones sobre el espacio X son suficientes para garantizar la
existencia de los vectores minimales asociados a un operador T lineal, conti-
nuo, inyectivo y de rango denso. Una de ellas se recoge en la Proposicio´n 1.1.
Antes de enunciarla, recordamos que un espacio normado es estricta-
mente convexo si para cualesquiera x, y ∈ X linealmente independientes se
cumple la desigualdad triangular estricta, esto es, ‖x+ y‖ < ‖x‖+ ‖y‖.
Proposicio´n 1.1. Sea X es un espacio de Banach reflexivo y sea T ∈ L(X )
inyectivo y de rango denso. Entonces existen los vectores minimales yεn para
x0 ∈ X , ε ∈ (0 , ‖x0‖) y n ∈ N para´metros fijados cumpliendo
‖Tnyεn − x0‖ = ε. (1.0.3)
Si adema´s X es estrictamente convexo, dichos vectores minimales son
u´nicos.
Demostracio´n. Sean ε ∈ (0, ‖x0‖) y n ∈ N fijos. De la definicio´n (1.0.2)
se sigue que existe una sucesio´n en Kεn, que denotaremos por {zk}k∈N,
de manera que ‖zk‖ → dεn cuando k → ∞. Como la sucesio´n {zk}k∈N
esta´ acotada, existe una subsucesio´n, a saber, {zkm}m∈N que converge
de´bilmente a un vector z0 ∈ X , esto es, zkm w−−→ z0. Ahora bien:
1. z0 ∈ Kεn : En efecto, ya que zkm w−−→ z0 cuando m → ∞ y Kεn
subconjunto convexo y cerrado de X se tiene que
(Kεn)
w = (Kεn)
w = (Kεn)
‖·‖,
esto es, el conjunto de puntos l´ımite en la topolog´ıa de´bil coincide con
el conjunto de puntos l´ımite en la topolog´ıa generada por la norma, que
es consecuencia de la versio´n geome´trica del teorema de Hahn-Banach
y la convexidad de Kεn (ve´ase [[13, corolario 3, pp 11]).
2. ‖z0‖ = dεn : Por el apartado anterior, se tiene que dεn ≤ ‖z0‖.
Supongamos, por reduccio´n al absurdo, que dεn < ‖z0‖. Como ‖zk‖ → d
existe ν ∈ N tal que para todo k ∈ N con k ≥ ν se tiene que
‖zk‖ − dεn <
‖z0‖ − dεn
2
.
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En particular, para km ≥ ν, se tiene que ‖zkm‖ < ‖z0‖. De esta manera
0 < ‖z0‖−‖zkm‖ ≤ ‖zkm−z0‖ = sup{|ϕ(zkm−z0)| : ϕ ∈ X ∗, ‖ϕ‖ = 1}.
De la definicio´n de supremo se sigue que para todo 0 < δ < ‖zkm−z0‖,
existe s ∈ N y ϕs ∈ X ∗ con ‖ϕs‖ = 1 tal que
0 < δ < |ϕs(zkm − z0)| ≤ sup
‖ϕ‖=1
|ϕ(zkm − z0)|.
Como adema´s zkm
w−−→ z0 se tiene que
0 < l´ım
m→∞ |ϕs(zkm − z0)| = l´ımm→∞ |ϕs(zkm)− ϕs(z0)| = 0.
Luego ‖z0‖ = dεn.
De esta manera se conluye que z0 es un vector minimal asociado a T .
Fijados ε ∈ (0, ‖x0‖) y n ∈ N, denotamos por yεn al vector minimal
asociado al operador T . Veamos que dicho vector satisface la condicio´n
(1.0.3). Por reduccio´n al absurdo, supongamos que ‖Tnyεn − x0‖ < ε. De
esta manera Tnyεn ∈ B(x0, ε) y por lo tanto existe t ∈ (0, 1) de forma que
(1− t)Tnyεn ∈ B(x0, ε), esto es
‖Tn( (1− t)yεn )− x0‖ = ‖(1− t)Tnyεn − x0‖ ≤ ε.
Por lo tanto (1− t)yεn ∈ Kεn y con ‖(1− t)yεn‖ = (1− t)‖yεn‖ < ‖yεn‖, lo que
contradice la minimalidad del vector yεn.
Por u´ltimo, veamos que si X es estrictamente convexo, se tiene unicidad.
Supongamos que existen dos vectores minimales yεn,1, y
ε
n,2 ∈ Kεn satisfaciendo
‖yεn,1‖ = ‖yεn,2‖ = dεn. De aqu´ı se desprende que yεn,1 = yεn,2 o bien
yεn,1 = −yεn,2, donde descartamos esta u´ltima posibilidad. Por lo tanto, si
suponemos que son distintos, al ser Kεn convexo, se sigue que
yεn,1 + y
ε
n,2
2
∈ Kεn con
∥∥∥∥yεn,1 + yεn,22
∥∥∥∥ < ‖yεn,1‖2 + ‖yεn,2‖2 = d,
lo cual es una contradiccio´n.
Nota 1.2. Sea T ∈ L(X ), inyectivo, de rango denso y tal que ‖T‖ = 1.
Sea x0 ∈ X vector no nulo y ε ∈ (0, ‖x0‖). Si suponemos la existencia de
la sucesio´n de vectores minimales {yεn}n∈N asociados a dicho operador, en
virtud el resultado anterior
ε = ‖Tm+1yεm+1 − x0‖ = ‖Tm(Tyεm+1)− x0‖,
y de la definicio´n del vector minimal ym se sigue que
‖yεm‖ ≤ ‖Tyεm+1‖ ≤ ‖T‖‖yεm+1‖ ≤ ‖yεm+1‖.
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Esto significa que, en el caso de que existan los vectores minimales, la
sucesio´n de las normas de dichos vectores es creciente. En general, se tiene
que ‖yεm‖ ≤ ‖yεm+k‖, para todo m, k ∈ N, o de manera equivalente
0 <
‖yεm‖
‖yεm+k‖
≤ 1.
Esto u´ltimo se traduce en que, siempre que se asegure la existencia de los
vectores minimales, cualquier subsucesio´n {ymj}∞j=1 verifica que su ratio
esta´ acotada, es decir,
0 <
‖ymj−1‖
‖ymj‖
≤ 1, ∀ {mj} subsucesio´n.
Un comportamiento similar al anterior puede obtenerse si fijamos m ∈ N en
lugar de ε. Dado 0 < h < ε, denotemos por yε e yε−h los vectores minimales
al nivel m ∈ N con para´metros ε y ε − h, respectivamente. En virtud del
resultado anterior se tiene que
‖Tmyε−h − x0‖ = ε− h < ε,
y de la definicio´n del vector minimal yε se sigue que ‖yε‖ ≤ ‖yε−h‖. En
general, para todo ε1, ε2 ∈ (0 , ‖x0‖) con ε1 < ε2 se tiene que ‖yε2‖ ≤ ‖yε1‖,
o de manera equivalente
0 <
‖yε2‖
‖yε1‖ ≤ 1.
Esto u´ltimo significa que, fijado m ∈ N, la funcio´n que a cada ε ∈ (0, ‖x0‖)
le asigna ‖yε‖ es una funcio´n mono´tona decreciente.
Nota 1.3. En los espacios de Banach reflexivos siempre es posible construir
una norma estrictamente convexa que sea equivalente a la que posee dicho
espacio (ve´ase [12], pp. 42, 289). Por lo tanto, dado X un espacio de Banach
reflexivo, consideraremos X dotado de la norma estrictamente convexa,
garantizando as´ı la existencia y unicidad de los vectores minimales asociados
a un operador lineal, continuo, inyectivo y de rango denso.
El espacio `1(Z) no es ni relfexivo ni estrictamente convexo, por lo que
el resultado anterior no puede aplicarse para asegurar la existencia de los
vectores minimales asociados al operadores desplazamiento bilateral T . Sin
embargo, dados x0 ∈ `1(Z) vector no nulo y ε ∈ (0, ‖x0‖), usando un argu-
mento de compacidad de´bil* se prueba que existen los vectores minimales
asociados a T, x0 y ε verificando ‖Tnyεn − x0‖1 = ε.
A continuacio´n, veremos un ejemplo de la no unicidad de los vectores
minimales en `1(Z). Para ello, consideremos el operador desplazamiento
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bilateral T en `1(Z) definido por Tek = ek+1, donde {ek}k∈Z denota la
base cano´nica en `1(Z). Sean x0 ∈ `1(Z) vector no nulo de la forma x0 =∑
k∈Z ckek, ε ∈ (0, ‖x0‖1) y supongamos que
x0 − Tnyεn =
∞∑
k=−∞
dkek.
Se puede comprobar que
yεn =
∞∑
k=−∞
(ck − dk)ek−n, n ∈ N.
De la definicio´n del vector minimal yεn, resulta el siguiente problema de
optimizacio´n
mı´n
∞∑
k=−∞
|ck − dk| sujeto a
∞∑
k=−∞
|dk| = ε.
Ya que ∥∥∥∥∥
∞∑
k=−∞
bkek
∥∥∥∥∥
1
=
∥∥∥∥∥
∞∑
k=−∞
|bk|ek
∥∥∥∥∥
1
,
para toda sucesio´n {bk}k∈Z ∈ `1(Z), es suficiente calcular los vectores
minimales cuando x0 =
∑
k∈Z ckek con ck > 0 para todo k ∈ Z. En este
caso, se tiene 0 ≤ dk ≤ ck para todo k ∈ Z, quedando por resolver el
siguiente problema de optimizacio´n
mı´n
∞∑
k=−∞
ck − dk sujeto a
∞∑
k=−∞
|dk| = ε.
En particular, para x0 = e0 + e1 y ε = 1, se tiene que dk = 0 para todo
k ∈ Z \ {0, 1} y la solucio´n al correspondiente problema de optimizacio´n
es cualquier combinacio´n convexa de la forma d0 + d1 = 1 y por lo tanto
x0 − Tnyεn = λe0 + (1− λ)e1 para todo λ ∈ [0, 1].
Luego yεn = (1− λ)e−n + λe1−n para todo n ∈ N y para todo λ ∈ [0, 1].
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1.1. Vectores minimales en espacios de Hilbert
En todo espacio de Hilbert H podemos asegurar la existencia y unicidad
de los vectores minimales asociados a un operador lineal, continuo, inyectivo
y de rango denso. A continuacio´n se demuestran ciertas propiedades de
dichos vectores as´ı como una ecuacio´n de punto fijo que satisfacen.
Proposicio´n 1.2. Sea H espacio de Hilbert, T ∈ L(H) inyectivo y de rango
denso. Sean x0 ∈ H vector no nulo, ε ∈ (0, ‖x0‖) y n ∈ N para´metros.
Entonces existe una constante negativa µn = µn(x0, ε) tal que los vectores
minimales verifican la ecuacio´n de punto fijo
yεn = µ
ε
nT
∗n(Tnyεn − x0). (1.1.4)
Demostracio´n. Fijamos ε ∈ (0, ‖x0‖), n ∈ N y denotemos yεn vector minimal
asociado al operador T . Si ω ∈ H y λ ∈ R de forma que
‖Tn(yεn + λω)− x0‖ ≤ ‖Tnyεn − x0‖ = ε,
de la definicio´n del vector minimal yεn se sigue que ‖yεn + λω‖ ≥ ‖yεn‖. Si
desarrollamos estas expresiones en funcio´n del producto escalar, resulta que
2<〈λω, T ∗n(Tnyεn − x0)〉+ λ2‖Tnω‖2 ≤ 0
2<〈λω, yεn〉+ λ2‖ω‖2 ≥ 0.
(1.1.5)
De aqu´ı se sigue que, necesariamente, existe una constante µεn < 0 de forma
que yεn = µ
ε
nT
∗n(Tnyεn − x0). Para ver esto, supongamos que no existe
tal constante. Esto significa que no son mu´ltiplos (mediante una constante
negativa) el uno del otro. Por lo tanto, si tomamos
ω0 = − y
ε
n
‖yεn‖
− T
∗n(Tnyεn − x0)
‖T ∗n(Tnyεn − x0)‖
,
tenemos que
<〈ω0, yεn〉 < 0 y <〈ω0, T ∗n(Tnyεn − x0)〉 < 0.
Sustituyendo en (1.1.5) resulta
2<〈ω0, T ∗n(Tnyεn − x0)〉+ λ‖Tnω0‖2 ≤ 0
2<〈ω0, yεn〉+λ‖ω0‖2 ≥ 0.
Tomando λ suficientemente pequen˜o, la segunda desigualdad deja de ser
cierta.
Corolario 1.3. Sea H espacio de Hilbert y T ∈ L(H) operador inyectivo y
de rango denso. Sean x0 ∈ H vector no nulo, ε ∈ (0, ‖x0‖) y n ∈ N.
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1. Si denotamos θεn el a´ngulo formado por T
nyεn − x0 y Tnyεn, entonces
θεn > pi/2.
2. ‖Tnyεn‖2 < ‖x0‖2 − ε2.
3. Si y ∈ H, z ⊥ yεn si y so´lo si Tnz ⊥ Tnyεn − x0.
4. Si x ∈ H es tal que ‖Tnx − x0‖ ≤ ε, entonces ‖yεn‖2 ≤ |〈x, yεn〉| para
cada n ∈ N.
Demostracio´n. 1. Se observa que
cos θεn =
〈Tnyεn − x0 , Tnyεn〉
‖Tnyεn − x0‖‖Tnyεn‖
=
〈T ∗n(Tnyεn − x0) , yεn〉
ε ‖Tnyεn‖
=
(µεn)
−1‖yεn‖2
ε ‖Tnyεn‖
< 0,
Por lo tanto θεn > pi/2.
2. Ya que x0 = (x0 − Tnyεn) + Tnyεn, se tiene que
‖x0‖2 = 〈(x0 − Tnyεn) + Tnyεn , (x0 − Tnyεn) + Tnyεn〉
= ‖Tnyεn − x0‖2 + ‖Tnyεn‖2 + 2Re〈x0 − Tnyεn , Tnyεn〉
= ε2 + ‖Tnyεn‖2 − 2Re〈Tnyεn − x0 , Tnyεn〉,
donde hemos usado el hecho de que yεn cumple la restriccio´n (1.0.3).
Ahora bien, ya que yεn verifica la ecuacio´n de punto fijo (1.1.4), resulta
〈Tnyεn − x0 , Tnyεn〉 = 〈T ∗n(Tnyεn − x0) , yεn〉 = (µεn)−1‖yεn‖2 < 0.
Por lo tanto ‖x0‖2 > ε2 + ‖Tnyεn‖2, esto es, ‖Tnyεn‖2 < ‖x0‖2 − ε2.
3. Usando de nuevo la ecuacio´n (1.1.4), se tiene que, dado y ∈ H
y ⊥ yεn ⇔ 〈y , yεn〉 = 0⇔ 〈y , µεnT ∗n(Tnyεn − x0)〉 = 0
⇔ 〈Tny , Tnyεn − x0〉 = 0
⇔ Tny ⊥ Tnyεn − x0.
4. Fijado n ∈ N, consideremos el plano generado por los vectores x0 y
Tnyεn, esto es, span{x0, Tnyεn}. Si suponemos que x = αyεn + r con
α ∈ C y r ⊥ yεn, puesto que
|〈x, yεn〉| = |α||〈yεn, yεn〉| = |〈|α|yεn + r, yεn〉|,
basta probar el resultado para 0 ≤ α < 1. Luego Tnx = αTnyεn + Tnr.
Escribimos Tnr = u+v donde u ∈ span{x0, Tnyεn} y v ∈ span{x0, Tnyεn}⊥.
Se observa que
〈u, x0−Tnyεn〉 = 〈u, x0−Tnyεn〉+〈v, x0−Tnyεn〉 = 〈Tnr, x0−Tnyεn〉 = 0.
Vectores Minimales y Subespacios Invariantes.
18 Conceptos Ba´sicos
Por lo tanto u ⊥ x0 − Tnyεn. Adema´s, ya que x0 − Tnyεn − u pertenece
al subespacio span{x0, Tnyεn}, del Teorema de Pita´goras se sigue que
‖x0 − Tnx‖2 = ‖x0 − αTnyεn − u‖2 + ‖v‖2 ≥ ‖x0 − αTnyεn − u‖2.
En virtud de la ecuacio´n (1.1.4) se tiene que 〈x0 − Tnyεn, Tnyεn〉 > 0 y
por consiguiente
ε2 = ‖x0−Tnyεn‖2 = 〈x0−Tnyεn, x0−Tnyεn〉 < 〈x0−αTnyεn, x0−Tnyεn〉,
unido a que u ⊥ x0 − Tnyεn, permite concluir que ‖x0 − Tnx‖ > ε.
Sean X espacio de Banach y T ∈ L(X ) inyectivo y de rango denso. Sea
x0 ∈ X vector no nulo, ε ∈ (0, ‖x0‖) y denotemos por {yεn}n∈N la sucesio´n
de vectores minimales asociados a dicho operador. Para cada nivel n ∈ N,
se define la funcio´n
Φn : (0 , ‖x0‖) −→ R+
ε 7−→ Φn(ε) = ‖yεn‖
(1.1.6)
Esta funcio´n mide, en cada nivel n ∈ N y para cada ε > 0, la norma
del vector minimal yεn. El siguiente resultado recoge ciertas propiedades
asociadas a esta funcio´n.
Proposicio´n 1.4. La funcio´n Φn verifica que:
1. Si x0 /∈ R(T ), entonces para todo n ∈ N se tiene que Φn(ε) → ∞
cuando ε→ 0.
2. Para todo n ∈ N, Φn es convexa en (0 , ‖x0‖).
3. Si θεn denota el a´ngulo entre T
nyεn − x0 y Tnyεn, entonces
Φ′n(ε) =
‖yεn‖
cos θεn‖Tnyεn‖
.
4. Si µεn es la constante presente en la ecuacio´n (1.1.4), entonces
µεn =
Φ′n(ε)Φn(ε)
ε
Demostracio´n. 1. Fijado n ∈ N, supongamos, por reduccio´n al absurdo,
que existe M > 0 de forma que ‖yεkn ‖ ≤ M cuando εk → 0. Al ser
H Hilbert, y por tanto reflexivo, existe un y0 ∈ H y una subsucesio´n
{yεkjn }j∈N tal que y
εkj
n
w−−→ y0 cuando j →∞, y por tanto Tny
εkj
n
w−−→
Tny0 cuando j → ∞. Como adema´s ‖Tny
εkj
n − x0‖ = εkj → 0
cuando j → ∞, se tiene que Tyεkjn w−−→ x0 cuando j → ∞. Luego,
necesariamente Tny0 = x0.
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2. Fijado n ∈ N, denotemos por yε1n , yε2n los vectores minimales para ε1
y ε2, respectivamente. Dado λ ∈ [0, 1], definimos ελ = λε1 + (1−λ)ε2.
Ya que
‖Tn( λyε11 + (1− λ)yε2n )− x0‖ ≤ λε1 + (1− λ)ε2 = ελ,
se sigue de la definicio´n de vector minimal que
‖yελn ‖ ≤ ‖λyε1n + (1− λ)yε2n ‖ = λ‖yε1n ‖+ (1− λ)‖yε2n ‖,
esto es, Φn(λε1 + (1− λ)ε2) ≤ λΦn(ε1) + (1− λ)Φn(ε2).
3. Sin pe´rdida de generalidad, podemos suponer que ‖x0‖ = 1. Elegimos
ε ∈ (0, 1) y h > 0 de manera que ε − h > ε sin θεn. Denotemos
por yεn e y
ε−h
n los vectores minimales de los conjuntos K
ε
n y K
ε−h
n ,
respectivamente.
Consideremos el plano formado por los vectores x0 y T
nyεn. Entonces
Φ′n(ε) = l´ım
h→0
Φn(ε)− Φn(ε− h)
h
= l´ım
h→0
‖yεn‖ − ‖yε−hn ‖
h
. (1.1.7)
Por un lado, ya que θεn > pi/2, existen s, t > 0 tales que
‖(1 + t)Tnyεn − x0‖ = ε sin θεn y ‖(1 + s)Tnyεn − x0‖ = ε− h.
Una idea geome´trica de este hecho puede verse en la Figura 1.1(a),
donde
−→
OA = Tnyεn,
−−→
OB = (1 + t)Tnyεn,
−−→
OC = (1 + s)Tnyεn.
Aplicando el Teorema de Pita´goras en la Figura 1.1(b) se tiene que
‖(1 + s)Tnyεn − (1 + t)Tnyεn‖ =
√
(ε− h)2 − ε2 sin2 θεn.
Ahora bien, recurriendo de nuevo a la Figura 1.1(b) tenemos que
‖(1 + t)Tnyεn − Tnyεn‖ = ‖Tnyεn − x0‖ cos (pi − θεn) = ε cos (pi − θεn),
Por lo tanto
‖(1+s)Tnyεn−Tnyεn‖ = ε cos (pi−θεn)−
√
(ε− h)2 − ε2 sin2 θεn. (1.1.8)
Adema´s, recurriendo nuevamente a la Figura 1.1(a) y usando
el hecho de que ‖Tnyεn‖ = ‖(1 + t)Tnyεn‖ − ‖(1 + t)Tnyεn −
Tnyεn‖, obtenemos que ‖Tnyεn‖ =
√
1− ε2 sin2 θεn − ε cos (pi − θεn).
En efecto, ya que observando la Figura 1.1(a) y el Teorema de
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(a) (b)
Figura 1.1: Idea Geome´trica y Teorema de Pita´goras.
Pita´goras 1 = ‖x0‖2 = ‖(1 + t)Tnyεn‖2 + ε2 sin2(pi − θεn) con lo que
‖(1 + t)Tnyεn‖ =
√
1− ε2 sin2 θεn y como adema´s
‖Tnyεn‖ = ‖(1 + t)Tnyεn‖ − ‖(1 + t)Tnyεn − Tnyεn‖,
se tiene que ‖Tnyεn‖ =
√
1− ε2 sin2 θεn − ε cos (pi − θεn).
Ahora bien, ya que
‖Tn
(
(1 + s)yεn
)
− x0‖ = ‖(1 + s)Tnyεn − x0‖ = ε− h,
de la definicio´n del vector minimal yε−hn se sigue que ‖yε−hn ‖ ≤ (1 + s)‖yεn‖,
esto es,
‖yε−hn ‖ ≤
(
1 +
ε cos (pi − θεn)−
√
(ε− h)2 − ε2 sin2 θεn√
1− ε2 sin2 θεn − ε cos (pi − θεn)
)
‖yεn‖,
(1.1.9)
donde el valor de s se obtiene despejando de (1.1.8).
Por otro lado, al ser H espacio de Hilbert, podemos escribir
H = 〈yεn〉 ⊕ 〈yεn〉⊥. Por lo tanto, si yε−hn = ayεn + r donde r ⊥ yεn y
a > 1, en virtud del Corolario 1.3 se tiene que
Tnyεn = aT
nyεn + Tr donde Tr ⊥ Tnyεn − x0,
con lo que ‖aTnyεn − Tnyεn‖ = h/ cos (pi − θεn) y as´ı1 + h
cos (pi − θεn)
(√
1− ε2 sin2 θεn − ε cos (pi − θεn)
)
 ‖yεn‖ ≤ ‖yε−hn ‖.
(1.1.10)
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Sustituyeno las expresiones (1.1.9) y (1.1.10) en (1.1.7) resulta
− ‖y
ε
n‖
h
(
ε cos (pi − θεn)−
√
(ε− h)2 − ε2 sin2 θεn√
1− ε2 sin2 θεn − ε cos (pi − θεn)
)
≤ ‖y
ε
n‖ − ‖yε−hn ‖
h
(1.1.11)
‖yεn‖ − ‖yε−hn ‖
h
≤ −‖y
ε
n‖
cos (pi − θεn)
(√
1− ε2 sin2 θεn − ε cos (pi − θεn)
) .
(1.1.12)
Por u´ltimo, haciendo h tender a cero en la expresio´n (1.1.11)
obtenemos
l´ım
h→0
ε cos (pi − θεn)−
√
(ε− h)2 − ε2 sin2 θεn
h(
√
1− ε2 sin2 θεn − ε cos (pi − θεn))
= l´ım
h→0
ε cos (pi − θεn)−
√
(ε− h)2 − ε2 sin2(pi − θεn)
h(
√
1− ε2 sin2 θεn − ε cos (pi − θεn))
=
1
cos (pi − θεn)(
√
1− ε2 sin2 θεn − ε cos (pi − θεn))
.
Por lo tanto
l´ım
h→0
‖yεn‖ − ‖yε−hn ‖
h
=
−‖yεn‖
cos (pi − θεn)
(√
1− ε2 sin2 θεn − ε cos (pi − θεn)
)
=
‖yεn‖
cos θεn‖Tnyεn‖
.
4. En virtud de (1.1.4), se tiene que
〈yεn, y〉 = µεn〈Tnyεn − x0, Tny〉, ∀y ∈ X .
En particular, ‖yεn‖2 = µεn〈Tnyεn − x0, Tnyεn〉, con lo que
µεn =
‖yεn‖2
〈Tnyεn − x0, Tnyεn〉
=
‖yεn‖2
cos θεn‖Tnyεn − x0‖‖Tnyεn‖
=
‖yεn‖
cos θεn‖Tnyεn‖
‖yεn‖
ε
=
Φ′n(ε)Φn(ε)
ε
.
Intuitivamente, el Corolario 1.3 permite conocer, de manera geome´trica,
en que regio´n de la frontera de la bola B(x0, ε) se situ´an los vectores T
nyεn,
para cada n ∈ N. Esto es debido a que, para cada n natural se tiene que
θn > pi/2, y por consiguiente dichos vectores se encuentran en el arco con
extremos abiertos sen˜alado de color rojo en la Figura 1.2(a) para dimensio´n
dos.
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(a) (b)
Figura 1.2: Presencia de los vectores Tnyεn en B(x0, ε).
Una pregunta que surge de manera natural, y a la vista de la
Figura 1.2(b) , es bajo que´ condiciones podemos asegurar la convergencia
de la sucesio´n de vectores {Tnyεn}n∈N. La respuesta a esta cuestio´n se recoge
en el Corolario 1.6 . Antes de enunciarlo, veamos un lema que sera´ de utili-
dad en la demostracio´n de dicho resultado.
Lema 1.5. Sea H espacio de Hilbert y T ∈ L(H) inyectivo y de rango
denso. Sean x0 ∈ H, ‖x0‖ = 1 con x0 /∈ R(T ), ε ∈ (0, 1/2) y denotemos por
{yεn}n∈N la sucesio´n de vectores minimales asociada a T, x0 y ε. Supongamos
que
• Existe {`m(T )}m∈N sucesio´n de polinomios en la variable T tal que
‖T j`j(T )‖ = 1 para todo j ∈ N y T j`j(T ) → I en la topolog´ıa fuerte
de operadores.
• ‖yεn−1‖/‖yεn‖ → 0 cuando n→∞.
Entonces
1. Para δ > 0 y para cada m ∈ N, existe C = C(δ,m) tal que
‖yε+δn+m‖ ≤ C‖yεn‖.
2. Si 0 < ε < ε1, entonces ‖yεn‖/‖yε1n ‖ → ∞ cuando n→∞.
3. Si denotamos θεn el a´ngulo formado por T
nyεn − x0 y Tnyεn, entonces
θεn → pi/2 cuando n→∞.
Demostracio´n. 1. Sea {`n(T )}n∈N sucesio´n de polinomios en la variable
T tal que ‖T j`j(T )‖ = 1 para todo j ∈ N y T j`j(T ) → I en
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la topolog´ıa fuerte de operadores. Elegimos m ∈ N verificando que
‖Tm`m(T )x0 − x0‖ ≤ δ. Por lo tanto
‖Tm+n`m(T )yεn − x0‖ = ‖Tm`m(T )(Tnyεn)− x0‖
≤ ‖Tm`m(T )(Tnyεn − x0)‖+ ‖Tm`m(T )x0 − x0‖
≤ ε+ δ.
De la minimalidad del vector yε+δn+m se sigue que
‖yε+δn+m‖ ≤ ‖`m(T )yεn‖ ≤ ‖`m(T )‖‖yεn‖ = C‖yεn‖.
2. Para δ > 0, elegimos ε1 = ε2 + δ. En virtud del apartado anterior, se
tiene que
‖yεn+1‖
‖yε1n+1‖
=
‖yεn+1‖
‖yε+δn+1‖
≥ 1
C
‖yεn+1‖
‖yεn‖
−−−→
n→∞ ∞.
3. Supongamos que θεn ≥ pi2 + δ para cierto δ > 0. Elegimos h > 0 de
forma que ε > ε − h > ε sin θεn. Procediendo de manera ana´loga a la
Proposicio´n 1.4 existe s > 0 tal que
‖Tn
(
(1 + s)yεn
)
− x0‖ = ‖(1 + s)Tnyεn − x0‖ = ε− h.
Si denotamos ε1 = ε − h, ε2 = ε con ε1 < ε2, de la minimalidad del
vector yε1n se sigue que
‖yε1n ‖ ≤ ‖(1 + s)yε2n ‖ = (1 + s)‖yε2n ‖.
Por lo tanto ‖yε1n ‖/‖yε2n ‖ ≤ (1 + s) para todo n ∈ N, contradiciendo el
resultado obtenido en el apartado anterior.
Corolario 1.6. Sea H espacio de Hilbert y T ∈ L(H) inyectivo y de rango
denso. Sean x0 ∈ H, ‖x0‖ = 1 con x0 /∈ R(T ), ε ∈ (0, 1/2) y denotemos por
{yεn}n∈N la sucesio´n de vectores minimales asociada a T, x0 y ε. Supongamos
que
1. Existe {`m(T )}m∈N sucesio´n de polinomios en la variable T tal que
‖T j`j(T )‖ = 1 para todo j ∈ N y T j`j(T ) → I en la topolog´ıa fuerte
de operadores.
2. ‖yεn−1‖/‖yεn‖ → 0 cuando n→∞.
Entonces ‖Tn+1yεn+1 − Tnyεn‖ → 0 cuando n→∞.
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Demostracio´n. Sea Tnyεn = αnx0 +βnsn donde ‖sn‖ = 1, sn ⊥ s0 para cada
n ∈ N. Ya que
1 = ‖x0‖2 = ‖Tnyεn−x0 +Tnyεn‖2 = ε2 +|αn|2 +|βn|2 +2<〈Tnyεn−x0, Tnyεn〉,
del Lema 1.5 se sigue que |αn|2 + |βn|2 → 1 − ε2 cuando n → ∞. Si
αn = an + ibn con an, bn ∈ R para cada n ∈ N, se observa que
ε2 = ‖Tnyεn − x0‖2 = |αn − 1|+ |βn| = 1 + |αn|2 + |βn|2 − 2an.
Por lo tanto an → 1 − ε2 cuando n → ∞, que unido al hecho de θεn → pi/2
cuando n → ∞ permite deducir que bn → 0 cuando n → ∞. Luego
αn → 1− ε2 cuando n→∞.
Sea δ > 0 arbitrario. Para m = 1 y en virtud del Lema 1.5 se tiene
que ‖yε+δn+1‖ ≤ C‖yεn‖. Por lo tanto, tenemos que Tyε+δn+1 = Ayεn + rn donde
rn ⊥ tεn y |A| ≤ C‖T‖. De esta manera
Tn+1yε+δn+1 = AT
nyεn + T
nrn con T
nrn ⊥ x0 − Tnyεn. (1.1.13)
Ahora bien, si Tn+1yε+δn+1 = α
′
n+1x0 + β
′
n+1s
′
n donde ‖s′n‖ = 1, s′n ⊥ x0,
usando un razonamiento similar al utilizado con anterioridad se deduce que
α′n+1 → 1− (ε+ δ)2 cuando n→∞. (1.1.14)
Consideremos la proyeccio´n ortogonal z(n) del vector Tn+1yε+δn+1 sobre
span{x0, Tnyεn}. Del Lema 1.5 y la ecuacio´n (1.1.13) se sigue que
〈z(n), x0 − Tnyεn〉 → 0 cuando n→∞,
que unido con la ecuacio´n (1.1.14) afirma la existencia de una funcio´n g(δ),
con g(δ)→ 0 cuando δ → 0, tal que
‖Tn+1yε+δn+1 − Tnyεn‖ ≤ g(δ) para n suficientemente grande.
Para terminar, si yε+δn+1 = A
′yεn+1 + rn+1 con |A′| < 1 y rn+1 ⊥ yεn+1, de
forma ana´loga resulta
‖Tn+1yε+δn+1 − Tn+1yεn+1‖ ≤ g(δ) para n suficientemente grande.
A continuacio´n probaremos un resultado que sera´ de gran utilidad en
cap´ıtulos posteriores y hace referencia al comportamiento de la sucesio´n de
vectores minimales asociada un operador T cuasinilpotente en un espacio
de Hilbert H, esto es, un operador T lineal y continuo en H tal que
l´ımn→∞ ‖Tn‖1/n = 0.
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Lema 1.7. Sea H un espacio de Hilbert y sea T ∈ L(X ) un operador
inyectivo y de rango denso. Dados x0 ∈ X vector no nulo, n ∈ N y ε ∈
(0 , ‖x0‖) denotemos por {yεn}n∈N sucesio´n de vectores minimales asociado
a dicho operador. Si T es cuasinilpotente entonces
l´ım
k→∞
‖yεnk−1‖
‖yεnk‖
= 0.
para cierta subsucesio´n {yεnk}k∈N.
Demostracio´n. Supongamos, por reduccio´n al absurdo, que no existe tal
subsucesio´n. En particular, para la sucesio´n original, existe una constante
t > 0 tal que ‖yεn−1‖/‖yεn‖ > t para todo n ∈ N. Se observa que
‖yε1‖ > t‖yε2‖ > . . . > tn−1‖yεn‖.
Como adema´s
‖Tnyεn − x0‖ = ‖T (Tn−1yεn)− x0‖,
de la minimalidad del vector yε1 se sigue que ‖yε1‖ ≤ ‖Tn−1yεn‖. De esta
manera
‖Tn−1‖‖yεn‖ ≥ ‖Tn−1yεn‖ ≥ ‖yε1‖ ≥ tn−1‖yεn‖.
Por lo tanto ‖Tn−1‖ ≥ tn−1 y haciendo n tender a infinito resulta
l´ım
n→∞ ‖T
n−1‖1/(n−1) ≥ t > 0,
contradiciendo que T sea cuasinilpotente.
Nota 1.4. El resultado anterior tambie´n es va´lido para la sucesio´n de
λ-vectores minimales asociada a un operador cuasinilpotente en un espacio
de Banach ma´s general.
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Cap´ıtulo 2
Algunos resultados conocidos
Es este cap´ıtulo veremos algunos resultado positivos en relacio´n a la
existencia de subespacios invariantes para operadores compactos, normales
y cuasinilpotentes. Adema´s, en el siguiente cap´ıtulo veremos que es posible
obtener estos resultados a partir de la te´cnica de los vectores minimales.
2.1. Operadores compactos
En esta seccio´n expondremos distintos resultados que afirman la
existencia de subespacios cerrados e invariantes no triviales para operadores
compactos. Recordemos que dado X espacio de Banach y T ∈ L(X ), se
dice que T es compacto si {Tx : x ∈ BX } es un conjunto compacto de X .
Tambie´n, puede caracterizarse la compacidad de un operador a trave´s de
sucesiones, esto es, T es un operador compacto si y so´lo si {Txn}n∈N tiene
una subsucesio´n convergente, para toda {xn}n∈N sucesio´n acotada en X .
Ejemplo 2.1.
1. Sea V : L2[0, 1] → L2[0, 1] el operador de Volterra definido por
V f(x) =
∫ x
0 f(t)dt. Dado α > 0, el subespacio
Mα = {f ∈ L2[0, 1] : f(t) = 0 c.t.p t ∈ [0, α]},
es cerrado, V invariante y no trivial. Adema´s, el operador V es
compacto y todos sus subespacios cerrados invariantes son de la forma
Mα con α ∈ [0, 1] (ve´ase [21], pp. 68).
2. Sea {kn}n∈N ⊂ C una sucesio´n tal que kn → 0 cuando n → ∞. Para
1 ≤ p ≤ ∞, sea T : `p → `p el operador lineal y continuo definido por
T (x1, x2, . . . ) = (k1x1, k2x2, . . . ), (x1, x2, . . . ) ∈ `p.
Se verifica que T es compacto. En efecto, ya que los operadores
definidos por
Tn = diag(k1, k2, . . . , kn, 0, . . . ), n ∈ N
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son compactos para todo n ∈ N, al ser continuos y dimR(Tn) = n, y
adema´s
‖T − Tn‖ ≤ sup{|kj | : j ≥ n+ 1} −−−→
n→∞ 0.
Como sen˜alamos en la introduccio´n, von Neumann probo´, en un trabajo
que no llego´ a publicarse, que todo operador lineal y compacto en un espacio
de Hilbert H posee un subespacio cerrado e invariante no trivial usando
proyecciones ortogonales.
Ma´s tarde, en 1954, N. Aronszajn y K. T. Smith extendieron el resultado
de von Neumann para un espacio de Banach en general (ve´ase [5]) y
posteriormente A. R. Bernstein y A. Robinson probaron que el resultado era
tambie´n cierto para operadores polinomialmente compactos, usando te´cnicas
de ana´lisis no esta´ndar (ve´ase [7]). Posteriormente, P.R. Halmos obtuvo el
mismo resultado usando te´cnicas del ana´lisis funcional (ve´ase [17]).
Por u´ltimo, en 1973, V. Lomonosov demostro´ que en un espacio de
Banach, todo operador lineal y continuo que conmute con un operador
compacto posee un subespacio cerrado e invariante no trivial usando el
teorema del punto fijo de Schauder (ve´ase [19]). El resultado obtenido por
Lomonosov es de suma importancia, pues todos los resultados anteriores se
obtienen como consecuencia de e´ste.
Teorema 2.1. (Lomonosov, 1973) Sea X un espacio de Banach de
dimensio´n infinita. Si T,K ∈ L(X ) con K un operador compacto no nulo y
tal que TK = KT , entonces T admite un subespacio cerrado e invariante
no trivial.
Demostracio´n. Supongamos que ‖K‖ = 1 y sea x0 ∈ X vector no nulo tal
que ‖Kx0‖ > 1. Esto siempre es posible pues, al ser K 6= 0 existira´ un
x ∈ X no nulo de manera que Kx 6= 0. Si definimos x0 = (1/λ)x donde
0 < λ < ‖Kx‖ se tiene que ‖Kx0‖ = ‖Kx‖/λ > 1.
Sea U0 = {x ∈ X : ‖x−x0‖ ≤ 1} = x0 +BX y consideremos K(U0). Por
co´mo hemos elegido x0 se tiene que ‖x0‖ > 1. Adema´s K(U0) es compacto,
convexo y tal que 0 /∈ K(U0), como se muestra en la Figura 2.1. La parte de
compacidad se tiene como consecuencia de que el operador K es compacto.
Con respecto a la convexidad tambie´n es cierta y es consecuencia de la
linealidad de K y la convexidad de U0. Por u´ltimo, 0 /∈ K(U0) ya que para
todo x ∈ X se tiene que
‖Kx−Kx0‖ = ‖K(x− x0)‖ ≤ ‖x− x0‖ ≤ 1.
Por lo tanto Kx ∈ (Kx0 + BX ) con ‖Kx0‖ > 1. Ahora bien, si existiese
x ∈ X vector no nulo tal que Sx = {P (T )x : P polinomio } 6= X , habr´ıamos
acabado pues dicho subespacio es cerrado, T invariante y no trivial. Por lo
tanto, supongamos que para todo x ∈ X , x 6= 0, se tiene que Sx = X . En
Vectores Minimales y Subespacios Invariantes.
Operadores compactos 29
Figura 2.1: Conjuntos U0 y K(U0).
particular, para cada x ∈ K(U0) existe un polinomio Px(T ) en la variable T
de manera que ‖x0 − Px(T )x‖ < 1. De esta manera, para cada x ∈ K(U0)
se puede definir un entorno abierto
Vx = {y ∈ X : ‖x0 − Px(T )y‖ < 1},
y, por compacidad, existira´ Vx1 , . . . , Vxn recubrimiento finito de K(U0). Con
ello, consideramos la funcio´n continua F : K(U0)→ K(U0) definida por
F (x) =
n∑
i=1
fi(x)K(Pxi(T )x),
siendo {fi}ni=1 una particio´n de la unidad asociada al recubrimiento
Vx1 , . . . , Vxn dadas por fi = gi/g, donde
gi(z) = ma´x{0, 1− ‖x0 − Pxi(z)‖} y g(z) =
n∑
i=1
gi(z), i = 1, . . . , n.
En virtud del teorema del punto fijo de Schauder, existe a ∈ K(U0) no
nulo tal que F (a) = a. Por u´ltimo, definimos el operador lineal y continuo
en X de la forma
H(x) =
n∑
i=1
fi(a)K(Pxi(T )x),
y el subespacio cerrado y T invariante MH = {x ∈ X : Hx = x}. Por un
lado, MH 6= {0} pues H(a) = F (a) = a. Por otro lado MH 6= X ya que
en ese caso contrario si Hx = x para todo x ∈ X , al ser H compacto con
R(H) = X cerrado, llegar´ıamos a que dimX < +∞, (ve´ase [[24],pp. 98])
contradiciendo las hipo´tesis del enunciado.
Luego, MH es subespacio cerrado y T invariante no trivial.
Posteriormente Hilden desarrollo´ una prueba similar a la de Lomonosov,
y en la que elud´ıa el uso del teorema del punto fijo de Schauder.
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Teorema 2.2. (Hilden, 1977) Sea X espacio de Banach de dimensio´n
infinita. Si T,K ∈ L(X ) con K un operador compacto no nulo y tal que
TK = KT , entonces T admite un subespacio cerrado e invariante no trivial.
La demostracio´n que incluimos aqu´ı fue probada por A.J Michael en [20].
Demostracio´n. Supongamos, por reduccio´n al absurdo, que T no posee
subespacios invariantes no triviales. Supongamos adema´s que K no tiene
autovalores, ya que en caso contrario podemos construir el subespacio
cerrado T invariante
Wλ = {x ∈ X : Kx = λx}, λ ∈ σ(K),
con Wλ 6= {0} y Wλ 6= X , al ser K no escalar. Luego K es cuasinilpotente.
Puesto que los u´nicos espacios T invariantes son los triviales, entonces
para cada x ∈ X vector no nulo se tiene que {P (T )x : P polinomio } = X .
Sea x0 ∈ X , x0 6= 0, tal que ‖Kx0‖ > 1. Razonando de manera
ana´loga al Teorema de Lomonosov, obtenemos un recubrimiento finito
K(U0) = ∪ni=1Vxi con
Vx = {y ∈ X : ‖x0 − Px(T )y‖ < 1},
donde U0 = {x ∈ X : ‖x− x0‖ ≤ 1}. Denotemos C = ma´xi=1,...,n ‖Pxi(T )‖.
A continuacio´n, utilizamos la te´nica de ping-pong de Hilden: ya que
Kx0 ∈ K(U0), existe i1 ∈ {1, . . . , n} tal que Kx0 ∈ Vxi1 , esto es,
Pxi1 (T )Kx0 ∈ U0. De esta manera, KPxi1 (T )Kx0 ∈ K(U0) y procediendo
como antes existe i2 ∈ {1, . . . , n} tal que KPxi1 (T )Kx0 ∈ Vxi2 , esto es,
Pxi2 (T )KPxi1 (T )Kx0 ∈ U0, como se muestra en la Figura 2.2.
Figura 2.2: Te´cnica de ping-pong de Hilden.
Por u´ltimo, si denotamos por z0 = x0 y definimos la sucesio´n
{zk}nk=0 ⊂ U0 mediante la recurrencia zk+1 = Pxik (T )Kzk, como TK = KT ,
se tiene que
‖zn‖ = ‖Pxin (T )K . . . Pxi1 (T )Kx0‖ ≤ ‖(CK)n‖‖x0‖ −−−→n→∞ 0.
Por lo tanto, zn → 0 cuando n→∞, contradiciendo el hecho de que 0 /∈ U0.
Luego, T posee subespacio cerrado e invariante no trivial.
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Como comentamon en la introduccio´n de esta seccio´n, los resultado de
von Neumann, R. Bernstein y A. Robinson son consecuencia directa del
Teorema de Lomonosov.
Corolario 2.3. 1. Todo operador compacto no nulo K tiene un subespacio
cerrado e invariante no trivial.
2. Todo operador polinomialmente compacto no nulo P (K) tiene un
subespacio cerrado e invariante no trivial.
2.2. Operadores cuasinilpotentes
Recordemos que dado X espacio de Banach y T ∈ L(X ), se dice que T
es cuasinilpotente si l´ımn→∞ ‖Tn‖1/n = 0. Si TN = 0 para cierto N ∈ N, se
dice que T es nilpotente.
Para espacios de Banach X de dimensio´n infinita, todo operador
T ∈ L(X ) nilpotente posee un subespacio cerrado, T invariante y no trivial,
sin ma´s que considerar
M = span{Tnx0 : n ∈ N} = span{x0, Tx0, . . . , TN−1x0},
donde N ∈ N y x0 ∈ X vector no nulo. Se observa que 1 ≤ dimM≤ N .
Ejemplo 2.2.
1. Para 1 ≤ p ≤ ∞, sea T : `p → `p operador lineal y continuo definido
por
T (x1, x2, . . . ) = (0, x1, 0, x3, 0, . . . ), (x1, x2, . . . ) ∈ `p.
Se observa que T 2 = 0. Por lo tanto T es nilpotente. Si {ei}i∈N
representa la base cano´nica en `p, entonces
M = span{e1, T e1} = 〈{e1, e2}〉
es un subespacio cerrado, T invariante y no trivial.
2. Sea {αn}n≥2 la sucesio´n de nu´meros reales dada por αn = n−n para
n ≥ 2. Para 1 ≤ p ≤ ∞, sea T : `p → `p el operador lineal y continuo
definido por
T (x1, x2, . . . ) = (α2x2, α3x3, . . . ), (x1, x2, . . . ) ∈ `p.
Se observa que
TN (x1, x2, . . . ) = (α2 . . . αN+1xN+1, α3 . . . αN+2xN+2, . . . ), N ∈ N.
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Puesto que para todo n ∈ N se tiene que
‖Tnx‖p =
∞∑
j=2
|αj . . . αn+j−1|p|xn+j−1|p ≤ αp2 . . . αpn+1‖x‖p ≤ αpn+1‖x‖p,
entonces ‖Tn‖1/n ≤ (αn+1)1/n → 0 cuando n→∞. Por lo tanto T es
cuasinilpotente.
El siguiente resultado afirma la existencia de subespacios cerrados e in-
variantes no triviales para ciertos operadores cuasinilpotentes definidos en
espacios de Banach real que poseen un cierto orden, esto es, espacios en los
que es posible comparar dos vectores con respecto a una cierta relacio´n.
Antes de enunciarlo, recordamos que una relacio´n binaria “≥”sobre un
conjunto no vac´ıo X se denomina una relacio´n de orden si satisface las
siguietes propiedades:
1. (Reflexividad) Para todo x ∈ X se tiene que x ≥ x.
2. (Antisimetr´ıa) Si x1, x2 ∈ X son tales que x1 ≥ x2 y x2 ≥ x1 entonces
x1 = x2.
3. (Transitividad) Si x1, x2, x3 ∈ X son tales que x1 ≥ x2 y x2 ≥ x3
entonces x1 ≥ x3.
Recordemos tambie´n que una sucesio´n {xn}n∈N en un espacio de Banach
X se denomina base de Schauder si para todo x ∈ X existe una u´nica
sucesio´n de escalares {αn}n∈N tal que x =
∑∞
n=1 αnxn, esto es,∥∥∥∥∥x−
n∑
k=1
αkxk
∥∥∥∥∥ −−−→n→∞ 0.
Cada base de Schauder {xn}n∈N en un espacio de Banach X sobre el cuerpo
de los nu´meros reales da a lugar a conjunto cerrado
C =
{ ∞∑
n=1
αnxn : αn ≥ 0 para todo n = 1, 2, . . .
}
,
al que se denomina cono y cuya utilidad radica en la definicio´n de la re-
lacio´n de orden x ≥ y (o equivalentemente y ≤ x) si y so´lo si x − y ∈ C,
para todo x, y ∈ X . Adema´s, asociado a dicha base de Schauder y a cada
n ∈ N, los funcionales lineales y continuos c∗n definidos por c∗n(x) = αn,
donde x =
∑∞
n=1 αnxn, verifican que c
∗
n(x) ≥ 0 para todo x ≥ 0.
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De esta manera, un operador T ∈ L(X ) definido en un espacio de Ba-
nach real con base {xn}n∈N se denomina positivo respecto a dicha base si
T (C) ⊆ C, esto es, si Tx ≥ 0 para todo x ≥ 0.
Teorema 2.4. Sea X un espacio de Banach real con una base de Schauder.
Si T,Q ∈ L(X ) son operadores positivos que conmutan entre s´ı verificando
que
l´ım
n→∞ ‖Q
nx0‖1/n = 0,
para cierto x0 ≥ 0 vector no nulo entonces T posee un subespacio cerrado e
invariante no trivial.
Demostracio´n. Sean {xn}n∈N base de Schauder de X y {c∗n}n∈N la suce-
sio´n de funcionales descritos anteriormente asociado a dicha base. Suponga-
mos que Qx0 6= 0, ya que en caso contrario al ser QT = TQ se tiene que
KerQ es un subespacio cerrado y T invariante no trivial. Por lo tanto, si
x0 =
∑∞
n=1 αnxn se tiene que Qxk 6= 0 para algu´n k ∈ N.
Si C denota el cono definido por la base {xn}n∈N, ya que xk ∈ C, hacien-
do un escalamiento apropiado del vector x0 podemos suponer sin pe´rdida de
generalidad que 0 ≤ xk ≤ x0.
Sea P : X → X la proyeccio´n lineal y continua sobre el subespacio gene-
rador por el vector xk definida por Px = c
∗
n(x)xk. Se observa que 0 ≤ Px ≤ x
para todo x ≥ 0. Veamos que para todo m ≥ 0 se tiene que PTmQxk = 0.
Para ello, sea n ≥ 0 fijo y PTmQxk = αxk para cierto α ≥ 0. Ya que
P es un operador positivo y la composicio´n de operadores positivos es un
operador positivo, resulta
0 ≤ αnxk = (PTmQ)nxk ≤ (TmQ)nxk = TmnQnxk ≤ TmnQnx0.
De la positividad del funcional c∗k, se sigue que
0 ≤ αn = c∗k(αnxk) ≤ c∗n(TmnQnx0).
Por lo tanto, como 0 ≤ αn = ‖c∗k‖‖T‖mn‖Qnx0‖, se tiene
0 ≤ α = ‖c∗k‖1/n‖T‖m‖Qnx0‖1/n −−−→n→∞ 0.
Luego, concluimos que necesariamente α = 0. Para terminar, consideremos
el subespacio cerrado
M = span{TmQxk : m ≥ 0}.
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Es claro que M es un subespacio T invariante no nulo, al ser Qxk 6= 0.
Adema´s, M 6= X ya que para todo x = TmQxk con m ≥ 0, en virtud de lo
probado anteriormente, se tiene que c∗k(x) = c
∗
k(Px) = 0 y por continuidad
c∗k(x) = 0 para todo x ∈M.
Luego, M es un subespacio cerrado y T invariante no trivial.
Corolario 2.5. Si X un espacio de Banach real, {xn}n∈N una base del
mismo y Q ∈ L(X ) un operador cuasinilpotente positivo respecto a dicha
base, entonces Q posee un subespacio cerrado e invariante no trivial.
En 1997, C. Read en [23] construyo´ un operador cuasinilpotente en `1 sin
subespacios cerrados e invariantes no triviales usando te´cnicas introducidas
en su famoso trabajo de 1986.
2.3. Operadores normales
Recordemos que dado X espacio de Banach y T ∈ L(X ), se dice que T
es normal si TT ∗ = T ∗T , donde T ∗ es el operador adjunto a T .
Ejemplo 2.3. Sean (X,Ω, µ) un espacio de medida σ-finito y H =
L2(X,Ω, µ). Para φ ∈ L∞(X,Ω, µ) fijada, el operador de multiplicacio´n Mφ
definido en H de la forma
(Mφf )(x) = φ(x)f(x), x ∈ X,
es normal con M∗φ = Mφ. Adema´s, dado A ∈ Ω, el subespacio
MA = {f ∈ L2(X,Ω, µ) : f(x) = 0, c.t.p x ∈ Ac},
es cerrado, Mφ invariante y no trivial.
Una versio´n del teorema espectral afirma que todo operador normal T es
unitariamente equivalente a un operador de multiplicacio´n. Este resultado
sera´ de gran utilidad para establecer la existencia de subespacios cerrados
hiperinvariantes del operador T a trave´s del operador de multiplicacio´n.
Antes de enunciarlo, veamos algunos resultados referentes a operadores
normales que sera´n necesarios en la demostracio´n del teorema espectral.
Teorema 2.6. Sea H un espacio de Hilbert. Si T ∈ L(H) es normal,
entonces r(T ) = ‖T‖.
Demostracio´n. Si T es un operador normal, se tiene que
‖Tx‖2 = 〈Tx, Tx〉 = 〈x, T ∗Tx〉 = 〈x, TT ∗x〉 = 〈T ∗x, T ∗x〉 = ‖T ∗x‖2.
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Tomando supremo en {x ∈ H : ‖x‖ = 1}, resulta ‖T ∗‖ = ‖T‖. Adema´s, con
esta informacio´n se observa que
‖T ∗T‖ ≤ ‖T‖‖T ∗‖ = ‖T‖2
‖Tx‖2 = 〈Tx, Tx〉 = 〈T ∗Tx, x〉 ≤ ‖T ∗T‖‖x‖2.
Por lo tanto ‖T ∗T‖ = ‖TT ∗‖ = ‖T‖2. Para ver que r(T ) = ‖T‖, de la
fo´rmula de Gelfand para el radio espectral del operador T basta probar que
‖T 2‖ = ‖T‖2. Esta igualdad se sigue del hecho de que
‖T 2‖2 = ‖(T 2)∗(T 2)‖ = ‖T ∗T ∗TT‖ = ‖(T ∗T )∗(T ∗T )‖ = ‖T ∗T‖2 = (‖T‖2)2.
Luego r(T ) = l´ımn→∞ ‖Tn‖1/n = ‖T‖.
Teorema 2.7. Si U es un a´lgebra de Banach conmutativa sobre C que
contiene a la identidad, entonces para todo x ∈ U se tiene que
σ(x) = {φ(x) : φ es un homeomorfismo de U sobre C}.
Una demostracio´n de este resultado puede verse en [24].
Teorema 2.8. Si B es un suba´lgebra maximal conmutativa de un
a´lgebra de Banach U sobre C, entonces para todo x ∈ B se tiene que
σB(x) = σU(x) donde σB(x), σU(x) denotan el espectro de x relativo a B
y U, respectivamente.
Demostracio´n. Claramente, si x − λ tiene inversa en B, tambie´n po-
see inversa en U. Por lo tanto σU(x) ⊆ σB(x). Supongamos que
(x− λ)y = y(x− λ) = 1 para cierto y ∈ U. Entonces, para cada z ∈ B
suba´lgebra conmutativa se observa que
yz = yz(x− λ)y = y(x− λ)zy = zy.
Por lo tanto y conmuta con todo elemento de B, y de la maximalidad del
mismo se sigue que y ∈ B. Luego σB(x) ⊆ σU(x).
Teorema 2.9. Sea H un espacio de Hilbert. Si T ∈ L(H) es normal y P (·, ·)
es un polinomio en dos variables, entonces
σ(P (T, T ∗)) = {p(z, z) : z ∈ σ(T )}.
Demostracio´n. Sea U la suba´lgebra conmutativa maximal de L(H) que
contiene a T y T ∗. De los Teoremas 2.7 y 2.8 se sigue que
σ(P (T, T ∗)) = {φ(P (T, T ∗)) : φ es un homeomorfismo de U sobre C}
= {P (φ(T ), φ(T ∗)) : φ es un homeomorfismo de U sobre C}.
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Ya que σ(T ) = {φ(T ) : φ es un homeomorfismo de U sobre C}, basta
probar que φ(T ∗) = φ(T ) para todo φ. Supongamos que φ(T ) = a + ib,
φ(T ∗) = c + id para φ fijado. Veamos, en primer lugar, que d = −b. Para
ello, si consideramos el operador autoadjunto B = T + T ∗ se observa que
φ(B) = (a + c) + i(b + d) y por ser σ(B) ⊂ R, se tiene que necesariamente
b + d = 0, esto es, d = −b. Para probar que c = a, basta con considerar el
operador iT y proceder de manera ana´loga.
Teorema 2.10. (Teorema espectral) Sea H un espacio de Hilbert separable y
sea T ∈ L(H) normal. Entonces existe un espacio de medida finita (X,B, µ)
siendo µ una medida regular y una aplicacio´n φ ∈ L∞(X,B, µ) tal que T es
unitariamente equivalente al operador de multiplicacio´n Mφ definido sobre
L2(X,B, µ).
Demostracio´n. En primer lugar, nos ocuparemos del caso en el que
Mx0 = span{Tm(T ∗)nx0 : m,n ∈ N} = H,
para cierto x0 ∈ H vector no nulo, que sera´ de utilidad para demostrar el
caso general.
Por lo tanto, supongamos que existe x0 ∈ H vector no nulo tal que
Mx0 = H, esto es, {P (T, T ∗)x0 : P polinomio en dos variables} = H. Sea
X = σ(T ). En virtud del Teorema de Stone-Weierstrass se tiene que el
espacio de los polinomios en las variables z y z,
P[z, z] = {P (z, z) : P polinomio en dos variables},
es denso en C(X) uniformemente. Podemos suponer, sin pe´rdida de
generalidad, que ‖x0‖ = 1. Definimos el funcional lineal sobre P[z, z] de
la forma F (P ) = 〈P (T, T ∗)x0, x0〉. En virtud de los Teoremas 2.6 y 2.9 se
tiene que
|F (P )| ≤ ‖P (T, T ∗)‖ = r(P (T, T ∗)) = sup
z∈X
|P (z, z)|,
donde r(P (T, T ∗)) denota el radio espectral de P (T, T ∗).
Por lo tanto, F un funcional lineal y acotado sobre P[z, z] y con ‖F‖ ≤ 1.
Como adema´s P[z, z] es denso en C(X), se sigue que F admite una exten-
sio´n a un funcional lineal y acotado F̂ sobre C(X) tal que ‖F‖ = ‖F̂‖.
A continuacio´n, probamos que F̂ es positivo, esto es, si f ∈ C(X)
con f(z) ≥ 0 para todo z ∈ X entonces F̂ (f) ≥ 0. Para ello, definimos
g(z) =
√
f(z) para todo z ∈ X. En virtud del Teorema de Stone-Weierstrass
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para funciones reales se sigue que para todo ε > 0, existe un polinomio de
coeficientes y variables reales x e y, denotado por q(x, y), y tal que
|q2(x, y)− g2(x+ iy)| < ε, ∀x+ iy ∈ X.
Ahora bien, sea B = 12(A + A
∗) y C = 12i(A − A∗) operadores reales y
autoadjuntos tales que A = B + iC. Se observa que
|〈q2(B,C)x0, x0〉 − F̂ (f)| = |〈(q2(B,C)− g2(B + iC))x0, x0〉|
≤ sup
x+iy∈X
|q2(x, y)− g2(x+ iy)| < ε.
Ya que q(B,C) es autoadjunto, se tiene que
〈q2(B,C)x0, x0〉 = 〈q(B,C)x0, q(B,C)x0〉 = ‖q(B,C)x0‖2 ≥ 0.
Luego, necesariamente, F̂ (f) ≥ 0. Por lo tanto, del Teorema de represen-
tacio´n de Riesz se sigue que existe una medida de Borel finita y regular µ
sobre X tal que F̂ (f) =
∫
X f dµ para todo f ∈ C(X).
Por u´ltimo, veamos que T es unitariamente equivalente al operador de
multiplicacio´nMz en L
2(X,B, µ). Consideremos U : P[z, z] ⊂ L2(X,B, µ)→ H
operador definido por UP (z, z) = P (T, T ∗)x0 para todo P ∈ P[z, z]. Se ob-
serva que U es una isometr´ıa, ya que
‖P‖2L2(X,µ) =
∫
X
|P (z, z)|2 dµ =
∫
X
P (z, z)P (z, z) dµ
= F̂ (P (z, z)P (z, z)) = 〈P (T, T ∗)[P (T, T ∗)]∗x0, x0〉
= 〈P (T, T ∗)x0, P (T, T ∗)x0〉 = ‖P (T, T ∗)x0‖2 = ‖UP‖2.
Esto u´ltimo se debe a que si P (z, z) =
∑
i,j aijz
izj , entonces P (z, z) =
∑
i,j aij z
izj .
Por lo tanto F (P (z, z)) = 〈P (T, T ∗)x0, x0〉 = 〈[P (T, T ∗)]∗x0, x0〉.
Puesto que {P (T, T ∗)x0 : P ∈ P} es denso en H, U admite una extensio´n
a un operador lineal, acotado Û de L2(X,B, µ) sobre H con Û|P = U y tal
que ‖Û‖ = 1. En particular, para todo P ∈ P[z, z] se tiene que
Û−1TÛP (z, z) = Û−1TP (T, T ∗)x0 = Û−1(Û(zP (z, z))) = MzP (z, z).
Por un argumento de densidad, se tiene que Û−1T Ûf = Mzf para todo
f ∈ L2(X,B, µ). Por lo tanto Û−1TÛ = Mz.
Para el caso general, ya que TMx0 ⊂ Mx0 y T ∗Mx0 ⊂ Mx0 , en
virtud del lema de Zorn existe una coleccio´n {Mn}n∈N de subespacios de H
ortogonales dos a dos tales que
H =M1 ⊕M2 ⊕ · · · ⊕Mn ⊕ . . . ,
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donde para cada n ∈ N se tiene que TMn ⊂ Mn, T ∗Mn ⊂ Mn y T |Mn
tiene un vector c´ıclico. En virtud del caso expuesto anteriormente, para ca-
da n ∈ N existe una medida regular y finita µn sobre Xn = σ(T |Mn) tal
que T|Mn es unitariamente equivalente al operador de multiplicacio´n Mz
en L2(Xn, µn). Dividiendo por una cantidad positiva adecuada, para cada
n ∈ N supogamos que µn(Xn) ≤ 2−n y denotemos por φn(z) = z para todo
z ∈ Xn.
Puesto que para todo n ∈ N, T|Mn es unitariamente equivalente al ope-
rador de multiplicacio´n Mφn en L
2(Xn, µn), se tiene que T es unitariamente
equivalente a
∑∞
n=1⊕Mφn en
∑∞
n=1⊕L2(Xn, µn).
Por u´ltimo, veamos la manera de considerar
∑∞
n=1⊕L2(Xn, µn) como un
espacio L2(X,µ), para cierto conjunto X y cierta medida µ, de forma que∑∞
n=1⊕Mφn sea unitariamente equivalente a Mφ, para cierto φ ∈ L∞(X,µ).
Tras un renombramiento de los conjuntos Xn para obtener una coleccio´n
disjunta, definimos X =
⋃∞
n=1Xn. Consideremos los subconjuntos medibles
de X aquellos de la forma S =
⋃∞
n=1 Sn, donde Sn es un subconjunto medible
de Xn, para cada n ∈ N y la medida finita µ(S) =
∑∞
n=1 µn(Sn) para
dichos subconjuntos medibles con µ(X) =
∑∞
n=1 µn(Xn) =
∑∞
n=1 2
−n <∞.
Si definimos φ =
∑∞
n=1 φnχXn se tiene que φ ∈ L∞(X,µ). Luego Mφ en
L2(X,µ) es unitariamente equivalente a
∑∞
n=1⊕Mφn , y por tanto a T .
En virtud del resultado anterior, para determinar subespacios cerrados e
invariantes de un operador normal T basta con conocer aquellos subespacios
cerrados e invariantes del operador de multiplicacio´n que es unitariamente
equivalente a T .
Como ya mencionamos en el Ejemplo 2.3, si denotamos por Mφ al ope-
rador de multiplicacio´n sobre L2(X,B, µ) que proporciona el Teorema 2.10,
para cada B ∈ B, el subespacio
MB = {f ∈ L2(X,B, µ) : f(x) = 0, c.t.p x fuera de B},
es cerrado, Mφ invariante y no trivial.
Por lo tanto, si U : H → L2(X,B, µ) es una isometr´ıa biyectiva tal que
T = U−1MφU , entonces para cada B ∈ B el subespacio NB := U−1MB es
cerrado, T invariante y no trivial.
Shamim Ansari y Per Enflo usando la te´cnica de vectores minimales pro-
baron, bajo ciertas condiciones, que siH es un espacio de Hilbert y T ∈ L(H)
es un operador normal entonces T posse un subespacio cerrado e hiperinva-
riante no trivial (ve´ase [3]). En la demostracio´n de este resultado se utiliza la
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descomposicio´n espectral de T , que en virtud de lo anteriormente expuesto,
implicar´ıa la existencia de un subespacio cerrado e invariantes no trivial.
Esta observacio´n fue hecha por Hari Bercovici, quien fuera recensor del tra-
bajo de Ansari y Enflo.
La existencia de subespacios cerrados e invariantes no triviales para
operadores normales tambie´n proporciona una respuesta positiva para los
operadores autoadjuntos y unitarios.
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Vectores Minimales y Subespacios Invariantes.
Cap´ıtulo 3
Vectores minimales y
subespacios hiperinvariantes
Como comentamos en el cap´ıtulo anterior, veremos co´mo obtener resul-
tados positivos sobre la existencia de subespacios invariantes a partir de la
te´nica de los vectores minimales. Adema´s, una condicio´n referente al com-
portamiento de la sucesio´n de vectores minimales asociados a un operador
T permite construir un subespacio cerrado e hiperinvariante no trivial para
dicho operador.
3.1. Operadores compactos
A continuacio´n, se demuestra que todo operador compacto K no nulo
tiene subespacio cerrado e invariante no trivial usando vectores minimales
asociados a dicho operador en espacios de Hilbert, una te´cnica que fue
introducida por S. Ansari y P. Enlfo (ve´ase [3]).
Teorema 3.1. Sea H un espacio de Hilbert. Entonces todo operador
compacto no nulo K tiene un subespacio cerrado e invariante no trivial.
De hecho, este resultado proporciona un subespacio cerrado e hiperinva-
riante no trivial.
Demostracio´n. Sin pe´rdida de generalidad, podemos suponer que R(K) = H
y K inyectivo. Adema´s, si K es compacto se tiene que σ(K) = σp(K)∪{0}, y
como no posee autovalores se tiene que σ(K) = {0} con lo que su ρ(K) = 0.
Por lo tanto, en virtud de la fo´rmula de Gelfand l´ımn→∞ ‖Kn‖1/n = ρ(K),
concluimos que K es cuasinilpotente.
Dados x0 ∈ H no nulo, ε ∈ (0, ‖x0‖), denotemos {yεn}n∈N la sucesio´n de
vectores minimales asociada a x0, ε y K, que existe y es u´nica en virtud de
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la Proposicio´n 1.1. Sea T ∈ {K}′ con ‖T‖ = 1. Como K es cuasinilpotente,
existe una subsucesio´n de vectores minimales {yεnj}∞j=1 tal que
l´ım
j→∞
‖yεnj−1‖
‖yεnj‖
= 0. (3.1.1)
Ahora bien, como para todo j ∈ N se tiene que Knjyεnj ∈ B(x0, ε), pasando
a una subsucesio´n si fuese necesario, existen y0, z0 ∈ H tales que
Knjyεnj
w−−→ y0 , Knj−1yεnj−1
w−−→ z0.
Como H es un espacio de Hilbert, podemos descomponerlo de la forma
H = Yj ⊕ Y⊥j con Yj = 〈{yεnj}〉 para cada j ∈ N. Por lo tanto, para todo
j ∈ N
Tyεnj−1 = αnj−1y
ε
nj + ωnj−1,
donde αnj−1 ∈ C y ωnj−1 ∈ Y⊥j . A partir de esta representacio´n se deduce
que αnj → 0 cuando j →∞, ya que 〈Tyεnj−1, yεnj 〉 = αnj−1‖yεnj‖2 y en virtud
de la ecuacio´n 3.1.1 y la desigualdad de Cauchy-Schwarz
|αnj | =
|〈Tyεnj−1, yεnj 〉|
‖yεnj‖2
≤
‖yεnj−1‖
‖yεnj‖
−−−→
j→∞
0.
Como adema´s TKnjyεnj−1 = αnj−1K
njyεnj +K
njωnj−1, del Corolario 1.3 se
sigue que
〈TKnjyεnj−1,Knjyεnj − x0〉 = αnj−1〈Knjyεnj ,Knjyεnj − x0〉.
Debido a que αnj → 0 cuando j →∞ y al hecho de que
|〈Knjyεnj ,Knjyεnj − x0〉| ≤ ε‖Knjyεnj‖ ≤ ε(‖x0‖+ ε) para todo j ∈ N,
se tiene que
l´ım
j→∞
〈TKnjyεnj−1,Knjyεnj − x0〉 = 〈TKz0, y0 − x0〉 = 0.
Esto u´ltimo es equivalente a que 〈Tz0,K∗(y0 − x0)〉 = 0. Por lo tanto,
como ‖y0‖2 ≤ l´ım inf ‖Knjyεnj‖2 ≤ ‖x0‖2 − ε2, esto es, ε2 ≤ ‖x0‖2 − ‖y0‖2.
Por ello, y0 − x0 6= 0 y ya que R(K) = H se tiene que K∗(y0 − x0) 6= 0. Por
consiguiente se tiene que 〈Sz0,K∗(y0 − x0)〉 = 0 para todo S ∈ {K}′.
Con todo esto, se observa que el subespacio
M = span {Sz0 : SK = KS},
es cerrado, S invariante y no trivial, pues K∗(y0 − x0) ∈ M⊥ con
K∗(y0 − x0) 6= 0.
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3.2. Operadores cuasinilpotentes
El siguiente resultado pone de manifiesto, bajo ciertas condiciones
adicionales, la existencia de un subespacio cerrado e invariante no trivial
para operadores cuasinilpotentes en espacios de Hilbert usando la te´cnica
de vectores minimales. Antes de enunciarlo, veamos un teorema que sera´ de
utilidad para tal finalidad.
Teorema 3.2. Sea H un espacio de Hilbert de dimensio´n infinita. Supon-
gamos Q ∈ L(H) es un operador inyectivo, cuasinilpotente y sea B0 ∈ {Q}′
operador no nulo tal que B0Q 6= 0, esto es, R(Q) * KerB0. Entonces exis-
ten sucesiones {sn}n∈N y {tn}n∈N en H convergentes de´bilmente a s0 y t0,
respectivamente, con B0s0 6= 0, y una sucesio´n {βn}n∈N ⊂ R+ convergente
a cero tales que
|〈Am,nsn, tn〉| < βn, m, n ∈ N,
para toda sucesio´n {Am,n}m,n∈N en la bola unidad de {Q}′.
Demostracio´n. Sea B0 ∈ {Q}′ tal que B0Q 6= 0. Si R(Q) no es denso en H,
entonces considerandoM = R(Q) subespacio Q hiperinvariante el resultado
es cierto sin ma´s que elegir s0 ∈M, t0 ∈M⊥ tal que B0s0 6= 0, y definiendo
las sucesiones sk = s0, tk = t0 para todo k ∈ N y {βk}k∈N sucesio´n de
nu´meros reales positivos convergente a cero. En efecto, pues para todo Am,n
en la bola unidad de {Q}′ se tiene que
|〈Am,nsn, tn〉| = |〈Am,ns0, t0〉| = 0 < βk,
ya que Am,nM⊂M.
Por lo tanto podemos suponer que R(Q) = H. Sea x0 ∈ H vector no
nulo y tal que B0Qx0 6= 0 y sea ε satisfaciendo
0 < ε < mı´n{‖Qx0‖, (1/‖B0‖)‖B0x0‖}.
Sea {yεn}n∈N la sucesio´n de vectores minimales asociada al operador
cuasinilpotente Q con para´metro x0 y ε. Ya que Q es cuasinilpotente, existe
una subsucesio´n {yεnj}j∈N tal que
l´ım
j→∞
‖yεnj‖
‖yεnj+1‖
= 0.
Ya que Qnjyεnj ∈ B(x0, ε) para todo j ∈ N, existe una subsucesio´n, que deno-
taremos de la misma manera, convergente en la topolog´ıa de´bil a un vector
no nulo y0, esto es, Q
njyεnj
w−−→ y0. Procediendo de manera ana´loga, se pue-
de afirmar que existe s0 vector no nulo tal que Q
nj+1ynj+1
w−−→ z0. Como
adema´s B(x0, ε)
w
= B(x0, ε)
‖·‖
, se tiene que ‖y0 − x0‖ ≤ ε, ‖z0 − x0‖ ≤ ε y
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‖B0y0 −B0x0‖ ≤ ‖B0‖ε, de donde se sigue que B0y0 6= 0.
A continuacio´n veamos que y0 − x0 6= 0, lo que implica que
Q∗(y0 − x0) 6= 0. Esto se debe a que H = KerQ∗ ⊕R(Q), y ya que Q tiene
rango denso, resulta KerQ∗ = {0}. Al ser {yεn}n∈N sucesio´n de vectores
minimales asociada al operador Q, para todo k ∈ N se tiene que
ε2 = ‖Qnk+1yεnk+1 − x0‖2 = 〈Qnk+1yεnk+1 − x0, Qnk+1yεnk+1 − x0〉
= 〈Qnk+1yεnk+1 − x0, Qnk+1yεnk+1〉 − 〈x0, Qnk+1yεnk+1 − x0〉
= 〈yεnk+1, (Qnk+1)∗(Qnk+1yεnk+1 − x0)〉 − 〈x0, Qnk+1yεnk+1 − x0〉
= (µεnk+1)
−1‖yεnk+1‖2 − 〈x0, Qnk+1yεnk+1 − x0〉
< −〈x0, Qnk+1yεnk+1 − x0〉,
donde la u´ltima desigualdad se debe a que µεnk+1 < 0. Por lo tanto
〈x0, Qnk+1yεnk+1 − x0〉 < −ε2.
Haciendo k tender a infinito se tiene que 〈x0, z0− x0〉 < −ε2, lo que implica
que z0 − x0 6= 0 y Q∗(z0 − x0) 6= 0. Con todo esto, definiendo
sk = Q
nkyεnk ,
tk = Q
∗(Qnk+1yεnk+1 − x0),
βk = (‖yεnk‖/‖yεnk+1‖)(‖x0‖2 − ε2)1/2ε, k ∈ N,
se obtienen sucesiones {sk}k∈N, {tk}k∈N en H que convergen de´bilmente
a los vectores no nulos t0 := y0 y s0 := Q
∗(z0 − x0), respectivamente
y adema´s B0t0 = B0y0 6= 0. Sea {Am,n}m,n∈N sucesio´n de operadores
lineales y continuos en la bola unidad de {Q}′. Ya que para cada k ∈ N,
H = 〈{yεnk}〉 ⊕ 〈{yεnk}〉⊥, se tiene que
Am,nky
ε
nk
= α(m)nk y
ε
nk
+ ω(m)nk , α
(m)
nk
∈ C,m ∈ N.
Para todo m, k ∈ N se observa que
|α(m)nk |‖yεnk+1‖2 = |〈Am,nkyεnk , yεnk+1〉| ≤ ‖yεnk‖‖yεnk+1‖,
y por lo tanto
|α(m)nk | ≤
‖yεnk‖
‖yεnk+1‖
.
Puesto que para todo m,n ∈ N, Am,n ∈ {Q}′ se tiene que
QAm,nkQ
nkyεnk = Q
nk+1Am,nky
ε
nk
= α(m)nk Q
nk+1yεnk+1 +Q
nk+1ω(m)nk ,
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y como Qnk+1ω
(m)
nk ⊥ Qnk+1yεnk+1 − x0, al ser ω
(m)
nk ⊥ yεnk+1, resulta
|〈Am,nksk, tk〉| = |〈Am,nkQnkyεnk , Q∗(Qnk+1yεnk+1 − x0)〉|
= |〈QAm,nkQnkyεnk , Qnk+1yεnk+1 − x0〉|
= |α(m)nk ||〈Qnk+1yεnk+1, Qnk+1yεnk+1 − x0〉|
= |α(m)nk ||〈Qnk+1yεnk+1, Qnk+1yεnk+1 − x0〉|
≤ |α(m)nk |‖Qnk+1yεnk+1‖‖Qnk+1yεnk+1 − x0‖
≤ ‖y
ε
nk
‖
‖yεnk+1‖
(‖x0‖2 − ε2)1/2ε = βk,
con βk → 0 cuando k → ∞ debido a que ‖yεnk‖/‖yεnk+1‖ → 0 cuando
k →∞.
Corolario 3.3. Sea H un espacio de Hilbert de dimensio´n infinita.
Supongamos Q ∈ L(H) es un operador inyectivo y cuasinilpotente. Sean
{Dm}m∈N ⊂ {Q}′ una sucesio´n convergente en la topolog´ıa de´bil de
operadores a D ∈ {Q}′, D 6= 0, y {Km}m∈N una sucesio´n de operadores
compactos tales que
l´ım
m→∞ ‖Dm −Km‖ = 0.
Entonces Q posee un subespacio cerrado e hiperinvarinte no trivial.
Demostracio´n. Podemos suponer, sin pe´rdida de generalidad, que R(Q) = H
pues en caso contrarioM = R(Q) es un subespacio cerrado, no trivial y tal
que AM⊂M para todo A ∈ {Q}′ . Por lo tanto DQ = QD 6= 0.
Si definimos B0 := D, en virtud del teorema anterior existen sucesiones
{sk}k∈N, {tk}k∈N en H que convergen de´bilmente a los vectores no nulos t0
y s0 y adema´s satisfaciendo que z0 := B0s0 6= 0.
Consideremos el subespacio cerrado, no nulo y Q hiperinvariante
Mz0 := span{Az0 : AQ = QA}.
Basta con probar que Mz0 6= H. Para ello, veamos que 〈Az0, t0〉 = 0 para
todo A ∈ {Q}′, y por tanto t0 ∈ M⊥z0 . Puesto que t0 6= 0, se tiene el
resultado. Sea A0 ∈ {Q}′ con ‖A0‖ ≤ 1 tal que A0z0 = A0B0s0 6= 0.
Podemos suponer, sin pe´rdida de generalidad, que ‖Dm‖ ≤ 1. Definimos la
sucesio´n {Am,n}m,n∈N ⊂ {Q}′ dada por Am,k := A0Dm para todo m, k ∈ N.
En virtud del teorema anterior, se tiene que
〈Am,ksk, tk〉 = 〈A0Dmsk, tk〉 < βk, k,m ∈ N,
donde βk → 0 cuando k →∞.
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Ya que {Dm}m∈N converge en la topolog´ıa de´bil de operadores a D se
tiene que {Km}m∈N tambie´n converge en la topolog´ıa de´bil de operadores a
D. Por ello, dado δ > 0 arbitrario, es suficiente probar que existe Mδ ∈ N
tal que |〈A0Kms0, t0〉| ≤ δ para todo m > Mδ. En efecto, pues en ese caso
|〈Az0, t0〉| = |〈ADs0, t0〉| = l´ım
m→∞ |〈AKms0, t0〉| ≤ δ.
Sea ν ∈ N tal que para todo k ≥ ν se cumple que βk < δ/2. Elegimos
Mδ ∈ N verificando que
‖Dm −Km‖ < δ
2‖A0‖(supk ‖sk‖‖tk‖)
, m > Mδ.
Por lo tanto, para todo k > ν y todo m > Mδ se tiene que
|〈A0Kmsk, tk〉| ≤ |〈A0Dmsk, tk〉|+ |〈A0(Dm −Km)sk, tk〉|
≤ βk + ‖A0‖‖Dm −Km‖‖sk‖‖tk‖ < δ.
Sea m0 > Mδ fijo. Ya que {sk}k∈N converge de´bilmente a s0 y A0Km0 es
compacto se tiene que
l´ım
k→∞
‖A0Km0sk −A0Km0s0‖ = 0,
y como adema´s {tk}k∈N converge de´bilmente a t0 se concluye que
|〈A0Km0s0, t0〉| = l´ım
k→∞
|〈A0Km0sk, tk〉| < δ.
3.3. Ma´s resultados
Para concluir este cap´ıtulo, se presenta un resultado que afirma la exis-
tencia de subespacios cerrados e hiperinvariantes de un operador T a partir
de la sucesio´n de λ-vectores minimales asociados a dicho operador. En e´l,
se exige un comportamiento de dicha sucesio´n similar al que presenta para
operadores cuasinilpotentes y una convergencia en norma a un vector no
nulo que sera´ la piedra angular de la construccio´n del subespacio.
Antes de enunciarlo, veamos el lema fundamental sobre el que se basa
dicho resultado y que es consecuencia del Teorema de Hahn-Banach.
Lema 3.4. Sea X un espacio de Banach y sea T ∈ L(X ) un operador
inyectivo y de rango denso. Dados x0 ∈ X vector no nulo, n ∈ N y
ε ∈ (0 , ‖x0‖) denotemos por yεn a un λ-vector minimal asociado. Entonces,
existen fn ∈ X ∗ con ‖fn‖ = 1 y β > 0 tales que
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1. |fn(x0)| ≥ β + ε.
2. β ≤ |fn(Tnyεn)| ≤ λβ.
3. |T ∗nfn(yεn)| ≥ 1λ‖T ∗nfn‖‖yεn‖.
Demostracio´n. Por definicio´n
dεn = ı´nf{‖y‖ : ‖Tny − x0‖ ≤ ε} > 0.
Consideremos los conjuntos
B(x0, ε) = {y ∈ X : ‖y − x0‖ < ε},
TnB(0, dεn) = {Tnz : z ∈ B(0, dεn)}.
Como ambos conjuntos son convexos, disjuntos y el primero de ellos abierto,
en virtud de la versio´n geome´trica del teorema de Hahn-Banach existe
gn ∈ X ∗ con ‖gn‖ = 1 y una constante β > 0 tal que
Re(gn(y)) ≥ β , Re(gn(Tnz)) ≤ β,
para todo y ∈ B(x0, ε) y para todo z ∈ B(0, dεn).
En particular se tiene que Re(gn(x0)) ≥ β + ε. Adema´s se tiene que
‖T ∗ngn‖ ≤ β/dεn y como Tnyεn ∈ B(x0, ε) se tiene que Re(gn(Tnyεn)) ≥ β.
Por lo tanto
|gn(Tnyεn)| ≥ Re(gn(Tnyεn)) ≥ β,
|gn(Tnyεn)| = |(T ∗ngn)yεn)| ≤ ‖T ∗ngn‖‖yεn‖ ≤
β
dεn
‖yεn‖ ≤ λβ,
donde la u´ltima desigualdad se obtiene del hecho de que ‖yεn‖ ≤ λdεn. Por
u´ltimo
|(T ∗ngn)yεn)| = |gn(Tnyεn)| ≥ β ≥ dεn‖T ∗ngn‖ ≥
1
λ
‖yεn‖‖T ∗ngn‖.
Teorema 3.5. En las mismas hipo´tesis del lema anterior, supongamos que
existe una subsucesio´n {yεnk}k∈N de λ-vectores minimales tal que
l´ım
k→∞
‖yεnk−1‖
‖yεnk‖
= 0,
y una sucesio´n uniformemente acotada {Ak}k∈N ⊂ {T}′ de forma que la
sucesio´n {AkTnk−1yεnk−1}k∈N converge en norma a un elemento no nulo.
Entonces T tiene un espacio hiperinvariante.
Vectores Minimales y Subespacios Invariantes.
48 Vectores minimales y subespacios hiperinvariantes
Demostracio´n. Dado yεnk λ-vector minimal a nivel nk ∈ N y ε ∈ (0, ‖x0‖), en
virtud del lema anterior existe fnk ∈ X ∗ con ‖fnk‖ = 1 y βnk > 0 verificando
|fnk(x0)| ≥ βnk + ε, (3.3.2)
βnk ≤ |fnk(Tnkyεnk)| ≤ λβnk , (3.3.3)
|T ∗nkfnk(yεnk)| ≥ 1λ‖T ∗nkfnk‖‖yεnk‖. (3.3.4)
Sea D ∈ {T}′. Si definimos gnk = (fnk ◦ Tnk) ∈ X ∗, en virtud de la
desigualdad (3.3.3) se tiene que X puede descomponerse como suma directa
de la forma
X = 〈{yεnk}〉 ⊕Ker gnk .
Como D, Ak ∈ L(X ) para todo k ∈ N, escribimos
DAky
ε
nk−1 = αnky
ε
nk
+ ωnk ,
donde αnk ∈ C y ωnk ∈ Ker gnk . Adema´s, esta escritura es u´nica, pues si
suponemos que α, β ∈ C y ω1, ω2 ∈ Ker gnk son tales que αynk + ω1 =
x = βyεnk + ω2 se tiene que (α − β)yεnk = (ω2 − ω1) con ynk /∈ Ker gnk y
(ω2 − ω1) ∈ Ker gnk . Luego, necesariamente α = β y ω1 = ω2.
De esta manera, aplicando el funcional gnk , se tiene que
gnk(DAky
ε
nk−1) = αnkgnk(y
ε
nk
), ∀k ∈ N,
y usando la desigualdad (3.3.4) resulta
|gnk(DAkyεnk−1)| = |αnk ||gnk(yεnk−1)| ≥
1
λ
|αnk |‖gnk‖‖yεnk−1‖,
esto es,
|αnk | ≤ λ
|gnk(DAkyεnk−1)|
‖gnk‖‖yεnk‖
≤ λ‖D‖‖Ak‖
‖yεnk−1‖
‖yεnk‖
.
Ya que {Ak}k∈N esta´ uniformemente acotada se deduce que αnk → 0 cuando
k → ∞. Puesto que D,Ak ∈ {T}′ para todo k ∈ N y DAkyεnk−1 =
αnky
ε
nk
+ ωnk se tiene que
(DAkT
nkyεnk−1) = T
nk(DAky
ε
nk−1) = αnkT
nkyεnk + T
nkωnk ,
y por lo tanto
fnk(DAkT
nkyεnk−1) = αnkfnk(T
nkyεnk) + fnk(T
nkωnk)
= αnkgnk(y
ε
nk
) + gnk(ωnk)
= αnkgnk(y
ε
nk
).
Usando nuevamente la desigualdad (3.3.3) resulta que
|fnk(DAkTnkyεnk−1)| = αnk |gnk(yεnk)| ≤ λ|αnk |βnk
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Ya que la sucesio´n {βnk}k∈N esta´ uniformemente acotada, se llega a que
l´ım
k→∞
fnk(DAkT
nkyεnk−1) = 0.
Como adema´s AkT
nk−1yεnk−1 converge a z0 en norma siendo, con z0 6= 0,
resulta l´ımk→∞ fnk(DTz0) = 0. En efecto, ya que ‖fnk‖ = 1 y usando que
son funciones lineales y acotados
|fnk(DTz0)−fnk(DAkTnkyεnk−1)| ≤ ‖fnk‖‖D‖‖T‖‖z0−AkTnk−1yεnk−1‖ → 0
cuando k →∞.
Como BX ∗ es compacta en la topolog´ıa de´bil∗, existe una subsucesio´n de
{fnk}k∈N, que denotaremos de la misma manera, convergente a Φ ∈ X ∗ con
‖Φ‖ = 1. Por lo tanto
Φ(DTz0) = l´ım
k→∞
fnk(DTz0) = l´ım
k→∞
fnk(DAkT
nkyεnk−1) = 0.
Usando la desigualdad (3.3.2) y el hecho de que fnk converge a Φ en la
topolog´ıa de´bil∗, se tiene que |Φ(x0)| > 0. Por lo tanto Φ 6= 0.
Con todo esto, se observa que el subespacio
M = span{STz0 : ST = TS},
es cerrado, T invariante y no trivial, ya que Tz0 6= 0 al ser T inyectivo y
M⊂ Ker Φ ( X .
Corolario 3.6. Sea X un espacio de Banach, y supongamos que existe una
subsucesio´n de λ-vectores minimales tal que
l´ım
k→∞
‖yεnk−1‖
‖yεnk‖
= 0.
Si se verifica una de las siguientes condiciones:
1. {Tnk−1yεnk−1}k∈N converge en norma a un elemento no nulo.
2. {Tnkyεnk−1}k∈N converge en norma a un elemento no nulo.
Entonces T tiene un subespacio hiperinvariante.
Demostracio´n.
1. En este caso Ak = Id para todo k ∈ N.
2. En este caso Ak = T para todo k ∈ N.
En ambos casos se verifican la condicio´n de acotacio´n uniforme.
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