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In quality control, the sampling size is a critical measurement of the 
sampling approach. This thesis investigates two different sampling procedures in 
order to achieve the minimum number of samples. These procedures can widely 
be applied in manufacturing systems. Under each sampling method, three 
defective distributions are explored, the optimal solutions are developed and the 
influences of defective distributions, lot 
variables are analysed. 
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Quality control is carried out at rnany stages in the manufacturing process. 
There may be inspection of incoming rnatcrials and parts, process inspection at 
various points in the manufacturing operations, and -- ultimately -- inspection of 
the finished product. Basically, it can be classified into three major methods: 
screening, acceptance sampling plans and process quality control. 
In screening, every item is inspected and defective one·s are ·picked o·ut or 
repaired. It is I 00% inspection and it seems that a perfect quality can be 
reached. IJowever, experience has shown that it does not guarantee a perfect 
product because the monotonous work inevitably creates fatigue. No inspector 
can ever hope to catch all of the defectives unless an automatic •· . service or 
industrial robot is being used. In most types of manufacturing systems, 
screening can be used only sparingly because of the cost and time used. 
Therefore, acceptance sampling plans, or lot-by-lot inspection, is introduced to 
overcome the disadvantages of screening. Instead of examining each piece, the 
inspector checks a relatively small nurnber of pieces and then judges the 
acceptability of the whole lot .. Since only a fraction of a lot is sampled, there 
naturally exists a risk 
' 
or probability, that the lot, whose quality . IS 
unsatisfactory, is accepted, also that a lot whose quality is acceptable is 
rejected. This problem can ·be solved if proper sampling plans are used. 
Process inspection is accomplished by utilizing various indicators, such as control 
charts, to rnaintain and improve the quality level of a product in the production 
process. This project stresses the i;icceptance .sampljng p]ans. 
In the lot-by-lot inspection, the sampling size is an important factor. 
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Suppose that a producer wants to guaranteE' thP quality of the lots that he 
ships to his custorncrs. lJnless he is very certain that his lots contain almost no 
defective items, he will have to carry out some kind of sampling plan. Two 
procedures are considered in this thesis. 
(1) A single sample plan in which thr items in a sample of size n are 
inspected, defective items being replaced with a good item. 
(2) A rettification plan in which the entire lot is inspected if the number 
of defective items found in a sample of size n exceeds a specified number, say 
-e. All rectifi.ed Jots are perfect. 
After· inspection the lots are shipped, and the producer wants to clairn 
that. 
Pr(d% of defective items or fewer in lot)> r 
where d and r are specified say, d-1% and r==.99. The problem is to find the 
smallest n (and a proper value of C in case 2) such that the producer's claim is 
true. 
The choice of sample size depends heavily upon the distribution of fraction 
defective in the submitted lot. Three possibilities are considered in this thesis: 
In 
1. The fraction defective j:.; binon1ially distributed. 
2. The fraction defective is a randbm variable having a mixed binomial 
distri bu.ti on. 
3. The fraction defective follb\\'S a ·beta distribution with 
parameters a and [3. 
each case, the expected sampling 
. 
s1ze needed to satisfy 
. given 
the required 





PROBABILITY CONCEPTS AND TERMINOLOGIES 
IN ACCEPTANCE SAMPLING PLANS 
The fundarr1ental tool for analyzing of the sampling plans is probability 
and 
statistics theory. This chapter deals with a number of important probab
ility 
distributions in sampling plans and defines somr terminology applied through
out 
this paper. 
2.1 Binomial Distribution 
Suppose that a trial, or an experiment, whose outcome can be classified as 
either a ~urrt>ss or a failure, is perform~~ and X is defined -as 1 when 
the 
outcon1e is success or O when outcome is failure. Then the probability mass
 
function of X is given by 
P ( X ~-o) -~ 1- p 
P(X= 1 )=-p 
where p, O<p< 1, is the probability that the outcome is a success. 
Now, N independent experiments, each of ,vhich results in a success with a 
constant probability, p, and in a failure with the probability·, 1-p, a
re 
performed. If X represents the number of successes that occur in the N trials , 
then X i.~ said to be a binornial rando.m variab.le having parameters (N,p ). The 
probability mass function of a binomial random variable with (N ,P). is given by 
p (X=i) = (;) pi(I- p)N-' 
and the cumulative probability function is given by 




<J 2= Np(l-p)-µ(l-p) 
The binomial distribution discussed above is also called as pure binomial 
distribution. Sometimes, the probability of success is not a constant, say it is 
either p 1 with probability q or p2 with (1-q). This is the mixed binomial 
distribution and its mass probability function is expressed by 
P(X=-=i)=-q (JP\ (1-p 1) N- ;+ ( 1-q) (J p\{1- p2)N- i 
1"'he mean and variance are: 
µ=qp 1N-t (1-q)p2N 
(J z = q Pi ( 1-Pi ) N + ( 1-q) P 2 ( 1-P z) N 
The' binomial. distribution frequently occurs in practice. For· instance, a 
worker or an operator produces a batch of . N products with a constant 
probability, p, of .making a defective item. The number of defectives in the lot 
exactly follows the pure binomial distribution with parameters(N,p ). If the 
submitted lot is produced by two operators or two manufacturers, each having 
different skills and productivities, a mixed binomial dis.tri bu tion is appropriate. 
A more general model can be developed for more than 2 operators in the 
system. Suppose the submitted lot is made by m operators each with a 
constant probability, pi'to .make a defective item, the.n 
Pr (k defectives) =I:~--I qi ( J p/(1- P;)N-k 
5 
Q 
2.2 HyJ>ergeometric Distrih11tio11 
It is applicabl<' when sampling frorn a finite lot. Suppose that a sample of 
s-ize n is to hP randorr1ly chosen from a batch of N items, of which J are 
defectives. Let X be defective nurnbers found in n. 1'he distribution of X will 
follow the hypcrgeometrical distribution, 
P(X=K)= 
where max(O,N-n-J)< K < min(n,J). If K>min(n,J) 
P (X=K) =O 
A hypergeometric distribution looks very much like a binomial distribution. The 







2.3 Beta Distribution 
The beta distribution is defined by 2 parameters,o and /3, over a finite 
range and can take on a wide variety of shapes for different values of its 
pararr1eters. The density function is expressed by: 
f( t)=-Ct0 • 1 ( 1-t ),a-i 
c·1==B(a ,/3) 
where B( a,/3) is a bet.a function. T.he mean .and variance ate 
and 
6 
(J 2 = ___ o_x_f3 __ 
(o~ f3) 2 x(o+/3+ I) 
lt has been used to describe the sampling· plans in which the probability ,p, is a 
random variable, rather than a constant. 
2.4 Terminology and Assumptions 
In the sampling process, assume that all defectjve items are picked out 
and replaced by good ones with 100% accuracy. The letters explained below 
will be f requent)y used in the oncoming chapters. 
Pr: probability of acceptance, whic·h is the probability that a submitted Jot 
is acrept,pd· under certain conditions. 
ASN: Average Sample Number, which is the expected sample size when 
double sampling plan is operated for a long term. 
N: lot size being inspected. 
n: sample size applied in lot N. 
Pc: Probability that the inspected lot is a_cceptable,if criterion value is C. 
p: Piobability of making a defective iten1 used 
distribution. 
Probabilities of making a defective used 
distribution. 
q: Probability of p1 occurring in mixed binom·ial. 
r: Probability to accept a satisfactory lot. 
D: Defective percent allowable in inspected lot. 










SINGLE SAMPLING PLAN 
1'he singl() sampling plan is basic to al] acceptance sampling. It involves 
taking a random sample of siz<> n from a given lot of size N, replacing all 
defective units found in the sample with effective ones, and then accepting the 
inspected lot. The sample • size depends upon the defective distribution and . 
some specifications required by the manufacturer. 
The size of the inspection lot may vary from above 100 up to any 
number. ~"'or smaller lot,say less than 100, other special sampling plans will be 
preferable. Theoretically, there is no upper limit to the size of the lot. A·s a 
matter of fact~ the fraction of sarr1pling size in the lot size will decrease when 
submitted lot becornes large, w·hich will be illustrated later. However, it is 
·difficult or impossible, for some physical reasons, to move or handle a large 
sampling size. In this case, the large submitted lot can be divided into a 
num.ber of sublots, each of these can individually be inspected. 
3.1 Single San1pling Wit.11 A P11re Bi11ornial Distribution 
Pure binomial defective distribution occurs in many places. For instance, A 
programmer is punching a batch of cards. Naturally, he can't make them perfect 
or 100% correct. If the probability of making a ba·d card is a constant, say, p, 
and N cards are pu.nc.hed, the number of defective cards in a batch of N follows 
a binomial distrib.ution, 
and 
Pr(k defectives in lot N)=(Jpk(l - p)N-k 
Pr(fewer or equal to k defectives in lot N) 
=~~-.. (N\ .. pj(l-p)N-j 
J-0 j J 
8 
.,· 
If n samples are randomly taken and the defectives found in samples are 
replaced or corrected, the pro~ability that. the inspected lot is accepted will 
increase, indicating that the quality of the lot of cards is improved. Now the 
problem arises. How many cards at least should the programmer check so that 
the quality of fewer than or equal t.o d% defective cards in batch after being 
inspected can be guaranteed. In other words, how many cards should be checked 
so that the probability of fewer than or equal to d; N defective items in 
inspected lot. is greater than the specification, r. 
Pr(dN defectives or less in lot) > r 
where d and r are specified by manufacturers. The probability can be derived 
as followi rig, 
Pr.( d~fectives <or= dN) 
=Pr( defectives< or - dN in N-n) 
where 
P( j defectiv~s in N-n) 
therefore, 
Pr( dN or fewer defectives in lot N) 
= )_ ~N (N-~- J)·· j(l- _)N-n-j 
L...11::-:0 . J p p 
This result can also be determined in another way. Suppose the lot is 
randomly divided into two portions, one is n and the other is N-n. Since the 
probability is a const;mt, p, the defective distributions among these two portions 
are independent. the portion with n items is inspected so that there are no 
defectives in it. The defective distribution in the portion with N-n follows the 
9 
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binomial distribution because of the independence, so that: 
Pr( defectives< or= dN in N) 
=Pr( defectives< or= dN in N-n) 
= ,- ~ N ( ~ i ( l __ _) N t 
L..tz=--O i)P P 
This result will frequently be used latter. Now, the problem can be rewriten as 
Objective minimize n 
subject to 
'\:' c_lN (-~ _ i ( 1 _. _ .) N - n - i r . L..tt=O i)P p ) 
" 
This nonlinear and integer can be solved l>y Fibonacci search to optima.I 
solution. AnotJ1er rnore effective algorithn1 i·s used in this particular case. These 
two algorith1T1s are presented in (~hapter 5. 
3. 2 Single San1pling with A Mixed Bi11omial Distribution 
A Pure binomial distribution is a very simple and basic model. In reality 
the model is more complicated than that. For example, there are two operators 
punching a batch of cards N, each with a different probabilities of making a 
bad card because of different skills and experiences. The mixed binomial 
distribution model can be used to describe a system which has two -kinds of 
components, a proportion 'q' of components having a high failure rate p1 and 
the remaining propo.rtion (l-q) of components having a lower failure rate p2• 
The probability of j defectives in the whole batch is 
and the mean is 
If sample size n is selected, the probability of d% of defectives or less in 
10 
• 
the whol(~ batch is then .developed with the similar procedure as • previous . 
• 
section. 
3.3 Si11glc sample witl1 BetB Distrib11tion 
In the previous sections, one and two resourses are discussed. If, however, 
the nurnber of resourses are morP than two, say, there are 100 producers- or 
rnore in a manufacturing system, another mode] has to be established. Assume 
M operators or workers are involved in a system, each having a different 
probability ,pi,to makP a defective iten1 and different production rate,qi 
OPERATOR PROBABILITY PRODUCTION(%) 
1 P1 ·q1 
2 P2 q2 
. • • . . • • 
. • 
• • • • • • • • • 
• • 
. . • • • • • 
• • • • • • • • • 
M PM qM 
Like the mixed binomial case, the probability of accepting the lot after n items 
being sampled becomes, 
_ ~M . ~dN (N- n) j( . )N-n~ j Pr- L-·-1q·.L,,·-o . p.J-p .. 
't- i J- J 'L 'L 
This is a generalized model. Both pure and mixed binomials can be deducted by 
defi·ning M equal to I and 2 respectively. When the number of resources, M, 
becomes com.paratively large, it is much more difficult to search the optimal 
solution and sometimes the pro.bability, p, is a random variable over the 





Therefore, the model abov£l is meaningless in practice. A beta distribution is 
then introduced. 




When a single sampling plan is utilized and n _samples are t-aken from lot N, 
the probability of the lot being acceptable is :determined as following: 
Pr( the lot being accepted) 
Pr(dN or less defectives in N-n) 
Assume o and (3 are integers for simplicity, then 
B(a,{3) = f(o)~f({3)/f(a+,8) 
and 
~co-1) !•(fi-1) !/(nt,8-1)1 




The results are shown in Chapter 5. 
12 
CHAPTER 4 
DOUBLE SAMPLING PLAN 
An alternative inspection rnethod frf)quently used in industries has been t.he 
double sarnpling plan. It works as follows: in a given lot, N, a sample size, n, 
are randorrily chosen. If the defectiv<· iterns found in the sample are fewer than 
or equal to the prespecified criterion C, the submitted lot is accepted. Otherwise 
the uninsperted portion are inspected. Therefore, in each case the sample size 
is either n or N and the expected sampling size ASN is 
ASN -~n ;i. Pr-t N =t:( I-Pc) 
\\·here J>r is t}u.1 probability that the defectives found in the first sample are 
fewer than or equal to the criterion, C, i.e~_,the whole lot is acceptabl_e after the 
first sampling. rfhe equation is equivalent to 
ASN ~n+ (N-n )*(I-Pc) 
ASN ==N-(N-n )*Pc 
·' 
or 
The probability that the inspected lot is accepted can be determined by using 
cond-itional probability as following, 
Pr(lot accepted) 
· Pr(lot accepted given defectives in n(=c)Pr(defectives in n<-C) 
+Pr(lot accepted given defectives in n)C)Pr(defectives in n>C) 
~Ps*Pc +Ps'*(l-Pc) 
Since the entire submitted lot will totally be checked if the number of defectives 
in sample is greater than C, Ps·' is always equal to 1. 
The objective of the problem is 
Minimizing ASN=n*Pc+N*(l-Pc) 
subject tb Ps•Pc+(l.-Pc) > r 
The double sampling plan may reduce the expected sampling size if the 
13 
criter.ion, C, is appropriately predetermined given the defective distribution and 
other conditions. This chapter will establish the different mathematical models 
for three different distributions. The results will be tabulated in Chapter 5. 
4.1 Double Sampling With A Pl1re Binon1ial Distribution 
When the double sampling procedure is applied on a lot, whose defective 
distribution ·js the pure binomial, the probabilities are, then, given 
Pr(lot acceptable given defectives inn <=C) 
= ~~N (N-.. -n) j( l - . )N- n-j 
L-J=O J p p 
Pr(defectives inn (~C) 
= L~- (n .. )· Pi( i - p.). Tl i 
J-- 0 J . 
Pr(lot acceptable given defectives inn )C) 
= 1 ( since the lot have totally bee.n checked in this case) 
Pr(defectives inn> C) 
-1 
-
Pr(defectives inn<= C) 
Then, 
and, 
Pr(lot being acceptable) 
ASN=n+ (N-n) [1-~c.·-o (~ .. )Pi(.1-p)n-j] 
J- . J 
14 
4.2 D011l>le Sarr11>ling wit}1 Mix~cl Binc>rnial Distribution 
If the defectivr distribution is a rr1ixed binornial, then 
and 
The problem becomes 
minimizing ASN 
n- J 




4.3 Dcluble Sa111plii1g. wit}1 Beta Distril>utio11 
When the beta distribution • encountered, the solutions developed IS 
. 





Pr(lot being acceptable • defectives 
• < C) given 10 n 
Pr(defectives inn< C) 
Pr(lot acceptable) 
( !\T- n). · . (N--n) = 1 - [ L 1 B ( j + o , n-+ ,B-- j) / B ( o , /3] ! 1 - L . j B ( i + o , N - n-+ /3- j) / B ( o,, {3) ] 
Now, the prohlcrn can be written as~ 
minimizing ASN 





RESULTS AND CONCLUSIONS 
5.1 Search Approacl1 
As discussed in (Jhapter 3, and 4, the mathe·matica) rnode) is: 
Minimize n = f(N,p,D) 
subject to 
Pr(N,D,n) >= r 
The problem can also ·be interpreted as to solve the equation: 
Pr(n) - r 
when Pr(n) is a convex or concave function of n. There arc a number of 
approaches available to deal with nonlinear and integer programming. Among 
therr1, Fibonacci search is more efficient than the others when the function is 
unimodal and there is only on_e optima definitely located in a known interval,!. 
The Fibonacci search procedure is based on the splitting of the interval,I, 
into t.wo segments so that the ratio of the whole interval to the larger segment 
is the same as the ratio of the larger to the smaller. Two Fibonacci fractions 
are employed:· 
F 1 -o.5*(3-Js) - 0.372 
F 2=0.5*(Js-1} 0.618 
Fibonacci numbers are given by: 
£ 0 -o 
£1=1 
f =£ · 1+£ -2· n ·n- n...,.. 
The searching algorithm is: 
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STEJ> I: 
n '0 - 0.382i· ( n 1-n 0 ) 
n' 1 - . 0.618:+-(n 1-n 0 ) 
lJse IMSL package to calculate: 
l~r(n'0 ) and Pr(n' 1) 
S1"EP 2: If Pr( n0) > Pr( n ' 1) 
then, n0 -_.:n '0 
Otherwise, n 1 =- n ' 1 
STt:P 3: If { Pr( n 1 )-r} ~~ 0.0001 
search stops. 
Otherwise, go to STEP 1. 
S. ~ 1nce F16--: 987 and F 17 -~: 1597, the optirnal value will 
iterations, at the worst case, when the lot size, N, is 1000. 
be reached by 17 
When the function becon1es nonincreasing or nondecreasing, the Fibonacci 
search can be improved by the following algorithm: 
STEP 0: lnitialize n0==0 and n 1-N 
STEP 1: Let 
sample~0.5*{n0 -t n 1) 
Calculate Pr(sample) 
STEP 2: lf Pr{sample)> r then n1 -sample 
Otherwise, n0-=sample 
STEP 3: If {Pr(sample)-r} < 0.0001 
stop searching. 
Otherwise, go to STEP 1 .. 
In this algorithm, the interval is cut half at each iteration. Since 29==512 and 
210:::_ 1024, the optimal can be reached by 10 iterations at the worst case when 
the lot size,N, is 1000 .. It obviously is improved. 
... 
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5.2 Results and Analysis 
Following are the tables of the 
conditions N, p, Il and r. The ranges are: 
N: 100 - 900 
r: 0.90 - 0. 99 
p: 0.01 - 0.10 
D ~=- 1 % 
expected sampling • • SlZCS given the-
Table A.1-A.5 show the sarnple sizes of single sampling with pure binomial 
distribution. The probability, p_, of making a defective. item, of course, is the 
most import.ant one. The sampling size will increase when p increases with a 
roughly linear rate. 1"'hp second factor concerned is the required, or minimum, 
proba.bility of a.ccepting the inspected lot, r. Obviously, the higher r required, 
the ·bigger the sampling 
. . 
SIZ(' IS. Another factor .involved is the lot 
• 
size, 
N. Although the sampling size will increase when N increases, the ratio of n/N 
will decrease. For example, 
. p=.01 r=.90 D=.01 given 
N n n/N 
100 47 .47 
200 go .46 
300 125 .42 
400 158 .39 
500 184 .37 
800 210 .36 
700 234 .33 
800 268 .32 
900 277 .31 
1000 297 .30 
The values imply that a big N is preferable. 
Table A.6~A. l0 illustrate the sarnpling sizes of single sampling with mixed 
binomial distribution. 111 these tables, q==. 95 and p2==0. l O are fixed. All analysis 
in pure case can be applied in the mixed one. besides these, the computation 
19 
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results hav,• shown that, if both have• thP sanu• rncan values, the mixed one has 
a srnaJler n than the pu rP does. 
If µ 1 =Np and µ 2 =N(qp 1 +(1-q)p2 
Np=Nqp 1 +N(l-q)p2 
p=qp1+(l-q)p2 
p= ( . g5) ( . 01) + (. 06) ( . l 0) 
'.'""". 0146 
given r=.90 D=.01 and p=.0146 
Pure mixed 
N n 1 
100 64 62 2 2 .·O. 
200 124 116 8 4.0 
300 180 161 lQ 6.3 
400 232 200 32 8.0 
600 282 236 47 Q.4 
600 331 267 64 10.7 
700 378 2Q7 81 11 .. 6 
800 426 326 o'.' 100 12.5 
QOO 470 361 llQ 13.2 
1000 4 616 376 13Q 13.9 
The figures show the difference(n'l-n 2) and the ratio (n 1-n 2)/N% become large as 
N increases. 
Tables A.11-A. l 5 show tbe sarnpling. sizes with beta distribution. The 
beta distribution is characterized by pararr1eters ct and {3 which are selected in 
such a way that the mean v.alue µ is covered from .01 to 0.10 by using 
µ==a/ (a+ {3) 
Then given µ, and a, {3 can .be derived fron·1 




Tables A.11-A.] 5 show that. the sample sizes depend upon the mean value 
µ, and increase when µ and r increase. These tables also indicate that the 
ratio of sampling size, n, to lot size,N, doesn't tend to decrease or decrease very 
slow Jy .. 
• D=.01 r=.Q6 given 
o=l /3=4Q 
N n n/N% 
100 86 86.0 
300 266 86.0 
600 422 84.4 
700 68Q 84.1 
QOO 766 84.Q 
This is different f rorr1 both the purr binomia] and rnixed binomial one. 
1,ablc~s A.16-A.30 illustrate thr sampling sizes of double sample plan with 
a different distribution. lJndrr each table. th"ree values are determined which I 
are the accepting criterion, C, first sampling size,n, and the expected sampling 
size E(n). 
Tables A.16-A.20 are concerned with the pure .binomial distribution. 
Although the first sampling size n is a little bit smaller than those of the single 
sampling plan listed in Table A.1-A.5, the expected samp]ing size E(n) is very 
close to therr1, implying the dou b]r _sarnpling plan d:oesn 't improve its result. 
The criterion value, C, is so big that the probability, Ps, the lot is acceptable 
after first sampling approaches to 1 ~ The double sampling plan degenerates to 
the single sampling plan. This can be proved as following, 
=Pc 
if Ps is close to I, where Pc is just the probability of lot being accepted after 
the first sampling n, 
and the expected sampling size, 
21 
' 
E(n) = n +(N-n)(l-Ps) = n, 
is the single sarr1pling siz<~ when Ps approachs 1. 
I~'igurr 5.1 shows tbc rtllationship brtwern criterion (~ and the expected 
sampling size r~(n). There· is no u niqur v a) ue of (: that makes the E( n) 
minimurn. rl'h<1 figures of C's listed in the tabl<1s A.16-A.20 are nothing but the 
smallest value of C,where E(n) reaches to th<1 rninimum, it is also the point in 
which th<1 sarnpling size of doubl<1 sarnpling plan becomes that of single 
sam:pling plan. 
In 1'ables A.21-A.25 are the san1pling sizes of mixed· binomial distribution. 
(~ompared \vith the single sampling~ th<> experted sarnpling size is improved. For 
single double 
N n E(n) n-E (n) [n-E (n)] /N% 
100 62 49 13 13 
300 161 131 30 10 
500 236 196 3g 7.8 
700 297 261 46 6.6 
900 361 301 60 6 .. 6 
The values above sho\v that thP ratio will decrease when the lot size becomes 
bigger. Figure 5.2 shows the relationship between the criterion C and the 
expected sampling size E{n). It is quite different from Figure 5.1 in that there 
does exist. a value of C where· the expected sampling size E(n) is minimized, 
and is smaller than the size of single sampling plan. So dou.ble· sampling plan is 
suggested when a. mixed distribution is encountered. 
Table A.26-A.30 are the expected sampling sizes of beta distribution. The 
data show that th.e optimal value of C increases when the mean value µ 
increases and the ratio of the expected san1pling size to the lot N doesn't 
change much when N increases:. However, compared with the single sam_pling 
22 
Figure 5.1 Expected sampling size of double 
sampling with pure binomial distribution 
Figure 5.2 Expected sampling size of double 
sampling with mixed binomial distribution 
• \.· 
.. 
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SAMPLING SIZE TABLES 
Table A.I Sample Size with Single Sampling 
and Pure Binomial Distribution 
N = 100 D = .01 
.02 .03 .04 .06 .06 .07 .08 .OQ . 10 
74 83 87 QO Ql g3 g4 g4 g5 
76 84 88 go Q2 g3 g4 g5 Q6 
77 86 8Q Ql Q2 g4 g4 g5 Q6 
7g 86 8Q Q2 g3 g4 g5 g5 Q6 
80 87 go Q2 g4 Q6 g5 Q6 Q6 
82 88 Ql g3 g4 g5 Q6 Q6 g7 
84 go Q2 g4 Q6 Q6 Q6 Q7 Q7 
87 Ql Q3 Q6 Q6 QB Q7 g7 g7 
BQ Q3 Q6 QB QB Q7 g7 QB QB 
g3 g5 Q6 g7 QB QB QB Q8 QB 
Table A.2 Sample Size with Single Sampling 
and Pure Binomial Distribution 
N = 300 D = .01 
.02 .03 .04 .06 .06 .07 .08 .OQ .10 
.213 242 266 266 271 276 278 280 282 
216 244 258 266 272 276 279 281 283 
223 249 261 269 274 278 281 283 284 
219 246 260 268 273 277 280 282 284 
227 ·251 263 271 276 279 282 284 285 
231 254 266 272 277 280 283 284 286 
236 267 268 274 278 281 284 286 287 
242 261 271 276 280 283 286 287 288 
249 266 274 279 283 286 287 288 289 
268 272 279 283 286 288 289 290 291 
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and Pure Binomial Distribution 
N = 600 D = .01 
.02 .03 .04 .06 .06 .07 .08 .OQ .10 
342 3g5 421 437 447 466 460 466 468 
347 3Q8 423 438 44g 466 461 466 469 
361 401 426 440 460 467 462 467 470 
367 404 428 442 462 469 464 468 471 
362 408 431 446 464 460 466 46Q 472 
369 412 434 447 466 462 467 470 473 
376 417 437 460 468 464 468 472 474 
384 422 442 463 461 466 470 474 476 
396 429 447 467 464 469 473 476 478 
410 439 464 463 46Q 473 477 479 481 
Table A.4 Sample Size with Single Sampling 
and Pure Binomial Distribution 
N = 700 D = .01 
.02 .03 .04 .06 .06 .07 .08 .09 . 10 
467 644 683 608 622 633 641 648 863 
472 648 686 608 624 ·l 634 642 849 664 
478 662 689 611 626 636 644 660 666 
486 668 6Q2 613 628 638 646 661 666 
492 661 696 616 630 640 647 663 668 
600 666 699 61Q 633 642 649 666 669 
609 672 604 823 636 646 661 667 66"1 
620 679 609 627 639 648 664 669 663 
633 688 616 632 643 661 667· 662 66.6 
663 602 626 640 660 667 662 666 669 
26 
) 
The Operator has 
Determined that the 
Previous Frame is 
Unacceptable and Has 
Refilmed the Page 




























and Pure Binomial Distribution 
N = 600 D = .01 
.02 .03 .04 .06 .06 .07 .08 .OQ . 10 
342 3g5 421 437 447 466 460 466 468 
347 3Q8 423 438 449 466 461 466 469 
361 401 426 440 460 467 462 467 470 
367 404 428 442 462 469 464 468 471 
362 408 431 446 464 460 466 469 472 
369 412 434 447 466 462 467 470 473 
376 417 437 460 468 464 468 472 474 
384 422 442 463 461 466 470 474 476 
3g5 429 447 467 464 469 473 476 478 
410 439 464 463 469 473 477 479 481 
Table A.4 Sampl~ Size with Single Sampling 
and Pure Binomial Distribution 
N = 700 D = .01 
.02 .03 .04 .. 06 .06 .07 .08 .OQ . 10 
467 644 683 606 622 633 641 648 663 
472 648 686 608 624 634 642 64Q 664 
478 662 689 611 626 636 644 660 666 
485 666 692 613 628 638 646 661 666 
492 661 696 616 630 640 647 663 668 
600 666 699 619 633 642 649 666 669 
609 672 604 623 636 646 661 667 661 
620 679 609 627 639 648 664 669 663 
633 688 616 632 643 661 667 662 666 
663 602 626 640 660 667 662 666 669 
26 
\ 
Table A.6 Sample Size with Single Sampling 
and Pure Binomial Distribution 
N = goo D = .01 
r p .01 .02 .03 .04 .06 .06 .07 .08 .OQ . 10 
.QO 277 688 692 744 776 7Q6 810 Q21 830 837 
.Ql 290 696 696 747 777 7Q8 812 823 831 838 
.Q2 306 602 706 764 783 802 816 827 836 841 
.Q3 320 610 706 764 783 802 816 827 836 841 
.94 337 618 712 768 786 806 81Q 72Q 736 843 
.Q6 366 627 718 763 7go 808 821 831 838 844 
.Q6 378 638 726 768 7g4 812 824 833 841 846 
.Q7 404 661 733 776 7gg 816 828 837 843 849 
.98 436 667 744 783 806 821 832 841 847 862 
.QQ 486 692 730 7g5 816 829 83Q 846 862 867 
Table A.6 Sampling Size with Single 
Sampling and Mixed Binomial Distribution 
N= 100 d - 1% q=.96 P2=. 10 
r Pt .01 .02 .03 .04 .06 .06 .07 .08 
.09 .10 
.900 62 7g 86 88 go 92 g3 g4 94 g5 
.910 66 80 86 8Q Ql 92 g3 g4 96 96 
.920 69 82 87 90 91 93 94 94 96 96 
.930 72 83 88 go 92 g3 g4 96 96 96 
.940 76 86 89 91 93 g4 96 96 96 96 
.960 7g 87 90 92 g3 94 96 Q6 96 g7 
.960 83 88 91 93 94 96 96 96 g7 g7 
.970 86 go g3 94 96 Q6 96 97 97 g7 
.980 go 92 g4 96 96 97 97 g7 98 98 
.990 .93 g5 Q6 97 g7 98 98 98 98 98 
27 / 
Table A.7 Sampling Size with Single 
Sampling and Mixed Binomial Distribution 
N= 300 d = 1% q=.Q6 P2=. 10 
r p .01 .02 .03 .04 .06 .06 .07 .08 .09 
.QOO 161 229 260 260 267 272 276 278 281 
.910 171 233 262 262 269 273 276 279 281 
.Q20 182 237 266 264 270 274 277 280 282 
.930 196 242 267 266 271 276 278 281 283 
.Q40 213 247 260 268 273 277 279 282 284 
.960 234 263 263 270 274 278 281 283 286 
.960 249 269 266 272 276 280 282 284 286 
.Q70 260 264 270 275 278 281 284 286 287 
.Q80 269 271 274 278 281 283 286 287 288 
.990 277 278 280 282 286 286 288 289 290 
... 
Table A.8 Samp·ling Size with Single 
Sampling and Mixed Binomial Distribution 
N== 600· d -:- 1% q=.95 
r p .01 .02 .03 .04 .06 .06 .07 .08 .09 
.900 236 367 409 429 441 449 466 461 466 
.910 249 374 413 431 443 461 467 462 466 
.920 266 382 417 434 446 463 468 463 467 
.930 288 391 422 437 447 464 460 464 468 
.940 318 403 427 440 449 466 461 466 469 
.960 386 416 432 444 462 458 463~·467 470 
.960 423 428 438 447 466 460 466 469 472 
.970 438 440 446 452 468 463 467 471 474 
.980 460 450 453 467 462 466 470 473 476 


























A.Q Sampling Size with Single 
Sampling and Mixed Binomial Distribution 
N= 700 d = 1% q=.Q6 P2=. 10 
r p .01 .02 .03 .04 .06 .06 .07 .08 .09 
.QOO 297 498 664 696 613 626 636 642 648 
.QlO 316 607 670 699 616 627 636 643 649 
.920 337 618 676 602 618 629 638 646 660 
.930 366 631 683 606 621 632 640 646 662 
.940 406 660 6Ql 611 624 634 642 648 663 
.960 636 677 600 616 628 637 644 660 666 
.960 600 602 610 622 631 640 647 662 667 
.970 617 618 621 628 636 643 649 666 66Q 
.980 631 631 632 636 642 648 663 668 662 
.990 644 644 644 646 660 664 669 663 666 
Table A.10 Sampling S·ize with Single 
Sampling and Mixed Binomial Distribution 
N= 900 d = 1% q=.96 
r p .01 .02 .03 .04 .06 .06 .07 .08 .09 
.900 361 626 716 769 784 801 813 823 830 
.910 373 636 723 764 787 803 816 824 832 
.920 399 649 731 769 791 806 817 826 833 
.930 433 666 741 774 794 808 819 828 836 
.940 482 690 763 781 798 811 821 830 837 
.960 686 738 768 787 802 814 824 832 839 
.960 777 778 783 796 807 818 827 836 841 
.970 796 797 798 804 813 822 831 838 844 
.980 811 811 812 816 821 828 836 842 847 
























Table A.11 Sample Size with Single sampling 
and Beta Distribution 
N= 100 D= .01 
o= 1 1 3 1 1 3 7 2 
r /3=QQ 4g g7 24 lQ 47 g3 23 
.QO 64 77 84 8Q Ql g2 g3 g4 
.Ql 68 7g 86 go Q2 93 g3 g5 
.Q2 61 81 86 Ql Q2 93 g4 g5 
.Q3 64 82 87 Ql g3 g4 g4 g5 
.Q4 68 84 88 g2 g4 g4 g5 gs 
.Q6 71 86 8Q g3 g5 g5 g5 gs 
.QB 76 88 Ql g4 g5 96 QB g7 
.Q7 7g go Q2 Q6 gs 96 Q6 g7 
.98 84 Q2 g4 Q6 g7 g7 g7 gs 













Table A.12 Sample Size with Single sampling 
and Beta Distribution 
N= aoo D- .01 
O'.= l 1 3 1 1 3 7 2 g 1 
r /3=99 4g g7 24 lQ 47 93 23 Ql 9 
.QO 172 236 250 268 276 276 277 282 282 287 
.Ql 179 240 252 270 276 276 278 283 282 288 
.Q2 187 243 256 272 277 277 279 284 283 28Q 
.Q3 194 247 257 274 279 278 280 285 284 28Q 
.Q4 202 261 260 276 280 280 281 286 286 2QO 
.96 210 266 262 277 282 281 282 287 286 291 
.Q6 219 269 266 280 284 283 283 288 287 292 
.97 228 264 26Q 282 286 284 286 289 288 292 
.98 239 269 273 284 287 286 287 290 289 2Q3 
.99 253 276 278 288 290 289 289 292 291 296 
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Table A.13 Sample Size with Single sampling 
and Beta Distribution 
N= 600 D= .01 
o= 1 1 3 1 1 3 7 2 
r /3=QQ 4g g7 24 lQ 47 g3 23 
.QO 286 3g3 414 447 467 467 45g 470 
.Ql 2Q8 3gg 417 44g 469 468 460 471 
.92 309 404 -'l21 462 462 460 462 472 
.Q3 320 410 424 466 464 462 463 473 
.Q4 332 416 428 468 466 464 466 476 
.96 346 422 433 461 469 466 467 476 
.QB 369 429 437 464 471 468 469 478 
.Q7 373 436 442 468 474 471 471 480 
.QB 390 446 449 472 477 474 474 482 













Table A.14 Sample Size with Single sampling 
and Beta Distribution 
N= 700 D= .01 
Q= 1 ·1 3 1 1 3 7 2 9 1 
r /3=9Q 4g 97 24 19 47 g3 23 Ql 9 
.QC) 400 660 677 626 640 638 641 667 663 670 
.Ql 416 667 681 629 643 640 643 668 664 671 
.Q2 430 666 686 632 646 643 644 660 666 673 
.93 446 573 691 636 649 646 646 662 657 674 
.Q4 462 581 696 640 662 648 648 664 668 675 
.Q6 479 68Q 602 644 666 660 661 666 660 677 
.Q6 497 5Q8 608 648 65Q 663 663 668 662 679 
.Q7 617 608 616 663 662 667 666 670 664 680 
.98 640 61Q 623 669 667 661 660 673 667 682 
.Q9 670 634 636 666 672 666 666 677 671 686 
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Table A.16 Sample Size with Single sampling 
and Beta Distribution 
N= QOO D= .01 
o= 1 1 3 1 1 3 7 2 
r {3=QQ 4g g7 24 1g 47 g3 23 
.QO 614 707 740 803 823 81Q 822 844 
.Ql 632 716 746 808 826 822 824 846 
.Q2 661 726 751 812 830 826 827 848 
.Q3 671 736 757 817 834 828 829 860 
.Q4 691 746 763 822 837 831 831 862 
.Q6 613 766 770 827 841 834 834 866 
.Q6 636 767 778 833 846 838 837 868 
.Q7 660 779 787 83Q 861 842 841 861 
.98 689 794 797 846 866 847 846 864 














Table A.16 Sample Size with Double Sampling 
and Pure Binomial Distribution 
N= 100 D= .01 
r p .01 .02 .03 .04 .06 .06 .07 .08 .og .10 
.QO C 8 4 7 6 6 7 10 12 10 12 
n 47 73 82 86 87 go g2 g3 g3 g4 
E(n) 47 73 82 86 go 91 92 93 g4 g4 
.Ql C 8 12 6 6 6 8 8 10 g 11 
n 60 76 83 87 sg g1 92 g3 g3 g4 
E(n) 60 76 83 87 go QI g3 g3 g5 g5 
.Q2 C 2 12 6 4 7 21 11 8 10 10 
n 63 77 84 86 go g2 93 g3 g4 g4 
E(n) 63 77 84 89 go g2 93 g5 g5 96 
.93 C g 4 6 6 8 7 8 8 g 12 
n 67 78 86 88 Ql 92 93 g3 g4 96 
E(n) 67 78 86 89 91 g3 94 g5 Q6 96 
.Q4 C 2 12 16 6 6 g 12 8 11 10 
n 60 80 87 89 91 g3 94 94 96 96 
E(n) 60 80 87 90 92 93 94 96 96 gs 
.96 C 2 12 4 6 6 7 8 10 g 14 
n 64 82 87 90 92 93 94 g5 g5 96 
E(n) 64 82 88 91 93 g4 96 96 Q6 96 
.96 C 2 12 6 17 6 7 10 8 12 11 
n 68 84 89 92 g3 94 96 96 g6 96 
E(n) 68 84 89 92 94 g5 96 96 96 97 
.97 C 9 3 4 17 7 g 7 10 g 28 
n 73 86 go 93 94 96 96 Q6 96 g7 
E(n) 73 87 91 93 94 96 96 96 g7 g7 
.98 C 2 12 4 6 6 21 7 24 11 10 
n 78 89 92 94 96 g5 g5 97 97 g7 
E(n) 78 sg 93 94 g5 96 g7 97 97 gs 
. g·9 C g 4 16 4 6 g 7 24 26 27 
n 86 92 96 96 96 97 97 98 98 98 
E(n) 86 92 g5 g5 g7 97 98 98 Q8 98 
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Table A.17 Sample Size with Double Sampling 
and Pure Binomial Distribution 
N= 300 D= .01 
r P .01 .02 .03 .04 .06 .06 .07 .08 .OQ .10 
.QO C 12 g 13 31 1g 23 26 28 30 33 
n 126 212 241 266 264 270 274 277 27Q 281 
E(n) 126 212 241 266 266 271 275 278 281 283 
.Ql C 12 21 12 16 36 23 26 2g 31 34 
n 132 216 243 267 266 271 275 278 280 282 
E(n) 132 216 244 268 266 272 276 27Q 281 283 
.Q2 C 12 21 12 18 21 22 26 31 32 32 
n 13Q 21g 246 26Q 267 272 276 27Q 281 282 
E(n) 13Q 21Q 246 25Q 267 273 277 27Q 282 285 
.Q3 C 12 21 14 31 36 21 26 33 2Q 32 
n 146 223 248 261 26Q 273 277 280 281 283 
E(n) 146 223 248 261 26Q 276 278 280 284 286 
.Q4 C 13 21 27 31 21 41 25 36 2g 33 
n 164 227 251 263 270 276 278 281 282 284 
E(n) 164 227 261 263 270 276 279 281 286 286 
.Q6 C 13 21 27 21 18 22 24 32 2Q 34 
n 163 231 254 265 271 276 27Q 282 283 286 
E(n) 163 231 264 266 273 277 281 282 286 286 
.Q6 C 6 21 26 16 18 41 46 30 2g 34 
n 172 236 267 267 273 278 281 283 284 286 
E(n) 173 236 267 268 276 278 281 283 287 287 
.Q7 C 14 9 26 17 36 41 24 27 33 34 
n 184 241 261 270 276 280 282 284 286 287 
E(n) 184 242 261 270 276 280 284 286 286 288 
.98 C 14 10 14 16 18 27 26 29 2Q 32 
n 198 248 266 273 278 282 284 286 287 288 
E(n) 198 248 266 276 280 28? 286 287 289 2QO 
.Q9 C 16 21 12 16 18 24 28 26 2Q 32 
n 217 268 271 278 282 286 287 288 289 2QO 
E{n) 217 268 272 279 284 286 287 2QO 2Ql 2Q2 
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Table A.18 Sample Size with Double Sampling 
and Pure Binomial Distribution 
N= 600 D= .01 
r p .01 .02 .03 .04 .06 .06 .07 .08 .og . 10 
.QO C 14 26 28 26 36 36 48 46 4g 66 
n 184 342 3g4 420 436 446 464 46Q 463 467 
E(n) 184 342 3g4 421 436 448 464 461 466 46Q 
.Ql C 6 16 22 43 61 42 42 46 4g 67 
n 1Q3 346 3g7 423 438 448 466 460 464 468 
E(n) 1Q4 346 3g7 423 438 448 466 462 467 46Q 
.Q2 C 14 27 20 43 61 36 40 44 68 67 
n 203 361 400 426 440 44g 466 461 466 46Q 
E(n) 203 361 401 426 440 461 468 464 466 470 
.Q3 C 16 14 36 43 61 36 44 48 64 67 
n 214 366 404 428 442 461 468 463 467 470 
E(n) 214 366 404 428 442 452 458 464 467 471 
.Q4 C 16 27 lQ 26 36 38 40 46 62 66 
n 226 362 407 430 444 463 45g 464 468 471 
E(n) 226 362 40Q 431 444 453 461 466 46Q 473 
.Q6 C 16 14 35 26 30 37 41 60 4g 66 
n 238 368 412 433 446 456 461 466 46Q 472 
E(n) 238 36Q 412 434 448 456 462 466 472 474 
.Q6 C 16 14 36 44 31 36 41 44 63 63 
n 262 376 417 437 44g 467 463 467 471 473 
E(n) 262 376 417 437 460 459 464 470 472 477 
.Q7 C 16 27 36 27 61 37 3g 44 68 56 
n 269 384 422 441 463 460 466 469 473 476 
E(n) 269 384 422 441 463 461 468 472 473 477 
.Q8 C 17 16 36 26 62 69 39 46 62 66 
n 290 3g4 429 446 467 464 468 472 476 477 
E(n) 2QO 3g4 42Q 448 467 464 471 474 476 47g 
.QQ C 18 16 37 46 62 34 66 67 60 66 
n 320 409 439 464 463 468 473 476 478 480 
E(n) 320 409 43g 464 463 471 473 476 480 482 
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Table A.lQ Sample Size with Double Sampling 
and Pure Binomial Distribution 
N= 700 D= .01 
r P .01 .02 .03 .04 .06 .06 .07 .08 .og . 10 
.QO C 7 20 42 33 40 60 57 62 77 80 
n 233 466 544 682 606 621 632 640 647 652 
E(n) 234 466 644 684 608 622 633 643 647 653 
.Ql C 16 32 43 34 63 63 82 Ql 72 7g 
n 246 472 648 686 608 623 634 642 648 653 
E(n) 245 472 648 686 608 623 634 642 64Q 664 
.92 C 16 32 43 34 42 64 55 63 70 77 
n 267 478 662 688 610 626 636 643 64Q 654 
E(n) 267 478 662 689 611 626 638 646 661 666 
.Q3 C 8 32 43 33 63 61 56 71 100 76 
n 270 486 666 6Ql 613 627 637 646 661 656 
E(n) 270 486 666 693 613 627 63Q 646 661 668 
.Q4 C 17 32 43 40 64 48 66 61 70 83 
n 286 4Q2 661 696 616 62Q 639 646 662 657 
E(n) 285 492 661 6Q6 616 631 641 660 664 667 
.Q6 C 17 33 43 64 64 62 66 62 73 76 
n 301 600 666 699 61Q 632 641 648 664 668 
E(n) 301 600 666 6Q9 61Q 632 644 661 666 661 
.Q6 C 18 33 43 64 41 63 60 61 74 78 
n 31Q 609 672 604 622 636 644 660 666 660 
E(n) 319 609 672 604 624 636 644 664 666 662 
.Q7 C 9 18 44 64 64 48 61 63 70 78 
n 340 619 57g 609 627 638 647 663 668 662 
E(n) 340 620 57g 609 627 640 647 666 660 664 
.QB C 19 33 44 66 66 74 83 61 71 110 
n 368 633 688 616 632 643 661 666 661 666 
E(n) 368 633 688 616 632 643 661 660 663 666 
_gg C 20 33 29 36 66 48 66 62 6Q 74 
n 408 663 601 626 640 64Q 666 661 666 668 
E(n) 408 663 601 626 640 662 668 664 668 673 
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Table A.20 Sample Size with Double Sampling 
and Pure Binomial Distribution 
N= goo D= .01 
r p .01 .02 .03 .04 .06 .06 .07 .08 .OQ .10 
.QO C 17 36 32 45 64 88 69 78 89 100 
n 277 588 691 743 774 7g5 80Q 820 82Q 836 
E(n) 277 688 6Q2 743 774 7g5 812 824 831 837 
.91 C 17 21 60 42 76 66 70 80 87 g7 
n 290 694 696 746 777 797 811 822 830 837 
E(n) 290 696 6Q6 747 777 797 813 824 834 840 
.92 C 17 36 61 64 76 61 70 84 go 133 
n 305 602 701 760 780 7gg 813 824 832 839 
E(n) 306 602 701 760 780 801 816 824 834 839 
.93 C 18 23 61 64 76 88 69 go g7 Q8 
n 320 609 708 764 783 802 815 828 834 840 
E(n) 320 609 708 764 783 802 818 828 834 843 
.94 C 18 37 34 64 77 BO 78 86 123 106 
n 337 618 711 768 788 804 818 828 838 842 
E(n) 337 818 711 768 788 807 818 828 838 842 
.95 C 19 37 32 64 78 89 69 81 123 134 
n 356 627 717 763 7QO 808 820 830 838 844 
E(n) 368 627 719 763 790 808 824 832 838 844 
.96 C 19 38 61 66 77 82 69 112 g3 134 
n 378 638 725 768 794 811 823 833 840 846 
E(n) 378 638 725 768 794 813 827 833 841 846 
.97 C 10 37 52 43 77 81 73 87 123 gg 
n 403 651 733 774 799 815 827 838 843 848 
E(n) 404 661 733 775 799 817 828 838 843 S60 
.98 C 21 38 62 42 62 go 101 93 89 g7 
n 436 667 744 782 805 821 832 840 846 861 
E(n) 436 667 744 784 807 821 832 840 849 864 
.99 C 22 25 63 43 78 go 70 113 87 102 
n 485 691 760 794 816 829 838 848 851 866 
E(n) 485 691 760 798 815 829 841 846 855 867 
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Table A.21 Sample Size with Double Sampling 
and Mixed Binomial Distribution 
N= 100 D= .01 q=.Q6 P2=. 10 
r p .01 .02 .03 .04 .06 .06 .07 .08 .OQ . 10 
.QO C 2 4 6 6 7 7 10 11 10 12 
n 47 73 82 86 SQ go Q2 g3 g3 g4 
E(n) 4~ 74 83 87 go Ql g2 g3 g4 g4 
.Ql C 2, 4 6 6 6 8 8 g g 11 
n 60 76 83 87 SQ Ql g2 g3 g3 g4 
E(n) 62 76 84 88 Ql Q2 g3 g4 g5 Q6 
.g2 C 2 6 6 6 7 7 10 8 10 10 
n 63 77 84 88 go g1 g3 g3 g4 g4 
E (n) 66 78 86 SQ Ql g2 g3 Q6 Q6 Q6 
_g3 C 2 4 6 7 8 7 8 8 g 12 
n 67 78 86 SQ Ql 92 g3 93 g4 Q6 
E(n) 5g 7g 86 SQ 91 g3 g4 Q6 Q6 g5 
. g4 ·c 2 4 7 6 6 g 10 8 11 10 
n 60 80 87 89 g1 g3 g4 g4 g5 96 
E(n) 62 81 87 g1 g2 g3 g4 gs Q6 96 
.g5 C 2 4 6 6 6 7 8 10 g 14 
n 64 82 88 go g2 g3 g4 g5 g5 gs 
E (.n) 66 83 88 g1 g3 94 g5 g5 Q6 Q6 
_ga C 2 4 6 6 6 7 7 8 12 11 
n 68 84 SQ g1 93 g4 g4 g5 Q6 gs 
E(n) 70 86 go g2 g4 Q6 g6 Q6 Q6 g7 
_g7 C 2 4 4 7 7 6 7 10 g 28 
n 72 86 go g3 g4 94 g5 gs gs 9'l 
E(n) 74 87 g1 g3 g4 96 gs gs g7 g7 
.98 C 2 4 4 6 6 9 7 26 11 10 
n 78 89 g2 94 95 gs 96 g7 97 g7 
E(n) 80 gg 93 g4 gs gs g7 g7 g7 gs 
.gg C 3 4 8 4 6 g 7 26 26 27 
n 85 92 96 96 96 97 97 gs gg 98 
E(n) 85 92 g5 96 g7 97 gg gs gg gs 
Table A.22 Sample Size with Double Sampling 
and Mixed Binomial Distribution 
N= 300 D= .01 q=.Q6 P2=. 10 
r p .01 .02 .03 .04 .06 .06 .07 .08 .OQ . 10 
.QO C 6 12 13 17 20 23 26 28 30 33 
n 122 211 240 266 264 270 274 277 27Q 281 
E(n) 131 216 243 267 266 272 276 27Q 281 283 
.Ql C 6 11 12 18 lQ 23 26 2Q 30 34 
n 12Q 214 242 267 266 271 276 278 280 282 
E(n) 137 218 246 26Q 268 273 276 27Q 282 283 
.Q2 C 6 13 16 16 21 22 26 2Q 32 32 
n 136 218 246 268 267 272 276 27Q 281 282 
E(n) 144 222 247 261 268 274 277 280 282 286 
.Q3 C 7 g 13 16 20 22 26 30 33 32 
n 144 221 247 260 268 273 277 280 282 283 
E(n) 161 226 260 263 270 276 278 281 282 286 
.Q4 C 7 9 14 16 21 21 26 31 2Q 33 
n 162 226 260 262 270 274 278 281 282 284 
E(n) 169 229 262 266 271 277 280 281 286 286 
.Q6 C 6 13 16 20 23 23 24 30 29 34 
n 160 230 263 266 272 276 279 282 283 286 
E(n) 167 233 266 266 273 277 282 283 286 286 
.96 C 6 13 13 18 19 21 27 29 29 34 
n 170 236 266 267 273 277 281 283 284 286 
E(n) 177 238 269 268 276 280 282 284 287 287 
.97 C 8 g 16 19 18 21 24 27 33 34 
n 182 240 260 270 276 279 282 284 286 287 
E(n) 187 244 262 271 278 282 284 286 286 288 
.98 C 8 g 12 16 18 24 26 29 29 32 
n 196 247 264 273 278 282 284 286 287 288 
E(n) 201 261 267 276 281 283 286 287 290 2QO 
.Q9 C 10 10 14 17 19 23 26 26 29 32 
n 216 267 271 278 282 286 287 288 289 2QO 
E(n) 220 26Q 272 27Q 284 286 288 2QO 291 292 
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Table A.23 Sample Size with Double Sampling 
and Mixed Binomial Distribution 
N= 600 D= .01 q=.Q6 P2=. 10 
r p .01 .02 .03 .04 .06 .06 .07 .08 .OQ . 10 
.QO C g 14 19 26 31 37 43 46 4g 66 
n 180 339 392 419 436 446 464 469 463 467 
E(n) 196 347 399 423 439 449 466 462 467 469 
.91 C 8 20 28 32 32 35 42 50 64 67 
n 18Q 344 396 422 437 447 465 461 466 468 
E(n) 204 361 401 426 440 461 457 461 466 469 
.92 C g 21 26 28 32 36 40 48 64 67 
n 19Q 349 399 424 439 449 456 462 466 469 
E(n) 214 366 404 428 442 462 460 463 466 470 
.93 C 10 14 19 31 32 38 42 47 63 67 
n 210 354 402 427 441 461 468 463 467 470 
E(n) 224 362 408 430 444 463 460 466 468 471 
.94 C 12 17 20 25 30 38 40 45 51 56 
n 222 360 406 429 443 463 459 464 468 471 
E(n) 235 367 411 434 447 456 463 467 470 473 
.95 C 7 24 19 31 33 38 41 47 4g 56 
n 234 367 410 433 446 466 461 466 469 472 
E(n) 247 373 416 436 449 467 464 468 473 474 
.96 C 12 23 29 26 34 36 41 60 52 53 
n 24Q 374 416 436 449 467 463 468 471 473 
E(n) 261 380 420 440 451 460 466 468 472 477 
.97 C 13 14 23 26 32 37 46 44 64 66 
n 266 382 421 440 452 460 466 469 473 476 
E(n) 277 389 426 444 466 462 467 473 473 477 
.98 C 8 23 22 32 31 36 40 46 61 66 
n 287 393 428 446 456 463 468 472 476 477 
E(n) 298 398 432 448 469 467 471 476 477 479 
.99 C 15 16 20 26 31 36 39 48 60 66 
n 318 408 438 463 462 468 472 476 478 480 




Table A.24 Sample Size with Double Sampling 
and Mixed Binomial Distribution 
N= 700 D= .01 q=.Q6 P2=. 10 
r p .01 .02 .03 .04 .06 .06 .07 .08 .OQ . 10 
.QO C 12 18 39 38 40 48 67 62 72 80 
n 228 463 642 681 604 620 632 640 647 662 
E(n) 261 476 649 687 611 626 636 644 648 663 
.91 C 13 27 40 41 46 49 66 65 70 7g 
n 240 469 646 684 607 622 633 642 648 663 
E(n) 262 480 663 689 611 627 638 644 661 664 
.Q2 C 13 18 39 40 41 49 66 62 69 77 
n 262 476 660 687 609 624 636 643 649 664 
E(n) 274 487 667 692 615 629 639 647 662 666 
.93 C 8 31 27 34 46 48 67 64 73 76 
n 266 482 664 690 612 626 637 646 661 666 
E (n) 287 4g2 662 697 616 632 641 648 662 668 
.94 C 14 18 35 42 46 61 67 66 6Q 83 
n 280 489 669 694 615 629 639 647 652 667 
E (n) 300 500 666 699 819 833 643 649 856 66'1 
.96 C 10 18 26 42 44 48 66 67 71 76 
n 296 497 664 698 618 631 641 649 854 668 
E (n) 318 608 672 803 622 837 846 650 856 681 
.96 C 17 35 41 46 48 48 68 68 71 78 
n 316 507 671 803 622 634 644 651 656 660 
E (n) 334 616 677 607 626 639 647 663 658 662 
.97 C 19 36 40 43 46 50 68 62 69 78 
n 337 618 678 608 626 638 647 653 658 662 
E(n) 366 627 684 612 629 642 660 667 661 664 
.98 C 9 19 39 46 41 48 60 67 70 110 
n 364 631 687 616 631 642 661 657 661 666 
E (n) 382 640 692 619 636 647 663 658 664 666 
.99 C 23 37 28 46 42 60 66 71 68 74 
n 406 662 600 626 639 649 666 662 665 668 
E (n) 419 659 606 628 643 663 660 662 669 673 
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Table A.26 Sample Size with Double Sampling 
and Mixed Binomial Distribution 
N= 900 D= .01 q=.Q6 P2= .10 
r p .01 .02 .03 .04 .06 .06 .07 .08 .09 . 10 
.90 C 14 21 43 41 69 66 71 82 88 100 
n 270 684 689 741 773 794 809 821 829 836 
E(n) 301 601 699 761 779 799 814 824 833 837 
.91 C 16 32 31 66 61 63 72 79 92 97 
n 284 691 693 746 776 796 811 822 831 837 
E(n) 314 606 706 762 783 802 816 827 832 840 
.92 C 9 21 64 42 61 60 72 80 88 133 
n 298 698 699 748 778 798 813 824 832 839 
E(n) 328 614 708 767 786 806 818 828 836 839 
.93 C 16 22 63 42 61 63 71 81 91 98 
n 314 606 704 762 781 801 816 826 834 840 
E(n) 343 621 713 761 789 807 820 829 836 843 
.94 C 9 42 32 69 69 66 74 81 93 106 
n 331 616 709 767 786 804 818 828 836 842 
E(n) 360 629 720 763 790 809 822 831 837 842 
.96 C 21 46 63 43 62 64 71 79 93 134 
n 361 626 716 761 789 807 820 830 838 844 
E(n) 378 638 726 769 794 812 826 836 839 844 
.96 C 22 46 60 68 67 60 71 82 90 134 
n 373 636 723 767 793 810 823 833 840 846 
E(n) 399 649 731 773 798 818 828 836 842 846 
. 9·7 C 23 47 64 44 66 66 73 81 92 99 
n 399 649 732 773 798 816 827 836 843 848 
E(n) 424 661 740 780 803 819 831 839 844 860 
.98 C 12 43 64 42 63 63 70 81 88 97 
n 432 666 743 781 806 820 831 840 846 861 
E(n) 466 676 760 789 809 826 837 843 860 864 
.99 C 30 48 63 42 63 63 71 83 87 102 
n 482 690 769 793 814 828 838 846 861 866 
E(n) 602 700 766 801 820 833 843 848 866 867 
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Table A.26 Sample Size with 
Double Sample with Beta Distribution 
N=lOO D=.01 
r o= 1 1 3 1 1 3 7 2 g 1 
/3=QQ 4g g7 24 lQ 47 g3 23 Ql g 
.QO C 3 4 6 4 6 6 8 8 11 12 
n 62 76 82 86 88 8Q g1 Q2 g3 g4 
E(n) 62 76 83 89 g1 Q2 g3 g4 g4 g5 
.Ql C 3 6 6 6 6 6 8 8 g 10 
n 66 77 83 87 8Q go Q2 g3 g3 g4 
E(n) 66 78 84 8g Q2 g3 g3 Q6 g5 Q6 
.Q2 C 4 2 6 6 7 7 8 8 10 10 
n 69 76 86 88 g1 Ql Q2 g3 g4 g5 
E(n) 5g 81 86 go Q2 g3 g3 g5 g5 
.Q3 C 4 4 7 4 6 6 7 10 10 
n 62 80 86 88 91 Ql 92 g4 g4 
E(n) 62 81 86 g1 g3 g3 g4 96 g5 Q6 " 
.g4 C 4 4 7 6 6 6 8 8 g 10 
n 66 82 87 go Q2 Q2 g3 g4 g4 96 
E(n) 66 83 87 92 94 94 94 96 Q6 g7 
.96 C 4 6 4 4 6 7 g 8 g 10 
n 5g 84 87 91 g3 g3 g4 Q6 g5 96 
E(n) 69 84 89 g3 g4 94 96 96 96 g7 
.96 C 4 3 6 6 6 8 7 8 g 12 
n 73 86 SQ 92 g3 g4 94 96 96 g7 
E(n) 73 87 go g3 g5 g5 96 96 g7 g7 
.97 C 3 3 4 6 6 6 8 8 g 12 
n 77 87 go g3 g4 96 g5 Q6 96 g7 
E(n) 77 SQ 91 g4 96 Q6 Q6 Q7 g7 g7 
.98 C 3 3 6 4 6 6 7 10 11 10 
n 81 go 92 g4 96 gs Q6 g7 g7 98 
E(n) 81 91 92 96 96 g7 g7 g7 g7 98 
.QQ C 3 4 3 4 6 8 Q 8 g 10 
n 86 93 g3 gs g7 Q7 Q7 QB 98 98 
E(n) 86 93 96 g7 g7 Q7 Q7 QB 98 98 
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Table A.27 Sample Size with 
Double Sample with Beta Distribution 
N=300 D=.01 
r o= 1 1 3 1 1 3 7 2 g i 
/3=9Q 4g g7 24 IQ 47 g3 23 Ql g 
.QO C 8 13 16 16 15 22 21 26 27 30 
n 160 228 245 260 265 270 228 276 154 282 
E(n) 161 232 247 268 276 276 2Q9 284 2gg 288 
.Ql C 8 12 16 13 15 23 21 24 27 31 
n 167 231 248 280 267 272 228 277 154 283 
E(n) 168 236 260 271 277 277 2gg 285 2gg 288 
.Q2 C 11 11 16 14 15 IQ 21 24 27 30 
n 175 234 250 263 26Q 271 228 278 154 284 
E(n) 176 240 252 272 27Q 280 2gg 286 2gg 289 
.93 C 11 11 17 12 17 20 21 26 27 30 
n 182 238 252 264 272 273 228 280 164 285 
E(n) 182 244 264 276 279 280 2gg 286 299 290 
.94 C 8 16 16 13 15 22 21 26 27 32 
n 189 244 265 267 273 276 228 281 164 286 
E(n) 191 246 267 276 281 280 299 287 299 290 
• 
. 95 C 10 14 16 13 17 19 21 26 27 30 
n 197 247 267 270 276 276 228 282 154 287 
E(n) 198 260 269 278 282 283 299 287 299 291 
.96 C 10 14 18 13 16 21 21 26 27 30 
n 205 251 260 272 277 278 228 283 164 288 
E(n) 206 264 261 280 284 283 299 288 2Q9 292 
.97 C 9 10 18 15 17 19 21 24 27 32 
n 214 264 263 275 280 279 228 285 154 289 
E(n) 216 260 264 281 285 286 299 290 299 292 
.98 C 9 11 14 13 15 21 21 24 27 30 
n 223 259 266 277 281 281 228 286 164 290 
E(n) 224 263 269 283 287 286 299 291 299 293 
.99 C 12 13 18 13 15 21 21 24 27 31 
n 233 265 270 280 284 283 228 288 164 292 
E(n) 233 268 271 286 289 287 299 292 2gg 294 
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Table A.28 Sample Size with 
Double Sample with Beta Distribution 
N=600 D=.01 
• 
r o= 1 1 3 1 1 3 7 2 g 1 
/3=9Q 4g g7 24 lQ 47 g3 23 Ql g 
.QO C 12 22 26 24 27 32 36 40 46 61 
n 267 376 404 42Q 441 446 228 45g 164 46Q 
E(n) 260 382 408 446 468 461 4gg 473 4gg 47g 
.Ql C 14 23 27 26 27 36 36 41 46 60 
n 26Q 382 407 434 444 449 228 461 164 471 
E(n) 270 387 411 448 460 461 4gg 474 49g 481 
.Q2 C 13 23 26 23 27 32 36 41 46 61 
n 27Q 387 410 436 447 44g 228 462 164 472 
E(n) 281 392 414 462 462 464 4gg 475 499 481 
.93 C 17 24 26 22 25 32 36 42 46 60 
n 291 393 414 438 44g 451 228 464 164 474 
E(n) 291 398 418 456 466 466 4gg 476 4gg 483 
. 94 C 16 23 27 26 26 36 36 40 46 61 
n 302 399 417 444 462 466 228 466 164 476 
E(n) 303 404 421 466 467 466 49g 477 4g9 483 
.96 C 14 18 29 23 29 38 35 41 46 60 
n 313 402 422 446 466 467 228 467 164 477 
E(n) 316 412 424 460 468 466 4g9 478 4g9 486 
.96 C 18 20 26 23 27 36 36 41 46 51 
n 328 409 426 449 469 469 228 469 164 478 
E(n) 327 416 429 463 471 469 499 480 4g9 486 
.Q7 C 17 22 29 22 27 33 36 41 46 60 
n 338 416 429 463 462 460 228 471 164 480 
E(n) 33g 422 431 466 473 472 499 481 49g 487 
.QB C 17 23 27 22 26 31 36 42 46 60 
n 361 423 434 467 464 462 228 473 164 482 
E(n) 362 428 437 469 476 476 499 482 49g 488 
.99 C 16 20 24 22 28 36 36 40 46 60 
n 366 430 438 461 468 466 228 476 164 483 
1..1 
E(n) 367 436 443 472 477 476 4gg 484 499 48Q 
4.5 
Table A.29 Sample Size with 
Double Sample with Beta Distribution 
N=700 D=.01 
r o= 1 1 3 1 1 3 7 2 g 1 
{1=gg 4g g7 24 1g 47 g3 23 Ql g 
.90 C 18 27 36 29 36 46 4g 66 63 71 
n 347 617 660 5g2 612 621 228 640 164 666 
E(n) 34g 630 666 623 640 643 5gg 661 5gg 670 
.Ql C 17 28 32 32 36 62 49 68 63 70 
n 361 626 662 600 616 626 228 643 164 667 
E(n) 364 637 673 626 643 641 699 662 699 672 
.92 C 19 27 37 29 36 46 4g 67 63 71 
n 377 632 668 602 620 626 228 646 164 66Q 
E(n) 37g 646 674 631 646 647 59g 664 6Q9 673 
.93 C 18 26 36 33 37 46 49 66 63 71 
n 391 639 672 610 626 628 228 647 164 661 
E(n) 394 663 678 633 648 649 5g9 666 699 674 
.94 C 17 30 36 32 36 43 49 66 63 70 
n 406 649 677 614 629 629 228 649 164 663 
E(n) 410 668 683 637 661 699 699 667 699 676 
.96 C 20 32 36 37 36 42 49 68 63 70 
n 421 667 681 621 633 629 228 662 164 666 
E(n) 423 666 687 638 664 699 699 668 699 677 
.96 C 24 27 37 28 37 42 49 67 63 70 
n 437 663 686 621 637 629 228 664 164 667 
\ 
E'{n) 438 676 692 646 666 699 699 670 699 679 
_97·c 21 32 36 36 36 42 49 66 63 70 
n 463 673 691 630 640 629 228 666 164 669 
E (n) 466 680 697 646 660 699 699 672 699 680 
.98 C 22 29 39 29 36 42 49 66 63 71 
n 469 681 697 632 646 629 228 669 164 672 
E(n) 471 690 601 663 663 699 699 674 699 682 
.Q9 C 20 31 40 34 36 42 49 67 63 70 
n 486 690 603 639 649 629 228 661 164 674 
E(n) 4go 6Q8 607 666 666 5gg 699 676 699 683 
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Table A.30 Sample Size with 
Double Sample with Beta Distribution 
N=goo D=.Ol 
r a= 1 1 3 1 1 3 7 2 g 1 
{J=gg 4g g7 24 19 47 g3 23 g1 g 
.go C 20 34 60 37 46 64 63 72 81 go 
n 428 666 716 766 783 629 228 820 164 840 
E(n) 433 673 720 7g8 819 8g9 8g9 848 89g 861 
.g1 C 20 38 48 41 46 64 83 72 81 go 
n 446 688 718 766 787 629 228 823 164 842 
E(n) 462 881 728 801 823 89g 8g9 860 8g9 862 
.92 C 23 41 48 40 48 64 83 72 81 91 
n 488 678 724 771 796 629 228 826 164 846 
E(n) 489 688 732 808 828 899 899 862 899 884 
.93 C 26 33 46 39 47 64 83 72 81 90 
n 484 683 729 776 799 629 228 828 164 848 
E(n) 488 702 737 811 830 899 899 854 899 866 
.94 C 24 41 47 38 61 64 63 73 81 91 
n 602 697 734 781 806 629 228 831 164 850 
E(n) 606 707 742 816 832 899 899 856 899 867 
.96 C 26 42 46 42 47 64 63 73 81 92 
n 621 707 739 790 809 629 228 834 164 863 
E(n) 624 716 747 819 837 899 899 867 899 869 
.96 C 24 33 47 39 49 64 83 72 81 90 
n 640 712 746 794 816 629 228 837 164 866 
E(n) 544 730 763 826 840 899 899 860 899 871 
.97 C 26 40 47 44 46 64 63 72 81 go 
n 669 726 761 803 818 629 228 840 164 868 
E(n) 662 736 769 827 846 899 899 862 899 873 
.98 C 26 40 47 46 47 64 63 72 81 91 
n 679 736 768 810 824 829 228 843 164 861 
E(n) 683 748 766 831 848 899 899 864 899 876 
.99 C 28 38 47 43 46 64 63 72 81 go 
n 600 746 764 816 829 629 228 846 164 863 
E(n) 603 767 771 837 862 899 899 866 899 876 
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APPENDIX B 
KUHN-TUCKER METHOD , 
A close form of sampling size n is developed in the sirnple sampling and pure 
binornia) distribution case by introducing the Kuhn-Tucker method. 
The problem is: 
• min n < 
st. g(n} > r 
where, 
Introducing thr l.Jagrangian factor ,\ and let, 
L . 
--- l - ,\ x g( n) x l n ( I - p) x ( - l ) == 0 
n 
L 
-=- g ( n)- r = 0 
.,A 
A.>< lg(n)-r]==O 
(~ase 1 : ,\ == 0 and g{n) - r > 0 
L 
-=-- I discard. 
n 
Case 2: ,\ >0 and g( n)-r == 0 
l + ,\ x In ( 1 -p) x g ( n) x r- 0 
1 
,\--
ln(l- p) x r 
Replacing A., we obtain 
dN (N\ · · N i 
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