The goal ofdrnoising is to remove the noise while preserving the important features PI much as possible. By 
INTRODUCTION
The recovery of a signal from observed noisy data, u.hile still preserving its important features, continues to remain a fundamentally elusive and challenging problem in signal analysis. Noise is traditionally characterized by high frequency components. Accordingly, Fourier-based methods have been employed for their suppression.
Concomitantly, this also reduces the sharpness of the significant features since their components ofien contain high frequencies. By exploring the power of parsimonious wavelet basis representation and using statistical decision methods, Donoho and Johnstone [5] pioneered the concept of wuvelet shrinkuge for denoising. The general procedure for wavelet shrinkage denoising algorithms consists of the following: Forward wavelet transform, ModiJFcorion (shrinkge) of derail coeficients, h e m e wavelet transform. The intuition behind adopting a wavelet basis representation is that important features are assumed to be characterized by large wavelet coefficients across most of the scales, while most of the noise power is considered confined to several fine scales, thus facilitating the separation of featrtwdominoled coefficients { w f } and noisedominoted coefficients { w~} . Two thresholding meth& are generally employed: where 1(.) is the indicator function, w the wavelet coefficient value and X the threshold parameter. Using an orthonormal wavelet basis decomposition, the Gard and soft thresholding methods are indeed closed-form solutions to the following two problems: best n-term approximation problem in the mean-squared error (MSE) sense and the 11-penalized least squares problem respectively. Methods for selecting the threshold parameter therein, have been proposed for the additive Gaussian white noise (GWN) In parallel with Donoho-Johnstone's work, Mallat and Zhong [13] were the first to introduce the complete multiscale edge representation of signals using quadratic spline wavelets. They showed that multiscale edges can be detected and characterized from the local maxima of the wavelet transform. That idea was adopted by Xu et a/. The signals are the standard Blocla signal generated by routines in WavelabSO2[6] with different number of samples. The signallnoise ratio is taken as 7 in both cases. Fig I(b) displays the reconstructed signal using the traditional MPM, hard thresholding employing the Universal threshold and hard thresholding using the SURE threshold. We observe the following: (1) The multiscale product method is equivalent to hard thresholding in that unselected coefficients are removed. The process used by Xu ef a/. for terminating iterations for coefficient selection is equivalent to choosing level-dependent threshold which is the technique employed in SUREShrink 161. (2) The traditional multiscale product method is bener than SUREShrink both quantitatively (MSE) and qualitatively (quality bands and mean absolute error (MAE)). This benefits in pan from the fact the undecimated wavelet transform has the shift-invariant property, while the other two use a critically 
SOFTENING THE M U L T W A L E PRODUCT METHOD
In this section, we discuss the behavior of noise across scales. Combining this with the observations in the previous section, and also an analysis of the MPM, we generate the structure of our new method.
A. Behavior of a of GWU aross Scales
The estimation of noise variance is central to the traditional MPM. Fig. 2 shows the MSE performance dependence of different nonorthogonal wavelet based denoising methods, including the proposed one, with respect to the estimated noise level. Theoretical results for orthogonal wavelet denoising can be found in [2] . In [22], Xu ef a/. proposed using the background noise in the "dark" (signalfree) regions near boundaries for estimation of the reference noise.
However, this is not always possible in practice. Even when this is so, other assumptions such as the original signal being constant and availability of a sufficient-number of samples need to be made. In 1161, the noise level a is estimated from the first two scales, employing the assumption that the noise dominates at fine scales. Furthermore, it is implicitly assumed that the power of outliers in the noise cannot be larger than about 5 percent of total noise power. Finally, a set of empirical parameters are used.
We now discuss briefly the behavior of noise across scales and examine in panicular, the GWN case. In a stochastic sening, a useful characteristic of the orthogonal wavelet transform in contrast to the undecimated wavelet transform, is that the wavelet coeficients of a white noise process is still white. This is simply due to the onhogonality. In their implementation, Donoho and Johnstone obtained an estimate of the noise level from the finest scale coefficients using the median absolute deviation (MAD):
The underlying belief here was that it was importatit to use a robust estimator like the median, in case the fine-scale wavelet coefficients contained a small proportion of strong "signals" mixed in with "noise" [6]. The relative error performance of this estimator of additive WGN is illustrated in Fig. 3 ,.* Experimental results suggest the use of this formula for no more than three levels depending on the noise level and sample size. Fortunately, the performance of the proposed method is robust to a wide range of estimation errors.
B. Andysis and rhe New Method
In [IS] the multiscale product method is characterized statistically and its performance for detection of position and model parameter estimation of edges is evaluated. It is shown there that multiscale product method generally reduces correlation in the input noise, and that the noise has a heavy tailed distribution. Unfortunately, the determination of the'pdfs of multiscale products is difficult, even with the additive GWN assumption for the input noisy signal, where a closed form is only available for the bivariate case.
In a deterministic setting, the multiscale product method can be viewed as an extension of Tikhonov reeularized differentiation 1191 in is minimum. The solution of this variational problem has been proven by both Schoenberg and Reinsch as the approximating cubic splines 1191, which theoretically justifies the use of the cubic spline function as the scaling function in the MPM. In denoising via the latter, the regularization parameter X is chosen in a level-dependent fashion. As stated earlier that Donoho-Johnston's hard thresholding and soft thresholding results are the closed-form solution to the optimization problems: minimizing the mean-squared error and the e, -penalized least squares. In other words, hard thresholding takes the first term of the Tikhonov regularization problem, and soft thresholding changes the second term as e, norm of wavelet coefficients. (More detail of this deterministic analysis will be discussed in [9].) So far, we have discussed the relation between traditional multiscale product method and hard thresholding. We observed that, at fine scales, some of the noise can be falsely extracted as features.
Especially for the larger sample signals, the probability of false extraction is high. This can be observed in Fig. l(a) . Based on these observations and the theoretical analysis of multiscale product method, it would be intriguing to find a "softy" sibling for the traditional multiscale product method. This intuition, inspired by soft thresholding, can be explained as follows: Due to the approximation power of (bi-)orthogonal wavelets [20], i. e., the fast decay property of wavelet coefficients, for many noiseless objects such as functions in certain smoothness classes, the wavelet representation is very sparse and contains many zero coefficients. AAer contamination with noise, the zero wavelet coefficients are not zero anymore; thus the nonzero coefficients are more or less corrupted. Reconstroction using the corrupted coefficients will cause an annoying visual appearance. Fig. 2 . We see that the proposed method has the least dependence on the noise level estimation. In the spirit of Donaho-Jobnstone's wavelet thresholding, the proposed method is straightforward, easy to implement. and still theoretical tractable. Fig. 4 displays the performance of various shift-invariant denoising methods using signals from differelit stnoothness classes. For Blocks which is comprised of piecewise constant segments, our technique is on average 2.5 dB better. All nietliods have similar performance for Barnps. For signals like HeaviSirie the new mclhod does not perform as well as other techniques where smoother wavelets with higher number of vanishing moments me used. Note that the quadratic spline has only one vanishing nioment. We leave the discussion for the Doppler signal to the next section.
1V. DISCUSSION

A. Sirigularities, M!dtiscole Product Method, and I'ootprinrs
The theme to which this work belongs, is fundamentally the capture and representation of singularities in signals, since most of a signal's information is often carried in the local and irregular S~IUC~UTCS. Mathematically, these stru~tures manifest themselves as local regularities (or the reverse, singularities) -often measured with Lipscliitz exponents. Detection of singularities using undecimated wavelets was first proposed by Mallat and liwang [14] . They proved that the local Lipschitz exponents of a signal can be estimated by tracing the evolution of its wavelet transfonn modulus maxima across scales within the so-called cone-ojirzfluerrencr. With the assumption that "noiseless" signals have singularities with positive Lipscliitz exponents while the noise creates singularities whose Lipschitz exponents are negative, the denoising problem can be eNectively solved. However, were the signal to oscillate rapidly i n the neighborhood of a singular point, then it is not possible to characterize its Lipschitz regularity from the behavior of tlie wavelet transform in the cone-ofinfluence of the singular point. This fact explains the unusual kbavior of our method for the Dnl~plef' signal ujhich has a fast oscillation section.
To avoid the complexity of computing Lipschitz exponents, Xu et a/. used the multiscale product method. Hrung et a/. explored tlie cone-of-influence structure explicitly by computing the sum of the modulus of its wavelet coefficients inside the cone. By using a carefully selected threshold, they select wavelet coefficients for reconstruction that correspond to the regular part of the signal. The recently introduced notion "footprints" by Dragotti and Vetterli [7] attempts to combine both the detection and tlie representation of singularities. Footprints are traces left by time domain singularities in tlie wavelet domain. Thus a footprint is a vector containing all the significant wavelet coefficients generated by a singularity. In signal denoising, as a first step, each possible position of discontinuity needs to be given by an oracle or detected by some means. Then using the footprints dictionary D, noisy wavelet coefficients corresponding to each position of discontinuity are projected on the right subspace. If the projection is large enough it is kept, otherwise it is cancelled (thresholding step). In the singularity representation, the idea of footprint is equivalent to the sum of the modulus of its wavelet caefficients inside the cone-of-influence. Indeed, they have very similar denoising algorithms. Alternatively. we may conclude that the footprint method is equivalent to the multiscale product method in that a vector threshold is applied to the set of noisy coefficients rather than a scalar threshold applied to all coefficients in the traditional approach. Howevcr, it is clear that the behavior of footpritrts is more theoretically tractable. There are two drawbacks to the foorprintsbased denoising algorithm: First, the detection of the location of singularity itself is a difficult problem. Secondly, the assumption that two singularities need to be far enough will in practice generate some restrictions in usage. The multiscale product method is more flexible with respect to these two concerns.
B. Extension io 2 0
Unfortunately, like tlie MPM, fwtprints-based denoising does not work well for 2D images. Dragotti and Vetterli proposed the ZD extension ~ edgelets [7]. This method does not seem very satisfying in practice. Recently, a simple and efficient image denoising algorithm based on the inultiscale product tnethod combined with local covariance analysis has been proposcd [SI. The algorithm adaptively weighs the joint inter-and ititrascale statistics of detail coeficients. Direct correlation of detail coefficients across scales is used to select the significant coefficients. lntrascale statistics are used to adaptively modify the coefficients, using a new geometric measure. Unlike existing algorithm using parametric models, prior knowledge and estimation of parameters are not needed. Implementation is simple and efficient, with a performance comparable to resdts by state-of-art methods. Comparison with other denoising techniques is illustrated i n Fig. 5 3, no. 6, pp. 747-758, No". 1994 . 
