Abstract. This is the first in our series of papers that concerns HardyLittlewood-Sobolev (HLS) type inequalities. In this paper, the main objective is to establish the following sharp reversed HLS inequality in the whole space R
Introduction
Of importance in quantitative theories of differential equations are the so-called Sobolev inequalities. Generally, these inequalities provide an estimate of lower order derivatives of a function in terms of higher order derivatives. Such an estimate is an essential tool in other areas of mathematical analysis including calculus of variation, geometric analysis, etc. Let us recall the following sharp fractional Sobolev for all u ∈ W s (R n ) where s ∈ (0, n/2). The best constant S n,s in (1.1) is computed as S n,s = Γ(n/2 − s) 2 2s π s Γ(n/2 + s) Γ(n) Γ(n/2) 2s/n (1.2) and the equality in (1.1) occurs if and only if u(x) = c(1 + |(x − x 0 )/t| 2 ) s−n/2 for some t > 0, c ∈ R and x 0 ∈ R n . Concerning the best constant S n,s , it was first computed by Rosen [Ros71] in the case s = 1 and n = 3. For general n 3 and with s = 1, the best constant S n,1 was computed independently by Aubin [Aub76] and Talenti [Tal76] . For general s ∈ (0, n/2), the best constant S n,s was given by Lieb in [Lieb83] when he considered the sharp constant of Hardy-Littlewood-Sobolev (HLS) inequalities which will be mentioned later.
In existing literature, the classical HLS inequality named after Hardy and Littlewood [HL28, HL30] and Sobolev [Sob38] on R n states that for any n 1, p, r > 1 and λ ∈ (0, n) satisfying 1/p + 1/r + λ/n = 2, there exists a constant N n,λ,p > 0 such that
for any f ∈ L p (R n ) and g ∈ L q (R n ). From [LL01, Theorem 4.3], it is well-known that the sharp constant N n,λ,p satisfies the following estimate while in the diagonal case p = r = 2n/(2n − λ) (or one of these parameters is 2), it follows from the seminal work [Lieb83] that N n,λ,p = N n,λ = π λ/2 Γ(n/2 − λ/2) Γ(n − λ/2) Γ(n) Γ(n/2)
The existence of optimal functions to (1.3) was also proven by Lieb in [Lieb83] by using symmetric rearrangement arguments. Generally speaking, the equality in (1.3) occurs if and only if f (x) = g(x) = c(1 + |(x − x 0 )/t| 2 ) λ/2−n for some t > 0, c ∈ R and x 0 ∈ R n , up to a constant multiple. Recently, it has been found that the sharp HLS inequality (1.3) can be proven without using symmetric rearrangement arguments; for interested readers, we refer to [CCL10, FL10, FL12] .
It is quite a surprise to note that the Sobolev and HLS inequalities are dual for certain families of parameters. To see this more precise, we let λ = n − 2s in (1.3) and rewrite the right hand side of (1.3) with 2 −2s π −n/2 Γ(n/2 − s)/Γ(s), which is the Green function of the operator (−∆) s in R n for each s ∈ (0, n/2) to get
(1.4)
Hence, the sharp HLS inequality implies the sharp Sobolev inequality. Further seminal works reveal that the sharp HLS inequality can also imply the MoserTrudinger-Onofri inequality, the logarithmic HLS inequality [Bec93] , as well as the Gross logarithmic Sobolev inequality [Gro75] . All these inequalities have many important applications in analysis, geometry, and quantum field theory. In the last two decades, HLS inequality (1.3) has captured the attention of many mathematicians. Some remarkable extensions have already been drawn. For example, one has HLS inequalities on the upper half space R n + , on Heisenberg groups, on compact Riemannian manifolds, and on weighted forms; for interested readers, we refer to [DZ13, FL12a, HZ15, SW58] .
Apart from these extensions, Dou and Zhu [DZ14] recently discovered the following reversed HLS inequality on R n which can be seen as an extension of (1.3) for negative λ.
Theorem 1 (reversed HLS inequality on R n ). Let p, r ∈ (0, 1) and λ > 0 such that 1/p + 1/r − λ/n = 2. Then there exists a positive constant C(n, p, r) such that for any non-negative functions f ∈ L p (R n ) and g ∈ L r (R n ), we have
Note that in [DZ14, Theorem 1.1], the authors require p, r ∈ (n/(n + λ), 1) instead of p, r ∈ (0, 1) as shown above. However, by resolving the condition 1/p + 1/r −λ/n = 2, it is not hard to see that indeed p, r must satisfy p, r ∈ (n/(n+λ), 1). Hence, it is safe to assume p, r ∈ (0, 1). Concerning inequality (1.5), it is worth noting that it has been applied to solve some curvature equations with negative critical Sobolev exponents by Zhu in [Zhu14] . As can be easily seen, the proof given in [DZ14] is purely based on an extension of the classical Marcinkiewicz interpolation theorem applying to the singular integral operator defined by
It was proven in [DZ14] that I λ f fulfills the following estimate
for some constant C > 0 where q = r/(r − 1) ∈ (−∞, 0). The primary aim of this paper is to provide an alternative proof for the reversed HLS inequality (1.5) which follows the standard idea in the proof of the classical HLS inequality (1.3) given in [LL01] . This alternative proof is more concise than that of Dou and Zhu and does not use the Marcinkiewicz-type interpolation technique. As we shall see later, our proof also gives us an explicit bound from below for the constant C(n, p, r) in (1.5); see (2.9) for details.
Once we establish Theorem 1, it is natural to ask whether or not the optimal functions for the reversed HLS inequality (1.5) exist. For this purpose, we will turn our attention to consider the following minimizing problem
Obviously, C n,p,r 0 and is finite. In addition, we can easily verify that optimal functions for the reversed HLS inequality (1.5) are those solving the problem (1.6).
The existence of optimal functions for (1.6) was proven by Dou and Zhu [DZ14] for the diagonal case p = r = 2n/(2n + λ). To establish such a result, the authors follows the idea in [Lieb83] , which is based on rearrangement arguments.
In this paper, we will also address the existence of optimal functions for (1.6), however, in full generality of parameters by relaxing the restriction p = r = 2n/(2n+λ); that is, we consider (1.6) for all p, r ∈ (0, 1) satisfying 1/p+1/r−λ/n = 2. We will also show that, up to a translation, all optimal functions of (1.6) are radially symmetric and strictly decreasing. We shall prove the following result.
Theorem 2. There exists some non
f is a minimizer of (1.6) then there exist a non-negative, strictly decreasing function h on [0, ∞) and some
Let us now consider the diagonal case p = r = 2n/(2n + λ) for which the sharp constant C n,p,r can be explicitly computed. Inspired by [DZ14, Theorem 1.2'], we will prove the following sharp reversed HLS inequality.
and g ∈ L 2n/(2n+λ) (R n ) we have
where
with constant C n,λ sharp.
As a consequence of Theorem 1.7 and inspired by [CL92] , we will formally derive a reversed log-HLS inequality. It is clear that the existence of an optimal function pair for (1.7) follows from Theorem 2. Moreover, if (f, g) is an optimal function pair of (1.7) then, up to a translation, f and g are radially symmetric and strictly decreasing by means of Lemma 1. By simple calculation, up to a multiplicative constant, the pair (f, g) must satisfy the following system
, it leads us to study positive solutions of the following system of integral equations
in R n where we denote κ = −(2n + λ)/λ < 0. Note that the integral system (1.9) is well-known to be conformal invariant; hence, one can adopt the method of moving spheres to classify measurable solutions of (1.9).
In the literature, the method of moving spheres, introduced by Li and Zhu in [LZ95] , is a variant of the well-known method of moving planes, introduced by Aleksandrov in [Ale58] . For interested readers, we refer to [Ser71, GNN79, CGS89, CL91, CLO05, CLO06] for the method of moving planes and its variants, while for the method of moving spheres we refer to [Li04, Xu05] .
In the last part of Dou and Zhu's work [DZ14] , the authors showed that any non-negative, measurable solution (u, v) of (1.9) must be of the following form
up to translations and dilations. Motivated by the above classification, in the last part of this paper, we will also classify solutions of integral systems of the form (1.9) where κ is no longer −(2n + λ)/λ. To be precise, we are interested in the classification of non-negative, measurable functions of the following system
in R n with p, q > 0. We shall prove the following result.
Theorem 4. For n 1, p > 0 and q > 0, let (u, v) be a pair of non-negative Lebesgue measurable functions in R n satisfying (1.10). Then q = 1 + 2n/p and, for some constants a, b > 0 and some x ∈ R n , u and v take the following form
for any x ∈ R n .
Once we prove Theorem 4, we can go back to prove Theorem 3 and obtain the sharp constant C n,λ . Before closing this section, it is worth noting that in our next article [NN15] , we will perform the same study for the case of the half space R n + .
2. The reversed HLS inequality on R n : Proof of Theorem 1
In this section, we provide an alternative proof of the reversed HLS inequality (1.5). As mentioned before, our proof here is completely different from the one in [DZ14] which mimics the same idea from the proof of the classical HLS inequality given in [LL01] .
In order to prove (1.5), we first set up some notation and conventions. For each point x ∈ R n , let us denote B c (x) = {y ∈ R n : |y − x| c}.
In the special case x = 0, we simply denote B c (0) by B c ; hence B c = {y ∈ R n : |y| c}. For a, b, c > 0, we denote
where |A| denotes the Lebesgue measure of the measurable subset A ⊂ R n . By homogeneity, we can normalize f and g in such a way that
The layer cake representation [LL01, Theorem 1.13] implies that
and
For simplicity, we also denote
Then the Fubini theorem tells us that
Step 1. Our first step to prove (1.5) is to claim the following: There holds
where ω n denotes the volume of B 1 . To verify (2.2), we let u(a) v(b), then
Repeating the same argument shows that
this is enough to conclude (2.2).
Step 2. Once we can estimate J(a, b, c) from below, we can do c-integration to estimate I(f, g). Since J(a, b, c) 0 for any a, b, c > 0, it follows from our claim (2.2) and the estimate (2.1) that 
(2.4) (Note that to obtain (2.4), we have used the following identity Step 3. We now estimate I and II term by term. To estimate I, we make use of the reversed Hölder inequality for parameters n/(n + λ) and −n/λ to obtain
Observe that
. Now, we use the normalization ∞ 0 pa p−1 u(a)da = 1 and the Jensen inequality to get
By performing the same argument and using (2.5), we can bound the term II as follows
By setting
substituting (2.6) and (2.7) into (2.4), and using the convexity of the function φ(t) = t 1+λ/n , we obtain
Combining (2.3) and (2.8) completes our proof of (1.5) with the constant
(2.9)
Existence of optimal functions for the reversed HLS inequality: Proof of Theorem 2
Recall that p, r, and λ > 0 satisfy 1/p + 1/r − λ/n = 2. For simplicity, we denote q = r/(r − 1) < 0. Given a function f on R n which vanishes at infinity, its symmetric decreasing rearrangement is denoted by f ⋆ ; see [LL01] or [Bur09] for the definitions. It is well-
To prove Theorem 2, we first establish the following simple lemma which tells us more about the interaction between f and f ⋆ .
Lemma 1. We have the following claims:
(i) For any non-negative functions f, g on R n , we have
with equality if and only if
⋆ is radially symmetric and strictly increasing.
with equality if and only if f ⋆ is a strictly decreasing and
Proof. Inequality (3.1) was proven in [BL76, Proof of Proposition 9]. For the equality case, we can repeat the proof of the equality case in the Riesz inequality with a remark that the function t → t λ is strictly increasing; see also [Bur09, Proof of Theorem 2.10]. This completes the proof of (i). It is clear that the function I λ f ⋆ is radially symmetric. The strictly increasing monotonicity of I λ f ⋆ and (iii) can be derived from (i) by choosing suitable test functions.
We are now in a position to prove Theorem 2. Since the radial symmetry and strictly decreasing of minimizers for (1.6) immediately follow from Lemma 1, it suffices to prove the existence of a minimizer for (1.6). For clarity, we divide our proof into several steps.
Step 1. Select a suitable minimizing sequence for (1.6).
We start our proof by letting {f j } j be a minimizing sequence for (1.6), so is the sequence {f ⋆ j } j . Hence, without loss of generality, we can assume at the beginning that {f j } j is non-negative, radially symmetric, non-increasing sequence. To avoid introducing more notations, we shall write f j (x) by f j (|x|). Under this convention and that f j L p (R n ) = 1, we have
for any R > 0. From this, we obtain the estimate 0 f j (r) Cr −n/p for any r > 0 and for some constant C independent of j. In order to go further, we need the following lemma whose proof is similar to that of Lemma 3.2 proven in [DZ14] ; see also [Lieb83, Lemma 2.4].
is non-negative, radially symmetric, and f (|x|) ǫ|x| −n/p for all |x| > 0. Then, there exists a constant C 1 > 0 independent of f and ǫ such that
for any p 1 ∈ (0, 2n/(2n + λ)).
Step 2. Existence of a potential minimizer f 0 for (1.6). Set
It follows from Lemma 2 that a j 2c 0 for some c 0 > 0. For each j, we choose λ j > 0 in such a way that λ n/p j f j (λ j ) > c 0 . Then we set
Now, it is routine to check that {g j } j is also a minimizing sequence for (1.6). Furthermore, g j (1) > c 0 for any j by our choice for λ j . Consequently, we can further assume that the sequence {f j } j has f j (1) > c 0 for any j; otherwise, we can replace the sequence {f j } j by the sequence {g j }, if necessary.
Similar to Lieb's argument which was based on the Helly theorem, a subsequence of {f j } j converges weakly to f 0 a.e. in R n . It is evident that f 0 is non-negative, radially symmetric, non-increasing and is in L p (R). The rest of our arguments will be used to show that f 0 is the desired minimizer for (1.6).
By Lemma 1, the function I λ f j is radially symmetric and strictly decreasing for any j. Moreover, for all x ∈ R n , there holds
for some new constant C 2 independent of j.
Step 3. The function f 0 is a minimizer for (1.6): Preliminaries. Since I λ f j q has the limit C n,p,λ , there exists some constant C 3 > 0 such that I λ f jC 3 for any j. Therefore
for any R > 0. Consequently, for all r > 0, there holds
for some new constant C 4 independent of f j . Since (I λ f j ) −1 is radially symmetric and non-increasing, it is easy to verify that a subsequence of {(I λ f j ) −1 } j converges to k a.e. in R n for some function k. By (3.4) and the dominated convergence theorem, we arrive at
Step 4. The function f 0 is a minimizer for (1.6): Completed.
To realize that f 0 is a minimizer for (1.6), we first prove that f 0 L p (R n ) = 1. For this purpose, one could show that f j → f 0 strongly in L p (R n ) by employing the rough reversed HLS inequality (1.5). However, it is difficult to adopt this strategy since we cannot control the sign of f j − f 0 , which is required when applying (1.5); see [DZ14, page 17] . In order to avoid such difficulty, we propose an alternative approach. First, we observe the relation (3.5) to see that the set {x : 0 < k(x) < ∞} has a positive measure. Therefore, we can choose two distinct points x 1 and x 2 such that
e. in R n .) Then, there exists some constant C 5 > 0 such that
for i = 1, 2 and for all j 1. Using the elementary inequality |x + y| λ max{1, 2 λ−1 }(|x| λ + |y| λ ) for any x, y ∈ R n , we estimate
Thus, there exists another constant C 6 > 0 such that
for all j 1. On one hand, there holds |x 1 − y| |y|/3 for any R > 2|x 1 | and any y in the region {3R/4 |y| R}. Therefore, by a simple change of variables, we obtain
(Note that in the preceding estimate, we have used the fact that f j is radially symmetric and non-increasing.) Hence, there exists some new constant C 7 > 0 such that f j (r) C 7 r −n−λ for any r > 2|x 1 | and for all j 1. Making use of the above estimate, we deduce that
Since R n f j (y)dy C 6 , we also have
In view of (3.6) and (3.7), given ǫ > 0, we can select R > 2|x 1 | sufficiently large such that
We now set g j (x) = min{f j (x), R} for each j 1. By using R n f j (x) p dx = 1, we have
For each R fixed, the dominated convergence theorem guarantees that
Therefore, as R → +∞, we arrive at
for any ǫ > 0. From this we conclude R n f 0 (x) p dx 1. On the other hand, we have R n f 0 (x) p dx 1 by the Fatou lemma. This means that f 0 L p (R n ) = 1. To prove that f 0 is a minimizer for (1.6), we apply the Fatou lemma again to get
for a.e. x in R n . Combining the preceding estimate and (3.5) gives
This shows that f 0 is indeed a minimizer for (1.6).
4. Classification of non-negative, measurable solutions of (1.10):
Proof of Theorems 3 and 4
Before proving Theorem 4, it is necessary to mention the relation between the optimizers for (1.7) and the system (1.8). Since the argument is simple, we include it below to make this paper self-contained.
To see how optimizers for (1.7) and (1.8) are related to each other, let us first denote
Then, to compute the sharp constant C n,λ it is necessary to minimize the functional F λ along with the following two constraints
By a fairy simple calculation, the first variation of the functional F λ with respect to f is
while the first variation of the constraint R n |f (x)| 2n/(2n+λ) dx = 1 with respect to f is 2n
Therefore, by the Lagrange multiplier theorem, there exists some constant α such that
holds for all h. Consequently, both f and g must satisfy
Interchanging f and g, we conclude that f and g must also satisfy
for some new constant β. Note that the balance condition guarantees that α = β = 1/F λ (f, g). Hence, up to a constant multiple, the relation above leads us to (1.8).
From this, it suffices to classify positive solutions of (1.9) in order to understand the structure of optimizers for (1.7).
4.1. Preliminaries. In this subsection, we setup some preliminary findings necessary for the rest of our analysis. The most important part of this section is to obtain a prior estimates for solutions of (1.10); see Lemma 3 below. Here and in what follows, by and we mean inequalities up to p, q, and dimensional constants.
Lemma 3. Given n 1 and p, q > 0, let (u, v) be a pair of non-negative Lebesgue measurable functions in R n satisfying (1.10). Then for all x ∈ R n . In other words, there holds
in R n for some constant C 1.
Proof. We begin by noting from (1.10) that both u and v are strictly positive everywhere in R n and are finite within a set of positive measure. Consequently, there exist some large constant R > 1 and some Lebesgue measurable set E ⊂ R n such that E ⊂ {y : u(y) < R, v(y) < R} ∩ B(0, R) (4.5) with meas(E) 1/R. Using this, we can easily bound v from below as follows
for any x ∈ R n . Choose ε > 0 small enough and then fix it in such a way that vol(B(0, ε)) < |E|/2. Then we can estimate
From this, it is clear that v is bounded from below by some positive constant. The same reasoning can be applied to u. This shows that there exists some constant
Proof of (4.3). To improve the bound of u and v in (4.6), we first consider the region {|x| 2R} where R is given in (4.5). Note that for every y ∈ E ⊂ B(0, R), there holds |x − y| |x| − |y| |x|/2 since |x| 2R. Therefore
for any |x| 2R. A similar argument shows that u(x) vol(E)(2R) −p |x| p in the region {|x| 2R}. Hence, it is easy to select some large constant C > 1 such that (4.3) holds in the region {|x| 2R}. Using (4.6), we can decrease C, if necessary, to obtain (4.3) in the ball {|x| 2R}.
Proof of (4.1). We will only estimate v since u can be estimated in a similar manner. For this purpose, we will first show that u −q ∈ L 1 (R n ). For some x satisfying 1 |x| 2, it is clear that
Observe that for any y ∈ R n \B(0, 4), |x − y| |y| − |x| > 1. Hence
In the small ball B(0, 4), we notice that
To conclude (4.1), it suffices to prove that
To see (4.7), we observe that |y| 2|x − y| for all y ∈ R n \B(0, 4). Therefore,
In the small ball B(0, 4), it is apparent that
. Thus (4.7) follows and so does (4.1).
Proof of (4.2). We will only consider the limit |x| −p v(x) as |x| → ∞ since the limit |x| −p u(x) can be proven similarly. Using (1.10), we obtain
Observe that as |x| → +∞, (|x − y|/|x|) p u(y) −q → u(y) −q almost everywhere y in R n . Hence we can apply the Lebesgue dominated convergence theorem to pass (4.8) to the limit to conclude (4.1), provided we can show that |x − y| p |x| −p u(y) −q is bounded by some integrable function. To this end, we observe that |x − y|
Our proof now follows by observing (1 + |y|
Proof of (4.4). We now observe (4.2) to see that there exists some large number
In the ball B(0, kR), we can easy to estimate |x−y| p |x| p +|y| p . This will help us to conclude that
in the ball B(0, kR). Using the preceding inequality and our estimate for u outside B(0, kR), we obtain the desired estimate. Similarly, our estimate for v follows.
In the next result, we will prove a regularity result similar to [Li04, Lemma 5.2].
Lemma 4. For n 1 and p, q > 0, let (u, v) be a pair of non-negative Lebesgue measurable functions in R n satisfying (1.10). Then u and v are smooth.
Proof. Our proof is similar to [Li04, Lemma 5.2]. Let R > 0 be arbitrary, we decompose u and v into the following way
Using (4.1), we can continuously differentiate u 
Once we obtain the smoothness property for solutions of (1.10), we can narrow the range for q as follows. Fortunately, a simple computation shows that such an argument works provided q > 1 + 2n/p, which is coincidentally our contradiction assumption; therefore this is sufficient for us to conclude the proof above.
In the same spirit, we also want to mention that [Lei15, Theorem 1.1] concludes q = 1+2n/p provided q > 1+n/p. Hence, we cannot directly conclude q = 1+2n/p without providing certain conditions for p and q. However, under our contradiction assumption, it is safe to make use of either [HY13, Theorem 1] or [Lei15, Theorem 1.1] to narrow the range of q as we have just done above.
We also note, after establishing the condition q 1 + 2n/p, that eventually we shall see that q = 1+2n/p. In view of the compatible condition 1/p+1/r−λ/n = 2, it is rigorous to see that the condition q = 1 + 2n/p follows from the condition 1/p + 1/r − λ/n = 2 if we set p = r and p = λ = q.
4.2.
The method of moving spheres for systems. As a consequence of Proposition 1, from now on, we will only consider the case q 1 + 2n/p. Let w be a positive function on R n . For x ∈ R n and λ > 0 we define
for all ξ ∈ R n where
By changing the variable y = z x,λ , we have
(4.11)
Proof. Since u is a positive C 1 -function and p > 0, there exists some r 0 > 0 sufficiently small such that ∇ y |y − x| −p/2 u(y) · (y − x) < 0 for all 0 < |y − x| < r 0 . Consequently,
for all 0 < λ < |y − x| < r 0 . Note that in the previous estimate, we made use of the fact that if |y − x| > λ, then |y x,λ − x| < λ. For sufficiently small λ 0 ∈ (0, r 0 ) and for all 0 < λ < λ 0 , we have
for all |y − x| r 0 . Hence, we have just shown that u x,λ (y) u(y) for all point y ∈ R n and any λ such that |y − x| λ with 0 < λ < λ 0 . A similar argument shows that v x,λ (y) v(y) for all point y and any λ such that |y − x| λ with 0 < λ < λ 1 for some λ 1 ∈ (0, r 1 ). By choosing λ 0 (x) = min{λ 0 , λ 1 }, we obtain the desired result.
For each x ∈ R n we define
From Lemma 7 above, we get 0 < λ(x) +∞. In the next few lemmas, we will show that whenever λ(x) is finite for some point x, we are able to write down (u, v) precisely.
In addition, we obtain q = 1 + 2n/p.
Proof. By the definition of λ(x 0 ), we know that u x0,λ(x0) (y) u(y), v x0,λ(x0) (y) v(y) (4.14)
for any |y − x 0 | λ(x 0 ). From Lemma 6, we obtain
for any y ∈ R n . Keep in mind that 2n − pq + p 0, there are two possible cases:
Case 1. Suppose that either u x0,λ(x0) (y) = u(y) or v x0,λ(x0) (y) = v(y) for any |y − x 0 | λ(x 0 ) occurs. Without loss of generality, we assume that the former case occurs. Using (4.15) and the positivity of the kernel k, we get that 2n − pq + p = 0 and that v x0,λ(x0) (y) = v(y) for any |y − x 0 | λ(x 0 ). Similarly, by (4.15) we conclude u x0,λ(x0) (y) = u(y) in the whole R n . A similar argument also shows that
Case 2. Suppose that u x0,λ(x0) (y) > u(y) and v x0,λ(x0) (y) > v(y) for any |y − x 0 | λ(x 0 ). In this case, we will obtain a contradiction by showing that we can slightly move spheres a little bit over λ(x 0 ) which then violates the definition of λ(x 0 ). To reach such a contradiction, we shall prove that there exists some small number ε > 0 such that u x,λ (y) u(y) and v x,λ (y) v(y) for all 0 < λ < λ(x 0 ) + ε and all |y − x| λ. Indeed, using (4.14) and (4.15), in the region |z − x 0 | λ(x 0 ), we obtain
Hence,
Estimate of u x0,λ − u outside B(x 0 , λ(x 0 ) + 1). Using the Fatou lemma, from (4.17) we obtain lim inf
As a consequence, outside some large ball, we would have (u x0,λ(x0) − u)(y) |y| p while in that ball and outside of B(x 0 , λ(x 0 ) + 1) we would also have (u x0,λ(x0) − u)(y) |y| p , given the smoothness of u x0,λ(x0) −u and our assumption u x0,λ(x0) (y) > u(y). Therefore, there exists some ε 1 > 0 such that
for all |y − x 0 | λ(x 0 ) + 1 and all λ ∈ (λ(x 0 ), λ(x 0 ) + ε 2 ). Repeating the above arguments shows that (4.18) is also valid for v x0,λ − v, that is
for all |y − x 0 | λ(x 0 ) + 1 and all λ ∈ (λ(x 0 ), λ(x 0 ) + ε 2 ) for a possibly new constants ε 1 and ε 2 .
Estimate of u x0,λ − u inside B(x 0 , λ(x 0 ) + 1). For ε ∈ (0, ε 2 ) which will be determined later, λ ∈ (λ(x 0 ), λ(x 0 ) + ε) ⊂ (λ(x 0 ), λ(x 0 ) + ε 2 ), and λ |y − x 0 | λ(x 0 ) + 1, from (4.17), we estimate
As we shall see later, I + II 0 provided ε > 0 is sufficiently small. We now estimate I and II term by term.
Estimate of II. From (4.19), there exists δ 1 > 0 such that
Note that by the definition of k given in Lemma 6
k(x 0 , λ; y, z) = k(0, λ; y − x 0 , z − x 0 ) and from (4.13) there holds (∇ y k)(0, λ; y, z) · y |y|=λ = p|y − z| p−2 |z| 2 − |y| 2 > 0 for all λ(x 0 ) + 2 |z| λ(x 0 ) + 3. Hence, there exists some constant δ 2 > 0 independent of ε such that k(0, λ; y, z) δ 2 (|y| − λ) for all λ(x 0 ) λ |y| λ(x 0 ) + 1 and all λ(x 0 ) + 2 |z| λ(x 0 ) + 3. By replacing y with y − x 0 and z with z − z 0 , and making use of the rule k(x 0 , λ; y, z) = k(0, λ; y − x 0 , z − x 0 ), we obtain the same constant δ 2 > 0 for the following estimate
for all λ(x 0 ) λ |y − x 0 | λ(x 0 ) + 1 and all λ(x 0 ) + 2 |z − x 0 | λ(x 0 ) + 3. Thus, we have
(4.20)
Estimate of I. To estimate I, we first observe that
k(x 0 , λ; y, z)dz
where C > 0 is a constant independent of ε. Thus, we obtain
By combining (4.21) and (4.20), it follows that for some sufficiently small ε > 0 we have In the last lemma, we will prove that λ(x) < ∞ everywhere in R n whenever λ(x 0 ) < ∞ for some point x 0 ∈ R n .
Lemma 9. If λ(x 0 ) < ∞ for some point x 0 ∈ R n then λ(x) < ∞ for any point x ∈ R n ; hence
Proof. Suppose that there exists some x 0 ∈ R n such that λ(x 0 ) < ∞, then by Lemma 8 and for |y| sufficiently large, we have
This implies lim
By repeating the same argument, we obtain
Let x ∈ R n be arbitrary. By the definition of λ(x) we get that u x,λ (y) u(y) and v x,λ (y) v(y) for all 0 < λ < λ(x) and all x, y such that |y − x| λ. Then by a direct computation and using (4.22), we can easily see that
(4.24) for all 0 < λ < λ(x). Combining (4.22) and (4.24), we obtain λ(
. Therefore, λ(x) < +∞ for all x ∈ R n as claimed.
Proof of Theorem 4.
To conclude Theorem 4, we first recall the following two lemmas from [Li04] . These two lemmas have been used repeatedly in many works related to the underlying problem.
Lemma 10. For ν ∈ R and f a function defined on
for all x, y satisfying |x − y| > λ > 0. Then f is constant or is identical to infinity.
Lemma 11. For ν ∈ R and f a continuous function in R n . Suppose that for every x ∈ R n , there exists λ(x) > 0 such that λ(x) |y − x| ν f x + λ(x) 2 y − x |y − x| 2 = f (y)
for all y ∈ R n \ {x}. Then for some a 0, d > 0 and x ∈ R n f (x) = ±a d + |x − x| 2 −ν/2 .
To prove Theorem 4, we will consider the following two possible cases: Case 1. If λ(x) = ∞ for any x ∈ R n , then u x,λ (y) u(y) for all λ > 0 and for any x, y satisfying |y − x| λ. By Lemma 10, u must be a constant. Similarly, v is also a constant. However, this is not the case since solutions of (1.10) cannot be constant. Case 2. If there exists some x 0 ∈ R n such that λ(x 0 ) < ∞, then by Lemma 9, we deduce that λ(x) < ∞ for any point x ∈ R n . By Lemma 11, we express u as for some a 2 , d 2 > 0 and some point x 2 ∈ R n . To realize that u ≡ v, we observe that u given in (4.25) satisfies the following equation for some constants a, b > 0 and some x ∈ R n as claimed.
4.4. Proof of Theorem 3. Theorem 3 follows immediately from Theorem 4. The reason is because the sharp constant C n,λ as stated in theorem can also be computed using the precise form of the optimal functions established in Theorem 4. For this reason, we will omit the proof and refer interested readers to [DZ14, Section 3.2.2].
4.5. The limiting case of the reversed HLS inequality (1.7). Let us now consider the limiting case λ = 0 in (1.7). Clearly for this case, 2n/(2n + λ) = 1 and hence C n,0 = 1 is also sharp since
(4.27)
For each λ > 0, we combine (1.7) and (4.27) to get
where the constant C n,λ given in Theorem 3 is as follows C n,λ = π λ/2 Γ(n/2 − λ/2) Γ(n − λ/2) Γ(n) Γ(n/2) 1−λ/n . Taking the limit under the integral sign in (4.28) as λ ց 0, we first obtain − R n R n f (x) log |x − y|g(y)dxdy
(4.29)
By denoting C ⋆ n,0 = lim λց0 (C n,λ − 1)/λ, which can be easily computed explicitly, the first term on the right most of (4.29) becomes C ⋆ n,0 f L 1 (R n ) g L 1 (R n ) . For the remaining terms, the calculation is a bit more tedious; however, after long computations, we get 1 2n
Formally, we obtain the following reversed log-HLS inequality
(4.30)
The above formal derivation requires some conditions for f and g in order for (4.30) to hold. In view of [CL92, Theorem 1], one possible assumption of f and g could be f, g ∈ L 1 (R n ) with f (x) log(1 + |x| 2 ) ∈ L 1 (R n ) and g(x) log(1 + |x| 2 ) ∈ L 1 (R n ). We do not treat this issue in the present paper and leave it for interested readers.
