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Abstract
In this paper, we introduce and consider a new class of general variational inclusions
involving the diﬀerence of operators in a Hilbert space. We establish the equivalence
between the general variational inclusions and the ﬁxed point problems as well as
with a new class of resolvent equations using the resolvent operator technique. We
use this alternative formulation to discuss the existence of a solution of the general
variational inclusions. We again use this alternative equivalent formulation to suggest
and analyze a number of iterative methods for ﬁnding a zero of the diﬀerence of
operators. We also discuss the convergence of the iterative method under suitable
conditions. Our methods of proofs are very simple as compared with other
techniques. Several special cases of these problems are also considered. The results
proved in this paper may be viewed as a reﬁnement and an improvement of the
known results in this area.
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1 Introduction
Variational inclusions involving the diﬀerence of operators provide us with a uniﬁed, natu-
ral, novel, and simple framework to study a wide class of problems arising in DC program-
ming, prox-regularity, multicommodity network, image restoring processing, tomograpy,
molecular biology, optimization, pure and applied sciences, see [–] and the references
therein. We would like to emphasize that the variational inclusions theory is a natural de-
velopment of the variational principles, the origin of which can be traced back to Fermat,
Newton, Leibniz, the Bernoulli brothers, Euler, and Lagrange, has been one of the major
branches of mathematical and engineering sciences for more than two centuries. It can be
used to interpret the basic principles ofmathematical and physical sciences in a form char-
acterized by simplicity and elegance. The variational principles have played a fundamental
and important part as unifying inﬂuence in sciences and have played a fundamental role
in the development of general theory of relativity, gauge ﬁeld theory in modern particle
physics, and soliton theory, see [–, , –].
Variational inclusions involving the sum of monotone operators have been studied ex-
tensively in recent years. It is known that the sum of two (more) monotone operators is
again a monotone operator, whereas the diﬀerence of two (more) monotone operators is
not a monotone operator. Due to this fact, the problem of ﬁnding a zero of diﬀerence of
monotone operators is very diﬃcult as compared with ﬁnding a zero of the sum of mono-
tone operators. Consequently, there does not exist a uniﬁed framework for the variational
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inclusions involving the diﬀerence of operators, see [, , –, , ] and the references
therein. It is worth mentioning that this type of variational inclusions includes as a special
case the problem of ﬁnding the critical points of the diﬀerence of two convex functions.
Our present results are a contribution towards this goal. We also show (see Lemma .)
that the minimum of the diﬀerence of a nondiﬀerentiable nonconvex function and a dif-
ferentiable nonconvex function on a nonconvex set is a solution of the general variational
inequality, and that it thereby extends the earlier known result for the diﬀerence of two
diﬀerentiable convex functions. In addition, we have shown that the odd-order and non-
symmetric obstacle problems arising in various branches of pure and applied sciences are
a special case of the general variational inclusions and can be treated in the uniﬁed frame-
work of the general variational inclusions. This clearly shows that the ﬁeld of variational
inclusions involving the diﬀerence operators is very rich and oﬀers ample opportunities
for further research.
Motivated and inspired by the research activities going on in this ﬁeld, we introduce and
consider a new class of variational inclusions involving the diﬀerence of operators, which
is called the general variational inclusion. We use the resolvent operator technique to es-
tablish the equivalence between the general mixed variational inclusions and ﬁxed point
problem, which is Lemma .. The novel feature of the technique is that the resolvent step
involves the maximal monotone operator only and the other part facilitates the problem
decomposition. This can lead to the development of very eﬃcient methods, since one can
treat each part of the original operator independently. We use this alternative formula-
tion to study the existence of a solution of the general mixed variational inequality, which
extends the known result.
In recent years, several numerical methods including projection and its variant forms,
resolvent equations, and auxiliary principle techniques have been developed. This class
of iterative methods has witnessed great progress in recent years. Apart from theoretical
interest, the main advantage of these methods, whichmakes them successful in real world
problems, is computation. These methods have the ability to handle large-size problems
of dimensions beyond which other methods cease to be eﬃcient. In brief, the ﬁeld of the
iterative method itself is vast, see [–]. This equivalent formulation is used to suggest
and analyze a new Mann-type iterative method for solving the general variational inclu-
sions, see Algorithm .. In the process of proving the main results (Theorem . and
Theorem .), we use the resolvent operator technique.
Related with the general variational inclusions, we have the problem of solving the re-
solvent equations, the origin of which can be traced back to Noor []. Using again the re-
solvent operator technique, we establish the equivalence between the general variational
inclusions and the general resolvent equations. Here, we would like to emphasize the fact
that one can show that the resolvent equations are equivalent to the Wiener-Hopf equa-
tions, which were initially introduced by Shi []. It has turned out that this approach is
more general and ﬂexible. In Section , consider the problem of solving the general resol-
vent equations. It is established that the general variational inclusions are equivalent to
the resolvent equations. The resolvent equations approach is used to suggest and analyze
a number of new iterative methods for solving the general variational inclusions and re-
lated optimization problems.We prove the strong convergence (main Theorem .) of the
new iterative method under the same conditions as in Theorem ..
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In this paper, we have shown that the general variational inclusions provide us a platform
to investigate some unrelated problems in a uniﬁed manner. These uniﬁed frameworks
also allow a cross-fertilization among various diverse ﬁeld areas such as physics, mathe-
matics, engineering, ﬁnancial mathematics, economics and optimization, where both the
theory and the computational techniques have been applied. We would like to emphasize
that the problems discussed and results obtained in this paper may motivate and bring a
large number of novel, innovative and potential applications, extensions and interesting
generalizations in this area.
2 Preliminaries
LetH be a real Hilbert space whose inner product and norm are denoted by 〈· , ·〉 and ‖ · ‖,
respectively.
For given monotone operators T ,A, g : H −→ H , we consider the problem of ﬁnding
u ∈H such that
 ∈ A(g(u)) – Tu. (.)
Inequality of type (.) is called the general variational inclusion involving the diﬀerence of
operators. Note that the diﬀerence of twomonotone operators is not amonotone operator
as contrast to the sum of twomonotone operators. Due to this fact, the problem of ﬁnding
a zero of the diﬀerence of two monotone operators is very diﬃcult as compared to ﬁnding
the zeros of the sum of monotone operators, see [, , , ].
We now discuss some applications of the general variational inclusions (.).
Applications
(I) If g ≡ I , the identity operator, then problem (.) is equivalent to ﬁnding u ∈ H such
that
 ∈ A(u) – Tu, (.)
a problem considered by Noor et al. [, ] and Moudaﬁ [] recently using essentially
two diﬀerent techniques.
(II) If A(·) ≡ ∂f (·), the subdiﬀerential of a proper, convex and lower-semicontinuous
function f :H −→ R∪ {∞}, then problem (.) is equivalent to ﬁnding u ∈H such that
 ∈ ∂f (g(u)) – Tu, (.)
a problem considered and studied by Adly and Oettli [].
We note that problem (.) can be written as: ﬁnd u ∈H such that
〈









)≤ , ∀v ∈H , (.)
which is known as the general mixed variational inequality or the variational inequality
of the second kind. For the applications, numerical methods and other aspects of these
mixed variational inequalities, see [–] and the references therein.
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Example . To convey an idea of the applications of the general mixed variational in-
equality (.), we show that theminimumof a diﬀerence of diﬀerentiable nonconvex func-
tion and nondiﬀerentiable nonconvex function on a nonconvex set is the solution of the
mixed variational inequality (.). For this purpose, we recall the following well-known
concepts, see [].
Deﬁnition . [] Let K be any set inH . The set K is said to be relative convex (g-convex)




) ∈ K , ∀u, v ∈H : g(u), g(v) ∈ K , t ∈ [, ].
Note that every convex set is a relative convex, but the converse is not true, see []. If g = I ,
then the relative convex set K is called a convex set.
Deﬁnition . [, ] The function F : K −→H is said to be relative convex (g-convex),






))≤ (–t)F(g(u))+tF(g(v)), ∀u, v ∈H : g(u), g(v) ∈ K , t ∈ [, ].
Clearly every convex function is relative convex, but the converse is not true. For the prop-
erties and various classes of the relative convex functions, see [, ].
For a given diﬀerentiable relative convex function F and a nondiﬀerentiable relative con-









, ∀v ∈ K . (.)
One can prove that the minimum of the functional I[v] on the relative convex set K can
be characterized by a class of variational inequalities (.). For the sake of completeness
and to convey an idea of the technique, we include its proof.
Lemma . Let F be a diﬀerentiable relative convex function and f be a nondiﬀerentiable
relative convex function on the relative convex set K . Then u ∈ K is the minimum of I[v],






, g(v) – g(u)
〉≤ f (g(u)) – f (g(v)), ∀v ∈ K , (.)
where F ′(g(u)) is the diﬀerential of the diﬀerentiable nonconvex function at g(u) in the di-
rection of g(v) – g(u).
Proof Let u ∈H : g(u) ∈ K be a minimum of the functional I[v], deﬁned by (.). Then
I[u]≤ I[v], ∀v ∈H : g(v) ∈ K . (.)
Since K is a relative convex set, so, for all u, v ∈ H : g(u), g(v) ∈ K , t ∈ [, ], g(vt) = g(u) +
t(g(v) – g(u)) ∈ K . Setting g(v) = g(vt) in (.), we have
I[u]≤ I[g(u) + t(g(v) – g(u))],










) ≤ f (g(u) + t(g(v) – g(u))) – F(g(u) + t(g(v) – g(u)))
≤ f (g(u)) + t{f (g(v)) – f (g(u))} – F(u + t(g(v) – u)),




















)≥ , ∀v ∈H : g(v) ∈ K .






, g(v) – g(u)
〉≤ f (g(v)) – f (g(u)), ∀v ∈H : g(v) ∈ K ,
which is the required result (.). 
Lemma . implies that the minimum of the diﬀerence of two nonconvex functions is a
solution of a general mixed variational inequality (.). However, the converse is not true.
It is an open problem to show that the solution of the general mixed variational inequality
(.) is aminimumof a diﬀerence of relative two relative convex functions. See alsoKhattri
[] for applications of convex functions.
(III) If f is the indicator function of a closed and convex set K in a real Hilbert space,
then problem (.) is equivalent to ﬁnding u ∈H : g(u) ∈ K such that
〈
Tu, g(v) – g(u)
〉≤ , ∀v ∈H : g(v) ∈ K , (.)
which is known as the general variational inequality, introduced and studied by Noor []
in . The general variational inequalities have been studied extensively in recent years,
see [–] and the references therein for the formulation, numerical methods, applica-
tions, and other aspects of the general variational inequalities (.).
(IV) If g ≡ I , the identity operator, then problem (.) reduces to: ﬁnd u ∈ K such that
〈Tu, v – u〉 ≤ , ∀v ∈ K , (.)
which is known as the classical variational inequalities, introduced and studied by Stam-
pacchia [] in . See also [–] for more details.
(V) It is well known that the necessary optimality for the problem of ﬁnding the mini-
mum of f (x) – g(x), where f (x) and g(x) are diﬀerentiable convex functions, is equivalent
to ﬁnding x ∈H such that
 ∈ ∂f (x) – ∂(g(x)), (.)
under some suitable conditions. Problem of type (.) have been considered in [, , –,
]. It is clear from the above discussion that problem (.) is a special case of problem
(.). In fact, a wide class of problems arising in diﬀerent branches of pure and applied sci-
ences can be studied in the uniﬁed framework of the general variational inclusion (.). For
appropriate and suitable choice of the operators and the space, one can obtain several new
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and known classes of variational inclusions, variational inequalities and complementarity
problems, see [–] and the references therein.
We now recall some basic concepts and results.
Deﬁnition . [] If A is a maximal monotone operator on H , then, for a constant ρ > ,
the resolvent operator associated with A is deﬁned by
JA(u) = (I + ρA)–(u), for all u ∈H ,
where I is the identity operator.
It is well known that a monotone operator is maximal if and only if its resolvent op-
erator is deﬁned everywhere. In addition, the resolvent operator is a single-valued and
nonexpansive, that is,
∥∥JA(u) – JA(v)∥∥≤ ‖u – v‖, ∀u, v ∈H .
Deﬁnition . An operator T :H −→H is said to be:
(i) strongly antimonotone, if there exists a constant α >  such that
〈Tu – Tv,u – v〉 ≤ –α‖u – v‖, ∀u, v ∈H ;
(ii) Lipschitz continuous, if there exists a constant β >  such that
‖Tu – Tv‖ ≤ β‖u – v‖, ∀u, v ∈H ;
(iii) strongly monotone, if there exists a constant α >  such that
〈Tu – Tv,u – v〉 ≥ α‖u – v‖, ∀u, v ∈H .
We would like to point out that the diﬀerential f ′(·) of a strongly concave functions sat-
isﬁes Deﬁnition .(i). Consequently, it is a strongly antimonotone operator.
3 Resolvent operator method
In this section, we establish the equivalence between the general variational inclusion (.)
and the ﬁxed point problem (.) using the resolvent operator technique. This alternative
formulation is used to discuss the existence of a solution of the problem (.) and to suggest
and analyze an iterative method for solving the variational inclusions (.).
Lemma . Let A be a maximal monotone operator. Then u ∈H is a solution of the vari-






where JA ≡ (I + ρA)– is the resolvent operator and ρ >  is a constant.
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Proof Let u ∈H be a solution of (.). Then
 ∈ g(u) + ρA(g(u)) – (ρTu + g(u)) = (I + ρA)(g(u)) – (g(u) + ρTu)
⇐⇒









the required result. 
Lemma . implies that the general variational inclusion (.) is equivalent to the ﬁxed
point problem (.). This alternative equivalent formulation is very useful from the nu-
merical and theoretical points of view.
We rewrite the relation (.) in the following form:





which is used to study the existence of a solution of the variational inclusion (.).
We now study the conditions under which the general variational inclusion (.) has a
solution and this is the main motivation of our next result.
Theorem . Let the operator T :H −→H be strongly antimonotone with constant α > 
and Lipschitz continuous with constants with β > , respectively. If the operator g is strongly




α – βk( – k)
β
, α > β
√
k( – k),k = 
√
 – σ + δ < , (.)
then there exists a solution of problem (.).
Proof From Lemma ., it follows that problems (.) and (.) are equivalent. Thus it is
enough to show that the map F(u), deﬁned by (.) has a ﬁxed point. For all u = v ∈H , we
have
∥∥F(u) – F(v)∥∥ = ∥∥u – v – (g(u) – g(v))∥∥ + ∥∥JA[g(u) + ρTu] – JA[g(v) + ρTv]∥∥
≤ ∥∥u – v – (g(u) – g(v))∥∥ + ∥∥g(u) – g(v) + ρ(Tu – Tv)∥∥
≤ ∥∥u – v – (g(u) – g(v))∥∥ + ∥∥u – v + ρ(Tu – Tv)∥∥, (.)
where we have used the fact that the resolvent operator JA is nonexpansive.
Since the operator T is strongly antimonotone with constant α >  and Lipschitz con-
tinuous with constant β > , it follows that
∥∥u – v + ρ(Tu – Tv)∥∥ ≤ ‖u – v‖ + ρ〈Tu – Tv,u – v〉 + ρ‖Tu – Tv‖
≤ ( – ρα + ρβ)‖u – v‖. (.)
In a similar way, using the strongly monotonicity g with constant σ >  and Lipschitz
continuity of T with constant δ > , we have
∥∥u – v – (g(u) – g(v))∥∥ ≤ ( – σ + δ)‖u – v‖. (.)
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From (.), (.), and (.), we have









 – αρ + ρβ (.)
and
θ = k + t(ρ). (.)
From (.), it follows that θ < . Thus the mapping F(u), deﬁned by (.) is a contraction
mapping and consequently has a ﬁxed point belonging to H satisfying the general varia-
tional inclusion (.). 
Using the ﬁxed point formulation (.), we suggest and analyze the following iterative
method for solving the variational inclusion (.).
Algorithm . For a given u ∈ H , ﬁnd the approximate solution un+ by the iterative
schemes
un+ = ( – αn)un + αn
{




, n = , , . . . , (.)
which is known as theMann iteration process for solving the general variational inclusion
(.).
If g ≡ I , the identity operator, then Algorithm . reduces to the following.
Algorithm . For a given u ∈ H , ﬁnd the approximate solution un+ by the iterative
schemes
un+ = ( – αn)un + αnJA[un + ρTun], n = , , . . . ,
where αn ∈ [, ] ∀n≥ .
Algorithm . is known as the Mann iteration process for solving the variational inclu-
sion (.), which was discussed in [, ].
IfA(·) is the indicator function of a closed convex setK inH , then JA = PK , the projection
of H onto the closed convex set and consequently Algorithm . reduces to the following
method.
Algorithm . For a given u ∈ H , ﬁnd the approximate solution un+ by the iterative
schemes
un+ = ( – αn)un + αn
{




, n = , , . . . ,
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which is known as the Mann iteration process for solving the general variational inequal-
ities (.).
We now consider the convergence analysis of Algorithm . and this is the main moti-
vation of our next result.
Theorem . Let the operator T :H −→H be strongly antimonotone with constants α > 
and Lipschitz continuouswith constants with β > . Let the operator g be stronglymonotone
with constant σ >  and Lipschitz continuous with constant δ > . If (.) holds and  ≤
αn ≤ , for all n ≥  and with ∑∞n= αn = ∞, then the approximate solution un obtained
from Algorithm . converges to a solution u ∈H satisfying the variational inclusion (.).
Proof Let u ∈ H be a solution of the general variational inclusion (.). Then, using
Lemma ., we have
u = ( – αn)u + αn
{





where ≤ αn ≤  is a constant.
From (.) and (.), we have
‖un+ – u‖ =











≤ ( – αn)‖un – u‖ + αn
∥∥un – u – (g(un) – g(u))∥∥
+ αn
∥∥un – u + ρ(Tun – Tu)∥∥. (.)
From (.), (.), (.), (.), and (.), we have




 – σ + δ +
√
 – αρ + βρ
}‖un – u‖




= ( – αn)‖un – u‖ + θ‖un – u‖.
From (.), it follows that θ < . Thus
‖un+ – u‖ ≤ ( – αn)‖un – u‖ + αnθ‖un – u‖
=
[










n= αn diverges and  – θ > , we have limn−→∞{
∏n
i=[ – ( – θ )αi]} = . Conse-
quently the sequence {un} converges strongly to u ∈ H satisfying the general variational
inclusion (.). This completes the proof. 
In recent years, much attention have been given to develop a class of two-step and three-
step iterative methods for solving the variational inclusions and inequalities using the
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technique of updating the solution. It has been shown that the three-step iterative meth-
ods, which are also called Noor iterations, are versatile in nature and eﬃcient.
















from which, we have
y = ( – γn)y + γn
{





g(w) = ( – βn)w + βn
{





g(u) = ( – αn)u + αn
{





where ≤ αn,βn,γn ≤ , for all n≥ .
Using this ﬁxed point formulation, we can suggest and investigate the following three-
step iterative methods for solving problem (.).
Algorithm . For given u, y, w, ﬁnd un+, yn+, wn+ by the iterative schemes
yn+ = ( – γn)yn + γn
{





wn+ = ( – βn)wn + βn
{





un+ = ( – αn)un + αn
{





where ≤ αn,βn,γn ≤ , for all n≥ .
Algorithm . is called theNoor three-step iterativemethod for solving the general vari-
ational inclusion (.). This method can be considered as a Jacobi type iterative method.
We now suggest another iterative method by using the updated value of the solution.
This iterative method can be viewed as a Gauss-Seidel method.
Algorithm . For given u, y, w, ﬁnd un+, yn+, wn+ by the iterative schemes
yn+ = ( – γn)yn + γn
{





wn+ = ( – βn)wn + βn
{





un+ = ( – αn)un + αn
{





where ≤ αn,βn,γn ≤ , for all n≥ .
If γn = , then Algorithm . and Algorithm . reduce to the following two-step itera-
tive schemes for solving (.).
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Algorithm . For given u, y, ﬁnd un+, yn+ by the iterative schemes
yn+ = ( – βn)yn + βn
{





un+ = ( – αn)un + αn
{





where ≤ αn,βn ≤ , for all n≥ .
Algorithm . For given u, y, ﬁnd un+, yn+ by the iterative schemes
yn+ = ( – βn)yn + βn
{





un+ = ( – αn)un + αn
{





where ≤ αn,βn ≤ , for all n≥ .
One can use the ﬁxed point problem (.) to suggest the following iterative method for
solving (.).
Algorithm . For a given u, ﬁnd the approximate solution un+ by the iterative scheme
un+ = ( – αn)un + αn
[





which is called the implicit or proximal point method. Using the technique of Noor [,
], one can investigate the convergence analysis of Algorithm ..
In brief, one can obtain a wide class of new iterative methods for solving the general
variational inclusions and related problems by selecting suitable and appropriate choices
of the operators and space. The interested readers are encouraged to study the conver-
gence analysis of Algorithms .-., which is an interesting and challenging problem for
future research. The implementation and comparison of these methods is another direc-
tion of future research.
4 Resolvent equations technique
In this section, we consider the problem of solving the resolvent equations. It is shown that
the general variational inclusions (.) are equivalent to the general resolvent equations.
This alternative equivalent formulation is used to suggest and investigate a class of iterative
methods for solving the general variational inclusions (.).
We now consider the problem of solving the resolvent equations. Let RA = I – JA, where
JA is the resolvent operator and I is the identity operator. For given nonlinear operators T ,
A, g , consider the problem of ﬁnding z ∈H such that
Tg–JAz – ρ–RAz = . (.)
Equations of the type (.) are called general resolvent equations; they were introduced
and studied by Noor []. In particular, If A(·) = ∂f (·), the subdiﬀerential of a proper, con-
vex, and lower-semicontinuous function f , then it is well known that JA = PK , the projec-
tion of H onto the closed convex set K . In this case, resolvent equations are the general
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Wiener-Hopf equations of the type: Find z ∈H such that
Tg–PKz – ρ–QKz = ,
which were introduced by Noor [] in conjunction with the general variational inequali-
ties (.). For g ≡ I , the identity operator, we obtain the original Wiener-Hopf equations,
which were introduced and studied by Shi [] in connection with variational inequali-
ties. This shows that theWiener-Hopf equations are a special case of the general resolvent
equations. The resolvent equations technique has been used to study and develop several
iterative methods for solving various type of variational inequalities and inclusions prob-
lems, see [, , –].
Using Lemma ., we show that the general variational inclusions (.) are equivalent to
the general resolvent equations (.).
Lemma . The general variational inclusion (.) has a solution u ∈H if and only if the
general resolvent equations (.) have a solution z ∈H , provided
g(u) = JAz, (.)
z = g(u) + ρTu, (.)
where ρ >  is a constant.






Taking z = g(u) + ρTu in (.), we have
g(u) = JAz. (.)
From (.) and (.), we have
z = g(u) + ρTu = JAz + ρTg–JAz,
which shows that z ∈ H is a solution of the resolvent equations (.). This completes the
proof. 
FromLemma., we conclude that the variational inclusion (.) and the resolvent equa-
tions (.) are equivalent. This alternative formulation plays an important and crucial part
in suggesting and analyzing various iterative methods for solving variational inclusions
and related optimization problems. In this paper, by a suitable and appropriate rearrange-
ment, we suggest a number of new iterative methods for solving the variational inclusions
(.).
(I) Equation (.) can be written as
RAz = ρTg–JAz,
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which implies that, using (.),
z = JAz + ρTg–JAz = g(u) + ρTu.
This ﬁxed point formulation enables us to suggest the following iterative method for solv-
ing the variational inclusion (.).
Algorithm . For a given z ∈H , compute un+ by the iterative schemes
g(un) = JAzn, (.)




, n = , , , . . . , (.)
where ≤ αn ≤ , for all n≥  and with∑∞n= αn =∞.
(II) Equation (.) may be written as










Using this ﬁxed point formulation, we suggest the following iterative method.
Algorithm . For a given z ∈H , compute un+ by the iterative schemes
g(un) = JAzn,
zn+ = ( – αn)zn + αn
{






, n = , , , . . . ,
where ≤ αn ≤ , for all n≥  and with∑∞n= αn =∞.







which allows us to suggest the iterative method.
Algorithm . For a given z ∈H , compute zn+ by the iterative scheme






, n = , , , . . . ,
where ≤ αn ≤ , for all n≥  and with∑∞n= αn =∞.
Wewould like to point out that one can obtain a number of iterativemethods for solving
the general variational inclusion (.) for suitable and appropriate choices of the operators
T , A and the space H . This shows that the iterative methods suggested in this paper are
more general and unifying ones.
We now study the convergence analysis of Algorithm .. In a similar way, one can ana-
lyze the convergence analysis of other iterative methods.
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Theorem. Let the operators T , g satisfy all the assumptions of Theorem .. If the condi-
tion (.) holds and ≤ αn ≤ , for all n≥  and with∑∞n= αn =∞, then the approximate
solution {zn} obtained from Algorithm . converges to a solution z ∈ H satisfying the re-
solvent equation (.) strongly.
Proof Let u ∈H be a solution of (.). Then, using Lemma ., we have





where ≤ αn ≤ , and with∑∞n= an =∞.
From (.), (.), (.), and (.), we have
‖zn+ – z‖ ≤ ( – αn)‖zn – z‖ + αn
∥∥g(un) – g(u) + ρ(Tun – Tu)∥∥
≤ ( – αn)‖zn – z‖ + αn
∥∥un – u – (g(un) – g(u))∥∥
+ αn
∥∥un – u + ρ(Tun – Tu)∥∥




 – ρα + β
}
‖un – u‖. (.)
Also from (.), (.), (.), and the nonexpansivity of the resolvent operator JA, we have
‖un – u‖ =
∥∥un – u – (g(un) – g(u))∥∥ + ‖PKzn – PKz‖
≤ k‖un – u‖ + ‖zn – z‖,
which implies that
‖un – u‖ ≤  – k
‖zn – z‖. (.)
Combining (.) and (.), we have






 – ρα + ρβ
 – k
.
Using (.), we see that θ <  and consequently
‖zn+ – z‖ ≤ ( – αn)‖zn – z‖ + αnθ‖zn – z‖
=
[










n= αn diverges and  – θ > , we have limn−→∞{
∏n
i=[ – ( – θ )αi]} = . Conse-
quently the sequence {zn} converges strongly to z ∈H , the required result. 
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We now suggest another iterative method for solving the general variational inclusions
(.). From (.) and (.), we have









Thus, for a positive parameter γ > , we have
u = u – γ
{









This ﬁxed point formulation enables us to suggest the following iterative method for solv-
ing (.).
Algorithm . For a given uo, ﬁnd the approximate solution un+ by the iterative scheme
un+ = un – γ
{









Using the technique of Noor [, ], one can study the convergence criteria of Algo-
rithm .. We leave this to the interested reader.
Conclusion
In this paper, we have shown that ﬁnding the diﬀerence of two (or more) operators is
equivalent to the ﬁxed point and resolvent equations. These alternative formulations have
been used to study the existence of a zero of the diﬀerence of two (or more) operators as
well as to suggest and analyze some iterative methods for solving the variational inclu-
sions associated with diﬀerence of operators. Our method and technique is very simple as
compared with other methods. The ideas and techniques presented in this paper may be
used to consider the sensitivity analysis, dynamical system and other aspects of these vari-
ational inclusions. It is an interesting open problem to compare the techniques for ﬁnding
the zeros of the diﬀerence of monotone operators. The interested reader is advised to ex-
plore this area further and discover novel and innovative applications of the variational
inclusions. See [] for the recent development of problem (.), where it is shown that
problem (.) can be seen as a new and signiﬁcant generalization of the DC programming
case.
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