Let m, k be positive integers such that m gcd(m,k) ≥ 3, p be an odd prime and π be a primitive element of F p m . Let h 1 (x) and h 2 (x) be the minimal polynomials of −π −1 and
Introduction
Let p be an odd prime and q be a power of p. An [n, k, d] linear code over the finite field F q is a k-dimensional subspace of F n q with minimum Hamming distance d. Let A i denote the number of codewords with Hamming weight i in a linear code C of length n. The weight enumerator of C is defined by A 0 + A 1 X + A 2 X 2 + · · · + A n X n , where A 0 = 1.
The sequence (A 0 , A 1 , · · · , A n ) is called the weight distribution of the code C.
A linear code C of length n is called cyclic if (c 0 , c 1 , · · · , c n−1 ) ∈ C implies (c n−1 , c 0 , · · · , c n−2 ) ∈ C. By identifying a codeword (c 0 , c 1 , · · · , c n−1 ) ∈ C with the polynomial c 0 + c 1 X + · · · + c n−1 X n−1 ∈ F q [X]/(X n − 1), a cyclic code C of length n over F q corresponds to an ideal of F q [X]/(X n −1). The monic generator g(X) of this ideal is called the generator polynomial of C, which satisfies that g(X)|(X n −1).
The polynomial h(X) = (X n − 1)/g(X) is referred to as the parity-check polynomial of C [13] . In general the weight distribution of cyclic codes are difficult to be determined and they are known only for a few special classes. There are some results on the weight distribution of cyclic codes whose duals have two or more zeros (see [2, 3, 5, 6, 10, 11, [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] , and the references therein).
The following notations are fixed throughout this paper.
• • Let F p m be the finite field and F * p m = F q \ {0}, π be a primitive element of F p m . For a given divisor l of m, the trace function from F p m to F p l is defined by Tr • Let v 2 (j) denote the 2-adic valuation of integer j (i.e., the maximal power of 2 dividing j).
• Let SQ denote the set of square elements in F * p m , SQ p denote the set of square elements in F * p , u p be a primitive element in F p , and ζ p be a primitive p-th unity root.
Let h 1 (x) and h 2 (x) be the minimal polynomials of −π −1 and π
over F p , respectively. It is easy to check that h 1 (x) and h 2 (x) are polynomials of degree m and are pairwise distinct. In this paper, we let C be a cyclic code with parity-check polynomial h 1 (x)h 2 (x), and then dim Fp C = 2m. By the well-known Delsarte's Theorem [1] , cyclic code C can be expressed as
Recently, Zhou et al. in [25] studied this class of cyclic codes C in the case of odd s, when k is even, d is odd or when k d is odd. They showed cyclic codes C have only three nonzero weights. In this paper, we further investigate this class of cyclic codes C for the rest cases, and determine the weight distribution of C.
The aim of this paper is to determine the weight distribution of a class of cyclic codes C over F p defined by (1.1). To this end, by using the value distribution of the exponential [11] ) and investigating some overdeterminate equations over finite fields, we obtain the value distribution of the exponential sum
Applying these results, the weight distribution of cyclic codes C over F p defined by (1.1) is obtained.
This paper is organized as follows. Section 2 gives some preliminary results. In Section 3, we give the weight distribution of a class of cyclic codes C defined by (1.1) over F p .
Preliminaries
In the following, we give a brief introduction to the theory of quadratic forms over finite fields, which is needed to calculate the weight distribution of cyclic codes C in the next section.
The rank of the quadratic form f (x) is defined as the codimension of the F q -vector space
denotes by rank r. Then |V | = q s−r . For a quadratic form f (x) with s variables over F q , there exists a symmetric matrix A of order s over F q such that f (x) = XAX ′ , where X = (x 1 , x 2 , · · · , x s ) ∈ F s q and X ′ denotes the transpose of X. It is known that there exists a nonsingular matrix T over F q such that T AT ′ is a diagonal matrix [8] . Making a nonsingular linear substitution
where r is the rank of f (x). We have the following result (see Lemma 1 [11] 
is a quadratic form over F q . Let r α,β denote the rank of f α,β (x). Therefore, r α,β is determined by the codimension of
which is determined by the number of solutions of
Hence, we have the following result (see Lemma 2 [11] ).
Furthermore, let n i be the number of f α,β (x) with r α,β = s − i for (α, β) ∈ F 2 p m \ {(0, 0)} and i = 0, 1, 2, then
We define 
Hence, β = ψ(α, x) if and only if φ α,β (x) = 0 with x ∈ F * q . Therefore, it is easy to see that r α,β = s − 1 or s − 2 if and only if, α ∈ F * p m and there exists x ∈ F * p m such that β = ψ(α, x). Furthermore, from Lemma 2.3, we obtain the number of solutions of
At the end of this section, we investigate two classes of overdeterminate equations over finite fields.
Lemma 2.5. Let E 1 denote the number of solutions (x, y) ∈ F 2 p m of the following system equations
Proof. By the first equation of (2.6), we have −x 2 = y 2 . Then
, then m, k are both even, which implies that p m ≡ 1 (mod 4) and p k ≡ 1 (mod 4). From (2.7) and the system equations (2.6), we have E 1 is equal to the number of solutions of equation −x 2 = y 2 , i.e., x = ±π 
p m of the following system equations
Proof. We distinguish between the following two cases to calculate the number of solutions (x, y, z) ∈ F 3 p m of (2.8). Case I, when z = 0: If z = 0, by Lemma 2.5 ii), we get that (2.8) has 2p m − 1 solutions for p k ≡ 1 (mod 4) or one solution for p k ≡ 3 (mod 4). Case II, when z = 0: It is easy to check that x = 0 and y = 0. In this case, one has that (2.8) has (p m − 1)M solutions, where M is the number of solutions of the following system equations x 2 + y 2 = π,
(2.9) By (2.9), we have (
Combining these two equations (the first one minus the second one) leads to
(2.10)
Eliminating λ 2 + 1 of (2.10), one has
. It is a contradiction with
. So the number of solutions of (2.10) is 0, i.e., M = 0. Therefore,
The weight distribution of C
In this section, we first calculate the weight of the codeword c(α, β) ∈ C defined by (1.1),
where
where T (α, β) is defined by (2.3). From (3.1), the weight distribution of C is completely determined by the value distribution of S(α, β). To obtain the value distribution of S(α, β), we need a series of lemmas. Before introducing them, we define f (x) = Tr
. Let r f and r g be the rank of f (x) and g(x), respectively. Then, we have the following result.
we have that at least one of r f and f g is s.
Proof. Assume that r f and f g are both less than s. By (2.2), we have that there exists
and
If α = 0, we have x 1 = x 2 = 0, which is a contradiction with x 1 , x 2 ∈ F * p m . In the following, we assume that α = 0. Simplifying (3.3)×(πx 2 )
which implies that
If one of the above two equations holds, we have that
, which is also a contradiction with
. Therefore, we have that at least one of r f and f g is s.
✷
The weight distribution of
In this subsection, we always assume that 1 ≤ v 2 (m) < v 2 (k). To determine the value distribution of S(α, β), we need the following lemma.
Lemma 3.2. With the notations given above, we have the following result:
1.
Proof. 1. By (3.2), we get that
On one hand, by (2.3), we have
. By Lemma 2.5 i) and (3.7),
On the other hand, by (2.3),
Hence, from (3.6),
2. By (2.5) and (3.2), we have that
By (2.3) and (2.4),
For a fixed x ∈ F * p m , we investigate the following equation and by (3.10), we have z = r ′ x, respectively, where r, r ′ ∈ F p d . Hence, (3.11) and (3.12) have p m+d solutions, respectively. Note that the common solutions of (3.11) and (3.12) are p 2d . Therefore, the total number of pairs (y, z) ∈ F 
Similarly, by (2.3),
For a given x ∈ F * p m , we study the following equation
(3.14)
Case I, when y = 0: In this case, we get that z = 0 or
. Hence, there is no solution of
In this case, (3.14) has only one solution. Case II, when z = 0 and y = 0: We have that x p k −1 y − y p k = 0, which is equivalent to
e., y = tx, where t ∈ F * p d . Hence, (3.14) has p d − 1 solutions.
Case III, when yz = 0: From case I, we get that
. Then there is no solution of (3.14).
For a given x ∈ F * p m , we investigate the following equation
which is equivalent to So, we get that M 3 = (2p m − 1)(p m − 1). From (3.8), (3.9), (3.13) and (3.15), we finish the proof. ✷
In the following, we define
By Lemma 3.1, we have that if ij = 0, then n ε,µ,i,j = 0. Moreover, it is easy to check that n ε,µ,i,j = n µ,ε,j,i by the symmetry of T (α, β) and T (π p k +1 2 α, −πβ). Hence, we need only to calculate n ε,µ,i,0 . For convenience, we let n ε,µ,i,0 = n ε,µ,i . With above preparation we can determine the value distribution of the exponential sum S(α, β). 
Proof. From Lemma 3.1 and Lemma 2.4, we get that
By (3.2) and Lemma 3.1, we have that
Note that if the rank of Tr
is odd and we compute the value of T (α, β) and T (aα, aβ), where a is a nonsquare element in F q . By Lemma 2.2, we have
and since s is odd, we have
By Lemma 3.2 1), we get that
By Lemma 3.2 2), we have that
Solving the system of equations consisting of (3.18)-(3.22), we have
We complete the proof. ✷ Therefore, we can give the weight distribution of cyclic code C. Table 1 .
Proof. By (3.1), we have 
(p − 1)(p 3.2 The weight distribution of C for v 2 (k) < v 2 (m)
In this subsection, we always assume that v 2 (k) < v 2 (m). To determine the value distribution of S(α, β), we need some identities on S(α, β). Table 2 .
