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The theorems of Schottky and Landau for analytic
functions omitting the n–th roots of unity
Daniela Kraus and Oliver Roth
To Stephan Ruscheweyh on the occassion of his 70th birthday
Abstract. We prove sharp Landau{ and Schottky{type theorems for analytic
functions which omit the n{th roots of unity. The proofs are based on a sharp
lower bound for the Poincare metric of the complex plane punctured at the
roots of unity.
1 Introduction
Let D := fz 2 C : jzj < 1g denote the open unit disk in the complex plane C. In [7]
J. Hempel established sharp versions of the classical theorems of Landau [12] and Schottky
[20], which are concerned with functions analytic on D that omit the values 0 and 1. Related
results have been obtained e.g. by Ahlfors [2], Hayman [5] and Jenkins [9].
In [11] Hempel's work has been extended to meromorphic functions belonging to the classes
Mj;k;l, which are dened as follows. Let j; k; l  2 be integers (or =1) such that
1
j
+
1
k
+
1
l
< 1 ;
and, for any domain G  C, let
Mj;k;l(G) := ff meromorphic in G s.t. (i) all zeros of f have order  j;
(ii) all zeros of f   1 have order  k;
and
(iii) all poles of f have order  lg :
Note that M1;1;1(D) consists of all functions analytic in D that omit 0 and 1. The moti-
vation for introducing the classes Mj;k;l comes mainly from Nevanlinna's celebrated Second
Fundamental Theorem which in particular implies thatMj;k;l(C) contains only constant func-
tions. The corresponding normality result has been established by Drasin [3], who proved
that Mj;k;l(D) is a normal family, thereby extending an earlier result of Montel [16, p. 125{
126]. Recently, sharp qualitative Landau{ and Schottky{type theorems for the classesMj;k;l
have been obtained in [11].
In the present paper we employ the methods and results of [11] to prove precise Landau{ and
Schottky{type results for functions analytic in D which omit the n{th roots of unity. For
any integer n  1 we denote by
Sn =: fe2i j=n : j = 1; : : : ; ng
the set of n{th roots of unity. We say a function f analytic in D omits a set S  C if
f(D) \ S = ;. Further, it will be convenient to make the following formal denition.
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Definition 1.1
For each integer n  2 let
n =
1
CnSn(e
i=n)
;
where CnSn denotes the density of the hyperbolic metric on CnSn with constant curvature
 1.
For details concerning the hyperbolic metric CnSn(z) jdzj we refer to Section 2.
Now we can state a sharp Landau{type theorem for functions which omit Sn for a xed
integer n  2.
Theorem 1.1
Fix an integer n  2. Let f(z) = a0 + a1z + : : : be an analytic function on D and suppose
that f omits Sn. Then
ja1j 
8><
>:
2ja0j sinh
 
arcsinh (n)  log ja0j

if ja0j  1;
2ja0j
 
n + log ja0j

if ja0j > 1 :
(1.1)
Equality occurs in (1.1) if and only if f is a universal covering map onto CnSn with f(0)n =  1.
Here, for a0 = 0 inequality (1.1) is interpreted as
ja1j  lim
a0!0
h
2ja0j sinh
 
arcsinh (n)  log ja0j
i
=
1 + 22n + 2n
p
1 + 2n
n +
p
1 + 2n
:
Some information about the constants n can be gleaned. For this, recall that the standard
hypergeometric function 2F1(a; b; c; z) is dened as
2F1(a; b; c; z) =
1X
k=0
(a)k(b)k
(c)k
zk ; z 2 D ;
where (a)k := a(a+ 1)    (a+ k   1) is the Pochhammer symbol.
Theorem 1.2
(a) For every integer n  2, the constant n can be computed:
n =
2
1
n sin
 
n

 

1
n

 

n 1
2n
2
n
2F1

n 1
2n ;
n 1
2n ; 1;
1
2

2F1

n 1
2n ;
n 1
2n ;
n 1
n ;
1
2

  2
1
n tan
  
2n

n
2F1

n 1
2n ;
n 1
2n ; 1;
1
2
2
:
(1.2)
(b) The constants n are strictly decreasing positive numbers, i.e., n > n+1 > 0 for
n = 2; 3; : : : and lim
n!1
n = 0.
(c) For every integer n  2:
n =
1
min
jzj=1
CnSn(z)
:
2
Here is a little overview of the rst values of the n's.
n n
2 3.52993
3 1.79372
4 1.22801
5 0.942245
10 0.445789
100 0.0437768
1000 0.00437689
It is perhaps worth making some remarks.
Remark 1.3
Since (n) is a strictly decreasing sequence, the upper bound (1.1) for ja1j provided by
Theorem 1.1 is strictly decreasing with respect to n. At rst sight, this is a surprising fact,
because a function which omits Sn+1 does not necessarily omit Sn.
Remark 1.4 (The case n = 2)
The case n = 2 of Theorem 1.1 is related to Hempel's sharp version of Landau's theorem [7],
which says that
jb1j  2jb0j
  log jb0j+  (14)4
42
!
for every analytic function g(z) = b0 + b1z + : : : from D into Cnf0; 1g. This is equivalent to
ja1j  2ja0 + 1j
 log
a0 + 12

+  (
1
4)
4
42
!
(1.3)
for every analytic function f(z) = a0+a1z+ : : : from D into CnS2. It can be shown that the
estimate (1.1) of Theorem 1.1 is sharper than (1.3) for a0 in a neighborhood of the origin or
in the right halfplane. On the other hand, (1.3) is better than (1.1) if a0 is close to  1, see
Figure 1.
Remark 1.5 (The case n!1)
In the limit n!1, Theorem 1.1 reduces to the well{known Schwarz{Pick lemma. In order
to see this, note that in view of Theorem 1.2 (b)
lim
n!1
n = 0 :
Hence, if a function f(z) = a0 + a1z + : : : analytic in D omits @D = fz 2 C : jzj = 1g, then
letting n!1 in estimate (1.1) yields
ja1j 
8><
>:
2ja0j sinh (  log ja0j) = 1  ja0j2 if ja0j  1;
2ja0j log ja0j if ja0j > 1 :
In particular, if f maps D into D, this implies the Schwarz{Pick inequality ja1j  1  ja0j2.
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Figure 1: The estimate (1.1) is sharper than (1.3) for a0 in the green region and the estimate
(1.3) is sharper than (1.1) in the red region.
We wish to emphasize that Theorem 1.1 might be viewed as interpolation between Landau's
theorem (n = 2; Remark 1.4) and the Schwarz{Pick lemma (n =1; Remark 1.5).
The next result provides a sharp Schottky{type bound for analytic functions in D which omit
Sn for xed integer n  2. As usual log+ x := maxf0; log xg for every positive real number
x.
Theorem 1.6
Fix an integer n  2. Let f be an analytic function on D and suppose that f omits Sn. Then
for all z 2 D
log jf(z)j   n + log+ jf(0)j1 + jzj
1  jzj   n : (1.4)
This estimate is sharp in the following sense: if M > 0 is a constant such that
log jf(z)j  M + log+ jf(0)j 1 + jzj
1  jzj  M (1.5)
holds for all z 2 D and all analytic functions f : D! CnSn, then M  n.
Estimate (1.4) is rather crude at z = 0 if jf(0)j < 1, e.g. if f(0) = 0. However, in this case one
can combine the upper bound (1.4) with Schwarz's lemma in order to arrive at the following
result.
Theorem 1.7 (Schwarz lemma for functions omitting the n–th roots of unity)
Let n  2 be an integer and dene
Rn = 1 + n  
q
2n + 2n : (1.6)
Suppose f is an analytic function on D that omits Sn. If f(0) = 0, then
jf(z)j  1
Rn
exp
q
2n + 2n   n

jzj ; jzj < Rn : (1.7)
4
Theorem 1.7 merits some comment.
Remark 1.8
We note (see Section 3.3) that (Rn) is a strictly increasing sequence with limit 1 and

1
Rn
exp
q
2n + 2n   n

forms a strictly decreasing sequence, which converges to 1 as n tends to 1. Hence, letting
n ! 1 Theorem 1.7 reduces to Schwarz's lemma. Consequently, the estimate (1.7) is
asymptotically sharp.
A few examples for Rn and
1
Rn
exp
p
2n + 2n   n

are given in the next table.
n Rn
1
Rn
exp
p
2n + 2n   n

2 0.111756 21.7516
3 0.185105 12.2035
4 0.237023 9.0483
5 0.277218 7.43155
10 0.401612 4.5297
100 0.744661 1.73354
1000 0.910713 1.20059
We further remark that
jf 0(0)j  1
Rn
exp
q
2n + 2n   n

= 1 + 8
 (5=4)
 (3=4)
1p
n
+O(1=n) (n!1)
for each f 2 An := ff : D ! CnSn holomorphic j f(0) = 0g. However, if fn 2 An is a
universal covering map of CnSn, then we get
sup
f2An
jf 0(0)j = jf 0n(0)j =
 

1
2

1  1n
2
 

1
n

n 

1  1n

 

1
2

1 + 1n
2 = 1 + 4 log 2n +O(1=n2) (n!1) :
This shows that estimate (1.7) is asymptotically sharp only \up to order zero".
At the end of this introduction we wish to mention that a major motivation for considering
holomorphic functions which omit the n{th roots of unity has been the beautiful proof
of Montel's fundamental normality criterion based on the Zalcman lemma (see [21]) where
holomorphic functions which omit the n{th roots of unit play a key role.
In the following section we prove a sharp lower bound for the hyperbolic metric CnSn(z) jdzj,
see Theorem 2.1. This result is a key ingredient in the proof of Theorem 1.1, but it is of
some interest in its own right. The proofs of the results in the Introduction are deferred to
Section 3.
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2 An explicit sharp lower bound for the hyperbolic metric of the complex
plane punctured at the n–roots of unity
Let U  C be an open set. The quantity (z) jdzj is called a conformal metric on U , if  is a
strictly positive function on U and  is twice continuously dierentiable on U , i.e.  2 C2(U).
If in addition  satises
 log (z)
(z)2
= 1 for all z 2 U;
where  is the standard Laplace Operator, then we say (z) jdzj has constant curvature  1
on U . It is a well-known fact that a hyperbolic domain 
  C, i.e. 
 has at least two distinct
boundary points, carries a unique maximal conformal metric with constant curvature  1
(see, for instance, Theorem 13.2 in [6]). This metric is called the hyperbolic metric for 
 and
is denoted by

(z) jdzj :
In particular,
(z)  
(z) ; z 2 
 ; (2.1)
for every conformal metric (z) jdzj on 
 with constant curvature  1.
We now turn to a sharp lower bound for the hyperbolic metric CnSn(z) jdzj.
Theorem 2.1
Let n  2 be an integer. Then for all z 2 CnSn,
CnSn(z) 
8>>><
>>>:
1
jzj sinh   arcsinh (n)  log jzj if jzj  1 ;
1
jzj (n + log jzj) if jzj > 1 :
(2.2)
Equality holds in (2.2) if and only if zn =  1.
Here, it is understood that
CnSn(0)  limz!0
1
jzj sinh   arcsinh (n)  log jzj =
2(n +
p
1 + 2n)
1 + 22n + 2n
p
1 + 2n
:
The proof of Theorem 2.1 is based on the theory developed in [11], which deals with conformal
metrics with cusps and corners. So let us put together some of the needed details.
Let G  C be a domain. Suppose rst, p 2 G and (z) jdzj is a conformal metric on Gnfpg.
Then we say (z) jdzj has a corner of order  < 1 at p, if
log (z) =   log jz   pj+O(1) as z ! p ;
and a cusp at p, if
log (z) =   log jz   pj   log (  log jz   pj) +O(1) as z ! p :
If, however, R := fz 2 C : jzj > Rg  G for some R  0 and (z) jdzj is a conformal metric
on G, then (z) jdzj has a corner of order  < 1 at 1, provided
log (z) =  (2  ) log jzj+O(1) as z !1 ;
6
and a cusp at 1, if
log (z) =   log jzj   log (log jzj) +O(1) as z !1 :
We say a conformal metric (z) jdzj has a singularity of order   1 at p 2 C[f1g, if either
(z) jdzj has a corner of order  < 1 at p or a cusp at p, if  = 1. Note, that the only isolated
singularities of a conformal metric with constant curvature  1 are corners and cusps (see
[17, 10]).
In particular, the hyperbolic metric 
(z) jdzj for a hyperbolic domain 
  C has a cusp at
every isolated boundary point of 
 and if R  
 for some R  0, then 
(z) jdzj has also
a cusp at 1, see [6, x18] and [15].
We now record two lemmas about cusps and corners of conformal metrics, which will be
needed later. The rst lemma gives some information about the remainder function O(1) at
a cusp and the second result is a removable singularity theorem.
Lemma 2.2 (cf. Theorem 3.5 in [10])
Let G  C be a domain.
(a) If p 2 G and (z)jdzj is a conformal metric with constant curvature  1 on Gnfpg which
has a cusp at p, then
lim
z!p

log (z) + log jz   pj+ log (  log jz   pj)

= 0 :
(b) If R  G and (z)jdzj is a conformal metric with constant curvature  1 on G which
has a cusp at 1, then
lim
z!1

log (z) + log jzj+ log (log jzj)

= 0 :
Lemma 2.3 (cf. Theorem 1.1 in [10])
Let G  C be a domain, p 2 G and suppose (z)jdzj is a conformal metric with constant
curvature  1 on Gnfpg which has a corner of order  = 0 at p. Then the function log  has
a C2{extension to G. In particular, (z) jdzj is a conformal metric with constant curvature
 1 on G.
It is a well{known fact that for real parameters 1; 2; 3 2 (0; 1] which fulll 1+2+3 > 2
there exists a unique conformal metric
1;2;3(z) jdzj ; z 2 Cnf0; 1g ;
with constant curvature  1 on Cnf0; 1g and a singularity of oder 1 at z = 0, 2 at z = 1
and 3 at z =1 such that
(z)  1;2;3(z) ; z 2 Cnf0; 1g ; (2.3)
for every conformal metric (z) jdzj on Cnf0; 1g with constant curvature  1 which has a
singularity of order 1  1 at z = 0, 2  2 at z = 1 and 3  3 at z = 1, see [6,
x18{x22]. This metric 1;2;3(z) jdzj is also called the generalized hyperbolic metric on
Cnf0; 1g with singularities of order 1, 2 and 3 at z = 0, z = 1 and z =1 respectively.
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In the proof of Theorem 2.1, the conformal metric
1 1=n;1;1(w) jdwj ; w 2 Cnf0; 1g;
where n  2 is an integer, provides a key link to CnSn(w) jdwj. In order to relate CnSn(z) jdzj
with 1 1=n;1;1(z) jdzj we use the concept of the pullback of a conformal metric.
Suppose (w) jdwj is a conformal metric on a domain D  C and w = f(z) is a nonconstant
analytic function from a domain G  C into D, then
f(z) jdzj := (f(z)) jf 0(z)j jdzj
is a conformal metric on Gnfz 2 G : f 0(z) = 0g and is called the pullback of (w) jdwj under
the map f . If in addition (z) jdzj has constant curvature  1 on D, then it is easy to see
that f(z) jdzj has constant curvature  1 on Gnfz 2 G : f 0(z) = 0g.
Now, roughly speaking, the hyperbolic metric CnSn(w) jdwj is the pullback of the generalized
hyperbolic metric 1 1=n;1;1(z) jdzj under the map w = zn. This is the content of our next
theorem.
Theorem 2.4
Let n  2 be an integer. Then
CnSn(z) = njzjn 11 1=n;1;1(zn)
for every z 2 Cn(Sn [ f0g) and
CnSn(0) = limz!0
njzjn 11 1=n;1;1(zn) :
Proof. Let f : C! C, f(z) = zn. Note that f maps Cn(Sn [ f0g) onto Cnf0; 1g. Thus
n(z) jdzj := f1 1=n;1;1(z) jdzj = njzjn 11 1=n;1;1(zn) jdzj ; z 2 Cn(Sn [ f0g) ;
denes a conformal metric on Cn(Sn [ f0g) with constant curvature  1.
Our objective is to show that n(z) jdzj extends to be a conformal metric with constant
curvature  1 on all of CnSn and
n(z) jdzj = CnSn(z) jdzj on CnSn :
We rst determine the type of singularities of n(z) jdzj at the points p 2 Sn [ f0;1g. As
1 1=n;1;1(z) jdzj has a cusp at p = 1, it follows that n(z) jdzj has a cusp at every point
p 2 Sn. Similarly, the cusp of 1 1=n;1;1(z) jdzj at p = 1 results in a cusp of n(z) jdzj at
p = 0. Now, since 1 1=n;1;1(z) jdzj has a corner of order 1   1=n at p = 0, we see that
n(z) jdzj is bounded at p = 0, i.e. n(z) jdzj has a corner of order  = 0 at p = 0. By appeal
to Lemma 2.3, n(z) jdzj is a conformal metric on CnSn with constant curvature  1.
In summary, n(z) jdzj is a conformal metric with constant curvature  1 on CnSn which has
a cusp at each point p 2 Sn [ f1g.
It follows that n(z)  CnSn(z) for z 2 CnSn, because CnSn(z) jdzj is the hyperbolic metric
on CnSn, see (2.1). We next consider on CnSn the nonnegative function
s(z) = log
 
CnSn(z)
n(z)
!
; z 2 CnSn :
8
Then, s is subharmonic on CnSn, since
s(z) =  log CnSn(z) log n(z) = CnSn(z)2   n(z)2  0 ; z 2 CnSn ;
which is an immediate consequence of the fact that n(z) jdzj and CnSn(z) jdzj have constant
curvature  1 on CnSn. Bearing in mind that both n(z) jdzj and CnSn(z) jdzj have a cusp
at each point p 2 Sn [ f1g, we conclude with the help of Lemma 2.2 that
lim
z!p
s(z) = 0 for each p 2 Sn and lim
z!1
s(z) = 0 :
Thus, the maximum principle for subharmonic functions (see e.g. Corollary 2.3.3 in [18])
implies s(z)  0 for all z 2 CnSn. Consequently, s  0 on CnSn. This gives the desired
result
n(z) jdzj = CnSn(z) jdzj for z 2 CnSn and CnSn(0) = limz!0n(z) : 
Now, Theorem 2.4 enables us to prove Theorem 2.1 by applying the following sharp lower
bound for the generalized hyperbolic metric 1 1=n;1;1(z) jdzj.
Theorem 2.5
Let n  2 be an integer. Then for all w 2 Cnf0; 1g,
1 1=n;1;1(w) 
8>>>>>>>>>>><
>>>>>>>>>>>:
1
njwj sinh
"
arcsinh
 
1
n1 1=n;1;1( 1)
!
  1n log jwj
# if jwj  1 ;
1
jwj
 
1
1 1=n;1;1( 1)
+ log jwj
! if jwj > 1 ;
with equality if and only if w =  1.
Proof. Theorem 2.5 can be obtained from Theorem 2.2 in [11]. In fact, Theorem 2.2 in [11]
provides a sharp lower bound for the generalized hyperbolic metric 1;2;3(z) jdzj, when
1; 2; 3 2 (0; 1] and 1 + 2 + 3 > 2. Choosing 1 = 1   1=n and letting 2 % 1 and
3 % 1 gives Theorem 2.5. 
Before passing to the proof of Theorem 2.1 let us recall an important result about conformal
metrics.
Lemma 2.6 (Theorem 7.1 in [6])
Let G  C be a domain, (z) jdzj a conformal metric with constant curvature  1 on G
and let  be a nonnegative on G function such that (z) jdzj is a conformal metric on
fz 2 G : (z) > 0g with constant curvature  1. Suppose (z)  (z) for all z 2 G. Then
either  <  on G or else    on G.
Proof of Theorem 2.1. By Theorem 2.4 we see that
1
n1 1=n;1;1( 1)
=
1
CnSn(e
i=n)
= n : (2.4)
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Now combining Theorem 2.4 and Theorem 2.5 gives inequality (2.2).
It remains to show that equality occurs in (2.2) if and only if zn =  1. This is clear if z 6= 0
in view of Theorem 2.4 and the case of equality of Theorem 2.5. Therefore we need only
show that for z = 0 strict inequality holds in (2.2), i.e.,
CnSn(0) > limz!0
1
jzj sinh (arcsinh (n)  log jzj) =
2(n +
p
1 + 2n)
1 + 22n + 2n
p
1 + 2n
:
For this we dene  on D by
(z) =
8>>>><
>>>>:
2(n +
p
1 + 2n)
1 + 22n + 2n
p
1 + 2n
if z = 0;
1
jzj sinh (arcsinh(n)  log jzj) if z 2 Dnf0g :
Since we have already observed that strict inequality occurs in (2.2) for every z 2 C with
z 6= 0 and zn =  1, respectively, we have in particular
(z) < CnSn(z) for all z 2 Dnf0g : (2.5)
Now, it is easily checked that (z) jdzj is a conformal metric with constant curvature  1 on
Dnf0g. Since  is continuous at z = 0 and (0) > 0, Lemma 2.3 tells us that (z) jdzj is a
conformal metric with constant curvature  1 on the entire unit disk D, so (z)  CnSn(z)
for all z 2 D because of (2.5). We are now in a position to apply Lemma 2.6 for G = D, and
obtain, using again (2.5), that (z) < CnSn(z) for all z 2 D. This completes the proof. 
3 Proofs
3.1 Proofs of Theorem 1.1 and Theorem 1.2
Before proving Theorem 1.1 we digress to recall the Ahlfors{Schwarz lemma.
Lemma 3.1 (cf. [2] and x25 in [6])
Let G  C be a hyperbolic domain, suppose that (z) jdzj is a conformal metric with constant
curvature  1 on G, and let f : D! G be a nonconstant analytic function. Then
f(z)  D(z) ; z 2 D ; (3.1)
where D(z) jdzj = 2
1  jzj2 jdzj is the hyperbolic metric for D.
Equality occurs in (3.1) if and only if f : D! G is a universal covering map and (z) jdzj =
G(z) jdzj.
Proof of Theorem 1.1. Let f : D! CnSn be analytic and nonconstant. Then by Lemma 3.1
fCnSn(z) = CnSn(f(z)) jf 0(z)j 
2
1  jzj2 ; z 2 D : (3.2)
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Thus (3.2) together with Theorem 2.1 implies
2
1  jzj2 
8>>>><
>>>>:
jf 0(z)j
jf(z)j sinh   arcsinh(n)  log jf(z)j if jf(z)j  1 ;
jf 0(z)j
jf(z)j (n + log jf(z)j) if jf(z)j > 1 :
(3.3)
As before
jf 0(z)j
jf(z)j sinh   arcsinh(n)  log jf(z)j
should be interpreted to be
lim
f(z)!0
jf 0(z)j
jf(z)j sinh   arcsinh(n)  log jf(z)j
if f(z) = 0.
To obtain (1.1) we just insert z = 0 into (3.3).
We now turn to the case of equality. Note that equality holds in (1.1) if and only if equality
occurs in (3.3) for z = 0. In view of Theorem 2.1 and (3.2) this is the case if and only if
CnSn(f(0))jf 0(0)j = D(0) and f(0)n =  1 :
Hence, by Lemma 3.1 (case of equality) we see that equality occurs in (1.1) if and only if
f : D! CnSn is a universal covering with f(0)n =  1. 
We next turn to the proof of Theorem 1.2. In order to determine the value of the constant
n, we will make use of the following explicit formula for 1 1=n;1;1(z) jdzj. For this it is
convenient to dene
'1(z) :=2F1

n  1
2n
;
n  1
2n
;
n  1
n
; z

and '2(z) :=2F1

n  1
2n
;
n  1
2n
; 1; 1  z

:
Note that '1 has an analytic continuation to Cn[1;+1) and '2 has an analytic continuation
to Cn( 1; 0].
Theorem 3.2
Let n  2 be an integer. Then for z 2 Cnf0; 1g
1 1=n;1;1(z) =
1
jzj1 1=nj1  zj
1
K2
2K3
j'2(z)j2 + 1K3 Re

'1(z)'2(z)
 ; (3.4)
where
K2 :=  
 

n+1
2n
2
 

1
n
 and K3 :=  

n 1
n

 

n 1
2n
2 :
Here, for x 2 (1;1) the right{hand side of equation (3.4) must be interpreted to mean
lim
z!x
1
jzj1 1=nj1  zj
1
K2
2K3
j'2(z)j2 + 1K3 Re

'1(z)'2(z)
 :
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Proof. We note that Theorem 2.1 in [11] displays a formula for the generalized hyperbolic
metric 1;2;3(z) jdzj for 0 < 1; 2 < 1, 0 < 3  1 and 1 + 2 + 3 > 2 in terms of
the functions '1 and '2. Now choosing in this particular theorem 1 = 1  1=n, 3 = 1 and
letting 2 % 1 yields (3.4). 
It is convenient to record dierent representations for the constants K3 and K2=K3 for later
reference.
Using the well{known reection formula
 (z)  (1  z) = 
sin(z)
; z 2 CnZ ; (3.5)
(cf. [1, p. 77]), we get
K3 =

sin
 
n
 1
 

1
n

 

n 1
2n
2 (3.6)
and
K2
K3
=  
 

n+1
2n
2
 

1
n
 sin
 
n


 

1
n

 

n  1
2n
2
=  sin(

n)

 

n  1
2n
2
 

n+ 1
2n
2
=  sin
 
n


2
sin

(n 1)
2n
2 =  2 tan


2n

:
(3.7)
Proof of Theorem 1.2.
Recall that
n =
1
n1 1=n;1;1( 1)
;
see (2.4).
(a) To compute n we consider the Mobius transformation T (z) = z=(z   1), which xes
z = 0 and interchanges z = 1 with z = 1. Note that (z) jdzj := T 1 1=n;1;1(z) jdzj
is a conformal metric on Cnf0; 1g with constant curvature  1 and a corner of order
1  1=n at z = 0 and a cusp at z = 1 and z =1. Thus
(z)  1 1=n;1;1(z) ; z 2 Cnf0; 1g ;
by (2.3). Since T  T = Id, we observe that T (z) jdzj = 1 1=n;1;1(z) jdzj and the
latter inequality implies
1 1=n;1;1(z)  (z) ; z 2 Cnf0; 1g :
Consequently,
1 1=n;1;1(z) = 1 1=n;1;1(T (z))jT 0(z)j ; z 2 Cnf0; 1g :
Thus we get
1 1=n;1;1( 1) =
1 1=n;1;1(1=2)
4
:
Inserting now z = 1=2 into (3.4) and using (3.6) and (3.7) gives the claimed expression
(1.2) for n.
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(b) By (2.3) we have, for all integers m > n  2,
1 1=n;1;1(w)  1 1=m;1;1(w) ; w 2 Cnf0; 1g :
This shows that
0 < n =
1
n1 1=n;1;1( 1)
<
1
m1 1=n;1;1( 1)
= m
for m > n  2.
To verify limn!1 n = 0 we consider the sequence
(nn) =
 
1
1 1=n;1;1( 1)
!
:
Since
lim
n!1
1 1=n;1;1( 1) = 1;1;1( 1) = Cnf0;1g( 1)
and
Cnf0;1g( 1) = 4
2
 (1=4)4
;
see [7], we get
lim
n!1
nn =
 (1=4)4
42
and lim
n!1
n = 0 :
(c) It is a known fact, that
1 1=n;1;1( 1) = min
jzj=1
1 1=n;1;1(z) ;
see, for instance, Theorem 4.10 in [11]. Thus Theorem 2.4 implies
min
jzj=1
CnSn(z) = min
jzj=1
n1 1=n;1;1(z
n) = n1 1=n;1;1( 1) = CnSn(ei=n) : 
3.2 Proof of Theorem 1.6
Proof of Theorem 1.6. To prove (1.4) we proceed exactly as in the proof of Theorem 1 in [13]
(see also the proof Theorem 2.8 in [11]). Here are the details. Note that (1.4) is true for
z = 0 and jf(z)j < 1. So pick a point z 2 Dnf0g such that jf(z)j > 1. Consider the curve
(t) := f(t) for t 2 [0; jzj], where  := z=jzj. If  lies completely outside D, then by (3.3)
jf 0(t)j
jf(t)j (n + log jf(t)j) 
2
1  t2 ; t 2 [0; jzj] : (3.8)
Using
d
dt
(jf(t)j)  jf 0(t)j ;
we obtain
log

n + log jf(z)j
n + log jf(0)j

=
jzjZ
0
d
dt (jf(t)j)
jf(t)(n + log jf(t)j) dt 
jzjZ
0
2
1  t2 dt = log
1 + jzj
1  jzj ;
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which leads to the desired estimate (1.4).
If  does not completely lie outside D we use an argument similar to the one above. Let (t)
be the \last" point of (t) which lies inside D. Now integrating (3.8) just from t to jzj yields
log jf(z)j  n 1 + jzj
1  jzj   n ;
which is stronger than (1.4).
Now suppose that (1.5) holds for each analytic map f from D to CnSn. Let ' : D ! CnSn
denote a universal covering map with '(0)n =  1. Then it follows from (1.5) that
log j'(z)j  2M jzj
1  jzj for all z 2 D :
We further note that j'(0)j = 1 and hence there exists a disk Dr := fz 2 C : jzj < rg,
0 < r < 1, such that '(z) 6= 0 for all z 2 Dr.
Choose  2 @D such that

'0(0)
'(0)
=
'0(0)'(0)
 = j'0(0)j
and dene
h(t) = log j'(t)j ; t 2 ( r; r) :
Since h(0) = 0 we conclude
h(t)  h(0)
t
 2M 1
1  t :
Letting t! 0, we obtain h0(0)  2M . On the other hand a simple computation gives
h0(0) = Re


'0(0)
'(0)

= j'0(0)j :
As ' is a universal covering map of CnSn with '(0)n =  1 Theorem 1.1 shows j'0(0)j = 2n.
Putting these facts together, we see that n M . 
3.3 Proofs of Theorem 1.7 and Remark 1.8
Proof of Theorem 1.7. Choose R 2 (0; 1). Since f(0) = 0, estimate (1.4) implies
jf(z)j  exp

2n
jzj
1  jzj

 exp

2n
R
1 R

for z 2 DR := fz 2 C : jzj < Rg. We use f(0) = 0 once more to apply the Schwarz' lemma
for the disk DR and obtain
jf(z)j  1
R
exp

2n
R
1 R

jzj ; z 2 DR : (3.9)
We next consider the function
R 7! 1
R
exp

2n
R
1 R

; R 2 (0; 1) :
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It is easy to check that this function attains its minimal value on (0; 1) and there is exactly
one such point. Call it Rn. Then a straightforward computation gives formula (1.6) for Rn.
Inserting (1.6) into (3.9) leads to (1.7). 
Proof of Remark 1.8. First, (Rn) is a strictly increasing sequence which tends to the limit 1
because the function x 7! 1+ x px2 + 2x is strictly decreasing on [0;1) and the sequence
(n) is strictly decreasing with limit 0. Once again, since (n) is strictly decreasing, the
expression
1
R
exp

2n
R
1 R

; R 2 (0; 1) ;
is strictly decreasing with respect to n, so its minimal value
1
Rn
exp

2n
Rn
1 Rn

=
1
Rn
exp
q
2n + n   n

is also strictly decreasing with respect to n (see the proof of Theorem 1.7).
Consequently, 
1
Rn
exp
q
2n + n   n

forms a strictly decreasing sequence with limit 1.
Now, let f 2 An. Then inequality (1.7) implies
jf 0(0)j  1
Rn
exp
q
2n + 2n   n

:
A straightforward but lengthy calculation, using Theorem 1.2 (a), gives
jf 0(0)j  1
Rn
exp
q
2n + 2n   n

= 1 + 8
 (5=4)
 (3=4)
1p
n
+O(1=n) (n!1) :
If fn 2 An is a universal covering map of CnSn, then fnCnSn(z) jdzj = D(z) jdzj. Therefore,
jf 0n(0)j =
2
CnSn(0)
= lim
z!0
2
njzjn 11 1=n;1;1(zn)
by Theorem 2.4. Combining this with Theorem 3.2 and (3.6) as well as (3.7) we get
jf 0n(0)j =
1
n
 
 sin
 
n


 

n  1
2n
2
 

n+ 1
2n
2
2F1

n  1
2n
;
n  1
2n
; 1; 1
2
+2
sin
 
n


 

n  1
2n
2
 

1
n

2F1

n  1
2n
;
n  1
2n
; 1; 1
!
:
Because of Gauss's theorem
2F1(a; b; c; 1) =
 (c) (c  a  b)
 (c  a) (c  b) for Re(c) > Re(a+ b); c 6= 0; 1; 2; : : : ;
(see [1, p. 213]), we get
jf 0n(0)j =
sin
 
n

 

1
n
2
 

n 1
2n
2
n 

n+1
2n
2 :
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This simplies, using the reection formula (3.5), to
jf 0n(0)j =
 

1
2

1  1n
2
 

1
n

n 

1  1n

 

1
2

1 + 1n
2 :
Using the well{known Taylor series expansion
1= (z) = z + z2 +   
at z = 0, where  is the Euler{Mascheroni constant, (cf. [1, p. 76/77]), one readily veries
that
 

1
2

1  1n
2
 

1
n

n 

1  1n

 

1
2

1 + 1n
2 = 1 + 4 log 2n +O(1=n2) (n!1) :
The proof of Remark 1.8 is now complete. 
Figure 2: The hyperbolic density CnSn for n = 70
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