There are many applications of graph cuts in computer vision, e.g. segmentation. We present a novel method to reformulate the NP-hard, k-way graph partitioning problem as an approximate minimal s − t graph cut problem, for which a globally optimal solution is found in polynomial time. Each non-terminal vertex in the original graph is replaced by a set of ceil(log 2 (k)) new vertices. The original graph edges are replaced by new edges connecting the new vertices to each other and to only two, source s and sink t, terminal nodes. The weights of the new edges are obtained using a novel least squares solution approximating the constraints of the initial k-way setup. The minimal s − t cut labels each new vertex with a binary (s vs t) "Gray" encoding, which is then decoded into a decimal label number that assigns each of the original vertices to one of k classes. We analyze the properties of the approximation and present quantitative as well as qualitative segmentation results.
Introduction
Many computer vision problems can be formulated as graph labeling problems, e.g. segmentation [9] , denoising [7] , registration [33, 42] , point correspondence from stereo pairs [3] , and shape matching [38] . The general problem is to assign one label, out of a finite set of labels, to each vertex of the graph in some optimal and meaningful way. In some cases, this may be formulated as a graph cut problem, where the task is to separate the vertices into a number of groups with a common label assigned to all vertices in each group.
Markov random fields
In computer vision applications, it is sometimes difficult, if not impossible, to encode the semantics of the computer vision problem into the topology and edge weights of a graph, and proceed by applying a graph cut method. On the contrary, it is often desirable that the label assignment to a vertex in the graph be influenced by the labels assigned to other vertices. This means that the labeling resulting from the cut has an impact on the cost of the cut itself (i.e. does not depend only on the edge weights severed). In Markov random fields (MRF) [17] , modeling a vertex label's dependence on the labels of all other vertices is captured by the dependence only on the labels of the immediate neighbors. In image segmentation, for example, each pixel is represented by a vertex in a graph and the graph edges capture the neighborhood relationship be-tween pixels (e.g. via 4-or 8-connectivity in 2D). It is usually desirable that the graph partitioning and, hence, the induced labeling satisfy two possibly conflicting criteria: (i) a pixel is labelled according to the data (e.g. the image) value at that particular vertex (e.g. pixel) only; and (ii) neighboring vertices (e.g. pixels) are assigned identical or similar labels. In general, this latter criterion regularizes the solution and makes it more robust to noise.
MRF theory can be adopted to formulate this desired behavior as an objective function to be minimized, using discrete optimization methods, with respect to the different possible vertex labels over the whole graph. Given a graph G(V, E) the MRF energy function can be written as
where v i and v j are vertices (e.g. corresponding to two pixels p and q) with data values d i and d j (e.g. the image values I(p) and I(q)) and with labels l i and l j , respectively. D i (l i ) is the data term (or image fidelity) measuring the penalty of labeling v i with a specific label l i , disregarding the labels or data values of any of the other (neighbors or elsewhere) vertices, and V i j is the vertex interaction term that penalizes certain label configurations of neighboring vertices v i and v j , i.e. the penalty of assigning label l i to v i and l j to v j . λ controls the relative importance of the two terms. V i j can be seen as a metric on the space of labels V i j = V i j (l i , l j ) (also called the prior) or may be chosen to depend on the underlying data V i j = V i j (d i , d j ), or both V i j (l i , l j , d i , d j ), e.g.
where superscripts l and d denote label and data interaction penalties, respectively. Various label interaction penalties have been proposed, including linear: V l i j = |l i − l j |, quadratic penalty: (l i −l j ) 2 , truncated versions thereof: min T, l i − l j or min T, (l i − l j ) 2 , with threshold T , or Kronecker delta δ l i =l j [5] . Various spatially-varying penalties depending on the underlying image data have also been proposed, e.g. Gaussian V d i j = e −β (di−dj) 2 or reciprocal 1 1+β (di−dj)
2 [21] .
MRF for computer vision
In computer vision applications, e.g. segmenting an image into k regions, an image with P pixels is typically modeled as a graph with P vertices, one for each pixel (i.e. each vertex is mapped to a location in Z d , where d is the dimensionality of the image).
To encode the data term penalty D i (l i ), the graph is typically augmented with k new terminal vertices {t j } k j=1 ; each representing one of the k labels (Figure 2a ). The edge weight connecting a non-terminal vertex v i (representing pixel p) to a terminal vertex t j (representing label l j ) is set inversely proportional to D i (l j ); the higher the penalty of labeling v i with l j the smaller the edge weight and hence the more likely the edge will be severed, i.e.
Setting the edge weights according to any vertex interaction penalty
independent of the labels l i and l j , then typically V i j is encoded through the graph edge weights connecting vertices representing neighboring pixels. The higher the edge weight the less likely the edge will be severed and hence the more likely the two pixels will be assigned the same label. This motivates setting the edge weights proportional to
This approach, however, discourages (or encourages) cutting the edge between neighboring vertices and hence assigning the same (or different) labels to the vertices without any regard to what these same (or different) labels are . Clearly, (4) is not flexible enough to encode more elaborate label interactions (since essentially V l i j (l i , l j ) = constant). In fact, this issue is at the heart of the challenging multi-label MRF optimization problem: developing globally (or close to global) optimal algorithms for any interaction penalty.
Greig et al. presented one of the earliest works (1989) on combinatorial optimization approaches to a computer vision problem [22] . They constructed a two-terminal graph, whose minimal cut gives a globally optimal binary vector used for restoring binary images. In earlier works, iterative algorithms, such as simulated annealing where employed to solve MRF problems. Later (1993), Wu and Leahy applied a graph theoretic approach to data clustering for image segmentation [44] . The 1997 work of Shi and Malik on normalized cuts [39, 40] sparked large interest in graph-based image partitioning. In [39] , the cost of a partition is defined as the total edge weight connecting two partitions as a fraction of the total edge connections to all the nodes in the graph, which is written as a Rayleigh quotient whose global minimum is obtained as the solution of a generalized eigen-system. In 1998, Roy and Cox [36] re-formulated the multi-camera correspondence as a max-flow min-cut problem. Boykov and Jolly applied the min-cut max-flow graph cut algorithm to find the globally optimal binary segmentation [6] .
As mentioned earlier, in the multi-label problem (k ≥ 3) the global minima is generally not attainable in polynomial time. In the special case of convex label interaction penalty, also known as convex prior, Ishikawa proposed a method that achieves the global energy minimizer [25, 24] . Ishikawa's convex prior condition is given by:
This convex definition was later generalized in [37] . However, with convex priors, e.g. quadratic V l i j = (l i − l j ) 2 , the penalty for assigning different labels to neighboring pixels can become excessively large, which in turn over-smoothes the label field because several small changes in the label can yield a lower cost than a single sudden change. This encourages pixels at opposite sides of an interface between two different regions be assigned the same or similar labels albeit ideally they shouldn't. This motivates the introduction of non-convex priors, typically achieved by truncating the penalty (e.g. the truncated quadratic min{T, (l i − l j ) 2 } or the Pott's model), to allow for discontinuities in the label field at the cost of no longer guaranteeing a globally optimal energy minimizer.
This tradeoff, either a guaranteed global minima of convex prior or a discontinuitypreserving prior whose global minima cannot be achieved, has sparked a strong interest within the computer vision community in improving the state-of-the-art of optimizing multi-label problems with non-convex priors. In their seminal work, Geman and Geman applied simulated annealing based optimization [17] . In [2] , Iterated Conditional Modes was proposed. In [39] , to segment multiple regions, a recursive sub-optimal approach is used, which entails deciding if the current partition should be further subdivided and repartitioning if necessary. In a somewhat reverse approach, Felzenszwalb and Huttenlochers algorithm assigns a different label to each vertex, then similar pixels are merged using a greedy decision approach [15] . Boykov et al. proposed two algorithms that rely on an initial labeling and an iterative application of binary graph cuts. At each iteration, an optimal range move is performed to either expand (α-expansion) or swap labels (α − β -swap) [8, 9] . Although convergence and error bounds are guaranteed, the initial labeling may influence the result of the algorithm. In [43] , Veksler proposes a new type of range moves that act on a larger set of labels than those in [9] . The LogCut [32] is another iterative range move based algorithm that applies the binary graph cut at successive bit-levels of binary encodings of the integer labels (from most significant to least significant) rather than once for each possible value of the labels. In [27] , the image is partitioned into two regions by computing a minimum cut with a swap move of binary labels and then the same procedure is recursively applied to each region to obtain new regions until some stopping condition is met. Recently, Szeliski et al. presented a study comparing energy minimization methods for MRF [41] .
The aforementioned range move type of approaches are regarded as the state-ofthe-art in solving multi-label assignment problems in the computer vision community. It is important to note, however, that the α − β swap algorithm can only be applied in the cases when V l i j is semi-metric [9] , i.e. satisfying both conditions
On the other hand, α-expansion is even more restricted and can only be applied when V l i j is metric [9] , i.e., in addition to the two above conditions, the following triangular inequality must also hold
These label-interaction restrictions (convex, semi-metric, metric) limit the applications of graph cuts algorithms, since the semantics of the computer vision problem can not always be easily formulated to abide by these restrictions.
More recent approaches to solving the multi-label MRF optimization have been proposed based on linear programming relaxation using primal-dual [30] , message passing [29] , and partial optimality [28] .
Contributions
In this work, we propose a novel method to convert the multi-label MRF optimization problem to a binary labeling of a new graph with a specific topology. The error in the new edge weights is minimized using least-squares (LS). The resulting binary labeling is solved via a single application of s − t cut, i.e. the solution is non-iterative and does not depend on any initializations. Once the binary labeling is obtained, it is directly decoded back to the desired non-binary labeling. The method accommodates any label or data interaction penalties, i.e. any V i j (l i , l j , d i , d j ), e.g. non-convex or non-metric priors or spatially varying penalties. Further, besides its optimality features, LS enables offline pre-computation of pseudo-inverse matrices that can be used for different graphs.
Method 2.1 Reformulating multi-label MRF as s − t cut
Given a graph G(V, E) 1 ,the objective is to label each vertex v i with a label l i ∈ L k = {l 0 , l 1 , ..., l k−1 }. The key idea of our method is: Rather than labeling v i with l i ∈ L k , we replace the vertex v i with b vertices v i j , j ∈ {1, 2, · · · , b}, and label each v i j with a binary label l i j ∈ L 2 = {0, 1}. Assigning label l i to vertex v i in G(V, E) entails assigning a corresponding sequence of binary labels
. We distinguish between the decimal (base 10) and binary (base 2) encoding of the labels using the notation (l i ) 10 and
, where subscript 2 denotes the binary representation (or binary encoding). V 2 is given as
with |V 2 | = b|V | + 2, i.e. b vertices in V 2 for each vertex in V and two terminal, source and sink, vertices {s,t}. b must be chosen large enough such that the binary labeling of the b vertices v i j can be decoded back into a label l i ∈ L k for v i . In other words, b is the number of bits needed to encode k labels. Therefore, we must have 2 b ≥ k, or
contain all these b 2 edges for all pairs of neighboring vertices, i.e. |E nlinks 2 | = b 2 |E|. We distinguish between two types of n-links: E ns 2 is limited to the sparse set of b edges that connect corresponding vertices (v im , v jm ) (note same m in both vertices), i.e. |E ns 2 | = b|E|, whereas E n f 2 contains all the remaining edges that connect non-corresponding vertices
includes edges that connect pairs of vertices (v im , v in ) (note same i) in V 2 that are among the set of vertices representing a single vertex in V , yielding |E intra Following an s − t cut on G 2 , vertices v i j that remain connected to s are assigned label 0, and the rest that are connected to t are assigned label 1 (we could swap 0 and 1 without loss of generality). The string of b binary labels l i j ∈ L 2 assigned to v i j are then decoded back into a decimal number indicating the label l i ∈ L k assigned to v i ( Figure 2 ).
It is important to set the edge weights in E 2 in such a way that decoding the binary labels resulting from the s − t cut of G 2 will result in optimal (or as optimal as possible) labels for the original multi-label problem. We do not expect to optimally solve the multi-label problem this way, but rather to provide an approximate solution. The second key idea of our method is: Derive a system of linear equations capturing the relation between the original multi-label MRF penalties and the s − t cut cost incurred when generating different label configurations, and then calculate the weights of E 2 as the LS error solution to these equations. In the next sections, we show how we choose the edge weights of E 2 in a minimum LS error formulation. ) assigned to (s, s) are labeled with binary string 00, (s,t) with 01, (t, s) with 10, and (t,t) with 11. The binary encodings 00, 01, 10, or 11 in turn reflect the original 4 labels.
Data term penalty: Severing t-link, intra-links
In the proposed binary formulation, the data term penalty D i (l i ) in (1) equals the cost of assigning label l i to vertex v i in G(V, E), which entails assigning a corresponding sequence of binary labels
To assign (l i ) 2 to a string of b vertices, appropriate terminal links must be cut. To assign a 0 (resp. 1) label to v i j the edge connecting v i j to the terminal t (resp. s) must be severed (Figure 3) . Therefore, the local (corresponding only to labeling v i ) cost of severing t-links in G 2 to assign l i to vertex v i in G can be calculated as
wherel i j denotes the unary complement (NOT) of l i j , w v i j ,s = w(e v i j ,s ) is the weight of the edge connecting v i j to s, and, similarly, w v i j ,t = w(e v i j ,t ), with e v i j ,s ∈ E s 2 and e v i j ,t ∈ E t 2 . The G 2 s − t cut severing the t-links as per (15) , will also result in severing edges in E intra 2 ( Figure 1 and (14)). In particular, e im,in ∈ E intra 2 will be severed iff the s − t cut leaves v im connected to one terminal, say s (resp. t), while v in remains connected to the other terminal t (resp. s) (Figure 3 ). The local cost of severing intra-links in G 2 to assign l i to vertex v i in G can be calculated as
where ⊕ denotes binary XOR, which ensures adding the edge weight between v im and v in to the cut cost iff the cut results in one vertex connected to one terminal (s or t) while the vertex connected to the other terminal (t or s).
The final data term penalty is the sum of (15) and (16), are shown for b = 2 (left) and for b = 3 (right). Note that the severed t-links and intra-links for each case follow (15) and (16), respectively.
Prior term penalty: Severing n-links
The vertex interaction penalty, (2), for assigning l i to v i and l j to neighboring v j in G(V, E), i.e. e i j ∈ E, equals the cost for assigning a sequence of binary labels
The local (corresponding only to labeling v i and v j ) cost of this cut can be calculated as (Figure 4 )
This effectively adds the edge weight between v im and v jn to the cut cost iff the cut results in one vertex of the edge connected to one terminal (s or t) while the other vertex connected to the other terminal (t or s). Note that we impose no restrictions on the left hand side of (18), e.g. it could reflect non-convex or non-metric priors, and can be spatially varying. Essentially, for every pair
must only return a nonnegative scalar. As special cases,
Edge weight approximation with least squares
Equations (17) and (18) dictate the relationship between the penalties of the data and prior terms (D i and V i j ) of the original multi-label problem (that of G(V, E)) and the severed edge weights of the binary s − t cut formulation (G(V 2 , E 2 )). What remains missing before applying the s − t cut, however, is to find the edge weights for the binary problem, i.e. w(e v i j ,v mn ) = w i j,mn ; ∀e i j,mn ∈ E 2 .
Edge weights of t-links and intra-links
For b = 1 (i.e. binary labelling), (16) simplifies to
and (15) and (17) simplify to
With l i = l i1 for b = 1, substituting the two possible values for l i , l i = l 0 and l i = l 1 , we obtain these two equations
which can be written in matrix form 
i.e. the higher the penalty of assigning l 1 to v i , the more costly it is to sever e v i1 ,s and hence the more likely it is to assign l 1) ), of (l i ) 2 = (l i1 , l i2 ) in (17) we obtain 
Similarly, for b = 3 (k = 5, 6, 7, or 8), we write 2 b = 8 equations to the linear system of equations A 3 X i 3 = B i 3 , where 
In general, for any b, we have
where X i b is a column vector of length 2b + b 2
where dec(.) is the decimal equivalent of its binary argument. B i b is a 2 b -long column vector given by
We can now solve the linear system of equations in (30) and find the optimal, in a LS sense, t-links and intra-links edge weightsX i b related to every vertex v i usinĝ 
Edge weights of n-links
For b = 1 (i.e. binary labelling), (18) simplifies to
where w v i1 ,v j1 has been replaced by w i, j and l i1 and l j1 have been replaced by l i and l j , since they are equivalent in the b = 1 case. In the case when the vertex interaction depends on the data only and is independent of the labels l i and l j , i.e.
, we can simply ignore the outcome of l i ⊕ l j and thus set it to a constant 1/c, then the solution is trivial w i, j = cV i j (d i , d j ), which agrees with (4). However, in the general case, when V i j depends on the labels l i and l j of the neighboring vertices v i and v j , a single edge weight is insufficient to capture such elaborate label interactions essentially because w i, j needs to take on a different value for every pair of labels.
To address this problem, we substitute in (18) each of the 2 b 2 b = 2 2b = 2 2 = 4 possible combinations of pairs of labels (l i , l j ) ∈ {l 0 , l 1 } × {l 0 , l 1 } = {0, 1} × {0, 1}, and obtain:
which is written in matrix form
where Y i j 1 is the unknown n-link weight w i, j connecting v i to neighboring v j . As before, subscript 1 indicates b = 1. The first and fourth equations capture the condition that in order to guarantee the same label for neighboring vertices then the edge weight should be infinite (0/V i j ) and, hence, never severed. Solving for w i j using pseudoinverse gives
e. w i j is equal to the average between the interaction penalties of the two cases when the labels are different.
For b = 2, (18) simplifies to
We can now substitute all possible 2 b 2 b = 2 2b = 16 combinations of the pairs of interacting labels
, 01, 10, 11} × {00, 01, 10, 11}. Here are some examples, . . .
where s m,n is a row in S b and is given by
We now solve the linear system of equations in (41) to find the optimal, in a LS sense, n-links edge weightsŶ Solving (44) for every pair of neighboring vertices v i and v j , we obtain the weights of all edges in E inter 2 , and solving (34) for every vertex v i , we obtain the weights of all edges in E tlinks 2 ∪ E intra 2 , i.e. w i j,mn , ∀e i j,mn ∈ E 2 are now known. We now calculate the minimal s − t cut of G 2 to obtain the binary labeling of every vertex in
e. the solution to the original multi-label MRF problem.
Gray encoding for extra labels
In cases when b bits are needed to represent k labels (according to (10)) but with k < 2 b , e.g. when b = 2 and 2 b = 4 but k = 3, or when b = 3 and 2 b = 8 but k = 5, 6, or 7 (but not 8) , we have what we call extra or unused labels: The nth label l n−1 is extra iff k < n ≤ 2 b (remember that L k = {l 0 , l 1 , ..., l k−1 }), e.g. the 4 th label is an extra label when k = 3, the 6 th , 7 th and 8 th labels are extra labels when k = 5, etc.. Following an s −t cut, we can, in general, end up with these extra labels, and must, therefore, replace or merge them with any of the non-extra or used labels: The mth label l m−1 is a non-extra label iff 2 b−1 < m ≤ k. If label l n is an extra label to be replaced with label l m , then, we must replace D i (l n ) with D i (l m ) when substituting (as in (25)) all possible label values in (17) . Similarly, we must replace (39)) all possible combinations of the pairs of interacting labels in (18) . Rather than merging arbitrary labels, we adopt a Gray encoding scheme. That is, we minimize the Hamming distance (HD) 2 between the binary codes of a pair of merged labels. For example, we favor merging label 0001 with 1001 (HD=1) over merging 0001 with 0010 (HD=2). To implement this, we first note that the most significant bit of the binary code of an extra label will always be 1 (if it isn't, then we'll be using more bits than needed). Then, each extra label is merged with the non-extra label whose binary code is identical to that of the extra label except for having 0 as its most significant bit. Thus guaranteeing HD=1 for all pairs of merged labels. For example, 100 will be merged with 000, 111 with 011, etc., or more generally
3 Results
LS error and rank deficiency analysis
The approximation error for general LS problems is a well studied topic [23, 20, 4] . In our method, to estimate the edge weights of t-links and intra-links in (44), a system of 2 b linear equations are solved for 2b + b 2 unknowns, compared to 2 2b equations and b 2 unknowns when estimating the n-links edge weights in (44) . Table 1 We present, in Figure 5 , empirical results of LS error e b when solving for the edge weights of t-links and intra-links (c.f. Section 2.4.1, (30), (34)), and, in Figure 6 , the error e t of n-links (c.f. Section 2.4.2 and (41), (44)). e b and e t are given by
where I is the identity matrix and |.| is the l 2 -norm. Note how the error in Figure 5 starts at exactly zero for binary segmentation (b = 1), as expected. With increasing number of labels, the average error increases with an (empirical) upper bound of 0.5, whereas the error variance decreases. In Figure 6 , the error is non-zero even for binary segmentation (Section 2.4.2) and it converges to 0.5 as the number of labels increases. (30) and (41)) for each number of labels. 
Effect of LS error in edge weights on s − t cut
Our inability to model the multi-way cut exactly as an s − t cut is captured by the LS error in estimating the edge weights. This error in edge weights results in error in the s − t cut (or error in the binary labeling), which is then decoded into a suboptimal solution to the multi-label problem. In Figure 7 and Figure 8 , we quantify the error in the cut cost and the labeling accuracy due to edge weight errors for different numbers of labels. To this end, we create a graph G with a proper topology (i.e. reflecting the 4-connectedness of 2D image pixels) and random edge weights (sampled uniformly Figure 6: LS error e t in estimating the n-links for increasing number of labels.
. We then construct G LSE , a noisy version of G, by introducing errors in the edge weights modeled after the LS error (i.e. the norm of the error is dependent on the number of labels, according to the error analysis results in Figure 5 and Figure 6 ). The cut cost error |C| is calculated using
where |C| = ∑ e i j ∈C w i j is cut cost of G and |C LSE | is the cut cost of G LSE . The labeling accuracy ACC is calculated using
where T P + T N gives the total number of correctly labelled, as object or background, vertices (i.e. true positive and true negatives), and |V | is the total number of vertices in the graph, which is equal to the number of pixels in the image times the number of bits needed to encode the different labels. The plots are the results of a Monte Carlo simulation of 10 realizations of G and G LSE representing a 25 × 25-pixel image, with the number of labels ranging from 2 to 256. Note that LSE errors were introduced to edge weights even for the binary case (Section 2.4.2), which explains why ACC < 1 and |C| > 0 for b = 1. We obtained an average (over all numbers of labels and all noise realizations) |C| = 0.094 and ACC = 0.864 with standard deviations 0.0009 and 0.0054, respectively. Note also the encouraging behavior where |C| and ACC remain almost constant even for increasing number of labels. Increasing the number of pixels by 16 times to 100 × 100 and doubling the number of realizations to 20, the reported values, for 128 labels, remained almost constant with an average |C| = 0.0926 and ACC = 0.863, with standard deviation 0.00018 and 0.0011, respectively. Note, however, that in image segmentation scenario the image intensities will be corrupted by noise, in addition to the errors introduced by the LS error.
It is important to emphasize that if we naively corrupt the edge weights of G with random error rather than LS error, we will obtain different ACC and |C| values with increasing number of labels. To show this, we create the graph G as before, but now the noisy version of G is created by simply adding noise sampled uniformly from [0, noise level] to the edge weights of G. The results are given in Figure 9 
Image segmentation results
We evaluate our algorithm's segmentation results on synthetic images by calculating DSC (Figure 11 ). We tested increasing levels of additive white Gaussian noise (AWGN), with 9 standard deviation levels σ ∈ {0, 0.05, 0.10, · · · , 0.40}, corrupting images (I(x, y) : R 2 → [0, 1]) of ellipses with random orientations, random lengths of major/minor axes', and varying pixel intensities. We tested 15 numbers of labels k = {2, 3, 4, · · · , 16} (k − 1 ellipses plus the background label). Sample images are shown in Figure 12 . We examined 11 different values for λ = {0, 0.1, 0.2, · · · , 1} (see (1) ). We used the Pott's label interaction penalty (V l i j = δ l i =l j ) with a spatially varying Gaussian image intensity penalty (
)) with β = 1 (see Section 1.2.). 50% of the pixels of each region (or label) l of the noisy image (mimicking seeding) were used to learn a Gaussian probability density function p l (x) ∼ N(µ l , σ l ) of the image intensity x for that region. The data penalty D i (l i ) for each pixel i with intensity x i was calculated as (p l (µ) − p l (x i ))/p l (µ). We ran 10 realization for each test case, i.e. a total of 14,850 segmentations (9 × 15 × 11 × 10). From Figure 11 , we note high DSC for small number of labels and small noise levels and, as expected, gradually decreasing DSC results with increasing labels and noise. Note, for example, the topmost blue curve for σ = 0.05 shows almost perfect segmentation (DSC = 1), whereas the second from top green curve for σ = 0.1, shows that DSC drops below 1 as the number of labels is 9 or higher. For σ = 0.15 this drop occurs earlier, at 5 labels.
We also present qualitative segmentation results on synthetic data ( Figure 12 ) and on magnetic resonance brain images ( Figure 13 ) from BrainWeb [11] . 
Conclusions
Multi-label MRF optimization is a challenging problem especially with non-trivial label-interaction priors. Algorithms that address these challenges have numerous implications for a variety of computer vision applications (e.g. segmentation, stereo reconstruction, etc.). We presented a novel approach to examining multi-label MRF.
Rather than labeling a single vertex with one of k labels, each vertex is first replaced by b = ceil(log 2 (k)) new vertices, and every new vertex is binary-labelled. The binary labeling of the new vertices encodes the original k labels, effectively approximating the multi-label problem with a globally and non-iteratively solvable s − t cut. With b vertices replacing each original vertex, a new graph topology emerges, whose edge weights are approximated using a novel LS error approach, derived from a system of linear equation capturing the original multi-label MRF energy without any restrictions on the interaction priors. Offline pre-computation of the pseudo-inverse used in LS is performed only once and used for different graphs and vertices. We quantitatively evaluated different properties of the proposed approximation method and demonstrated the application of our approach to image segmentation (with qualitative and quantitative results on synthetic and brain images). Future research is focused on addressing some of the deficiencies of the presented work as well as exploring ideas for improvements. The segmentation results will likely be improved with proper optimization of the free parameters (Section 1.2) (e.g. the choice of the label-interaction prior V l i j (l i , l j ), the spatially adaptive data interaction
, their associated parameters, T and β , and λ that balances the data and prior terms). Following such parameter optimization, it will be essential to compare with other approaches for multi-label segmentation methods. For segmentation of images that are more complex than intensity images, e.g. color images, diffusion tensor magnetic resonance images, dynamic positron tomography images, etc., the data interaction term must be replaced to better capture distances between vector and tensor pixels rather than scalar pixels. We plan to evaluate the performance of the method on computer vision problems that necessitates non-metric label interaction.
We noted |C| and ACC remaining almost constant with increasing number of labels when corrupting the graphs with LS error rather than random noise ( Figure 7 and Figure 8 ). We speculate the reason is that the number of unknowns does not increase as fast as the number of equations, but this remains to be further investigated and formally explored.
