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Abstract—This paper presents two extensions to robust
Model Predictive Control (MPC) involving imperfect informa-
tion. Previous work developed a form of MPC guaranteeing
feasibility and constraint satisfaction given an unknown but
bounded disturbance and perfect state information. In the
ﬁrst extension, this controller is modiﬁed to account for an
unknown but bounded state estimation error. As an example,
a simple estimator is proposed and analyzed to provide
the necessary error bounds. Furthermore, it is shown that
delayed state information can be handled using the same
method. These analyses depend on knowledge of bounds on
the measurement and disturbance uncertainties. The second
extension provides a method of estimating these bounds using
available data, providing an adaptive form of the controller
for cases where the error levels are poorly known a priori.
I. INTRODUCTION
This paper presents two extensions to robust Model
Predictive Control (MPC). The ﬁrst combines robust full-
state feedback MPC [1] with an estimator, as shown in
Fig. 1(a), to provide output feedback control, accounting for
inaccuracy and time delay in state information. The second
extension, outlined in Fig. 1(b), is applicable when the level
of uncertainty is not well known. It is a form of adaptive
control, using data history to estimate the uncertainty set
and modifying the MPC controller to suit.
The vast majority of research on MPC assumes full
state information. Recently, attention has turned to formal
analysis of the output feedback case. We adopt the approach
of Bertsekas and Rhodes [2] of transforming the problem
to an equivalent form with perfect information. A simple
ﬁnite-memory estimator is shown to provide state informa-
tion with suitably-bounded errors. Further, we provide a
formal analysis of the method proposed in [8] for handling
time delay, showing that it can be considered in the same
framework as estimation error. Closest to this work is that
of Lee and Kouvaritakis [5], who derive invariant sets for
the estimation error and then employ their own robust
MPC method. Other approaches involve variations on a
separation principle for nonlinear MPC [3], [4], including
the application of receding horizon estimation [6].
Analytical consideration of sensing noise and delay re-
quires knowledge of bounds on the process and measure-
ment uncertainty. While judgement and experience can
often fulﬁll this need, exact levels of uncertainty are rarely
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Fig.1: System Block Diagrams. In Fig. 1(a), a constant error
set W is embedded in MPC to account for uncertainties
w and v. In Fig. 1(b), the set W is estimated from online
measurements.
known in practice. The second development in this paper
provides an alternative approach, deriving error bounds
online from measurements of the system performance,
resulting in an adaptive scheme. Since the adaptation is
based on estimating the level of noise, the method is most
closely related to adaptive tuning for Kalman ﬁltering [7],
[9], using the innovation as measurement data to update
estimated levels of process and sensing noise. The adaptive
MPC scheme proposed in this paper is outlined in Fig. 1(b).
The prediction error can be directly measured and used
to update estimates of the bounding sets that determine
the constraint tightening. Adaptive ﬁltering methods usually
seek the variance of the signal [7], but the MPC robustness
depends on bounds on the prediction error. Therefore, a
novel algorithm is developed to predict bounds on future
signals from past measurements. Since the bounds are
estimated from imperfect information, there is a probability
that they might be lower than the true bound and that the
problem could become infeasible. The bounding algorithm
is set up to allow the designer to choose the probability of
this occurrence as a parameter in the adaptation scheme.
Section II reviews robust MPC with perfect information.
Section III shows how problems with imperfect information,
including estimation error in Section III-A and time delay
in Section III-E, can be accommodated by the controller
from Section II. Section IV develops the adaptive methodfor estimating error bounds online.
II. REVIEW OF ROBUST MPC
This section gives a brief review of the robust MPC
formulation from Ref. [1]. This controller guarantees ro-
bust feasibility and constraint satisfaction given full state
information. The new results in this paper arise from the
ability to convert other problems to this form and apply the
same result. Assume the system is linear-time invariant and
modeled by the discrete-time state-space equation
x(k + 1) = Ax(k) + Bu(k) + w(k) (1)
where the disturbance w is unknown but bounded, obeying
∀k w(k) ∈ W (2)
The objective is to satisfy output constraints
∀k y(k) = Cx(k) + Du(k) (3a)
y(k) ∈ Y (3b)
while minimizing the cost function
J =
∞ X
k=0
`(u(k),x(k)) (4)
where `(·) is some stage cost function. The matrices C
and D, the set Y and the function `(·) are all chosen
by the designer as part of the problem statement. Now
deﬁne P(x(k),Y,W), the MPC optimization starting from
state x(k) with constraint set Y and disturbance set W
J∗(x(k),Y,W) = min
u,x,y
N X
j=0
`(u(k + j|k),x(k + j|k))
subject to ∀j ∈ {0...N}
x(k + j + 1|k) = Ax(k + j|k) + Bu(k + j|k) (5a)
y(k + j|k) = Cx(k + j|k) + Du(k + j|k) (5b)
x(k|k) = x(k) (5c)
x(k + N + 1|k) ∈ XF (5d)
y(k + j|k) ∈ Y(j) (5e)
where the constraint sets for the plan Y(j) are tightened for
robustness using the following recursions
∀j ∈ {0...N − 1}
Y(0) = Y
Y(j + 1) = Y(j) ∼ (C + DK(j))L(j)W
L(0) = I
L(j + 1) = (A + BK(j))L(j)
for some candidate control u(j) = K(j)x(j), chosen by
the designer, that stabilizes the system. The operator “∼”
denotes the Pontryagin difference [10] deﬁned as
A ∼ B = {a | a + b ∈ A ∀b ∈ B} (6)
with the resulting useful property
c ∈ A ∼ B ⇒ c + b ∈ A ∀b ∈ B (7)
The terminal constraint set is given by
XF = R ∼ L(N)W (8)
where R is a robust control invariant admissible set i.e. there
exists a control law κ(x) satisfying the following
∀x ∈ R, Ax + Bκ(x) + L(N)w ∈ R, ∀w ∈ W (9a)
Cx + Dκ(x) ∈ Y(N) (9b)
This type of terminal constraint is a common feature of
MPC formulations, included to guarantee stability.
Algorithm 1 (Robustly Feasible MPC)
1) Solve problem P(x(k),Y,W)
2) Apply control u(k) = u∗(k|k) from the optimal
sequence
3) Increment k. Go to Step 1
Theorem 1 (Robust Feasibility) If P(x(0),Y,W) has a
feasible solution then the system (1) controlled by Algo-
rithm 1 and subjected to disturbances obeying (2) robustly
satisﬁes the constraints (3) and all subsequent optimizations
P(x(k),Y,W) are feasible.
This theorem is quoted from [1]. The proof is omitted
here for brevity.
III. IMPERFECT STATE INFORMATION
A. MPC with Estimation Error
This section shows the MPC formulation of Section II is
modiﬁed to operate with an inaccurate state estimate. The
method transforms the problem to consider the dynamics
of the estimate [2], which is perfectly known, by deﬁnition.
Let the state estimate ˆ x be the sum of the true state x and
an error e
ˆ x(k) = x(k) + e(k) (10a)
ˆ x(k + 1) = x(k + 1) + e(k + 1) (10b)
where the error is unknown but bounded
e(k) ∈ E ∀k (11)
Section III-B describes a simple estimator that is suitable
for this purpose. Substituting (10a) and (10b) into (1) gives
the dynamics of the estimate
ˆ x(k+1) = Aˆ x(k)+Bu(k)+w(k)+e(k+1)−Ae(k) (12)
This is the same form as the dynamics of the true state (1),
but driven by an “effective process noise”
ˆ w(k) = w(k) + e(k + 1) − Ae(k) (13)
Deﬁne the set ˆ W such that
ˆ w(k) ∈ ˆ W ∀k (14)
A suitable set can be found using the disturbance (2) and
estimate (11) error sets in a vector (Minkowski) summation
ˆ W = W ⊕ E ⊕ (−A)E (15)This is a suitable bound for (14) and will sufﬁce for ro-
bust feasibility, but it ignores possible correlations between
the estimation error and disturbance signals. This will be
examined further in Section III-C.
To account for the discrepancy between the true state and
the estimate, it is necessary to modify the constraint sets,
tightening them slightly using a Pontryagin difference (6)
ˆ Y = Y ∼ (−C)E (16)
Then the output feedback control algorithm involves chang-
ing only the uncertainty and constraint sets in the optimiza-
tion and including the estimation step.
Algorithm 2 (Robustly Feasible Output Feedback MPC)
1) Take measurement and form estimate ˆ x(k)
2) Solve problem P(ˆ x(k), ˆ Y, ˆ W)
3) Apply control u(k) = u∗(k|k) from the optimal
sequence
4) Increment k. Go to Step 1
Theorem 2 (Robust Feasibility with State Error) If
P(ˆ x(0), ˆ Y, ˆ W) has a feasible solution then the system (1),
with disturbances and estimate errors obeying (13) and (14),
and controlled using Algorithm 2, is robustly-feasible and
satisﬁes the constraints (3).
Proof The result of Theorem 1 applies for the system (12),
with the estimate ˆ x in place of the true state x. Perfect
information is known for this system and it is acted upon by
an effective process noise (13) bounded by (14). Therefore
Theorem 1 guarantees robust feasibility and satisfaction of
the following constraints
ˆ y(k) = Cˆ x(k) + Du(k) ∈ ˆ Y (17)
It remains to show that ˆ y(k) ∈ ˆ Y implies y(k) ∈ Y. The
true output is given by
y(k) = ˆ y(k) + (−C)e(k) (18)
So using the error bound (11), the constraints (16) and the
property (7) of the Pontryagin difference gives
ˆ y(k) ∈ ˆ Y ⇒ y(k) ∈ Y ∀e(k) ∈ E (19)
satisfying the true constraints (3).
B. Finite Memory Estimator
This section describes the implementation of a ﬁnite
memory estimator that is suitable for employment within
the MPC scheme described in Section III-A. Let the mea-
surement be
z(k) = Fx(k) + v(k) (20)
where v(k) is a random noise vector belonging to a known
bounded set V for all k. Deﬁne the following notation for
stacked vectors
r(j;k) =
 
r(j)T r(j + 1)T ··· r(k)TT
for a general discrete time vector signal r(·). Then the
combined equations for Nm past measurements give
z(k − Nm + 1;k) = Rx(k − Nm + 1) (21)
+Su(k − Nm + 1;k − 1)
+Tw(k − Nm + 1;k − 1)
+v(k − Nm + 1;k)
where
S =


 

0 ··· ··· 0
FB 0 ··· 0
FAB FB ··· 0
. . .
. . .
... 0
FA(Nm−2)B FA(Nm−3)B ··· FB


 

R =



F
FA
. . .
FA(Nm−1)


,T =





0 ··· ··· 0
F 0 ··· 0
FA F ··· 0
. . .
. . .
... 0
FA(Nm−2) FA(Nm−3) ··· F





If the system (A,F) is observable, then the matrix R
has full rank and its pseudo-inverse, denoted by R† and
satisfying R†R = I, can be found. This inverse can be
used to obtain an estimate of x(k − Nm + 1), which can
then be propagated to get an estimate of x(k)
ˆ x(k) = A(Nm−1)R†z(k − Nm + 1;k) (22)
+

P − A(Nm−1)R†S

u(k − Nm + 1;k − 1)
where
P =
h
A(Nm−2)B···AB B
i
Then the error in the estimate is given by
e(k) = ˆ x(k) − x(k)
= A(Nm−1)R†v(k − Nm + 1;k) (23)
+

A(Nm−1)R†T − Q

w(k − Nm + 1;k − 1)
where
Q =
h
A(Nm−2) ···A I
i
If the measurement noise v and process noise w lie in
bounded sets V and W, respectively, vector summation can
be used to ﬁnd the set of all possible estimation errors
E = A(Nm−1)R†(V × V × ··· × V) (24)
⊕

A(Nm−1)R†T − Q

(W × W × ··· × W)
such that e(k) ∈ E for all k.
C. Combining Finite Memory Estimator with MPC
The expression (24) for the estimation error can be used
in (15) to ﬁnd the set of all possible prediction errors.
However, the expression (15) is only a tight bound if
the quantities e(k), e(k + 1) and w(k) are independently
distributed within their given sets. This is not true in general,
as there is some overlap in the measurements used to deter-
mine any two successive estimates. This section identiﬁes
a better bound on the prediction error ˆ w(k) than (15).The expression for the estimation error (23) can be sub-
stituted into the prediction error (13) to give an expression
for ˆ w(k) in terms of independent quantities
ˆ w(k) = ˜ Pv(k − Nm + 1;k + 1) + ˜ Qw(k − Nm;k)
where
˜ P =

−ANmR† | 0

+

0 | A(Nm−1)R†
˜ Q =

−A
 
A(Nm−1)R†T − Q

| 0

+ 
0 |
 
A(Nm−1)R†T − Q

+ [0···0 | I]
Then an improved set bound for the prediction error (14),
based on independent quantities, is given by
ˆ W = ˜ P(V ×V ×···×V)⊕ ˜ Q(W ×W ×···×W) (25)
D. Example
Algorithm 2 and the estimator from Section III-B were
used in simulation to control a simple double integrator
plant with control and state constraints. Fig. 2(a) shows
the estimation error e(k) at each step plotted in the state
space. Observe that the errors e(k) lie within the set of
all possible estimation errors E obtained from (24), shown
shaded. Fig. 2(b) shows the state prediction error ˆ w(k),
again plotted as points in state space. The points all lie
within the inner set, obtained using (25), the expression
for the prediction error set that incorporates the correlation
between estimation errors and process noise. The larger
set, shown for comparison, is the set found using (15),
assuming that estimation errors and process noise are all
independent. This is a very large superset of the actual error
set, showing that the assumption of independence leads
to very conservative control, due to excessive constraint
tightening, and that it is very important to analyze the
estimator for prediction error.
E. Time Delay
This section extends the formulation to account for a time
delay in the loop. Delay can arise from several effects,
including measurement, computation and communication
latencies. We assume that the length of the delay is known.
Adopting the approach of [8], the state measurement is
propagated forward by the length of the delay to obtain
the initial condition for each MPC optimization. This may
be regarded as an estimate of the state at the time the plan
begins. The analysis proceeds by converting the delayed-
state case to the uncertain-state case of Section III-A.
Consider an LTI system, in continuous time, with
state xc(t) and control uc(t) at time t and the following
dynamics
˙ xc(t) = Acxc(t) + Bcuc(t) + Ecwc(t) (26)
The control is updated at discrete times with step length T
using a zero-order hold
uc(t) = u(k) kT ≤ t < (k + 1)T (27)
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hence the dynamics of discrete-time state can be written in
the form of (1) as
x(k+1)
z }| {
xc((k + 1)T) =
A
z}|{
eAcT
x(k)
z }| {
xc(kT)+
B
z }| { Z T
0
eAc(T−τ)dτBc u(k)
+
Z T
0
eAc(T−τ)Ecwc(kT + τ)dτ
| {z }
w(k)
(28)
The discrete-time state estimates are based on measure-
ments delayed by time D (see Fig. 3), where the delay is
assumed to be less than the time step D < T. The delay can
include measurement, computation and actuation latencies.
At time t = kT − D, a measurement is taken and used to
form an estimate of the state, corrupted by an error n(k).
That estimate is then propagated forward using the model
to form a prediction of the state at time kT given by
ˆ xc(kT|kT − D) = eAcDxc(kT − D) + eAcDn(k)(29)
+
Z D
0
eAc(D−τ)dτBcu(k − 1)A similar expression, but including the disturbance in place
of the estimation error, gives the true state at time kT in
terms of the true state at kT − D
xc(kT) = eAcDxc(kT − D) (30)
+
Z D
0
eAc(D−τ)dτBcu(k − 1)
+
Z D
0
eAc(D−τ)Ecwc(kT − D + τ)dτ
Subtracting (30) from (29) gives an equation for the effec-
tive estimation error at time kT
ˆ x(k)
z }| {
ˆ xc(kT|kT − D)−
x(k)
z }| {
xc(kT) = (31)
eAcDn(k) −
Z D
0
eAc(D−τ)Ecwc(kT − D + τ)dτ
| {z }
e(k)
Comparing (31) and (28) with (10a) and (1), respectively,
it is clear that the uncertainty introduced by the delay can
be considered in the same framework as estimation error
and disturbance. If bounding sets are known for disturbance
wc(t) and estimation error n(k), then a bound ˆ W satisfy-
ing (14) can be obtained and the formulation of Section III-
A is applicable. The only change to Algorithm 2 is the
prediction in the estimate.
Algorithm 3 (Robust MPC with Time Delay)
1) (Time t = kT − D): Take measurement and form
estimate ˆ x(kT − D)
2) Predict state D ahead ˆ x(kT|kT − D) using (29)
3) Solve MPC optimization starting from predicted state
P(ˆ x(kT|kT − D), ˆ Y, ˆ W)
4) (Time t = kT): Update control input using u(k) =
u∗(k|k) as in (27)
5) Increment k. Go to Step 1
IV. ADAPTIVE PREDICTION ERROR BOUNDS
This section describes a method for deriving estimated
bounds on the prediction error from online measurements.
The method develops online an estimated set ˜ W(k) such
that, if the MPC constraints are tightened to accommodate
disturbances in ˜ W(k), then the problem will remain feasible
with some probability λ0 for a speciﬁed number of steps.
A. Bound Estimation for a Random Signal
This section brieﬂy presents a method for estimating the
maximum value of a random signal over a future window
based on the observed maximum over a past window. The
reader is referred to Ref. [11] for a thorough derivation.
Assume the stationary discrete-time scalar random pro-
cess X(k) is white and Gaussian with zero mean and
Σ standard deviation, where Σ is a random variable, uni-
formly distributed in [σ,σ]. Deﬁne
Z = max
k∈{1..N}
X(k)
Y = max
k∈{(N+1)..(N+M)}
X(k)
as the past (observed) and future (to be estimated) values
of X(k), respectively. Then the conditional probability
density of Y given Z is
fY |Z(y,z) =
M
Z σ
σ
[FX|Σ(y,σ)]M−1fX|Σ(y,σ)[FX|Σ(z,σ)]N−1fX|Σ(z,σ)dσ
Z σ
σ
[FX|Σ(z,σ)]N−1fX|Σ(z,σ)dσ
where fX|Σ(x,σ) and FX|Σ(x,σ) are the conditional (given
variance Σ) probability density and cumulative probability
functions for X(k), respectively. This can be numerically
integrated and inverted to give a bound estimation function
GNM(z,λ) = y ⇔
Z y
−∞
fY |Z(u,z)du = λ
Hence if the measured maximum over a measured N sam-
ples is z, then with probability λ, a further M samples will
not exceed GNM(z,λ).
B. Bounding Set Estimation for Vector Signals
This section employs the scalar bound estimate func-
tion GNM(z,λ) to identify bounds on multivariable signals.
Assume a vector random process x(k) is white and Gaus-
sian. Then for any vector e of suitable size, X(k) = eTx(k)
is a scalar, white Gaussian random signal and the analysis
in Section IV-A can be used to derive an estimated bound
on eTx(k). Consider a set of L such vectors {ei} such that
the polytope deﬁned by
Ex ≤ q, E = [e1 ···eL]
T (33)
is bounded for all q. Then set the threshhold values using
qi = GNM

max
k∈{1...N}
eT
i x(k),λ

(34)
where
λ = 1 −
(1 − λ0)
L
(35)
Then the probability of the future maximum y lying inside
the polytope (33) is bounded by
P (Ey ≤ q) ≥ λ0
The designer chooses λ0 ∈ (0,1) to set the level of risk, with
values closer to 1 giving smaller probability of exceeding
the estimated bound but slower adaptation.
C. Adaptive MPC
This section describes the combination of the bound
estimation from Section IV-B and the robustly-feasible
MPC from Section II to form an adaptive controller, using
the arrangement shown in Fig. 1(b). The prediction error
can be written as
ˆ w(k) = ˆ x(k + 1) − x(k + 1|k) (36)
Both quantities on the right hand side are known at
time k + 1, so measurements of ˆ w can be taken and usedto form an estimated error set ˜ W(k) using the method
in Section IV-B, such that with probability λ0, all future
prediction errors ˆ w(k+j) over some window j = {1...M}
lie within set ˜ W(k), and the optimization constraints are
tightened accordingly. Feasibility is guaranteed provided
the prediction error ˆ w(k) remains in the set ˜ W(k), but
exceeding the bound on any given step does not necessarily
cause infeasibility. Therefore, the probability of infeasibility
is less than 1 − λ0.
A further complication when employing the bound esti-
mation within adaptive MPC is that the error bound must
always be shrinking, i.e. it is required that ˜ W(k + 1) ⊆
˜ W(k). The guarantee of robust feasibility relies on the
feasibility of a particular candidate solution and this may
not hold if the optimization constraints are tightened. To
avoid this possibility, restrict the adaptation algorithm so
that the set estimate is non-enlarging, using the estimate
equation (34) only if the bound is decreasing
qi(k + 1) = min

GNM

max
k∈{0...k}
e
T
i ˆ w(j),λ

,qi(k)

(37)
where qi(k) is the estimated bound in direction i at time
k. In practice, this update should be performed relatively
infrequently, e.g. once every 1000 steps. This reduces com-
putation and also addresses an underlying assumption of
sample independence (see Ref. [11]).
Algorithm 4 (Adaptive MPC)
1) (Initialization): Choose weighting matrix E and initial
limits q(0)
2) Take measurement and form current estimate ˆ x(k)
(including propagation for delay if necessary as in
Section III-E)
3) Measure and store prediction error ˆ w(k) using (36)
4) If k is an error-set update step, then update error
bounds using (37), else q(k) = q(k − 1).
5) Solve MPC optimization starting from estimate
P(ˆ x(k), ˆ Y, ˜ W(k))
6) Apply ﬁrst control input u(k) = u∗(k|k)
7) Increment k. Go to Step 2.
D. Examples
Fig. 4 shows the results of a simulation using adaptive
MPC from Algorithm 4 for the double integrator example,
previously seen in Section III-D, in which the aim is to
keep the position within limits of ±1 with minimum control
energy. Error set updates were performed every 1000 steps.
The top plot shows the position time history, with the dashed
lines marking the constraints on the second plan step Y(1).
The constraints can be seen to be relaxed at each update,
most signiﬁcantly at the ﬁrst update, and the controller
makes use of the relaxation, allowing greater state devia-
tions and reducing the control energy use i.e. the slope of the
bottom plot. The middle plot shows the time history of the
prediction error and the estimated bounds. The bounds can
be seen to be tightening but always overbounding the error.
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Fig.4: Time Histories from Adaptive MPC
In this case, the ﬁrst 1000 samples give a good estimate of
the error set.
V. CONCLUSIONS
Output feedback Model Predictive Control has been
developed, guaranteeing robust constraint satisfaction and
feasibility despite the presence of unknown but bounded
measurement and process uncertainty. The same controller
can accommodate time delay in the loop by including
prediction in the estimator. Furthermore, for cases where the
uncertainty bounds are not well known a priori, an adaptive
form has been developed using online measurements to
estimate the set of possible prediction errors.
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