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THE FUNCTION FIELD SATHE´-SELBERG FORMULA IN ARITHMETIC PROGRESSIONS
AND ‘SHORT INTERVALS’
ARDAVAN AFSHAR
SAM PORRITT
Abstract. We use a function field analogue of a method of Selberg to derive an asymptotic formula for the number
of (square-free) monic polynomials in Fq[X] of degree n with precisely k irreducible factors, in the limit as n tends
to infinity. We then adapt this method to count such polynomials in arithmetic progressions and short intervals,
and by making use of Weil’s ‘Riemann hypothesis’ for curves over Fq, obtain better ranges for these formulae than
are currently known for their analogues in the number field setting. Finally, we briefly discuss the regime in which
q tends to infinity.
1. Introduction
One natural generalisation of the problem of counting primes up to x is to count numbers up to x with exactly k
distinct prime divisors. In [Sa], Sathe´ proved that for A > 0 an arbitrary constant we have
πk(x) := #{n 6 x : n = p1 . . . pk for some p1, . . . , pk distinct primes} ∼ G
(
k − 1
log log x
)
x
log x
(log log x)k−1
(k − 1)!
uniformly for x > 3 and 1 6 k 6 A log log x, where G(z) = 1Γ(1+z)
∏
p prime(1 +
z
p )(1− 1p )z .
In [Se], Selberg gave a simpler proof of this result, now known as the “Sathe´-Selberg Formula”. One might ask
whether such a formula also holds for numbers restricted to a given arithmetic progression or short interval. For
example, in [Sp], Spiro showed that such a formula holds for n 6 x restricted to n ≡ a mod q, provided q does not
exceed some fixed power of log x.
We begin by proving an asymptotic formula for the number of monic polynomials in Fq[X ] of degree n with exactly
k distinct irreducible divisors, using an adaptation of Selberg’s technique. If we let M = {f ∈ Fq[X ] : f monic},
Mn = {f ∈ M : deg f = n} and I = {p ∈ M : p irreducible}, then we get
Theorem 1. Let A > 1. Then uniformly for all n > 2 and 1 6 k 6 A logn
Πk(n) := #{f ∈ Mn : f = p1 . . . pk for some p1, . . . , pk ∈ I distinct}
=
qn
n
(logn)k−1
(k − 1)!
(
G
(
k − 1
logn
)
+OA
(
k
(logn)2
))
where G(z) = F (1/q,z)Γ(1+z) and F (1/q, z) =
∏
p∈I
(
1 + zqdeg p
)(
1− 1qdeg p
)z
.
This says that the asymptotic density of polynomials in Mn with k distinct prime divisors is 1n (log n)
k−1
(k−1)! G
(
k−1
logn
)
.
An asymptotic formula of this form was first derived by Car in [C], but with an error term which inexplicitly
depends on k and q.
With some additional technical work following Chapters II.5 and II.6 of [T], one could strengthen Theorem 1 to be
of an analogous form to Chapter II.6 Theorem 4 of [T], namely
Πk(n) =
qn
n

 J∑
j=0
Pj,k(log n)
nj
+OA
((
cJ + 1
n
)J+1
(logn)k
k!
)
where Pj,k(x) is a polynomial of degree at most k− 1, J is a non-negative integer, and c is some absolute constant.
Such an improvement could also be carried through to Theorems 2 and 3 below, to give similarly strengthened
versions of what they state.
Next, we apply our method to Dirichlet L-functions for Fq[X ], to derive an asymptotic formula for the number of
such polynomials in a given arithmetic progression with difference of degree no bigger than roughly n/2.
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Theorem 2. Let g, d ∈ Fq[X ] be coprime and m = deg d. Let A > 1, n > 2 and 1 6 k 6 A log n.
Then for m 6
(
1
2 −
1+log(1+A2 )
log q
)
n we have
Πk(n; g, d) := #{f ∈ Mn f ≡ g mod d : f = p1 . . . pk for some p1, . . . , pk ∈ I distinct}
=
1
Φ(d)
qn
n
(logn)k−1
(k − 1)!
(
Gd
(
k − 1
logn
)
+OA
(
k
(log n)2
))
where Φ(d) =
∣∣∣(Fq[X ]/(d(X)))×∣∣∣, and Gd(z) =
(∏
p|d
(
1 + zqdeg p
)−1)
G(z) where G(z) is defined as in Theorem 1.
This range on the degree of the difference is obtained by our use of Weil’s ‘Riemann Hypothesis’, which allows us
to bound the contributions from the non-principal characters as roughly square-root of the contribution from the
principal character. A better range would require additional cancellation amongst these characters.
This range corresponds to taking the difference up to roughly
√
x in the number field setting, compared to any
fixed power of log x as in Theorem 1 of [Sp].
Finally, by using an ‘involution-trick’, we apply Theorem 2 to derive an asymptotic formula for the number of such
polynomials in a given ‘short interval’ of length no shorter than roughly n/2 (which again corresponds to roughly√
x in the number field setting).
Theorem 3. Let g ∈ Fq[X ]. Let A > 1, n > 2 and 1 6 k 6 A logn.
Then for h satisfying n− 1 > h >
(
1
2 +
1+log(1+A2 )
log q
)
(n+ 1), we have
Πk(n; g;h) := #{f ∈ Mn deg(f − g) 6 h : f = p1 . . . pk for some p1, . . . , pk ∈ I distinct}
=
qh+1
n
(logn)k−1
(k − 1)!
(
H
(
k − 1
logn
)
+
k − 1
q logn
H
(
k − 2
log(n− 1)
)
+OA
(
k
(log n)2
))
where H(z) = qq+zG(z) and G(z) is defined as in Theorem 1.
The two main terms in Theorem 3 come from counting polynomials with non-zero constant term and polynomials
with zero constant term separately. In the range where k ≍ logn, the latter is roughly a factor of q smaller than
the former, and so of the same order of magnitude in the limit as n tends to infinity.
Note that, though Theorems 1, 2 and 3 are relevant only in the regime in which n tends to infinity, the error term
in each does not depend on q. Moreover, we briefly discuss in Section 5 the regime in which q tends to infinity.
2. The function field Sathe´-Selberg formula
2.1. Outline. Let ω(f) = #{p ∈ I : p|f} and define the Mo¨bius function onM by
µ(f) =
{
(−1)ω(f) if f is square-free
0 otherwise
so that µ2 is the indicator function for the square-free polynomials in M and
Πk(n) =
∑
f∈Mn
ω(f)=k
µ2(f).
In order to study Πk(n), we will consider a two variable zeta function for M which will serve to count irreducible
factors, namely,
A(T, z) =
∑
f∈M
µ2(f)zω(f)T deg f =
∏
p∈I
(1 + zT degp).
By taking z ∈ C and considering A(T, z) as a power series in T we will derive estimates for its coefficients, which
we denote by Az(n) =
∑
f∈Mn µ
2(f)zω(f). Then we can recover Πk(n) from the identity∑
k>0
Πk(n)z
k = Az(n)
using Cauchy’s formula
Πk(n) =
1
2πi
∮
Az(n)
zk+1
dz.
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This plan will be carried out by first deriving an estimate for the coefficients of the power series of ζ(T )z , where
ζ(T ) =
∑
f∈M T
deg f is the zeta function for M, and then relating this to the estimate we want. Throughout,
A > 1 will be an arbitrary constant and z a complex variable satisfying |z| 6 A.
2.2. Proof of Theorem 1. First note that there are qn polynomials in Mn and that therefore, for |T | < 1/q,
ζ(T ) =
∑
f∈M
T deg f =
∑
n>0
qnT n =
1
1− qT .
For T in this range, we define ζ(T )z = exp(z log ζ(T )), where we choose the branch of the logarithm which is defined
on the cut plane C\[0,∞) and is real for T real.
Lemma 2.1. If we define Dz(n) for n > 0 via the identity ζ(T )
z =
∑
n>0Dz(n)T
n, then we have that
Dz(n) = q
n
(
n+ z − 1
n
)
where
(
w
n
)
= 1n!
∏n−1
j=0 (w − j).
Proof. The binomial theorem gives us
ζ(T )z = (1− qT )−z =
∑
n>0
(
n+ z − 1
n
)
qnT n.

Corollary 2.2. For all n > 1 and |z| 6 A,
Dz(n) = q
nn
z−1
Γ(z)
+OA
(
qnnℜz−2
)
.
Proof. By choosing the implied constant large enough, it is sufficient to prove this for n > 2A. In this range, we
consider two cases. The first is when z is a non-positive integer, in which case Dz(n) = 0 =
qn
Γ(z)n
z−1 . Otherwise
we can use the Weierstrass Product Formula for Γ(z) in the second line below to get
Γ(n+ z)
Γ(n+ 1)
=
1
n+ z
(
n∏
k=1
k + z
k
)
zΓ(z)
=
1
n+ z
(
n∏
k=1
k + z
k
)
e−γz
( ∞∏
k=1
k
k + z
ez/k
)
=
e−γz
n+ z
(
n∏
k=1
ez/k
)( ∞∏
k=n+1
k
k + z
ez/k
)
=
e−γz
n+ z
exp
(
n∑
k=1
z
k
)
exp
( ∞∑
k=n+1
(z
k
− log
(
1 +
z
k
)))
=
e−γz
n+ z
exp
(
z
(
log n+ γ +O
(
1
n
)))
exp
( ∞∑
k=n+1
∞∑
m=2
(−1)m z
m
mkm
)
=
nz
n+ z
(
1 +OA
(
1
n
))
exp
(
OA
(
1
n
))
= nz−1
(
1 +OA
(
1
n
))
.
From this and Lemma 2.1 we can conclude that
Dz(n) = q
n
(
n+ z − 1
n
)
= qn
Γ(n+ z)
Γ(n+ 1)Γ(z)
= qn
nz−1
Γ(z)
(
1 +OA
(
1
n
))
.

It was fairly straightforward to derive an asymptotic formula for Dz(n). The following technical proposition will
allow us to use this result to deduce asymptotic formulae for the coefficients of more general series provided their
behaviour at 1/q is similar to the singularity of ζ(T )z at T = 1/q.
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Proposition 2.3. Let C(T, z) =
∑
n>0 Cz(n)T
n and M(T, z) =
∑
n>0Mz(n)T
n be power series with coefficients
depending on z satisfying C(T, z) =M(T, z)ζ(T )z. Suppose also that, uniformly for |z| 6 A,
(⋆)
∑
a>0
|Mz(a)|
qa
a2A+2 ≪A 1.
Then, uniformly for |z| 6 A and n > 1, we have
Cz(n) = q
n n
z−1
Γ(z)
M(1/q, z) +OA(q
nnℜz−2).
Proof. Using our expression for Dz(n) from Corollary 2.2 and that Dz(0) = 1, we get
Cz(n) =
∑
06a6n
Mz(a)Dz(n− a)
= qn

 ∑
06a<n
Mz(a)
qa
(n− a)z−1
Γ(z)
+OA

 ∑
06a<n
|Mz(a)|
qa
(n− a)ℜz−2

+ Mz(n)
qn

 .
Here we split the first sum at n/2 and use the fact that
(n− a)z−1 =
{
nz−1 (1 +OA(a/n)) , if 0 6 a 6 n/2
OA(n
A−1), if n/2 < a < n.
Combining this with (⋆) we get
∑
06a<n
Mz(a)
qa
(n− a)z−1
Γ(z)
=
∑
06a6n/2
Mz(a)
qa
nz−1
Γ(z)
(1 +OA(a/n)) +OA

 ∑
n/2<a<n
|Mz(a)|
qa
nA−1


=
∑
06a6n/2
Mz(a)
qa
nz−1
Γ(z)
+OA

nℜz−2 ∑
06a6n/2
|Mz(a)|a
qa
+ nℜz−2
∑
n/2<a<n
|Mz(a)|a2A+1
qa


=
nz−1
Γ(z)
M(1/q, z) +OA

nℜz−1 ∑
a>n/2
|Mz(a)|
qa
+ nℜz−2


=
nz−1
Γ(z)
M(1/q, z) +OA

nℜz−2 ∑
a>n/2
|Mz(a)|a
qa
+ nℜz−2


=
nz−1
Γ(z)
M(1/q, z) +OA
(
nℜz−2
)
.
Where, in the final term of the second line, we use that nℜz−2a2A+1 ≫ n−A−2n2A+1 = nA−1 for n/2 < a < n.
Similarly, for the second sum we get
∑
06a<n
|Mz(a)|
qa
(n− a)ℜz−2 =
∑
06a6n/2
|Mz(a)|
qa
nℜz−2 (1 +OA(a/n)) +OA

 ∑
n/2<a<n
|Mz(a)|
qa
nA−2


≪A nℜz−2
∑
06a6n/2
|Mz(a)|
qa
+ nℜz−3
∑
06a6n/2
|Mz(a)|a
qa
+ nℜz−3
∑
n/2<a<n
|Mz(a)|a2A+1
qa
≪A nℜz−2.
Finally, by (⋆) we have that the last term is
Mz(n)
qn
≪ nℜz−2 |Mz(n)|n
A+2
qn
≪ nℜz−2
∑
a>0
|Mz(a)|
qa
aA+2 ≪A nℜz−2.
Putting everything together proves the proposition. 
Remark 2.4. This follows the same ideas as Theorem 7.18 of [MV].
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We will apply the previous proposition with the series F (T, z) =
∑
n>0Bz(n)T
n defined by
F (T, z) := A(T, z)ζ(T )−z =
∏
p∈I
(1 + zT degp)(1− T deg p)z .
First we check that the conditions of Proposition 2.3 are satisfied.
Proposition 2.5. For |z| 6 A, n > 2 and σ > 12∑
06a6n
|Bz(a)|
qσa
6
{
cA,σ if σ >
1
2
ncA if σ = 12 ,
where cA,σ is a constant depending on A and σ, and cA is a constant depending on A.
Consequently, since a2A+2 6 qa/3 for a sufficiently large, we have for |z| 6 A that∑
a>0
|Bz(a)|
qa
a2A+2 ≪A
∑
a>0
|Bz(a)|
q2a/3
≪A 1.
Proof. If we let bz(f) be the multiplicative function defined on powers of monic irreducible polynomials p by the
power series identity
1 +
∑
k>1
bz(p
k)Sk = (1 + zS)(1− S)z
then F (T, z) =
∑
f∈M bz(f)T
deg f and so Bz(n) =
∑
f∈Mn bz(f). From this definition, we see that bz(p) = 0 on
irreducible p and, by Cauchy’s inequality after integrating over the complex circle |S| = 1√
3/2
, that
|bz(pk)| 6 (3/2)k/2MA, for k > 2
where MA = sup|z|6A,|S|6 1√
3/2
|(1 + zS)(1− S)z| is some constant depending on A.
Therefore, letting M6n = {f ∈ M : deg f 6 n} and I6n = {p ∈ I : deg p 6 n}, we have∑
06a6n
|Bz(a)|
qσa
6
∑
f∈M6n
|bz(f)|
qσ deg f
6
∏
p∈I6n

1 +∑
k>1
|bz(pk)|
qkσ deg p


6
∏
p∈I6n

1 +MA∑
k>2
( √
3/2
qσ deg p
)k
=
∏
p∈I6n
(
1 +
3MA/2
qσ deg p(qσ deg p −
√
3/2)
)
.
Taking the logarithm and using the prime polynomial theorem we get
∑
p∈I6n
log
(
1 +
3MA/2
qσ deg p(qσ deg p −
√
3/2)
)
6 6MA
∑
16d6n
qd(1−2σ)
d
6
{
6MA
q2σ−1−1 if σ >
1
2
12MA logn if σ =
1
2 .
Exponentiating then gives the stated result. 
Remark 2.6. Proposition 2.5 also proves that F (1/q, z) is absolutely uniformly convergent for |z| 6 A and so
holomorphic in z for |z| 6 A.
Remark 2.7. This follows the same ideas as the beginning of Chapter II.6 of [T].
Corollary 2.8. Uniformly for |z| 6 A and n > 1, we have
Az(n) = q
nn
z−1
Γ(z)
F (1/q, z) +OA(q
nnℜz−2).
Proof. By Proposition 2.5, this follows from Proposition 2.3 with C(T, z) = A(T, z) and M(T, z) = F (T, z). 
We now turn to the proof of a generalisation of the main result in this section.
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Proposition 2.9. Let A > 1, M(z) be a holomorphic function for |z| 6 A, and Cz(n) be an arithmetic function
such that uniformly for |z| 6 A and n > 1
Cz(n) = q
nn
z−1
Γ(z)
M(z) +OA(q
nnℜz−3/2).
Moreover, for k > 1 an integer, let αk(n) be the arithmetic function defined by
αk(n) =
1
2πi
∮
Cz(n)
zk+1
dz.
Then for N(z) = M(z)Γ(1+z) , we have that uniformly for all n > 2 and 1 6 k 6 A logn
αk(n) =
qn
n
(logn)k−1
(k − 1)!
(
N
(
k − 1
logn
)
+OA
(
k
(log n)2
))
.
Proof. When k = 1 we integrate around the circle |z| = 1/4 to get
α1(n) =
1
2πi
∮
Cz(n)
z2
dz =
qn
n
(
1
2πi
∮
N(z)nz
z
dz +OA(n
−1/4)
)
=
qn
n
(
N(0) +OA(n
−1/4)
)
.
Now assume k > 1. We integrate the around the circle |z| = r = k−1logn < A so that the contribution from the error
term in Cz(n) is
OA
(
qn
∫
|z|=r
∣∣∣∣nℜz−3/2dzzk+1
∣∣∣∣
)
≪A qnnr−3/2r−k = q
n
n3/2
ek−1
(logn)k
(k − 1)k ≪A
qn
n3/2
(log n)k
(k − 1)!
which is smaller than the error which we are aiming for in the theorem.
The contribution from the main term in Cz(n) is
qn
n
∫
|z|=r
N(z)nz
zk
dz.
Integration by parts gives∫
|z|=r
nz
zk−1
dz =
k − 1
logn
∫
|z|=r
nz
zk
dz = r
∫
|z|=r
nz
zk
dz =⇒ 1
2πi
∫
|z|=r
(z − r)n
z
zk
dz = 0.
Using this fact to determine that the last term in the following line vanishes, we have
1
2πi
∫
|z|=r
N(z)
nz
zk
dz =
N(r)
2πi
∫
|z|=r
nz
zk
dz +
1
2πi
∫
|z|=r
(N(z)−N(r)−N ′(r)(z − r)) n
z
zk
dz
=
N(r)
2πi
∫
|z|=r
nz
zk
dz +O
(∣∣∣∣∣
∫
|z|=r
N ′′(r)(z − r)2 n
z
zk
dz
∣∣∣∣∣
)
= N(r)
(log n)k−1
(k − 1)! +OA
(∫
|z|=r
|z − r|2
∣∣∣∣nzzk
∣∣∣∣ |dz|
)
where N(z) is a composition of holomorphic functions and so holomorphic for |z| 6 A, so in the final line we can
use that N ′′(z) is uniformly bounded for |z| 6 A by a constant depending on A.
We can estimate this last integral as follows∫
|z|=r
|z − r|2
∣∣∣∣nzzk
∣∣∣∣ |dz| =
∫ 2pi
0
r3−k|eiθ − 1|2er cos θ logndθ
= r3−k
∫ pi
−pi
4 sin2(θ/2)e(k−1) cos θdθ
6 r3−k
∫ pi
−pi
θ2e(k−1)(1−θ
2/5)dθ
6 r3−kek−1
∫ ∞
−∞
θ2e−(k−1)(θ
2/5)dθ
≪ r3−kek−1(k − 1)−3/2.
The error is therefore
≪A q
n
n
ek−1
(k − 1)(k−3/2) (log n)
k−3 ≪A q
n
n
k(logn)k−3
(k − 1)!
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by Stirling’s approximation again and the result follows. 
Remark 2.10. This follows the same ideas as Theorem 7.19 of [MV].
Now, taking M(z) = F (1/q, z), N(z) = G(z), Cz(n) = Az(n) and αk(n) = Πk(n) in Proposition 2.9, and using
Remark 2.6 and Corollary 2.8 to verify its hypotheses, we prove Theorem 1.
Remark 2.11. We can also estimate ρk(n) := {f ∈ Mn : ω(f) = k} by first proving an analogue of Proposition
2.5 for the power series
F˜ (T, z) := ζ(T )−z
∑
f∈M
zω(f)T deg f =
∏
p∈I
(
1 +
zT degp
1− T degp
)
(1− T degp)z
then applying Proposition 2.3 with M(T, z) = F˜ (T, z) and C(T, z) = A˜(T, z) where
A˜(T, z) =
∑
n>0
A˜z(n)T
n :=
∑
f∈M
zω(f)T deg f = F˜ (T, z)ζ(T )z
and finally applying Proposition 2.9 with M(z) = F˜ (1/q, z), N(z) = G˜(z) = F˜ (1/q,z)Γ(1+z) , Cz(n) = A˜z(n) and αk(n) =
ρk(n), in order to obtain an analogue of Theorem 1, namely
ρk(n) =
qn
n
(log n)k−1
(k − 1)!
(
G˜
(
k − 1
logn
)
+OA
(
k
(logn)2
))
uniformly for all n > 2 and 1 6 k 6 A logn.
Using this, and following Theorem 7.20 and Theorem 7.21 of [MV], we can prove the analogue of the Erdo˝s-Kac
theorem for Fq[T ], which tells us the mean, variance and limiting distribution of the function ω.
3. The Sathe´-Selberg formula in arithmetic progressions
We now follow the same strategy, but with Dirichlet L-functions, in order to count polynomials, with a prescribed
number of irreducible factors, in arithmetic progressions. In the next section, we will see how this can then be used
to count such polynomials from a “short interval”.
Let d ∈ M be some polynomial of degree m > 1. Consider the characters χ : (Fq[X ]/(d(X)))× −→ C×, with χ0
being the principal character, and let
L(T, χ) =
∑
f∈M
χ(f)T deg f =
∏
p∈I
(1− χ(p)T deg p)−1
be the associated L-function. As for ζ(T )z, we define L(T, χ)z = exp(z logL(T, χ)) for |T | < 1/q where we choose
the branch of the logarithm which is real for T real. Our first task is to relate the coefficients of ζ(T )z and L(T, χ)z.
Consider the following identities which follow from the binomial theorem,
ζ(T )z =
∏
p∈I
(1− T degp)−z =
∏
p∈I

1 +∑
k>1
(
z + k − 1
k
)
T k deg p


L(T, χ)z =
∏
p∈I
(1− χ(p)T deg p)−z =
∏
p∈I

1 +∑
k>1
(
z + k − 1
k
)
χ(pk)T k deg p

 .
We see that if dz(f) is the multiplicative function defined on irreducible powers p
k as dz(p
k) =
(
z+k−1
k
)
then
ζ(T )z =
∑
f∈M dz(f)T
deg f and L(T, χ)z =
∑
f∈M dz(f)χ(f)T
deg f . Hence, Dz(n, χ) :=
∑
f∈Mn dz(f)χ(f) is the
coefficient of T n in L(T, χ)z.
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3.1. Generalised divisor sums twisted by non-principal characters.
Proposition 3.1. For χ 6= χ0, |z| 6 A and n > 1
|Dz(n, χ)| 6 qn/2
(
n+Am− (A+ 1)
n
)
6 qn/2
(
n+Am
n
)
.
Proof. From Proposition 4.3 of [R], we know that for χ 6= χ0 we have
L(T, χ) =
m−1∑
j=1

 ∑
f∈Mj
χ(f)

T j = m−1∏
j=1
(1− αjT )
where |αj | is 0, 1 or √q as a consequence of Weil’s Theorem (the ‘Riemannn Hypothesis’ for curves over Fq).
Now, from the binomial theorem we get
L(T, χ)z =
m−1∏
j=1
(1− αjT )z =
∑
n>0

 ∑
r1+...+rm−1=n
(
z
r1
)
. . .
(
z
rm−1
)
αr11 . . . α
rm−1
m−1

 (−1)nT n.
Using that |αj | 6 √q and |z| 6 A we get that
|Dz(n, χ)| =
∣∣∣∣∣∣
∑
r1+...+rm−1=n
(
z
r1
)
. . .
(
z
rm−1
)
αr11 . . . α
rm−1
m−1
∣∣∣∣∣∣
6
∑
r1+...+rm−1=n
∣∣∣∣
(
z
r1
)∣∣∣∣ . . .
∣∣∣∣
(
z
rn−1
)∣∣∣∣√qr1+...+rm−1
6 qn/2
∑
r1+...+rm−1=n
(
A+ r1 − 1
r1
)
. . .
(
A+ rm−1 − 1
rm−1
)
.
Now, we recognise the sum as the coefficient of T n in the expansion of
((1− T )−A)m−1 = (1− T )−A(m−1)
which is also
(
n+A(m−1)−1
n
)
=
(
n+Am−(A+1)
n
)
. Indeed, this shows that the power series expansion of L(T, χ)z is
majorised by that of (1 −√qT )−A(m−1). Since m,n > 1 we get that
|Dz(n, χ)| 6 qn/2
(
n+Am− (A+ 1)
n
)
6 qn/2
(
n+Am
n
)
.

3.2. Formulae for Πk(n, χ). We are now interested in Πk twisted by a character, which we define as
Πk(n, χ) :=
∑
f∈Mn
ω(f)=k
µ2(f)χ(f)
which, by analogy to Section 2, we relate to the generating function
A(T, z, χ) :=
∑
f∈M
µ2(f)zω(f)χ(f)T deg f =
∏
p∈I
(1 + zχ(p)T degp)
whose power series coefficients are
Az(n, χ) :=
∑
f∈Mn
µ2(f)χ(f)zω(f)
so that, similarly to before ∑
k>0
Πk(n, χ)z
k = Az(n, χ)
and by Cauchy’s Theorem
Πk(n, χ) =
1
2πi
∮
Az(n, χ)
zk+1
dz.
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Moreover, recall that we had
F (T, z) =
∑
f∈M
bz(f)T
deg f =
∏
p∈I
(1 + zT degp)(1 − T degp)z = A(T, z)ζ(T )−z
so we naturally define F (T, z, χ) by
F (T, z, χ) :=
∑
f∈M
bz(f)χ(f)T
deg f =
∏
p∈I
(1 + χ(p)zT degp)(1 − χ(p)T deg p)z = A(T, z, χ)L(T, χ)−z
and let Bz(n, χ) :=
∑
f∈Mn bz(f)χ(f) so that Az(m,χ) =
∑
a+b=mBz(a, χ)Dz(b, χ).
3.2.1. Non-principal characters. In this subsection, χ will be a non-principal character.
Lemma 3.2. For |z| 6 A and n > 2 ∑
06a6n
|Bz(a, χ)|
qa/2
6 ncA
where cA is a constant depending on A.
Proof. ∑
06a6n
|Bz(a, χ)|
qa/2
6
∑
f∈M6n
|bz(f)|
qdeg f/2
6 ncA
by the proof of Proposition 2.5. 
We can use this to get an estimate for Az(n, χ) as follows:
Proposition 3.3. For A > 1 and n > 2
Az(n, χ) 6 q
n/2
(
n+Am
n
)
ncA .
Proof. Using Proposition 3.1 and Lemma 3.2 we get
Az(n;χ) =
∑
06a6n
Bz(a, χ)Dz(n− a, χ)
6 qn/2
∑
06a6n
|Bz(a, χ)|
qa/2
(
n− a+Am
n− a
)
6 qn/2
(
n+Am
n
) ∑
06a6n
|Bz(a, χ)|
qa/2
6 qn/2
(
n+Am
n
)
ncA .

We can now use Cauchy’s Theorem to bound Πk(m;χ).
Proposition 3.4. For A > 1 and n > 2
Πk(n;χ) 6 q
n/2
(
n+Am
n
)
ncA .
Proof. Recall the identity
Πk(n;χ) =
1
2πi
∮
Az(n;χ)
zk+1
dz
where we take the contour to be the circle of radius r = 1 centred at 0.
Then Proposition 3.3 gives us that this is
6 qn/2
(
n+Am
n
)
ncA
1
2π
∮ |dz|
|z|k+1 6 q
n/2
(
n+Am
n
)
ncA .

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3.2.2. The principal character.
Definition 3.5. Define Fd, B
d
z and b
d
z via the following formal power series equalities
Fd(T, z) =
∑
n>0
Bdz (n)T
n =
∑
f∈M
bdz(f)T
deg f =
∏
p∤d
(1 + zT degp)(1 − T degp)z
∏
p|d
(1− T deg p)z .
Lemma 3.6. For |z| 6 A and σ > 23 ∑
a>0
|Bdz (a)|
qσa
≪A
∏
p|d
(1− q−σ deg p)−A.
Proof. By making a change of variable S = T degp, we see that the multiplicative coefficients bdz(f) are defined on
prime powers f = pk by the formal power series identity
1 +
∑
k>1
bdz(p
k)Sk =
{
(1 − S)z if p|d
(1 + zS)(1− S)z if p ∤ d.
So if p|d, we have that |bdz(pk)| = |
(
z
k
)| 6 (A+k−1k ), and if p ∤ d we have that bdz(pk) = bz(p). Therefore, we get∑
a>0
|Bdz (a)|
qσa
6
∑
f∈M
|bdz(f)|
qσ deg f
6
∏
p|d

1 +∑
k>1
|bdz(pk)|
qkσ deg p

∏
p∤d

1 +∑
k>1
|bdz(pk)|
qkσ deg p


6
∏
p|d

∑
k>0
(
A+ k − 1
k
)
q−kσ deg p

∏
p∈I

1 +∑
k>1
|bz(pk)|
qkσ deg p


=
∏
p|d
(1− q−σ deg p)−A
∑
f∈M
|bz(f)|
qσ deg f
.
Now, by the proof of Proposition 2.5,
∑
f∈M
|bz(f)|
qσ deg f
≪A 1 for σ > 23 , which gives the result. 
Lemma 3.7. For d ∈ Fq[X ] of degree m > 1 and 1 > σ > 12 , we have∏
p|d
(1− q−σ deg p)−1 6 (2 + 2 logm)8(qm)1−σ .
Proof. Arrange the primes p1, . . . , pr dividing d and the primes P1, . . . in M, in order of degree (where you can
order those of the same degree arbitrarily). Then we must have that degPi 6 deg pi.
Now, for some N ∈ N, we have that∑P :degP6N−1 degP < m 6∑P :degP6N degP . This means that d has at most
#{P : degP 6 N} prime factors, and so, by the observation in the paragraph above∏
p|d
(1− q−σ deg p)−1 6
∏
P :degP6N
(1− q−σ degP )−1.
Taking the logarithm of the right hand side, and using the fact that − log(1 − 1x ) 6 1x−1 for x > 1, combined with
the prime polynomial theorem, we get∑
P :degP6N
− log(1 − q−σ deg p) 6
∑
r6N
Π(r)
qσr − 1 6 4
∑
r6N
Π(r)
qσr
6 4
∑
r6N
q(1−σ)r
r
6 8q(1−σ)N(log(1 +N))
where Π(n) = Π1(n) = #{f ∈ Mn : f is prime}. Our choice of N tells us that qN 6 qm (so N 6 (1 + 2 logm)),
since we have from the prime polynomial theorem that
m >
∑
P :degP6N−1
degP =
∑
r6N−1
Π(r)r >
∑
r|N−1
Π(r)r = qN−1.
Putting everything together we get that∏
p|d
(1 − q−σ deg p)−1 6 exp(8q(1−σ)N (log(1 +N))) 6 (2 + 2 logm)8(qm)1−σ .

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Proposition 3.8. For |z| 6 A we have that
∑
a>0
|Bdz (a)|
qa
a2A+2 ≪A (1 + logm)KA
where KA is a constant depending on A.
Proof. When logm < 10A+ 10 it suffices to show that
∑
a>0
|Bdz (a)|
qa a
2A+2 ≪A 1.
This is indeed true in this case, since m≪A 1, and so by Lemma 3.6 we have that for σ > 23∑
a>0
|Bdz (a)|
qσa
≪A,σ
∏
p|d
(1− q−σ deg p)−A ≪A,σ (1− q−σ)−Am ≪A,σ 1
and consequently that
∑
a>0
|Bdz (a)|
qa a
2A+2 ≪A 1.
When logm > 10A+ 10, let τ = 2A+2logm log q 6
1
5 log 2 6
1
3 so that 1− τ > 23 and moreover
a > (logm)2 =⇒ (2A+ 2)log a
a
6 (2A+ 2)
2 log logm
(logm)2
6
2A+ 2
logm
= τ log q =⇒ a2A+2 6 qτa.
So overall we have that a2A+2 6 (logm)4A+4qτa. Using this fact and Lemmas 3.6 and 3.7 we get that
∑
a>0
|Bdz (a)|
qa
a2A+2 6 (logm)4A+4
∑
a>0
|Bdz (a)|
q(1−τ)a
≪A (logm)4A+4
∏
p|d
(1− q−(1−τ) deg p)−A
≪A (logm)4A+4(2(1 + logm))8(qm)
τ
≪A (1 + logm)KA .

Proposition 3.9. Uniformly for |z| 6 A and n > 1, we have
Az(n, χ0) = q
n n
z−1
Γ(z)
Fd(1/q, z) +OA(q
nnℜz−2(1 + logm)KA)
=

∏
p|d
(
1 +
z
qdeg p
)−1F (1/q, z)qnnz−1
Γ(z)
+OA(q
nnℜz−2(1 + logm)KA).
Proof. The first equality follows from the proof of Proposition 2.3 (carrying throughout an additional factor of
(1 + logm)KA in the error term) and Proposition 3.8 after noting that
A(T, z, χ0) =
∏
p∈I
(1 + zχ(p)T degp) = ζ(T )z
∏
p∤d
(1 + zT degp)(1− T degp)z
∏
p|d
(1− T deg p)z = ζ(T )zFd(T, z).
The second equality follows from the observation that
Fd(T, z) =
∏
p∈I
(1 + zT degp)(1 − T degp)z
∏
p|d
(1 + zT degp)−1 = F (T, z)
∏
p|d
(1 + zT degp)−1.

We now turn to the proof of the main result of this subsection,
Proposition 3.10. Let A > 1,
√
n > (1 + logm)KA and Gd(z) =
(∏
p|d
(
1 + z
qdeg p
)−1)
F (1/q,z)
Γ(1+z) . Then
Πk(n, χ0) =
qn
n
(logn)k−1
(k − 1)!
(
Gd
(
k − 1
logn
)
+OA
(
k
(logn)2
))
uniformly for all n > 2 and 1 6 k 6 A logn.
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Proof. For |z| 6 A, by Proposition 3.9 and our condition on n,
Az(n, χ0) =

∏
p|d
(
1 +
z
qdeg p
)−1F (1/q, z)qnnz−1 +OA(qnnℜz−3/2).
Now, we use Proposition 2.9 with M(z) =
(∏
p|d
(
1 + zqdeg p
)−1)
F (1/q, z) (which is holomorphic for |z| 6 A by
Remark 2.6), N(z) = Gd(z), Cz(n) = Az(n, χ0) and αk(n) = Πk(n, χ0) to deduce the result.

3.3. Proof of Theorem 2. We are now ready to present the proof of Theorem 2.
Proof of Theorem 2. We use the orthogonality of characters,∑
f∈Mn
f≡g mod d
1 =
1
Φ(d)
∑
f∈Mn
∑
χ
χ¯(g)χ(f)
where the sum is over characters χ : (Fq[X ]/(d(X)))
× −→ C× and Φ(d) =
∣∣∣(Fq[X ]/(d(X)))×∣∣∣, to get that
Πk(n; g, c) =
∑
f∈Mn
f≡g mod d
ω(f)=k
µ2(f)
=
1
Φ(d)
∑
χ
χ¯(g)Πk(n, χ)
=
1
Φ(d)
Πk(n, χ0) +O

 1
Φ(d)
∑
χ6=χ0
qn/2
(
n+Am
n
)
ncA


=
1
qm
∏
p|d(1− 1qdeg p )
qn
n
(logn)k−1
(k − 1)!
(
Gd
(
k − 1
logn
)
+OA
(
k
(log n)2
))
+O
(
qn/2
(
n+Am
n
)
ncA
)
=

∏
p|d
(
1− 1
qdeg p
)−1 qn−m
n
(logn)k−1
(k − 1)!
(
Gd
(
k − 1
logn
)
+OA
(
k
(logn)2
))
+O
(
qn/2
(
n+Am
n
)
ncA
)
where we use Proposition 3.1 in the third line and Proposition 3.10 (which is applicable since the condition(
1
2 −
1+log(1+A2 )
log q
)
n > m implies the condition
√
n≫A (1 + logm)KA) in the fourth line.
First note that, using Stirling’s inequalities
√
2πnn+1/2e−n 6 n! 6 enn+1/2e−n we get that for a, b > 1(
a+ b
a
)
=
(a+ b)!
a!b!
6
e(a+ b)a+b+1/2e−(a+b)
2πaa+1/2bb+1/2e−(a+b)
6
e
2π
(
1
a
+
1
b
)1/2(
1 +
b
a
)a (
1 +
a
b
)b
6
(
1 +
b
a
)a (
1 +
a
b
)b
.
Using this and the condition
(
1
2 −
1+log(1+A2 )
log q
)
n > m we get
qn/2
(
n+Am
n
)
ncA+2 6 qn/2
(
n+ A2 n
n
)
ncA+2 6 qn/2
(
1 +
A
2
)n(
1 +
2
A
)A
2 n
ncA+2 ≪A qn/2
(
1 +
A
2
)n
en 6 qn−m.
From this, we then get that
Πk(n; g, c) =

∏
p|d
(
1− 1
qdeg p
)−1 qn−m
n
(logn)k−1
(k − 1)!
(
Gd
(
k − 1
logn
)
+OA
(
k
(logn)2
))
=
1
Φ(d)
qn
n
(logn)k−1
(k − 1)!
(
Gd
(
k − 1
logn
)
+OA
(
k
(log n)2
))
.

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Remark 3.11. It is convenient for our proof of Theorem 3 to restate the result of Theorem 2 as it appears in the
end of the proof, that is (under the same conditions as Theorem 2)
Πk(n; g, c) =

∏
p|d
(
1− 1
qdeg p
)−1 qn−m
n
(logn)k−1
(k − 1)!
(
Gd
(
k − 1
logn
)
+OA
(
k
(log n)2
))
.
4. The Sathe´-Selberg formula in short intervals
4.1. The Involution Trick. As in [KR], we define the involution of a polynomial f ∈ Fq[X ] to be the polynomial
f∗(X) := Xdeg ff(1/X).
The idea that such an involution links arithmetic progressions and short intervals has been known for a long time
(see for example [H]). The following lemma, for example, appears as Lemma 4.2 in [KR].
Lemma 4.1. For f ∈ Fq[X ] not divisible by X , ω(f∗) = ω(f) and µ(f∗) = µ(f).
Proof. First of all, we note that for f, g ∈ Fq[X ]
(fg)∗(X) = Xdeg fgfg(1/X) = Xdeg ff(1/X)Xdeggg(1/X) = f∗(X)g∗(X).
Moreover, if f ∈ Fq[X ] is not divisible by X , then deg f∗(X) = deg f(X) so
(f∗)∗(X) = Xdeg f
∗
f∗(1/X) = Xdeg f
∗
X−deg ff(X) = f(X).
Together, these imply that if f = pa11 . . . p
ar
r ∈ Fq[X ] where pi are distinct irreducibles none of which are X , then
f∗ = (p∗1)
a1 . . . (p∗r)
ar where p∗i are distinct irreducibles none of which are X . So, if f ∈ Fq[X ] is not divisible by X ,
then ω(f∗) = ω(f) and µ(f∗) = µ(f). 
In order to apply our result concerning polynomials from an arithmetic progression to prove one about polynomials
belonging to a short interval, we use the following observation.
Lemma 4.2. Let f and g be polynomials of degree n and h an integer 6 n. Then deg(f − g) 6 h if and only if
f∗ ≡ g∗ mod Xn−h.
Proof. Write
f(X) = anX
n + . . .+ ahX
h + . . .+ a0
g(X) = bnX
n + . . .+ bhX
h + . . .+ b0
where an and bn are non-zero. Then
f∗(X) = an + . . .+ ahXn−h + . . .+ a0Xn
g∗(X) = bn + . . .+ bhXn−h + . . .+ b0Xn.
From this we can see that each condition is satisfied if and only if ai = bi for each i = h+ 1, . . . , n. 
Notice that f∗ and g∗ have non-zero constant terms.
4.2. Proof of Theorem 3. We first split the sum defining Πk(n; g;h) into two
Πk(n; g;h) =
∑
f∈Mn
deg(f−g)6h
ω(f)=k
µ2(f) =
∑
f∈Mn
deg(f−g)6h
ω(f)=k
f(0) 6=0
µ2(f) +
∑
f∈Mn
deg(f−g)6h
ω(f)=k
f(0)=0
µ2(f).
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Using Lemma 4.2 on the first sum we get
∑
f∈Mn
f∗≡g∗ mod Xn−h
ω(f∗)=k
deg f∗=n
µ2(f∗) =
∑
deg f=n
f≡g∗ mod Xn−h
ω(f)=k
µ2(f)
=
∑
a∈F∗q
∑
f∈Mn
f≡a−1g∗ mod Xn−h
ω(f)=k
µ2(f)
=
∑
a∈F∗q
Πk(n; a
−1g∗, Xn−h).
Since a−1g∗ has non-zero constant term for each a ∈ F∗q , and from the condition of the theorem we have that(
1
2 −
1+log(1+A2 )
log q
)
n > n− h > 1, so we may apply Remark 3.11 to get
(q − 1) q
q − 1
qh
n
(logn)k−1
(k − 1)!
(
H
(
k − 1
logn
)
+OA
(
k
(logn)2
))
=
qh+1
n
(log n)k−1
(k − 1)!
(
H
(
k − 1
logn
)
+OA
(
k
(logn)2
))
.
Now, we split the second sum into two sums, the latter of which is zero, and then apply Lemma 4.2 to the former
∑
f∈Mn−1
deg(Xf−g)6h
ω(Xf)=k
µ2(Xf) =
∑
f∈Mn−1
deg(Xf−g)6h
ω(f)=k−1
f(0) 6=0
µ2(Xf) +
∑
f∈Mn−1
deg(Xf−g)6h
ω(f)=k
f(0)=0
µ2(Xf)
=
∑
deg f=n−1
f≡g∗ mod Xn−h
ω(f)=k−1
µ2(f)
=
∑
a∈F∗q
∑
f∈Mn−1
f≡a−1g∗ mod Xn−h
ω(f)=k−1
µ2(f)
=
∑
a∈F∗q
Πk−1(n− 1; a−1g∗, Xn−h).
Since a−1g∗ has non-zero constant term and for each a ∈ F∗q , and from the condition of the theorem we have(
1
2 −
1+log(1+A2 )
log q
)
(n− 1) > n− h > 1, we may apply Remark 3.11 again to get
(q − 1) q
q − 1
qh−1
n− 1
(log(n− 1))k−2
(k − 2)!
(
H
(
k − 2
log(n− 1)
)
+OA
(
k − 1
(log(n− 1))2
))
=
qh
n
(logn)k−2
(k − 2)!
(
H
(
k − 2
log(n− 1)
)
+OA
(
k
(logn)2
))
=
qh+1
n
(logn)k−1
(k − 1)!
(
k − 1
q logn
H
(
k − 2
log(n− 1)
)
+OA
(
k
(logn)2
))
.
Putting everything together proves the Theorem.
THE FUNCTION FIELD SATHE´-SELBERG FORMULA IN ARITHMETIC PROGRESSIONS AND ‘SHORT INTERVALS’ 15
5. The q-limit
We conclude by briefly discussing what happens in the regime in which q tends to infinity. First, note that
Πk(n) =
∑
f∈Mn
ω(f)=k
µ2(f) =
1
k!
∑
p1,...,pk∈I
pairwise distinct
deg(p1...pk)=n
1 =
1
k!


∑
p1,...,pk∈I
deg(p1...pk)=n
1 +O


(
k
2
) ∑
p1,...,pk∈I
pk−1=pk
deg(p1...pk)=n
1




=
1
k!

 ∑
p1,...,pk∈I
deg(p1...pk)=n
1 +O

k2 ∑
p1,...,pk−1∈I
deg(p1...pk−1)6n−1
1




where the error term comes from bounding the over count by terms where (at least) two of the pi are the same.
Now, using the prime polynomial theorem, and taking k = O(q) for the third equality below we get that our sum is
∑
p1,...,pk∈I
deg(p1...pk)=n
1 =
∑
n1+...+nk=n
ni>1
k∏
i=1
1
ni
(qni +O(q⌊ni/2⌋))
= qn
∑
n1+...+nk=n
ni>1
1
n1 . . . nk
(1 +O(1/q))k
=
qn
n
∑
n1+...+nk=n
ni>1
n1 + . . .+ nk
n1 . . . nk
(1 +O(k/q))
=
qn
n
k
∑
n1+...+nk−16n−1
ni>1
1
n1 . . . nk−1
(1 +O(k/q)).
Similarly, using the second equality above, and again taking k = O(q), the sum in the error term is∑
p1,...,pk−1∈I
deg(p1...pk−1)6n−1
1 =
∑
r6n−1
∑
p1,...,pk−1∈I
deg(p1...pk−1)=r
1
6
∑
r6n−1
qr
∑
n1+...+nk−1=r
ni>1
1
n1 . . . nk−1
(1 +O(1/q))k
6 qn−1
∑
n1+...+nk−16n−1
ni>1
1
n1 . . . nk−1
(1 +O(k/q)).
Putting these results together we get, as long as k = O(q), that
Πk(n) =
qn
n
1
(k − 1)!
∑
n1+...+nk−16n−1
ni>1
1
n1 . . . nk−1
(1 +O(kn/q))
which gives us an asymptotic formula for Πk(n) as q →∞, as long as k = o(q/n).
Moreover, note that, when k = O(log n/ log logn), we have that
logk−1 n
(
1 +O
(
k log k
log n
))
=

 ∑
r6n−1k
1
r


k−1
6
∑
n1+...+nk−16n−1
ni>1
1
n1 . . . nk−1
6

∑
r6n
1
r


k−1
= logk−1 n
(
1 +O
(
k
logn
))
so that, as long as k = o(logn/ log log n), we get, as n→∞, that
qn
n
1
(k − 1)!
∑
n1+...+nk−16n−1
ni>1
1
n1 . . . nk−1
∼ 1
n
logk−1 n
(k − 1)! .
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This agrees with Theorem 1 in this range for k (after noting that G(z) = (1 + o(|z|))).
One can use similar elementary calculations, along with the input of the prime polynomial theorem in arithmetic
progressions, to get asymptotic formulae for Πk(n; g, d), and consequently Πk(n; g;h) using the involution trick (as
in Section 4) for the same range of k.
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