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a b s t r a c t
Linear and quadratic prediction problems in finite populations have become of great inter-
est to many authors recently. In the present paper, we mainly aim to extend the problem
of quadratic prediction from a general linear model, of form y = Xβ+ e, e ∼ N (0, σ 2V),
to a multivariate linear model, denoted by Y = XB + E,Vec(E) ∼ N (0,6 ⊗ V) with
Y = (yij)n×q = (y1, . . . , yq). Firstly, the optimal invariant quadratic unbiased (OIQU) pre-
dictor and the optimal invariant quadratic (potentially) biased (OIQB) predictor of Y′HY
for any particular symmetric nonnegative definite matrix H satisfying HX = 0 are derived.
Secondly, we consider predicting a′Y′HYb and tr(Y′HY). The corresponding restricted OIQU
predictor and restricted OIQB predictor for them are given. In addition, we also offer four
concluding remarks. One concerns the generalization of predicting a′Y′HYb and tr(Y′HY),
and the others are concernedwith three possible extensions frommultivariate linearmod-
els to growth curvemodels, to restrictedmultivariate linearmodels, and tomatrix elliptical
linear models.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
For convenience, we will write A ∈ Rm,n if A is an m × n real matrix, A ∈ Rsn, if A ∈ Rn,n and is symmetric, A ∈ R>n ,
if A ∈ Rsn and is nonnegative definite. For some given A ∈ Rm,n denote by the symbols A′, A−, A+, R (A), rk (A) and
PA = A(A′A)−A′ = AA+ the transpose, any generalized inverse, the Moore–Penrose inverse, the column space (range),
the rank and the orthogonal projection, respectively, of A. In addition, for given A ∈ Rn,n, let tr (A) be the trace of A.
Consider a linear model, denoted by
y = Xβ + e, e ∼ N (0, σ 2V). (1.1)
It is well known that the problemof prediction in finite populations has become an active topic and has been of great interest
to many authors in the past several decades. Suppose thatP is a finite population with size n, and that the model (1.1) is
fromP . Partitioning y into y = (y′1, y′2)′ gives us the problem of predicting some particular function (g(y), say) of y by virtue
of y1, provided that y1 is observable. This topic has been investigated by Bibby and Toutenberg [1], Bolfarine and Zacks [2],
Bolfarine et al [3], Yu and He [11]. Further, some authors dealt with this question in the multivariate case, e.g., cf. [4,12]. In
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addition, the admissibility and the robustness of prediction are studied by Pereira and Rodrigues [8], Xu and Yu [10]. See
also among others.
Recently, Liu and Rong [6] studied a new problem of quadratic prediction for the population quadratic quantities like
f (y) = y′Hy with H ∈ R>n satisfying HX = 0. They proposed two notions of optimal invariant quadratic unbiased (OIQU)
predictor and optimal invariant quadratic (potentially) biased (OIQU) predictor. Two different ways to the two notions were
offered and finally they derived the corresponding representations.
To our knowledge, the problem of OIQU and OIQB predictors in the model (1.1) is firstly studied. Therefore, how to make
further investigations in differentways are of interest. In practice, there are some situations inwhichmore than one variable
need to be considered. These cases would yield a multivariate linear model, denoted by
Y = XB+ E, Vec(E) ∼ N (0,6⊗ V), (1.2)
where Y = (yij) = (y1, . . . , yq) is an n × q normally distributed random matrix of response variables, X is supposed
to be a known n × p matrix, B is the p × q matrix of unknown parameters, E is the n × q random matrix of errors,
with E [Vec(E)Vec′(E)] = 6 ⊗ V, in which V = (vij) ∈ R>n is known, while the nonzero matrix 6 = (σij) ∈ R>q
is potentially unknown according to the following relationship: Cov(yij, ykl) = σjlvik for all i, j, k, l. Here we denote by
Vec(·) and ⊗ the column-vectorization (i.e., the vector Vec(X) is obtained from the matrix X by stacking its columns
one underneath the other) and Kronecker Product, respectively. In addition, we write [Vec(X)]′ as Vec(X)′, for the sake of
convenience. It would be helpful to note that Vec(E) ∼ Nnq(0nq×1,6 ⊗ V) ⇔ E ∼ Nn×q(0n×q,V ⊗ 6), or equivalently,
Vec(E) ∼ Nnp(0np×1,6 ⊗ V) ⇔ Vec(E′) ∼ Nnp(0np×1,V ⊗ 6), in view of the techniques of permutation matrix; cf. [5,
p.18–20].
In the present paper, wemainly aim at extending the above problem from linearmodel (1.1) tomultivariate linearmodel
(1.2). Partition now Y, X, E, 6 and V conformably into
Y =
(
Y1
Y2
)
, X =
(
X1
X2
)
, E =
(
E1
E2
)
, V =
(
V11 V12
V21 V22
)
=
(
V′1
V′2
)
,
respectively, where Yi and Ei: ni× q, Xi : ni× p, Vij : ni× nj for i, j = 1, 2 with n1+ n2 = n. Thus, we have actually obtained
the partitioned model as follows:(
Y1
Y2
)
=
(
X1B
X2B
)
+
(
E1
E2
)
,
(
Vec(E1)
Vec(E2)
)
∼ N
[(
0
0
)
,
(
6⊗ V11 6⊗ V12
6⊗ V21 6⊗ V22
)]
. (1.3)
Provided that Y1 is the only part of outputs that we have. Under this model, extensions can be made in different ways
as below. We first consider predicting F(H, Y) = Y′HY as a direct extension, where the matrix H ∈ R>n satisfies HX = 0.
Secondly, we investigate the problem of predicting some particular functions of Y′HY, of form f (H, Y) = τ(Y′HY), such as
a′Y′HYb, tr(Y′HY), and so on. It is not difficult to see that the no less than three proposed problems are all extensions, in
different ways, of Liu and Rong [6]. We will derive the expressions of optimal predictors (in a sense) for them. In addition,
we offer some tellable concluding remarks. The rest is organized as above.
2. Optimal predictors for F(H, Y)
Here, we will use the method applied by Liu and Rong [6] to derive two predictors. One is called the OIQU predictor
satisfying Invariance, Unbiasedness and Minimality, and the other is called the OIQB predictor satisfying Invariance and
Minimality. To illustrate the main results, we need some algebraic and statistical facts that would be stated in a lemma
version as follows.
Lemma 2.1. Assume that η is a random vector. Then η ∼ N (µ,6) if and only if η = µ + Cξ with ξ ∼ N (0, Iσ ), where σ
refers to the rank of 6, while C is a matrix of σ columns satisfying CC′ = 6. 
This lemma is concerned with the decomposition of normal stochastic vector and well known in the literature;(e.g., cf.
[9, Theorem 1.9, p. 63]). The following several lemmas are a consequence of Lemma 2.1.
Lemma 2.2. Assume that(
η
ζ
)
∼ N
[(
µ
ν
)
,
(
6 K
K′ R
)]
.
Then we have
Cov(η′Aη, η′Bη) = tr(A6B6)+ tr(A6B′6)+ µ′A6B′µ+ µ′A′6Bµ+ µ′A6Bµ
+µ′A′6B′µ, (2.1)
D(η′Dζ) = tr(DK′DK′)+ tr(DRD′6)+ µ′DRD′µ+ ν′D′6Dν + 2µ′DK′Dν, (2.2)
for given nonstochastic matrices A, B and D of suitable orders. 
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Lemma 2.3. Assume that yi and yj are random vectors of identical size, jointly distributed as normal, with E (yk) = µk,
E (yk − E (yk))(yl − E (yl))′ = σklV, k, l = i, j. Then
E (y′iDyj) = σjitr(DV)+ µ′iDµj, (2.3)
D(y′jDyi) = σ 2ij tr(DVDV)+ σiiσjjtr(DVD′V)+ σjjµ′iDVD′µi + σiiµ′jD′VDµj
+ 2σijµ′iDVDµj.  (2.4)
The proof of Eq. (2.1) is trivial (or see the Appendix) while (2.2) is a direct consequence of (2.1) in view of
η′Dζ =
(
η
ζ
)′ (0 D
0 0
)(
η
ζ
)
.
On the other hand, Eq. (2.4) is by Lemma 2.2, while Eq. (2.3) follows from an algebraic fact (cf. [9, p. 214]) that E (x′Dy) =
tr[DCov(y, x)] + [E (x)]′D[E (y)].
Lemma 2.4. For the multivariate linear model (1.2) or its partitioned model of form (1.3), put Ψ (D) = (ψij(D)) with ψij(D) =
D(y′iDyj)+ [E (y′iDyj)]2. Then E (Y′DY)(Y′DY)′ = Ψ (D). 
2.1. OIQU predictor for Y′HY
For a given matrix A ∈ Rsn1 , we call Y′1AY1 an OIQU predictor for Y′HY if Y′1AY1 meets the three restrictions of Invariance,
Unbiasedness, Minimality in the sense of the prediction mean squared error (PMSE) or the prediction mean squared error
matrix (PMSEM) with respect to (w.r.t.) Y′HY, provided that Y1 is the only obtainable vector of variables. Actually, being
similar to [6], one can readily conclude that:
• Invariance. It is easily seen that Y′1AY1 is invariant w.r.t. B if and only if Vec(Y1)′(Iq ⊗ A)Vec(Y1) is invariant regarding
Vec(B), which is further equivalent to (Iq ⊗ A)(Iq ⊗ X1) = 0, or equivalently, AX1 = 0.
• Unbiasedness. That is to say, let E (Y′1AY1 − Y′HY) = 0 be satisfied. Writing now (the same below)
DA =
(
A 0
0 0
)
− H, (2.5)
and employing Eq. (2.3), it follows that under the Invariance condition,
E (Y′1AY1 − Y′HY) = 0
iff E (y′iDAyj) = 0 for all i, j, which is further equivalent to [tr(HV)− tr(AV11)]6 = 0, or equivalently, tr(AV11) = tr(HV)
since 6 6= 0. Note that DA is symmetric.
• Minimality. From Lemma 2.4, we obtain that under the two conditions of Invariance and Unbiasedness, the PMSEM and
PMSE of Y′1AY1 are expressible as
PMSEM(Y′1AY1, Y
′HY) = Ψ (DA) = [tr(AV11AV11)+ tr(HVHV)− 2tr(AV′1HV1)]6∗,
PMSE(Y′1AY1, Y
′HY) = tr{Ψ (DA)} = [tr(AV11AV11)+ tr(HVHV)− 2tr(AV′1HV1)]σ ∗,
respectively, with notations 6∗ = (σiiσjj + σ 2ij ) and σ ∗ = tr(6∗) = 2∑qi=1 σ 2ii . It is not difficult to see that both
minimizing {PMSEM(Y′1AY1, Y′HY)} (in the Löwner sense) and minimizing {PMSE(Y′1AY1, Y′HY)} (in the scalar sense)
regarding A ∈ Rsn1 are equivalent to minimizing {tr(AV11AV11)− 2tr(AV′1HV1)}.
The above analysis indicates that the three helpful restrictions in the model (1.1) and those under model (1.2) coincide
with each other. Consequently, the OIQU predictor in the sense of PMSEM and that in the sense of PMSE are identical. By Liu
and Rong [6, Definition 2.1 and Theorem 2.1], we have the following conclusion:
Theorem 2.1. For the model (1.2), Y′1A
∗Y
1 is the essentially unique OIQU predictor in the PMSE or PMSEM sense for Y
′HY, with
the notations
A∗ = λ∗NX1 + NX1V′1HV1NX1 , λ∗ = tr(HV− HV1NX1V′1)/[rk(T)− rk(X1)],
where T = V11 + X1UX′1 and NX1 = T+ − T+X1(X′1T−X1)−X′1T+, U ∈ R>p refers to any arbitrary but fixed matrix such that
R(T) = R(X1,V11), or equivalently, R(X1) ⊆ R(T). 
2.2. OIQB predictor for Y′HY
In a similar fashion, we will call Y′1AY1 an OIQB predictor for Y
′HY if Y′1AY1 meets the restrictions of Invariance and
Minimality. Actually, by Lemma 2.4, we obtain that under Invariance the PMSEM and the PMSE of Y′1AY1 regarding Y
′HY are
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expressible as
PMSEM(Y′1AY1, Y
′HY) = Ψ (DA) = [tr(AV11AV11)+ tr(HVHV)− 2tr(AV′1HV1)]6∗
+ [tr(AV11)− tr(HV)]26∗,
PMSE(Y′1AY1, Y
′HY) = tr[Ψ (DA)] =
{
tr(AV11AV11)+ tr(HVHV)− 2tr(AV′1HV1)
+ 1
2
[tr(AV11)− tr(HV)]2
}
σ ∗
with 6∗ =
(
σ 2ij
)
, where 6∗ and σ ∗ are defined as in Section 2.1. Consequently, minimizing {PMSE(Y′1AY1, Y
′HY)} reduces
to minimizing
tr(AV11AV11)− 2tr(AV′1HV1)+
1
2
[tr(AV11)− tr(HV)]2
regarding A ∈ Rsn1 . By Liu and Rong [6, Definition 3.1 and Theorem 3.1], we have:
Theorem 2.2. For themodel (1.2),Y′1A
∗∗Y1 is the essentially unique OIQB predictor in the PMSE sense for Y′HY, with the notations
A∗∗ = λ∗∗NX1 + NX1V′1HV1NX1
and λ∗∗ = tr(HV− HV1NX1V′1)/[rk(T)− rk(X1)+ 2]. 
As to the OIQB predictor for Y′HY, we consider it here under the PMSEM criterion since Theorem 2.2 offers the predictor
under PMSE criterion. By direct operations, the difference PMSEM(Y′1AY1, Y
′HY)− PMSEM(Y′1A∗∗Y1, Y′HY) is equal to{
tr(CV11)26∗ + [tr(CV11)]2 6∗
}+ 2λ∗∗tr(CV11)(6∗ − 26∗),
with C = A− A∗∗, where A refers to any particular symmetric matrix satisfying AX1 = 0. Based on this, Y′1A∗∗Y1 possesses
PMSEM optimality w.r.t. Y′HY (in the Löwner sense) if σiiσjj = σ 2ij .
3. Optimal predictors for f (H, Y)
Generally speaking, one can consider following Section 2 the prediction problem of
f (H, Y) = τ(Y′HY)
such as a′Y′HYb and tr(Y′HY), and so on.
3.1. Optimal predictors for a′Y′HYb
By Theorems 2.1 and 2.2, we use y(1)i
′
A∗y(1)j or y
(1)
i
′
A∗∗y(1)j to predict y
′
iHyj optimally in a sense, where y
(1)
i is according
to Y1 =
(
y(1)1 , y
(1)
2 , . . . , y
(1)
q
)
. However, this is not necessarily the case (see Theorem 3.1). Note that y′iHyj can be written
as u′iY
′HYuj, where ui denotes a vector (of suitable dimension) with 1 at the ith position and 0′s elsewhere. Conformably,
y(1)i
′
Ay(1)j = u′iY′1AY1uj. Thus, it is (at least) mathematically interesting to predict the value of the more general form
f (H, Y) = a′Y′HYb
by virtue of a′Y′1AY1b optimally for given nonzero nonstochastic vectors a = (a1, . . . , aq)′ and b = (b1, . . . , bq)′ (without
loss of generality, we assume that a′6b 6= 0). i.e., find a matrix A satisfying AX1 = 0 (and, in addition, tr(AV11) = tr(HV))
such that it minimizes the PMSE of a′Y′1AY1bw.r.t. a′Y
′HYb. In fact,
%(a, b;A) =ˆ PMSE(a′Y′1AY1b, a′Y′HYb) = E (a′Y′DAYb)2
= D(a′Y′DAYb)+ [E (a′Y′DAYb)]2
= D
(∑
i,j
aiy′iDAyjbj
)
+
[
E
(∑
i,j
aiy′iDAyjbj
)]2
=
∑
i,j,k,l
aibjakbl Cov(y′iDAyj, y
′
kDAyl)+
(∑
i,j
aibjE (y′iDAyj)
)2
=
∑
i,j,k,l
aibjakblcijkl +
(∑
i,j
aibjmij
)2
,
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with cijkl = Cov(y′iDAyj, y′kDAyl) andmij = E (y′iDAyj) = σji tr(DAV)+ µ′jDAµi, and further,
m∗ =
∑
i,j
aibjmij =
(∑
i,j
σjibjai
)
tr(DAV)+
∑
i,j
bjµ′jDAµiai
= (a′6b)tr(DAV)+ b′µ′DAµa, (3.1)
where DA is defined by (2.5), µi = XBui and µ = (µ1, . . . ,µq) = XB. Let us now calculate cijkl below. Actually, noting
Vec(Y) ∼ N ((Iq ⊗ X)Vec(B),6⊗ V) and (yi, yj, yk, yl) = YUijkl, with Uijkl = (ui,uj,uk,ul), it follows that
(y′i, y
′
j, y
′
k, y
′
l)
′ = Vec(yi, yj, yk, yl) = Vec(YUijkl) = (U′ijkl ⊗ In)Vec(Y)
∼ N [(U′ijkl ⊗ In)(Iq ⊗ X)Vec(B), (U′ijkl ⊗ In)(6⊗ V)(Uijkl ⊗ In)]
∼ N [Vec(XBUijkl), (U′ijkl6Uijkl)⊗ V]
∼ N [(µ′i,µ′j,µ′k,µ′l)′,6ijkl ⊗ V] ,
in which6ijkl denotes a sub-matrix of6 defined by6ijkl = U′ijkl6Uijkl. This fact combined with Lemma 2.1 would imply that
there is some random vector ξ ∼ N (0, Iσ ) such thatyiyjyk
yl
 =
µiµjµk
µl
+
MiMjMk
Ml
 ξ =
µi +Miξµj +Mjξµk +Mkξ
µl +Mlξ
 ,
where σ refers to the rank of6ijkl⊗V, matricesMi,Mj,Mk,Ml are of order n×σ satisfyingMuM′v = σuvV for u, v = i, j, k, l.
Consequently,
y′uDAyv = µ′uDAµv + µ′uDAMvξ + µ′vDAMuξ + ξ′M′uDAMvξ,
and therefore in view of the fact that Cov(ξ, ξ′Aξ) = 0we have
cijkl = Cov[(µ′iDAMj + µ′jDAMi) ξ + ξ′M′iDAMjξ, (µ′kDAMl + µ′lDAMk) ξ + ξ′M′kDAMlξ]
= (µ′iDAMj + µ′jDAMi)(µ′kDAMl + µ′lDAMk)′ + tr(M′iDAMjM′kDAMl)+ tr(M′iDAMjM′lDAMk)
= σjlµ′iDAVDAµk + σjkµ′iDAVDAµl + σilµ′jDAVDAµk + σikµ′jDAVDAµl
+ (σjkσli + σjlσki)tr(DAVDAV),
by means of Eq. (2.1). Moreover, writing d∗ =∑i,j,k,l aibjakblcijkl, we obtain that
d∗ =
(∑
j,l
σjlbjbl
)(∑
i,k
aiµ′iDAVDAµkak
)
+
(∑
j,k
σjkbjak
) (∑
i,l
aiµ′iDAVDAµlbl
)
+
(∑
i,l
σilaibl
)(∑
j,k
bjµ′jDAVDAµkak
)
+
(∑
i,k
σikaiak
)(∑
j,l
bjµ′jDAVDAµlbl
)
+
[(∑
j,k
σjkbjak
)(∑
i,l
σliblai
)
+
(∑
j,l
σjlbjbl
)(∑
i,k
σkiakai
)]
tr (DAVDAV)
= (b′6b)(a′µ′DAVDAµa)+ 2(a′6b)(a′µ′DAVDAµb)+ (a′6a)(a′µ′DAVDAµa)
+ [(a′6b)2 + (a′6a)(b′6b)]tr(DAVDAV). (3.2)
It is noticed that Eq. (3.2) is not only basically important to the expression of PMSE of a′Y′1AY1b but also mathematically
interesting as an algebraic fact.
• Unbiased case. Provided that AX1 = 0 and tr(AV11) = tr(HV). Recalling HX = 0, one can readily justify that
DAµ = DAXB = 0 and tr(DAV) = 0, and therefore
%(a, b;A) = d∗ +m∗2 = [(a′6b)2 + (a′6a)(b′6b)]tr(DAVDAV).
This fact implies that minimizing {%(a, b;A)} reduces to minimizing {tr(DAVDAV)} w.r.t. A ∈ Rsn1 .• Potentially biased case. Provided AX1 = 0. In a similar fashion, we have
%(a, b;A) = [(a′6b)2 + (a′6a)(b′6b)]
{
tr(DAVDAV)+ 1
δ(a, b)
[tr(DAV)]2
}
,
with the symbol δ(a, b) = 1 + (a′6a)(b′6b)/(a′6b)2. It is clear that δ(a, b) > 2. Further, minimizing {%(a, b;A)}
reduces to minimizing {tr(DAVDAV)+ [1/δ(a, b)] · [tr(DAV)]2} w.r.t. A ∈ Rsn1 .
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Clearly, A∗ solves the Unbiased case (uniquely in a sense). Being similar to the process of proving [6, Theorem 3.1,], one
can conclude that A∗∗ solves the Potentially biased case, with notations
A∗∗ = λ∗∗NX1 + NX1V′1HV1NX1
and λ∗∗ = tr(HV−HV1NX1V′1)/[rk(T)− rk(X1)+ δ(a, b)]. From the above analysis, we have actually reached the following
conclusion:
Theorem 3.1. For the multivariate linear model (1.2), the statements below hold:
• a′Y′1A∗Y1b hasminimal PMSE in the set of all invariant quadratic unbiased (IQU) predictors, for a′Y′HYb, of the form a′Y′1AY1b
and is essentially unique;
• a′Y′1A∗∗Y1b has minimal PMSE in the set of invariant quadratic (potentially) biased (IQB) predictors, for a′Y′HYb, of the form
a′Y′1AY1b and is essentially unique. 
Without loss of generality, we will call a′Y′1A
∗Y1b and a′Y′1A∗∗Y1b the restricted OIQU (ROIQU) predictor and the restricted
OIQB (ROIQB) predictor, respectively, for a′Y′HYb. Then, taking a = ui and b = uj gives the ROIQU predictor and the ROIQB
predictor of y′iHyj as y
(1)
i
′
A∗y(1)j and y
(1)
i
′
A∗∗y(1)j with δ(ui,uj) = 1+ σiiσjj/σ 2ij .
For the ROIQB predictor a′Y′1A∗∗Y1b, there are some special cases for which δ(ui,uj)may be known even though 6 has
unknown aspects. For example, δ(ui,uj) equals 2 for i = j and 1 + ρ−2 otherwise if 6 is compound symmetric, i.e., 6 has
the following structure 6 = σ 2[(1− ρ)Iq + 1q1′q]with known ρ ∈ [0, 1) and unknown σ 2.
3.2. Optimal predictors for tr(Y′HY)
Here, we consider the problem of predicting
f (H, Y) = tr(Y′HY).
In a similar fashion, one can conclude that
E [tr(Y′1AY1)− tr(Y′HY)]2 = E [tr(Y′DAY)]2 =
∑
i,j
ciijj +
(∑
i
mii
)2
= 2tr(62)tr(DAVDAV)+ [tr(6)tr(DAV)]2
= 2tr(62)
(
tr(DAVDAV)+ 12tr(62)/[tr(6)]2 [tr(DAV)]
2
)
,
under the conditions AX1 = 0 and HX = 0. Further, in view of the Unbiasedness,
E [tr(Y′1AY1)− tr(Y′HY)]2 = 2tr(62)tr(DAVDAV).
Thus, we get the following conclusion:
Theorem 3.2. For the multivariate linear model (1.2), the statements below hold:
• tr(Y′1A∗Y1) has minimal PMSE in the set of IQU predictors, for tr(Y′HY), of the form tr(Y′1AY1) and is essentially unique;• tr(Y′1A∗∗∗∗Y1) hasminimal PMSE in the set of IQB predictors, for tr(Y′HY), of the form tr(Y′1AY1) and is essentially unique, where
A∗∗∗∗ = λ∗∗∗∗NX1 + NX1V′1HV1NX1 , λ∗∗∗∗ = tr(HV− HV1NX1V′1)/{2tr(62)/[tr(6)]2 + rk(T)− rk(X1)}. 
Similarly, we shall call tr(Y′1A
∗Y1) and tr(Y′1A
∗∗
∗∗Y1) the ROIQU predictor and the ROIQB predictor, respectively, for
tr(Y′HY). We note that δ(ui,uj) > 2, with equality holding if and only if σiiσjj = σ 2ij (an interesting situation; see also
the statements below Theorem 2.2), and thus, in general, y(1)i
′
A∗∗y(1)j 6= y(1)i
′
A∗∗y(1)j for i, j, i 6= j. y(1)k
′
A∗∗y(1)k = y(1)k
′
A∗∗y(1)k ,
however. On the other hand, it is not difficult to see that tr(Y′1A
∗∗
∗∗Y1) = tr(Y′1A∗∗Y1) if and only if6 = diag(σ11, σ22, . . . , σqq)
with potentially unknown variance components σ11, σ22, . . . , σqq and thereby in this case tr(Y′1A
∗∗
∗∗Y1) is feasible in practice.
4. Concluding remarks
In this paper, we dealt with some particular problems of quadratic prediction. We mainly aimed at generalizing it from
a linear model to a multivariate linear model. Theorems 2.1, 2.2, 3.1 and 3.2 were derived. Some interesting and noticeable
remarks would be the following:
1. Sections 2 and 3 are clearly generalizations of Liu and Rong [6] in some sense. Consider now a growth curve model,
denoted by
Y = XBZ+ E, Vec(E) ∼ N (0,6⊗ V), (4.1)
with Z 6= 0. Noting that the Invariancewould be equivalent to (Iq ⊗ A)(Z′ ⊗ X1) = 0, or equivalently, AX1 = 0, one can
obtain immediately the results, which coincide mostly with Sections 2 and 3, under the model (4.1). Therefore we omit
them here.
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2. The situation including linear equality restrictions on B, taking RB = R0 for instance, can be dealt with as a direct
consequence, considering the following{
Y = XB+ E, R0 = RB
Vec(E′) ∼ N (0,V⊗ 6)⇒
(
R0
Y
)
=
(
R
X
)
B+
(
E0
E
)
,
Vec
[(
E0
E
)′]
∼ N
[(
0
0
)
,
(
0 0
0 V
)
⊗ 6
]
.
3. Motivated by one of the referees, we consider a general situation now. Notice firstly that both the two scalar problems
addressed in Section 3 are special cases of predicting tr(G′Y′HY) via tr(G′Y′1AY1)withG = (gij). So itmay bemore efficient
to deal with this more general problem. Actually, by direct operations, we have
E [tr(G′Y′1AY1)− tr(G′Y′HY)]2 = E [tr(G′Y′DAY)]2
= E
{[∑
i
(∑
j
gjiy′jDAyi
)]
·
[∑
k
(∑
l
glky′lDAyk
)]}
=
∑
i,j,k,l
gjiglkE
[(
y′jDAyi
) (
y′lDAyk
)] =∑
i,j,k,l
gjiglk(cjilk +mjimlk)
=
∑
i,j,k,l
gjiglk
{
(σilσkj + σikσlj) tr(DAVDAV)+ σij tr(DAV) · σkl tr(DAV)
}
= [tr(G6G6)+ tr(G6G′6)] tr(DAVDAV)+ [tr(G6) tr(DAV)]2
= [tr(Gbf6G6)+ tr(G6G′6)]
×
{
tr(DAVDAV)+ 1[tr(G6G6)+ tr(G6G′6)]/[tr(G6)]2 · [tr(DAV)]
2
}
.
Thereby it is concluded that the essentially unique ROIQU predictor and the essentially unique ROIQB predictor for
tr(G′Y′HY) are expressible as
tr
{
GY′1
(
λ∗GNX1 + NX1V′1HV1NX1
)
Y1
}
and tr
{
GY′1
(
λ∗∗G NX1 + NX1V′1HV1NX1
)
Y1
}
,
respectively, with λ∗G = λ∗ and
λ∗∗G =
tr(HV− HV1NX1V′1)
[tr(G6G6)+ tr(G6G′6)]/[tr(G6)]2 + rk(T)− rk(X1) .
4. Motivated by the other referee, we consider the optimal quadratic prediction problem in the elliptical family of
distributions. Let the random vector of response variables in the model (1.1) be distributed elliptically as y ∼
ECn(µ,V, φ) having moments up to order four. Denote by φy(t) = exp{it′µ}φ(t′Vt) the characteristic function of
y with φy(0) = 1 (and thereby φ(0) = 1). By the Appendix (see also [7, Appendix A]), the PMSE of y′1Ay1 w.r.t.
y′Hy following HX = 0 and the Invariance (resp. and in addition the Unbiasedness) in the elliptical linear model
is written
PMSE(y′1Ay1, y
′Hy) = D(y′DAy)+ [E (y′DAy)]2
= 4φ(2)(0) {2tr(DAVDAV)+ tr(DAV)2}(
resp. = 8φ(2)(0) {tr(DAVDAV)}
)
.
Therefore, the problem of minimizing {PMSE(y′1Ay1, y′Hy)} reduces to minimizing
{
2tr(DAVDAV)+ tr(DAV)2
}
(resp.
min {tr(DAVDAV)}) if φ(2)(0) 6= 0. Based on this, the results of Liu and Rong [6] can be extended directly to
the elliptical linear model. Considering now the random decomposition of matrix elliptically contoured distributions
including ELSn×q(M,V, φ), EMSn×q(M,V, φ), EVSn×q(M,V, φ), and ESSn×q(M,V, φ) (cf. Corollary 1 and its corresponding
conclusions, [5, p. 139]), the main results of this paper can be extended to matrix elliptical linear models.
More other interesting results may be derived from Sections 2 and 3 and the above several remarks. This paper combined
with [6] offered us an important supplement to the theory of linear and multivariate linear models and its applications.
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Appendix. Covariance of two quadratic forms of elliptical vector
Let y be given as in the fourth remark, and A and B be two particular matrices of order n× n. We deduce the covariance
between y′Ay and y′By here by virtue of the techniques of the Kronecker product, vectorization operator, and permutation
matrix. Themn×mnmatrix
Kmn =
m∑
i=1
n∑
j=1
Eij(m, n)⊗ E′ij(m, n)
is called a permutation matrix, where Eij(m, n) refers to an m × nmatrix with 1 in the (i, j) position and 0′s elsewhere; cf.
[5, p. 18–20, p. 41]. Its following properties would be used in this appendix without indicating the corresponding assigned
ones:
• Vec(A′) = KmnVec(A) for a given matrix A of orderm× n;
• K′mn = Knm, K′mnKmn = Imn, and K1n = Kn1 = In;• K′nm(A⊗ B)Kst = B⊗ A, where A : n× s and B : m× t;• Let A and B be two matrices of orderm× n. Then
tr{Kmn(A′ ⊗ B)} = tr(A′B) = Vec(A)′Vec(B).
For a random vector x, its k-order moment (if it exists) is defined and can be calculated as the following
Γ k(x) = E
x⊗ x′ ⊗ x⊗ x′ ⊗ x⊗ · · ·︸ ︷︷ ︸
(k−1)‘‘⊗’’
 = 1
ik
· ∂
kφx(t)
∂t∂t′∂t∂t′∂t · · ·︸ ︷︷ ︸
k‘‘∂’’
,
and further, E (x′Ax) = tr[AΓ 2(x)] and E [(x′Ax)(x′Bx)] = tr[(A⊗B)Γ 4(x)]; cf. [5, p. 54–55, p. 117]. Note that ab′ = a⊗b′ =
b′ ⊗ a for two column vectors a and b. Based on these preliminaries, we calculate Cov(y′Ay, y′By) below. By means of the
fact (cf. [5, p. 42]) that
∂ (Xm×n ⊗ Yu×v)
∂Zp×q
= (Im ⊗ Kup)
(
∂X
∂Z
⊗ Y
)
+
(
X⊗ ∂Y
∂Z
)
(Knq ⊗ Iv),
where the matrix derivative is defined by
∂X
∂Z
=
(
∂xij
∂Z
)
= Kmp
(
∂X
∂zij
)
,
and some standard formulae of matrix derivatives, we have the following
• ∂
∂tn×1 {g1×1Gp×q} = Kpn
(
∂g
∂t ⊗ G
)+ g ⊗ ∂G
∂t ,
∂
∂t′n×1
{g1×1Gp×q} = ∂g∂t′ ⊗ G+ g ⊗ ∂G∂t′ .
• ∂Vt
∂t = Vec(V), ∂Vt∂t ′ = V, ∂t
′V
∂t = V, ∂t
′V
∂t′ = Vec(V)′, ∂t
′µ
∂t = µ, ∂t
′µ
∂t′ = µ′, ∂t
′Vt
∂t = 2Vt, ∂t
′Vt
∂t′ = 2t′V.
• ∂
∂t {t′V⊗ µ} = Knn(V⊗ µ) = µ⊗ V, ∂∂t {µ′ ⊗ Vt} = Vec(V)⊗ µ′, ∂∂t {t′V⊗ Vt} = Vec(V)⊗ t′V+ Vt⊗ V.
• ∂
∂t′ {µ⊗ µ′ ⊗ Vt} = Knn(V⊗ µ⊗ µ′), ∂∂t′ {µ⊗ µ⊗ t′V} = µ⊗ µ⊗ Vec(V)′, ∂∂t′ {Vt⊗ µ⊗ µ′} = V⊗ µ⊗ µ′.
• ∂
∂t′ {µ⊗ Vt⊗ t′V} = µ⊗ V⊗ t′V+ µ⊗ Vt⊗ Vec(V)′, ∂∂t′ {Vt⊗ Vt⊗ µ′} = V⊗ Vt⊗ µ′ + Vt⊗ V⊗ µ′.
• ∂
∂t′ {Vec(V)⊗ t′V} = Vec(V)⊗ Vec(V)′, ∂∂t′ {Vt⊗ t′V⊗ Vt} = V⊗ t′V⊗ Vt+ Vt⊗ Vec(V)′ ⊗ Vt+ Vt⊗ t′V⊗ V.
• ∂
∂t′ {Vt⊗ t′V⊗ µ} = V⊗ t′V⊗ µ+ Vt⊗ Vec(V)′ ⊗ µ, ∂∂t′ {V⊗ Vt} = (V⊗ V)Knn, ∂∂t′ {Vt⊗ V} = V⊗ V.
By direct operations,
∂φy(t)
∂t
= ieit′µφ(t′Vt)+ 2eit′µφ(1)(t′Vt) · Vt,
∂2φy(t)
∂t∂t′
= i2eit′µφ(t′Vt) · (µ′ ⊗ µ)+ 2ieit′µφ(1)(t′Vt) · (t′V⊗ µ+ µ′ ⊗ Vt− iV)
+ 4ieit′µφ(2)(t′Vt) · (t′V⊗ Vt),
∂3φy(t)
∂t∂t′∂t
= i3eit′µ φ(t′Vt) · (µ⊗ µ′ ⊗ µ)+ 2i2eit′µ φ(1)(t′Vt) · [µ⊗ µ′ ⊗ Vt+ µ⊗ µ⊗ t′V
+Vt⊗ µ⊗ µ′ − i(V⊗ µ)− i(µ⊗ V)− i(Vec(V)⊗ µ′)]
+ 4eit′µφ(2)(t′Vt) [i(µ⊗ Vt⊗ t′V)+ i(Vt⊗ Vt⊗ µ′)+ V⊗ Vt+ i(Vt⊗ t′V⊗ µ)
+Vt⊗ t′V⊗ Vt+ Vec(V)⊗ t′V+ Vt⊗ V] + 8eit′µφ(3)(t′Vt) · (Vt⊗ t′V⊗ Vt),
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∂4φy(t)
∂t∂t′∂t∂t′
= i4eit′µ φ(t′Vt) · (µ′ ⊗ µ⊗ µ′ ⊗ µ)+ 2i3eit′µ φ(1)(t′Vt) · [(t′V⊗ µ⊗ µ′ ⊗ µ)
+µ′ ⊗ µ⊗ µ′ ⊗ Vt+ µ′ ⊗ µ⊗ µ⊗ t′V+ µ′ ⊗ Vt⊗ µ⊗ µ′
− i(µ′ ⊗ V⊗ µ)− i(µ′ ⊗ µ⊗ V)− i(µ′ ⊗ Vec(V)⊗ µ′)− i(µ⊗ µ′ ⊗ V)Knn
− i(µ⊗ µ⊗ Vec(V)′)− i(V⊗ µ⊗ µ′)]+4i2eit′µφ(2)(t′Vt)
×[t′V⊗ µ⊗ µ′ ⊗ Vt+ t′V⊗ µ⊗ µ⊗ t′V+ t′V⊗ Vt⊗ µ⊗ µ′
− i(t′V⊗ V⊗ µ)− i(t′V⊗ µ⊗ V)− i(t′V⊗ Vec(V)⊗ µ′)
+µ′ ⊗ µ⊗ Vt⊗ t′V+ µ′ ⊗ Vt⊗ Vt⊗ µ′ − V⊗ V− i(µ′ ⊗ V⊗ Vt)
+µ′ ⊗ Vt⊗ t′V⊗ µ+ i(µ′ ⊗ Vt⊗ t′V⊗ Vt)− i(µ′ ⊗ Vec(V)⊗ t′V)
− (V⊗ V) · Knn − i(µ′ ⊗ Vt⊗ V)− i(µ⊗ Vt⊗ Vec(V)′)− i(V⊗ Vt⊗ µ′)
− i(Vt⊗ V⊗ µ′)− i(V⊗ t′V⊗ µ)− i(Vt⊗ Vec(V)′ ⊗ µ)
−V⊗ t′V⊗ Vt− Vt⊗ Vec(V)′ ⊗ Vt− Vt⊗ t′V⊗ V
−Vec(V)⊗ Vec(V)′]+8eit′µ φ(3)(t′Vt) · [i(t′V⊗ µ⊗ Vt⊗ t′V)
+ i(t′V⊗ Vt⊗ Vt⊗ µ′)+ t′V⊗ V⊗ Vt+ i(t′V⊗ Vt⊗ t′V⊗ µ)
+ t′V⊗ Vt⊗ t′V⊗ Vt+ t′V⊗ Vec(V)⊗ t′V+ t′V⊗ Vt⊗ V
+ i(µ′ ⊗ Vt⊗ t′V⊗ Vt)+ V⊗ t′V⊗ Vt+ Vt⊗ Vec(V)′ ⊗ Vt
+Vt⊗ t′V⊗ V]+16eit′µ φ(4)(t′Vt) · (t′V⊗ Vt⊗ t′V⊗ Vt).
So we obtain that
Γ 2(y) = 1
i2
· ∂
2φy(t)
∂t∂t′
∣∣∣∣
t=0
= µ′ ⊗ µ− 2φ(1)(0)V = µµ′ − 2φ(1)(0)V,
Γ 4(y) = 1
i4
· ∂
4φy(t)
∂t∂t′∂t∂t′
∣∣∣∣
t=0
= µ′ ⊗ µ⊗ µ′ ⊗ µ− 2φ(1)(0) · [µ′ ⊗ V⊗ µ+ µ′ ⊗ µ⊗ V
+µ′ ⊗ Vec(V)⊗ µ′ + (µ⊗ µ′ ⊗ V)Knn + µ⊗ µ⊗ Vec(V)′ + V⊗ µ⊗ µ′]
+ 4φ(2)(0) · [Vec(V)⊗ Vec(V)′ + (V⊗ V)Knn + V⊗ V],
and therefore,
Cov(y′Ay, y′By) = tr[(A⊗ B)Γ 4(y)] − tr[AΓ 2(y)] · tr[BΓ 2(y)]
= −2φ(1)(0) · (µ′AVBµ+ µ′AVB′µ+ µ′A′VB′µ+ µ′A′VBµ)+ 4φ(2)(0)
× {tr(AVBV)+ tr(AVB′V)}+ 4 (φ(2)(0)− [φ(1)(0)]2) · tr(AV) · tr(BV),
in view of tr(A⊗ B) = tr(A) · tr(B), and
tr[(A⊗ B)(µ′ ⊗ V⊗ µ)] = tr
{
(A⊗ B)K1,n2
(
K′1,n2
[
µ′ ⊗ (V⊗ µ)]Knn)K′nn}
= tr {(A⊗ B) (V⊗ µ⊗ µ′)K′nn} = tr {Knn(AV)⊗ [B(µ⊗ µ′)]} = tr[AV · B(µ⊗ µ′)]
= µ′AVBµ,
tr[(A⊗ B)(µ′ ⊗ Vec(V)⊗ µ′)] = tr {[(A⊗ B)⊗ I1] · [Vec(V)⊗ (µ′ ⊗ µ′)]}
= tr[Vec(BVA′)⊗ (µ′ ⊗ µ′)] = tr[Vec(BVA′)(µ′ ⊗ µ′)] = (µ′ ⊗ µ′)Vec(BVA′)
= µ′AVB′µ,
tr
{
Knn[A(µ⊗ µ′)] ⊗ (BV)
} = tr(A(µ⊗ µ′)BV) = µ′BVAµ = µ′A′VB′µ,
tr[(A⊗ B)(µ⊗ µ⊗ Vec(V)′)] = tr[(A⊗ B⊗ I1)(µ⊗ µ⊗ Vec(V)′)]
= tr(Aµ⊗ Bµ⊗ Vec(V)′)
= tr[(Aµ⊗ Bµ)Vec(V)′] = tr[(µ′A′ ⊗ µ′B′)Vec(V)] = tr(µ′B′VAµ) = µ′A′VBµ,
tr {Knn[(AV)⊗ (BV)]} = tr(AVBV),
tr
{
(A⊗ B)[Vec(V)⊗ Vec(V)′]} = Vec(V)′(A⊗ B)Vec(V) = tr(VBVA′) = tr(AVB′V).
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