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A study of perturbation effects on periods of cycles of plane dynamical 
systems, including conditions for continuity and boundedness, is given. 
INTRODUCTION 
If a cycle of a dynamical system is perturbed-either by varying its initial 
data within the system or by varying the system itself-it may change into a 
nonperiodic trajectory. Even if this does not happen and the perturbed 
cycles remain orbitally close to the unperturbed one, the periods may vary 
discontinuously: a trivial example is the dynamical system corresponding to 
x(4) + 5x(2’ + 4x = 0 
whose 2rr-periodic solutions sin 2t + a sin t uniformly tend to the n-periodic 
sin 2t for a -+ 0. 
The aim of this paper is to show that the situation just described cannot 
arise for dynamical systems in E2, at least for locally uniformly Lipschitzian 
families of systems. (The result of Theorem 1 was announced at the Con- 
ference on Differential Equations EQUADIFF in Prague, 1962, and forms 
a part of the author’s Thesis [l].) A second result is an estimate of periods 
of cycles in systems of class Cl. 
The dynamical systems studied are defined by a differential system in E2 
x’ =f(x) (1) 
where the prime denotes d/dt; it is assumed that f : E2 -+ E2 is continuous and 
that solutions x(t) are uniquely determined by prescribing an initial value 
x(tJ. Cycles are then graphs of nonconstant periodic solutions, critical points 
are graphs of constant solutions. 
CONTINUITY 
First it will be shown generally that periods are lower semicontinuous, in a 
sense obvious from the formulation of the Lemma to follow. On restricting 
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the situation to systems of type (l), the proof of upper semicontinuity is 
based on 
(i) the theorem on continuous dependence of solution on initial data and 
on f; this is a well-known general theorem, valid for differential systems on 
finite-dimensional Cl-manifolds; and 
(ii) the theorem stating that a rectilinear transversal has at most one inter- 
section with a plane cycle. 
This last is a theorem from Poincare’s theory of transversals of dynamical 
systems in E2 (cf., e.g., [2, chap. XVI, $21). The present author wishes to 
announce its extension to curvilinear transversals (in [I]), and even to 
dynamical systems on orientable connected Cl-Zmanifolds of degree # 0. 
Thus the result of Theorem 1 may be extended to this class of dynamical 
systems. 
LEMMA. Let x, : El --f U (U a uniform space) be a sequence of continuous 
maps for n > 0, x,, + x,, almost uniformly. DeJine T, by T,, = + 00 if x, is 
nonperiodic, T, = 0 if x,, is constant, and T,, = primitive period of x, otherwise. 
Then 
T, < liminf T, . 
PROOF. Set T* = liminf T,, . If T* = + 03, there is nothing to prove; 
let T* < + 00. Let Tn, -+ T* , but write m instead of nk: . (The letter m will 
be so used in similar situations; thus it “runs over” a specifiable infinite 
subset of the positive integers.) Then there are two cases, as T* > 0 or 
T* = 0. 
If T* > 0, then for any t E El , 
x,,(t) = lim xm(t) = lim xm(t + T,) = xo(t + T*) 
since the convergence is uniform on the bounded segment [t + T* - e, 
t + T* + e], e > 0. Thus x,, has T* as one of its positive periods, and 
therefore T,, < T* . 
In the case T* = 0 we are to prove that x0 is constant. This is obvious if 
x, is constant for infinitely many m’s. In the opposite case we have 
0 < T, -+ T* = 0. Take any t E El; there exist integers k, and reals t, with 
Then 
t = k,,Tm + t, , 0 Q t, < T, . 
x0(t) = lim xm(t) = lim x,(k,T, + tm) = lim x,(&J = x,,(O) 
since t, + 0 with T, -+ 0, and since convergence is uniform on a neigh- 
bourhood of 0. This concludes the proof. 
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'I'HEoREI\I 1. Let x’ = fn(x) (n 2 0) be dynamical systems in E”; let the 
sequence fn be un;formly locally Lipschitzian and fn + f. pointu*ise. Let C,! be a 
cycle of the nth system (n 3 0) and T, its period. If 
the)? 
C, 17 liminf C, # 0 
T,, = lim T, and Co = lim C, , 
Note. For definiteness, the Lipschitzian condition is that, for any 
.2: E E2, there are A > 0, d > 0, p such that 
lfn(Y) -fnH I G A IY -x I 
for n;bp, /y--xl <d>l z - x I. The Arzell-Ascoli theorem may be 
used to show that then pointwise convergence of the fn implies almost uniform 
convergence. The lim C, , liminf C, are topological limits of point sets. 
Of the two conclusions in Theorem 1, the main part of the proof concerns 
the convergence of the periods. In view of the preceding lemma, it suffices 
to show that limsup T, > T,, involves a contradiction. Since arcs of C, 
approach C,, uniformly, there must be large looplike arcs of C, (of t-length 
T, - T,,) near C,,; a rather lengthy argument shows that this leads to the 
existence of critical points on C, , which is the contradiction. 
PROOF OF THEOREM 1. Choose x,, E C,, n liminf C, . Take the x, E C, 
nearest to x0 (in the euclidean metric), so that x,, + x,, . For n > 0, let xn(t) 
be the solution of the nth system determined by initial condition x,(O) = x, . 
From the theorem on continuous dependence of solutions on initial values 
(i.e., xn) and on systems (the fn tend to f. almost uniformly), it follows that 
x,(t) + x0(t) almost uniformly in El . 
First let us prove T, -+ T,, . Assume that this does not hold; according 
to the lemma, then, limsup T,, > T,, . Thus there is a d > 0 such that 
T,, > T,, + d for infinitely many m. 
(We shall show that x,, must then be a critical point. Since this part of the 
proof is predominantly technical, it may make for easier reading to describe 
a few steps in reverse order. The point x,, is critical since the direction of the 
field at x0 is simultaneously perpendicular and parallel to a certain unit 
vector y0 . This ya is constructed as the limit of directions from X, to a 
conveniently chosen xm(tm), both on C, .) 
In any case, take any d with 0 < d < T, and show there are t 
with To - d < t < T,, + d such that x,(t) is nearer to x0 than either of 
78 HtiJEK 
x,(Ts & d) (for sufficiently large n; cf. Fig. 1). If this were not true, there 
would exist infinitely many m with 
I %(To f 4 - x0 I < I Xm( To) - x0 I * 
Taking limits, we obtain 
I xo(To * 4 - x0 1 < 0, &II 4 = x0 * 
As To is the primitive period of x,(t), this contradicts 0 < d < To . 
FIG. 1. Behavior of excessively long trajectories C, near CO. Correction : In the 
above figure “xfl(T,,)” should read x”(tJ”. 
Therefore the function j x,( To + t) - x0 1 for ( t I < d attains its mini- 
mum at an interior point of this segment, and thus the differentiable function 
8 1 xn(T,, + t) - x0 I2 has a stationary point t, , 
0 = f + I xn(To + t) - x,, latst, 
(Here (a, b) denotes the scalar product of a, b.) Similarly, since the x,, = ~~(0) 
were chosen as the points on C, nearest to x0 , we have 
0 = (xi(O), x, - x0). 
Some manipulation of the last two equations leads to 
(4(O), %&z) - xn> = (xA(tn> - 4(O), x0 - %L(t,)). (2) 
Summarizing, to any d with 0 < d < To there exist t, with 1 t, - To I < d 
such that (2) holds for sufficiently large 71. 
If, in addition to this, T,,, > To + d for infinitely many m, then 
O<T,-d<t,<T,+d<T,; 
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thus 
and we may set up unit vectors 
Using this and XL = fn(xn), we obtain from (2) 
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for infinitely many m. 
Now take d = l/n; to each such d find an m and a t,,, such that m + m 
and that (4) holds. Then 1 t, - To j < d -+ 0, so that t, -+ To and therefore 
X,(L) - .ro(To) = xo . Finally, since the Y,~ are unit vectors, we may take a 
convergent subsequence (denote it by yn again); thus 
Ym -+Yo 9 IYOI =I. 
Taking limits in (4) over this last sequence of m’s, we obtain 
LfO(XO)~ Yo) = 0 9 (5) 
since x,,,~ + x0 and since the fractional term in (4) is bounded (this is the 
Lipschitzian assumption). Thus we conclude that the direction of the 
0th field at x0 is perpendicular to y. . 
Next, consider the points X, and z,(t?J. They do not coincide, by (3), 
and both are on the cycle C,; thus the segment S between them is not a 
transversal of the mth system (cf. [2], lot. cit.). Therefore, at some point z, 
of s, 
% = h%&n) + (1 - GJ xvz , o<s Cl, \ m 1 
the mth system is parallel to the direction ym of S, and thus perpendicular to 
iy,,( (i = 2/ - l), i.e., 
CM~m), iYm) = 0 * 
Taking limits, z,,,‘-+ x0 since both x,+x0, ~,(t,,)-+ x0, and we obtain 
the perpendicularity condition 
( fo(xo>, 50) = 0 * 
This, together with (5) and 1 y. ( = 1, implyf,(x,) = 0, i.e., x0 is a critical 
point of the 0th system. As x0 is on a cycle Co , this is a contradiction; and we 
conclude 
lim T, = To . 
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The remaining step, proof of lim C, = C, , is now simple. Obviously 
C, C liminf C, . Let x E limsup C, . There is an infinite set of 111’s 
such that I,, -+ x as m + 03, for some t,, E El; we may assume 
0 < t, -c T, . Since T, -+ To , the T,, are bounded, and we may take a 
convergent subsequence of the twL’s (denote it by t, again). Then 
x = lim xm(tm) = x0(&) E Cs . 
Thus we have shown that limsup C, C C,, , concluding both the proof of 
lim C, = C,, and of the theorem. 
BOUNDEDNESS 
The following text up to Theorem 2 is merely explanatory in intention 
and can be omitted. 
We may say that two simple closed curves are similarly situated in a given 
dynamical system if, first, there are no critical points on either, and second, 
any critical point in the interior of one is also in the interior of the other and 
conversely. An equivalent formulation is that the closure of the symmetrical 
difference of their interiors contains no critical points of the system. 
Next we introduce the notion of t-length of curves in a dynamical system. 
Let 
z’ =f(z) (6) 
be a dynamical system in E2, where we have written z = x + iy, f = u + iv, 
and where x’ = U(X, y), y’ = V(X, y) is the “ordinary” notation. Let C be a 
parametric curve of finite length (oriented by parametrisation) and such that 
there are no critical points of (6) on C. Then the t-length of C is defined as 
.1- .fZ) 
(where scFdz = SC (Fdx + iFdy) is the “oriented” line integral). Note 
that if C = {z : x = z(t), t, < t < t2} is an arc of a noncritical trajectory 
of (6), where z(t) is a solution of (6), then its t-length is t, - t, , since from 
z’(t) = f@(t)) there follows 
1 WI = 1 -- 
f@(t)) dt 
and 
s cf$t2-tl 
by integration. Thus for arcs of trajectories, our definition reduces to the 
customary one. 
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As a special case, the t-legnth of a cycle is its period. The idea of the 
following theorem is that the relation between the t-lengths of arbitrary 
similarly situated curves (say some elementary type of given curve and an 
unknown cycle) may be obtained from Green’s theorem. 
'IhE0~132 2. Let Q C E2 be a closed set, C,, a simple closed curve of finite 
length in Q. Let z’ = f(z) be a dynamical system in Ez without critical points in Q 
and such that f is of class Cl in Q. Then for any cycle C such that the symmetrical 
diflerence between the interiors of C and C, is in Q, the period T qf C satisfies 
PROOF. Let F : Z? -+ E2 be of class Cl. By Green’s theorem, 
j 
c 
Fdz = j j (iF, - F,) ind, z dxdy 
with E2 as integration domain on the right (letter indices x and y denote 
partial differentiation); and similarly for C, in place of C. Thus 
j,F(a) dz - jc,F(a) dz = jj (iF% -F,) * (ind, z - indcO z) dxdy. 
It is known that indcz is identically 1 or - 1 inside C and identically 0 
outside C. By changing, if necessary, the orientation of C,, , we obtain that 
Z(z) = ind, z - ind, z 
is & 1 in D = symmetric difference of interiors of C and C,, , and Z(z) = 0 
elsewhere (except on C and C,, , where Z is not defined). Thus, finally, there 
is a real-valued function Z such that 1 Z j < 1 and that, for any Cl function 
Fin E2, 
jcF(a) dz - j,,F(z) dz = j j, (iF, - F,) .I dxdy 
(we write 5 C,, since the original orientation of C‘s may have been changed). 
Returning to our situation, l/f is of class Cl on the closure of D since 
D C Q = Q, f # 0 in Q, f is Cl in Q; the function 1 /f restricted to Q may be 
extended to a Cl function F on E2 . A pplying the previous formula vve obtain 
j,g - j*co$ = jj,c- ifi +f?Jf-2zdxdY. 
6 
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Take real parts of all three terms here; the statement of our theorem then 
follows immediately from T = Jc I/” da, ( I / < 1, D C Q. This completes 
the proof. 
A simpler and weaker estimate may be obtained by replacing absolute 
values of real parts by the absolute values themselves: 
COROLLARY 1. Under the assumptions of Theorem 2, 
Note that there is considerable latitude in choosing CO. This may be 
effective in obtaining error-of-estimate less than that given by the double 
integral term. 
We may obtain some rough estimates. Let 
A = area Q, L = length CO, m = mine 
and 
Ifl) M=maxo Ifl 
Kl = maxo Re - 
K2 = maxo 
thus 
Then we have 
Kl < K, < KS . m-2. 
COROLLARY 2. Under the assumptions of Theorem 2 and with the preceding 
notation, 
LM-1 - AK, $ T < Lm-1 + AK,. 
As an example, consider a “polar” system 
dr 
- = rF(r2) 
dt 
(where x + iy = Y exp it and F is real of class Cl); in our complex notation 
the system is described by 
z’ = z(i + F(I z I”)) . 
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It is well known that its cycles are circles about the origin whose radii Y are 
roots of F(9) = 0, and, of course, every period is 27r. Sow, attempt to ignore 
this, and consider only the information which Theorem 2 may yield. 
It seems natural to take a circle for C’s and an annulus for Q; . 
co = {z : / z / = Yo} ) Q = {z : II < / z 1 < Y*) , 
0 < 9-1 < f-0 < r.2 .
Then 
and 
-T2 2 ) F’(Y2) ) 
= 2n J rl 1 + F2(Y2) ydy. 
Assuming that F’ is, say, nonnegative in [Y; , Y:] we may continue, 
= 27r [arctan F(y2)]2 . 
Applying Theorem 2, the period T of any cycle in the annulus Q satisfies 
T 1 -- 2?T 1 + fi3tyi) G [arctanF(y2N:: . 
Now it is quite obvious that one should choose y2 = rl = root of F(Y?) = 0, 
whereupon r,, = rl , F(Y~) = 0, T = 2~. 
A related result of Diliberto [3, p. 2661 is the following estimate of T 
where A, m are as before, and p is determined thus 
i 
d ?T 
p=min -,- 
2 8&K 1 
where d is the distance of Q from the set of zeros off, and K is the maximum 
in Q of absolute values of real and imaginary parts of 
(ifi +fv)f+ (- ;fi +f,>f 
flfl * 
The present author has been unable to establish any relation between the 
estimate of Theorem 2 and Diliberto’s estimate. 
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