We analytically establish and numerically show that anomalous frequency synchronization occurs in a pair of asymmetrically coupled chaotic space extended oscillators. The transition to anomalous behaviors is crucially dependent on asymmetries in the coupling configuration, while the presence of phase defects has the effect of enhancing the anomaly in frequency synchronization with respect to the case of merely time chaotic oscillators. In recent years, synchronization of complex systems have generated great interest in the scientific community ͓1͔, as well as in the literature oriented to lay audiences ͓2͔. A relevant and counterintuitive result is that an increase in coupling strength between two complex systems does not necessarily induce a better degree of synchronization. An example is the anomalous behavior observed in the frequency synchronization between a limit cycle and a time chaotic oscillator ͓3,4͔, where increasing the coupling leads initially to an increase of the frequency difference.
In recent years, synchronization of complex systems have generated great interest in the scientific community ͓1͔, as well as in the literature oriented to lay audiences ͓2͔. A relevant and counterintuitive result is that an increase in coupling strength between two complex systems does not necessarily induce a better degree of synchronization. An example is the anomalous behavior observed in the frequency synchronization between a limit cycle and a time chaotic oscillator ͓3,4͔, where increasing the coupling leads initially to an increase of the frequency difference.
In this paper we analytically establish and numerically show that: ͑i͒ anomalous frequency synchronization ͑AFS͒ is a generic phenomenon occurring also for space extended systems, ͑ii͒ the transition to anomalous behaviors is crucially dependent on asymmetries in the coupling configuration, and ͑iii͒ the presence of phase defects in spatially extended chaotic oscillators has the role of enhancing the anomaly in frequency synchronization with respect to the case of merely time chaotic oscillators.
Our starting point is a pair of asymmetrically coupled complex Ginzburg-Landau equations ͑CGLE͒ Ȧ 1,2 = A 1,2 + ͑1 + i␣͒‫ץ‬ xx A 1,2 − ͑1 + i␤ 1,2 ͉͒A 1,2 ͉ 2 A 1,2 + c 2 ͑1 ϯ ͒͑A 2,1 − A 1,2 ͒. ͑1͒
Here A 1,2 ͑x , t͒ = 1,2 ͑x , t͒e i 1,2 ͑x,t͒ are two one-dimensional complex fields ͓of amplitudes 1,2 ͑x , t͒ and phases 1,2 ͑x , t͔͒, the dots denote temporal derivatives, ‫ץ‬ xx stays for the second derivative with respect to the space variable 0 ഛ x ഛ L, L is the system extension, ␣ and ␤ 1,2 are suitable real parameters, c represents the coupling strength, and −1 ഛ ഛ 1 is a parameter accounting for asymmetries in the coupling. CGLE has been extensively investigated in the context of space-time chaos, since it describes the universal dynamical features of an extended system close to a Hopf bifurcation ͓5͔. A detailed account of CGLE dynamics and synchronization phenomena can be found in Ref. ͓6͔ . In particular, Eq. ͑1͒ supports two main turbulent regimes, namely phase turbulence ͑PT͒ and amplitude turbulence ͑AT͒ or defect turbulence ͓7͔. PT is a regime where the chaotic behavior of the field is essentially dominated by the dynamics of ͑x , t͒, while the amplitude changes smoothly, and it is always bounded away from zero. At variance, in AT the fluctuations of ͑x , t͒ become dominant over the phase dynamics, leading to large amplitude oscillations that can occasionally cause the occurrence of a space-time defect in the point where is locally vanishing. In Ref. ͓6͔ we have numerically shown that when coupling a PT and a AT regime, one can have regular frequency synchronization ͑FS͒ or AFS, depending upon the value of the asymmetry parameter. In this paper, we will concentrate on the case in which both CGLE are initially ͑for c =0͒ set in a regime of phase turbulence ͑PT͒, i.e., we fix the parameters in Eq. ͑1͒ to be ␣ =2, ␤ 1 = −0.75, and ␤ 2 = −0.9. This will indeed allow us to perform a detailed analytical study of the synchronization process, and to rigorously describe the main dynamical and statistical features characterizing AFS. Here, the condition to be fulfilled for 1:1 frequency synchronization is the vanishing of the mean frequency mismatch ⌬⍀ ϵ ⍀ 1 − ⍀ 2 = 0, where the mean frequency of each field is given by ⍀ 1,2 = lim t→ϱ ͑͗ 1,2 ͑x , t͒͘ x ͒ / t ͑͗͘ x denoting spatial average͒. Figure 1 reports ⌬⍀ in the parameter space ͑c , ͒ and indicates that the transition to a frequency locked state ͑⌬⍀ =0͒ can occur in a regular ͑⌬⍀ is a monotonically decreasing function of c͒ or in an anomalous way ͑⌬⍀ increases initially with c͒, depending upon the level of asymmetry in the coupling configuration. The arrow in Fig. 1 indicates the critical value cr Ϸ −0.09 and marks the numerically found transition point between the two frequency synchronization behaviors.
Since both fields are initially set in the PT regime, we can use the tools of asymptotic analysis in order to reduce the description to a pair of coupled Kuramoto-Sivashinsky ͑KS͒ equations ͓8͔. The KS model is nothing but an ordinary differential Ginzburg-Landau ͑GL͒ model plus spatial terms that are "small" perturbations. In the following we will evaluate such small perturbations and show that their probability distribution function ͑PDF͒ is very well approximated *Electronic address: jbragard@fisica.unav.es by a Gaussian distribution, whose mean and standard deviation depend on the parameters ␣ and ␤. This allows one to perform a second reduction leading to a pair of ordinary differential GL equations with suitable additive noise terms, and compare the prediction from this latter model with the results of the full CGLE, thus gathering a better understanding of the mechanisms behind AFS in spatially extended systems.
Let us start with a single CGLE equation; the coupling will be added later on. The equation is
In the PT regime, the dynamics of the complex field A͑x , t͒ can be reduced to the dynamics of the real phase field ͑x , t͒, being the amplitude field ͑x , t͒ slaved to the dynamics of the phase. The family of equations that describe the dynamics of the phase equations are called the KuramotoSivashinsky equations ͓9͔. Such equations have been found to properly describe chemical reactions ͑e.g., BelousovZhabotinsky reaction͒ as well as flame propagation in the case of mild combustion. The equation for the phase dynamics of the single CGLE has been derived by Sakaguchi ͓10͔ and reads as
where
is obtained by doing an asymptotic expansion of Eq. ͑2͒ in powers of ‫ץ‬ x , the smallness parameter being the degree of spatial modulation of the phase.
By using the Adams-Bashforth integration scheme, both Eq. ͑2͒ and Eq. ͑3͒ have been simulated with the same grid spacing ␦x = 0.25, with time step ␦t =10 −2 , and with periodic boundary conditions. As initial condition for Eq. ͑3͒, we selected a Gaussian noise with zero mean and standard deviation =10 −4 . In Eq. ͑3͒, after some transient, the phase is drifting linearly with time ͑͗͘ x Ϸ st + b, where s is the slope of the linear drift evaluated by performing a linear fit͒. The validity of the KS model is then checked by comparing the average frequency obtained from the full CGLE ͓Eq. ͑2͔͒ and the frequency estimate given by the KS model =−␤ + s. An excellent agreement has been obtained for the frequencies calculated with the two models ͑KS and full CGLE͒ in the whole PT regime ͑−0.9Ͻ ␤ Ͻ −0.7͒.
In fact, as we are interested in a first-order perturbation theory, we can limit ourselves to the first three terms in the right-hand side of Eq. ͑3͒, and still we have verified that the agreement between the average frequencies calculated from the full CGLE and the three-terms KS equation is very good in the whole PT range.
The advantage of the three-terms reduction of Eq. ͑3͒ is that it is now straightforward to perform a spatial average of such reduced equation, that leads to
is a very simple relationship for the correction to the frequency ͑we recall that =−␤ + ͗ ͘ x ͒. In Fig.  2͑a͒ , the time evolution of the term ͗ x 2 ͘ ͑from now on referred to as T2͒ is displayed, as it is taken from the simulation of the full CGLE. The time evolution of T2 is clearly chaotic and its probability distribution function ͑PDF͒ can be conveniently fitted by a Gaussian ͓as shown in Fig. 2͑b͔͒ . Furthermore, the time correlation function for T2 is reported in Fig. 2͑c͒ . There, by assuming an exponential decay, we obtain an estimate for the correlation time of = 51.2. Such statistical properties make it possible to further reduce our analysis to a pair of time-dependent coupled oscillators ͑GL equations͒ subjected to a colored Gaussian noise with proper mean, fluctuation, and correlation features ͓for ␤ 1 = −0.75 ͑␤ 2 = −0.9͒ we have that the mean of the PDF is 1 = 2.92ϫ 10 −3 ͑ 2 = 1.14ϫ 10 −2 ͒, the standard deviation is 1 = 5.46ϫ 10 −4 ͑ 2 = 1.7ϫ 10 −3 ͒, and the correlation time is 1 = 51.2 ͑ 2 = 15.3͔͒. Notice that as ␤ is increased ͑in absolute value͒, the system becomes more and more chaotic, thus the correction to the frequency is larger ͑as indicated by a larger ͒, the fluctuations are higher ͑as indicated by a larger ͒, and the correlation time of the signal decays ͑as confirmed by a lower value of ͒.
Taking back into account the coupling term, using proper noise terms and assuming small parameter mismatches, the reduced GL model ͓3,11͔ for the phases 1 ͑t͒ , 2 ͑t͒ of the chaotic oscillators becomes 1 = − ␤ 1 − c 1 ͓␤ 1 ͑cos − 1͒ − sin ͔ + 1 , 2 = − ␤ 2 − c 2 ͓␤ 2 ͑cos − 1͒ + sin ͔ + 2 , ͑5͒ where = 2 − 1 represents the phase difference between the two oscillators, c 1 = c͑1−͒ /2, c 2 = c͑1+͒ / 2, and 1 , 2 are the two colored Gaussian noise terms specified above. Equations ͑5͒ are a set of stochastic differential equations ͑SDE͒, where the noise terms 1 , 2 have been surrogated from the full CGLE with the corresponding parameters ␣, ␤, and c =0 ͑uncoupled͒. The numerical integration of the set of Eqs. ͑5͒ is straightforward ͓12,13͔ and allows us to compare the full CGLE to its SDE counterpart.
Before proceeding with numerical integration, some analytical studies of Eqs. ͑5͒ can be performed, following what was done in Ref. ͓4͔ . Namely, by neglecting the noise terms and subtracting Eqs. ͑5͒, one is able to write an equation for in a closed form. Then frequency synchronization is studied by calculating the frequency detuning, ͑⌬⍀͒
where B + ͑B − ͒ stays for ␤ 1 + ␤ 2 ͑␤ 1 − ␤ 2 ͒. The interest of expression ͑6͒ is that one can analytically estimate the transition point between FS and AFS. Indeed, the slope of the detuning at zero coupling indicates regular ͑if negative͒ or anomalous ͑if positive͒ frequency synchronization. It is straightforward to calculate the value of for the transition between FS and AFS
For the particular case treated here ͑␤ 1 = −0.75 and ␤ 2 = −0.9͒, we have cr =−1/11Ϸ −0.09, in perfect agreement with what is found numerically for the full CGLE model and reported in Fig. 1 . That means that for cr Ͻ ഛ 1, we have regular FS. Conversely, in the range −1 ഛ Ͻ cr , we have AFS. Notice that Eq. ͑7͒ is not at all applicable to the case reported by us in Fig. 4͑b͒ of Ref. ͓6͔, since the fundamental assumption at the basis of whole theoretical derivation from Eq. ͑2͒ to Eqs. ͑5͒ ͑the fact that the amplitude field is almost constant and bounded away from zero͒ loses validity insofar as one of the two coupled fields is there in the amplitude turbulent regime, with phase defects characterizing also its uncoupled ͑c =0͒ evolution.
Finally, we compare the numerical integration of the SDE ͑5͒ and of the full CGLE ͑1͒. In Fig. 3 we report the frequencies ⍀ 1 , ⍀ 2 versus the coupling strength c for two asymmetric coupling configurations. Namely, Fig. 3͑a͒ ͓Fig. 3͑b͔͒ refers to the case of regular FS at = 0.88 ͑of AFS at = −0.88͒. The agreement between the SDE ͑5͒ and the full CGLE ͑1͒ is very good at low coupling stregths. However, for larger values of c, we observe an increasing difference between the two cases, which is especially pronounced in the case of AFS. In particular, the full CGLE shows an enhancement of the anomaly with respect to the SDE ͑5͒.
In order to identify the reasons for such a difference, we point out that the derivation of the reduced SDE model is rigorous only in the absence of coupling. While one can reasonably expect that the validity of such reduction would hold also for small values of c, at larger coupling strengths intrinsic spatial effects become dominant in the dynamics of the coupled fields. In particular, even though initially the two fields are set in PT regimes, an intermediate coupling induces the presence of a finite number of phase defects ͓points
2 ͘ x from Eq. ͑2͒ with ␣ = 2 and ␤ = −0.75. For a better statistics, nine different random initial conditions have been considered, and the integration lasts until t =10
6 . ͑b͒ The probability distribution function of the data shown in ͑a͒ ͑dotted line͒ and its fit by a Gaussian PDF ͑solid line͒. ͑c͒ The time correlation function of the signal shown in ͑a͒. where locally and instantaneously the amplitude ͑x , t͒ vanishes͔, as it appears from Fig. 4 . Phase defects are objects inherent to the spatially extended nature of the system and cannot be retrieved in a SDE model. Notice that the small parameter mismatch ͉͑␤ 1 − ␤ 2 ͉ = 0.15͒ guarantees the validity of the phase description ͑5͒ and hence the appearance of phase defects in the spatially extended system ͑1͒ cannot be related with the phenomenon of amplitude death occurring between two coupled limit cycle oscillators ͓14͔. Indeed, in the above derivation, one has to implicitly assume the dynamical regime of the CGLE to be in phase turbulence. Therefore, the appearance of defects induce a breaking up of the validity of the reduced model ͑5͒.
Phase defects are entirely responsible for the frequency mismatch observed in Fig. 3 . Calling ⍀ 1 ef f ͑⍀ 1 ͒ the mean frequency of system 1 as calculated with reference to the SDE model ͑the full CGLE model͒, in Fig. 5 we show that for = −0.88 ͑AFS͒, the 1:1 correlation between the frequency mismatch ⌬⍀ 1 e = ⍀ 1 eff − ⍀ 1 and the number of defects appearing in system 1 is indeed remarkable, indicating that a simple correction of the frequency proportional to the defect numbers is enough to produce an excellent agreement between the SDE and the full CGLE models for the whole range of c.
In summary, the comparison between two time-dependent oscillators and spatially extended oscillators cannot be conducted without taking high care of phase defects. These last objects are inherent to space extended systems and must be taken into account if we want to study synchronization. In particular, AFS is further enhanced by phase defects, while in the case of regular FS, the presence of defects shifts down the threshold for synchronization, allowing for an easier frequency locking. FIG. 4 . Total number of defects N generated in Eq. ͑1͒ in the system ͑a͒ A 1 and ͑b͒ A 2 vs the parameter space ͑c , ͒. Other parameters are ␣ =2, ␤ 1 = −0.75, ␤ 2 = −0.9. The defects at time t have been considered at those points x i , where the ͑x i , t͒ is smaller than 2.5ϫ 10 −2 and that are, furthermore, local minima for the function ͑x , t͒. 
