Consider the vector equation (1) x' = -f(ί,x)
where f: [α, co)xR n -*R n is continuous and sufficiently regular so that (i) solutions of (1) vary continuously with initial data assigned at f = α, and
(ii) solutions of (1) can be continued until some components become unbounded. We seek to show the existence of a "monotone solution" x(ί) of (1) whose components satisfy jc ί (ί)>0 and xj(ί)<0 in [α, oo) for l<i<n.
The existence of such monotone solutions was first established by Hartman and Wintner [5] under explicit bounds on f (f, x) which assured that all solutions of (1) can be continued to ί=oo. This requirement was removed in [6] for the case where n is even by means of a corollary of Sperner's lemma and for general n by means of Wazewski retracts in [2] (see also [3] and [4] , Chapter XIV, Problems 2.8 and 2.9, for alternate techniques). The purpose of this note is to show how a different form of Sperner's lemma leads to the more general results obtained by the theory of retracts and also to note the nonlinear form of criteria which assure that the "monotone solution" of the scalar equation y (w) -(-!)"• f(t, }>) = 0 tends to zero.
Writing x>0(x>0) in case all components of a vector x satisfy Xf>0 (Xi>0), we formulate the following hypotheses (A) f (f, x) > 0 whenever x > 0 and f (ί, 0)=0 (B) fι(t, x)>0 whenever x>0 and x £ =0 and some x j >0, for l<i<n and jVi. These hypotheses are essentially satisfied when a scalar n-th order equation PROOF OF THEOREM. Consider the n-1 dimensional simplex T n defined in the positive n-tant of R n by x 1 + +x n = l. Calling the vertices of T n e l5 ..., e π (where e f is the vector x with Xj = δβ) we denote by x(ί; x 0 ) the solution of (1) satisfying x (α)=x 0 for x 0 e T n . It follows from (A) that solutions x (ί; x 0 ) of (1) will remain in the n dimensional simplex T n+ί (with vertices 0, e lv .., e n ) unless they exist across one of the closed faces corresponding to x f =0 for some ie {!,..., n}. Identifying z = 0 with ί = n, we define for l<i<n AI = {x 0 e T n I x (ί; x 0 ) does not exit T n+1 with x ί^ί > 0} and note that each A t is closed. Furthermore if x(α; x 0 ) = e{ for some ί, then Xί-iία; ei)=0 while xj-^α; e f )= ~/ί_ι(ί, e f )<0. It follows that x(ί; e f ) exits T n+1 at e f , and therefore that e^e^i for \<i^n.
To show that the hypotheses of the Lemma are satisfied, we proceed by induction to consider a face e^ e^ with r<n. Since e^ e^ is bounded by faces of lower dimension, it suffices to show that the interior of e^ e^ is contained in A h U ••• U A ίr . To that end we note that since r<n, there must exist an index i q e{i l9 ..., i r } such that ΐ β --l is not an element of {ί l5 ..., ϊ r }. Then for x o e ( e iΓ e ί r )° * e *q coordinate of x 0 is positive while the i q -l is zero, so that Xι β -!(fl; x 0 )=0 while x'^-^a; x 0 )= -/< g ι(r; x 0 )<0 by (B). Therefore x(/; x 0 ) exits T n+1 with x ίg _ 1 =0, showing that e^ e^ciA^ciA^ U ••• U A ir . Applying the Lemma, we consider a solution x(ί;x 0 ) with x 0 eΛ?=ι^4i. From the definition of A t it follows that such x(ί) can exit T n+ί only at x=0, but this possibility is precluded by the assumption f (ί, 0)=0. Therefore x(ί; x 0 ) >0 for a<t<co, and by (A) we must have x'(ί; x 0 )<0 for α<ί<oo. satisfying condition (C) above, our theorem establishes the existence of a monotone solution XO satisfying (-l) ί~1 j (ί~1) (ί)>0 for α<ί<oo. It is clear that such solutions satisfy lim^^ yW(t)=*Q for i> 1, but it does not necessarily follow that lim^oo y(t) = 0. However, noting that the monotone solution of (2) satisfies the integral equation xo = one can apply well known techniques (see for example [7] , [8] 
