ABSTRACT
Introduction
It is widely assumed nowadays that a large annotated corpus can serve as an important research tool for investigations in natural language processing, as well as in theoretical linguistics. As a consequence, a lot of researches have been devoted to this aspect.
In December, 1991, a fifty-million-word Chinese National Corpus project was launched. The purpose of this project is to build a large scale general corpus used for the research on Chinese morphology, syntax, semantics, and pragmatics. Meanwhile, many effective automatic analysis programs have also been developed, including those dealing with word segmentation ([Liang87] , [HXS91] , [Li92] , [ZCS92] ), POS tagging( [LZZ92] , [BXH92] ), sentence pattern analyzing [LZ94] , dependency relation tagging ( [ZH94] , [LZH93] ), and word sense tagging [HT93] .
Our research on Chinese corpus processing began in early 1992. The goal is to build a five-million-word corpus which may then be used for researches on Chinese grammar. Parallel to the work on constructing the corpus, we also explore the effective approaches for the Chinese corpus processing, and have yielded some positive results on Chinese word segmentation, POS tagging and phrase bracketing and syntactic tagging.
In this paper, we will briefly introduce our research work on Chinese corpus processing during 1992-1995. The paper is organized as follows. Section 2 briefly introduces our annotation plans for Chinese language corpus. Section 3 discusses our basic methodologies for Chinese corpus processing, and a man-machine mutually dependent corpus processing model is proposed. In section 4, we will provide a sketchy outlook on a Chinese Corpus Multilevel Processing system(CCMP), and present the basic algorithms and some current experimental results of the two main sub-systems: (1) word segmentation and POS tagging sub-system and (2) phrase bracketing and syntactic tagging sub-system. Section 5 is then devoted to a summary of the paper from which some conclusions are also drawn. generate a suitable syntactic tree, and give a syntactic tag to every bracketed phrase.
3. Predicate-argument relation tagging. On the basis of the syntactic tree, analyze the predicate and argument relations among the different syntactic constituents of a sentence and give them the suitable tags.
Some salient properties of our scheme are: 1 To combine word segmentation with POS tagging. In the practice of segmenting Chinese sentences, we found that there were many advantages in making use of word categories in automatic word segmentation [ZY94] . Due to these advantages, we adopted the processing strategy which combines segmentation with POS tagging, and have gotten good effects both in word segmentation and POS tagging.
2 To put phrase analysis in an important position. In Chinese, phrase is the linguistic unit connecting word with sentence. So the progress in phrase analysis will have positive effects on the linguistic unit of both words and sentences. Specifically, on the one hand, it lays a good foundation for analyzing Chinese sentence pattern and tagging dependency relation, on the other hand, it provides an objective criterion for the adjustment of the POS tagset.
Other annotation directions
In the Chinese language, phonetic spelling(Pinyin) is another orthographic form parallel to the Chinese character. So a most interesting work is to annotate phonetic information in Chinese corpus and thereby to build a phonetic corpus. A tentative work in this respect has been undertaken in [HC93] . The availability of the phonetic spelling and tone information for each word in our Grammar Knowledge Base for Chinese Words (GKBCW) renders the annotation of phoneme for the most words fairly easy. However, there are also some Chinese words which may have multiple phonetic spellings and whose tones may vary according to the specific context in which they occur. For the present it still remains very difficult to distinguish between these spellings and tones. Hence it is our belief that our work of annotating phonetic information will be helpful for researches into speech recognition, speech synthesis, and conversion from phoneme to character in Chinese.
A Chinese character is a combination of sound, morpheme and sense. Therefore, the knowledge of the sense of a word is crucial for the understanding of a Chinese character and a Chinese word as well. But a common phenomenon in Chinese is polysemy , i.e. a word has several different meanings. An example-based approach for word sense disambiguation has been proposed by Huang et al. [HT93] , which results in better performance in tagging word sense in real Chinese texts. However, their tagging was restricted to single Chinese characters rather than Chinese words. In our GKBCW, we present some features to describe the different sense of a word. Still, word sense tagging is a challenging job awaiting further investigation.
How do we annotate?

Basic methodology
Evaluating critically the pros and cons of different processing programs, and taking into consideration the researches into the exploitation of Chinese language knowledge base, we develop our basic methodology for annotating Chinese corpus, some properties of which can be summarized as follows:
1. To use a small tagset. Unlike the first program on Chinese POS tagging, which had 108 tags [BXH92] , the present annotation scheme employs a considerably small POS tagset (see appendix A). For further work on phrase bracketing and tagging, we also plan to use a smaller syntactic tagset (see appendix B). It may be suggested that this strategy has the following advantages:
• It can make us concentrate on the phenomena of ambiguities that appear most frequently in the corpus. Therefore, the processing complexity can be reduced and tagging accuracy will be enhanced.
• Manual proofreading will be greatly facilitated, and high consistency of the tagged corpora will be obtained. Hence the objectiveness and accuracy of the statistics extracted from the annotated corpus will be guaranteed.
• The size of the POS concurrence matrix and the number of rules in the induced grammar can be diminished substantially, and the sparsity of the statistics derived from corpus can also be reduced. The key issue for a small tagset is how to extend the tagset for different applications. In our system, this issue can be easily solved by linking the tagged results with language knowledge bases.
2. To coordinate with the work on Chinese language knowledge bases. The work on Chinese corpus annotation is, instead of being independent, closely related with the other language engineering projects in our institute. Two main interrelated projects are the development of the GKBCW and the research on Chinese Phrase Information Base(CPIB).
In our GKBCW, for each word category there is included a lot of features proposed by Chinese linguists and computational linguists. They described the grammatical functions and distributions of every Chinese word completely [YZG92] . At present, the GKBCW comprises about 50,000 word entries, and its size is increasing continuously.
A similar project that has been launched since 1995 is to develop a large scale CPIB. We plan to collect about 100,000 typical Chinese phrases, and provide minute description for the syntactic functions and constituent structure of every phrase in CPIB.
In this way, using the tagged results as the keywords to look up the language knowledge bases (GKBCW and CPIB), we can get the detailed feature descriptions of each tagged word or bracketed phrase, which will allow users to employ a much richer tagset than the small one we used if special needs arise. In addition, these features will offer great help in syntactic disambiguation and the annotation of other useful information, such as Pinyin and word sense.
3. To integrate different kinds of processing techniques. Two basic processing techniques in corpus linguistics are rule-based technique and statistics-based one. The POS tagging on Brown corpus used about 3300 context frame rules, and the tagging accuracy was 77% [GR71] . Some rule-based syntactic parsers are also very effective in processing the large scale real texts( [ST92] , [HD83] , [MC90] ). Nowadays, however, the empirical and statistical methods seem to gain a dominating position in corpus linguistics, as is evidenced in the fact that almost all contemporary POS tagging programs have adopted the empirical method( [Ch88] , [DR88] , [GLS87] , [BXH92] ). Besides, the stochastic context-free grammar(SCFG) and preference-based parsers have also been widely used
Nonetheless, a more balanced view is that these two approaches have their respective advantages. So the ideal processing model should combine the rule-based approaches and statistics-based approaches together, absorbing the strengths of both. This idea has actually been put into effect in our POS tagging program [Zhou95a] , and the experimental results so far are encouraging.
Other available techniques come from the machine learning community( [MCM86] , [KM90] ), which is an active branch of artificial intelligence. Many machine learning methods, such as error-driven learning, case-based reasoning, and so on, are very useful in automatic grammar inference and syntactic disambiguation.
In the following section, we will propose, on the basis of our discussion so far, a basic corpus processing model, which integrates all these available techniques.
A man-machine mutually dependent corpus processing model
After the stages of automatic processing and manual proofreading, an annotated corpus can become a vast and valuable language resource bank, containing abundant linguistic knowledge and the disambiguation knowledge used by men during manual proofreading. A challenging question is how to use this annotated corpus effectively in order to process new corpora. To answer this, we propose a corpus processing model as illustrated in figure 1. The processing model has the following characteristics: The Combination general knowledge with specific knowledge. When the capacity of the annotated corpora reaches a certain level, it may be argued that the statistics from it can approximately reflect some general linguistic principles. In addition, some general linguistic rules can also be summarized by linguists. When both the statistics and the linguistic rules are made use of in automatic processing, one can expect a higher correctness. But natural languages are intricate and volatile, and no rules is without exceptions. So an error-driven rule learning device is also provided in the model. Through the comparison between the results from automatic processing as well as that from manual proofreading, the errors of automatic processing program can be detected, and the rectifying rules for some exceptions can be summarized. In this way, by combining the general linguistic knowledge automatically extracted from corpus and that summarized by linguists with the special rectifying rules obtained through learning, the performance of the system can be improved greatly.
2. The man-machine mutual dependence. One of the advantages of automatic processing is that the computer's powerful computation ability enables the annotation of a large amount of corpora within a very short time. The advantage of manual processing is, on the other hand, its accuracy, because man can easily use the context information for syntactic disambiguation. These two kinds of advantages are brought into full play in the model of figure 1. First, by using statistics, a statistical model for automatic processing is constructed. Second, through manual proofreading, the correctness of the final annotated results may be ensured. However, the learning of the error rectifying rules needs to go through a developing progress from manually summarizing to semi-automatic machine-assistant learning and then to automatic machine learning.
3. The incremental improvement of the overall performance. Along with the increment of the appropriately annotated corpora, the more comprehensive statistics and the more accurate rules will be obtained, and the more accurate restricting conditions for describing the error rectifying rules will be learned. Therefore, the correctness of automatic processing will be to a considerable extent guaranteed, and the work load for manual proofreading will be lessened, so that the overall performance of the system will be improved.
Working standards
In corpus processing, it seems crucial to set up a working standard for annotation, because such a standard can provide a unified criterion for both automatic and manual tagging. This work seems even more essential in Chinese corpus processing due to some unique features of the Chinese language.
For Chinese word segmentation, there already exists a national standard GB13715[GB92], which was promulgated in 1992. But for POS tagging and phrase parsing, there are no such working standards available and therefore a lot of work needs to do.
From our practice in annotating real Chinese texts, many available strategies for Chinese POS tagging and phrase parsing are obtained. And two tentative working standards are formed: one for word segmentation and POS tagging, and the other for phrase bracketing and syntactic tagging. More detailed information can be found in [BD95] and [ZZ95] .
A Chinese Corpus Multilevel Processing system CCMP
Overall framework of CCMP
Synthesizing the processing models (figure 1) for different input corpora, and adding up other assistant tools, we form the overall structure chart of CCMP (see figure 2) .
Descriptions of the source databases
Corpus
Our current goal is to build an annotated corpus for research on Chinese grammar, which will encompass the following annotating information: segmentation, part of speech, bracketing and syntactic tagging and have a scale of about five million words. Appendix C shows the annotated results of two Chinese sentences.
As the annotation methods and schemes are further developed, the corpus will grow in terms of both the scale and the content.
Knowledge base
The knowledge base contains syntactic, semantic and pragmatic knowledge that can be used by automatic processing programs. At the present stage, we mainly use the syntactic feature information, which comes from the GKBCW and CPIB.
For the sake of processing effectiveness, we divide the GKBCW into two parts: 1). Dictionary used for word segmentation and POS tagging, which includes word and its possible POS tags, and has about 45,000 entries.
2). Dictionary used for phrase bracketing and tagging, which includes word and its syntactic feature information and whose scale can be adjusted according to different types of corpora.
In pace with the improvement of the integration of the CCMP and the increment of the dictionary information, these two parts might possibly be merged in the future.
Rule base
In the rule base, there are different kinds of disambiguation rules, which include: segmentation ambiguity processing rules, multitag selecting rules, phrase structure disambiguation rules, other rules for describing linguistic phenomena, such as word formation and compound in Chinese. Some of these rules are manually summarized, whilst others are automatically learned through an error-driven method. Recognizably, each of these rules plays an important role for improving the correctness of the annotated corpus.
Statistical database
The different kinds of statistics, such as the POS concurrence matrix, probabilistic phrase structure rules, etc, are saved in this database, which therefore provides objective parameters for the statistics-based disambiguation model. 
Basic function of each processing module
The basic function of each processing module in the system(CCMP) is listed as follows: 1). corpus management interface To provide a unified scheme for collecting and saving different kinds of corpora.
2). query module By supplying two kinds of querying modes, i.e. a command menu and a simple query language, to help the user to look up the needed information in the corpus quickly. An important querying output is the KWICs (Key Word In Context).
3). sample module To enable the stochastic sampling from corpus, and to provide the user with objective data for analyzing the language. 4). statistical processing module To extract available statistics from the corpus.
5). segmentation and POS tagging module
To automatically segment words and to tag the POS for a given raw text. 6). phrase bracketing and syntactic tagging module To carry out the task of phrase bracketing and syntactic tagging. 7). computer-aided manually proofread module To supervise the post-editing processing, and to improve the effectiveness of proofreading. 8). rule learning module To summarize and induce the error rectifying rules from the comparison between the results obtained by automatic processing and manual proofreading.
The combination of word segmentation with POS tagging
Basic processing procedures
In [ZY94], we proposed a method which combines segmentation with tagging and used it in the practice of the word segmentation and POS tagging of a large-scale Chinese corpus. The basic processing procedures are: 1). To implement complete automatic segmentation by using a segmentation dictionary with word categories. Meanwhile, assign the initial tag (all possible categories for a word) to every segmentation unit.
2). To carry out the basic word-formation process (most likely compounding), such as jointing affixes with stems, combining overlapping morphemes, and integrating the Chinese numeral words, etc.
3). To implement automatic POS tagging through grammatical category disambiguation and to assign a single category tag to every word. 4). To find and combine unregistered words which also conform to Chinese word-formation rules and to assign a suitable category to the combined new words. 5). To check the category combinations in the segmented sentences, to try to spot any possible errors and then to reform to the segmentation process.
One characteristic of this sub-system is to propose the automatic POS tagging method using rule-based techniques and statistics-based techniques simultaneously [Zhou95a] .
Experimental results
As a pilot test of the effectiveness of this sub-system, a corpus consisting about 400,000 Chinese characters or 300,000 Chinese words was segmented and POS 
Automatically bracketing and tagging phrase
Basic processing algorithm
In order to solve the problem of phrase bracketing, we propose a statistics-based processing algorithm, which comprises three processing stages: to predict the boundary locations of different phrases, to match the open and close brackets, and to generate the constituent structure tree.
First, use the information of words, their POS and other syntactic features to predict the boundary locations of phrases, namely, which word is at the left boundary of a phrase (can be given a open bracket: [ w ), which word is at the right boundary of a phrase (can be given a close bracket: w ] ), and which word is at the middle of a phrase( [Zhou96a] , [ZZ96] ). Then, match the suitable open and close brackets, according to their context information. In the meantime, generate the constituent structure tree for a sentence step by step, and disambiguate it with the statistics acquired from treebank. At last, an optimal parsing tree for a sentence may be obtained, which can then be used to bracket and syntactically tag the phrase structures of a sentence(Reference to [Zhou95b] and [Zhou96b] for more details).
Statistics-based disambiguation
As stated above, our disambiguation approach is based on the statistics obtained from treebank. Such statistics can be divided into three groups: 1). boundary distribution data This group of data describes the different influence of context information on the phrase boundary location, i.e., the influence of word: [w and w] the influence of POS: [ t j t j+1 and t j-1 t j ]. They play an important role in the prediction of phrase boundary locations.
2). phrase tag data for a boundary location This group of data expresses the possibility for an open or a close bracket to be the boundary of a certain kind of phrase tag. For example, n [ p → vp 0.531, pp 0.462, np 0.007, indicates that the probability for an open bracket between noun(n) and preposition(p) being the left boundary of a verb phrase(vp) is 0.531, the left boundary of a prepositional phrase(pp) 0.462, and the left boundary of a noun phrase(np) 0.007. This kind of data provides the basis for matching brackets.
3). phrase structure data The group of data relates a probability with each phrase structure rule of the grammar. For instance, vp → v+np, 0.132, indicates that the probability for a verb(v) and a noun phrase(np) to be combined as a verb phrase(vp) is 0.132. Such data are very useful for syntactic disambiguation.
For the construction of statistical models and the score scheme for syntactic disambiguation, refer to [Zhou96b] for more details.
Some experimental results
In our current experiment, training and testing are conducted on a corpus comprised of about 1400 sentences. The mean sentence length of the testing corpus is 8.25 words. Two main evaluation matrices, i.e. the percentage of crossing brackets and the percentage of the error phrase tags [Zhou95b] , are recorded. The results are as follows:
the percentage of crossing brackets: 13.98% the percentage of error phrase tags: 8.65%
Concluding remarks
In this paper, we have outlined our overall plan in Chinese corpus processing, including the annotation scheme, basic methodology and a practical processing system CCMP. Some main points of our plan for Chinese corpus processing are summarized below.
• To put phrase analysis in an important position • To coordinate with the research work on Chinese language knowledge bases • To integrate different kinds of processing techniques • To set up available working standards for corpus annotating.
Although the experimental results are encouraging in our current CCMP, we are well aware that the size of our corpus is still too small, and many sentences we used are constructed by linguists rather than extracted from real texts. If the same methods are used to annotate more real texts, it seems that we will encounter many similar problems that G. Sampson met in his parsing the LOB Corpus [SG92] . Therefore the approaches need to be explored further.
Chinese is a distinctive language, which has many characteristics that are different from many Indo-European languages. On the one hand, these characteristics bring in new problems for Chinese corpus processing, but on the other hand, they also proffer us good chances to develop new ideas and to apply new techniques. The research in Chinese corpus linguistics is really well worth doing. More detailed information on the syntactic tagset and guidelines concerning its use are to be found in [ZY95] .
Appendix C The annotating results of two Chinese sentences
In the following examples, two sentences in the different processing levels are listed, which include: level 1: raw texts. 
