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CHAPTER 1. GENERAL INTRODUCTION 
1.1 Problem Statement 
 Hurricanes and tornadoes contain the most destructive and life threatening winds on 
the planet.  Coincidently, these forces of nature occur more frequently in the United States 
than any other country in the world.  Combined, they are responsible for approximately $11 
billion in damage in the U.S. annually (Peilke et al. 2008).  This figure has steadily risen in 
the last few decades and is projected to increase as the population continues to grow.  On the 
other hand, the annual number of fatalities has dropped (Sadowski and Sutter 2005; Ashley 
2007), attributable to improved short-term forecasting and dissemination of these events 
(Gaynor 2006).  However, the significant amount of damage these disasters generate places a 
limitation on forecasting’s long-term effectiveness.  Therefore, improvements in the 
construction and design of both new and existing structures offers a long-term solution in 
mitigating the damaging and life-threatening effects from extreme winds.   
 To compose a set of effective mitigation techniques, a comprehensive understanding 
of hurricane and tornado winds is needed.  However, our understanding of these winds in the 
lowest 30 meters AGL, particularly their interaction with complex terrain, is lacking (Science 
Daily, 1999).  The first study addresses this issue by quantifying the magnitude of 
structurally-induced modifications to a hurricane-type wind profile.  The second study 
addresses this issue by comparing tornado pressure measurements to laboratory and 
numerical simulations of tornado-like vortices. 
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1.2 Thesis Organization 
 This thesis contains two journal papers.  The first paper, Simulations of Near-Ground 
Hurricane Winds Influenced by Built Structures, examines structurally-induced modifications 
to a WRF predicted hurricane-type wind profile and quantifies this interaction using height-
dependent distributions.  I am the lead author on this paper, with my advisor Dr. Bill Gallus 
serving as a coauthor.  This paper will be submitted to Weather and Forecasting.   
 The second paper, In Situ Measurements in Tornadoes, examines the structure and 
magnitude of near ground-level wind and pressure measurements obtained from nine 
tornadoes.  These measurements are also compared to laboratory and numerical simulations 
of tornado-like vortices where possible.  I am the lead author on this paper, along with 4 
coauthors.  The first coauthor is Tim Samaras of Applied Research Associates in Lakewood, 
CO.  Tim is the individual responsible for designing and deploying the in situ 
instrumentation, as well as commanding the Tactical Weather Instrumented Sampling in and 
near Tornadoes Experiment (TWISTEX) field project.  I serve as a student volunteer for this 
project, which is partially funded by Iowa State University to collect near ground wind and 
pressure measurements in tornadoes.  The second and fourth coauthors are Dr. Bruce Lee and 
Dr. Cathy Finley of Wind Logics Inc. in Grand Rapids, MN.  Dr. Lee and Dr. Finley 
maintain the mobile mesonet instrumentation used in TWISTEX, and assist in overseeing 
and directing the field project.  The third coauthor is my advisor, Dr. Bill Gallus.  The fifth 
coauthor is Dr. Fred Haan of the Rose-Hulman Institute of Technology in Terre Haute, IN.  
Dr. Haan provided swirl-dependent pressure measurements collected from the Wind 
Simulation and Testing Laboratory (WiST) at Iowa State University.  This paper will be 
submitted to Monthly Weather Review.  This thesis is organized into four parts: General 
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Introduction, Simulations of Near-Ground Hurricane Winds Influenced by Built Structures, 
In Situ Measurements in Tornadoes, General Conclusion. 
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CHAPTER 2. SIMULATIONS OF NEAR-GROUND 
HURRICANE WINDS INFLUENCED BY BUILT 
STRUCTURES 
 
A paper to be submitted to Weather and Forecasting 
 
 
Christopher D. Karstens and William A. Gallus, Jr. 
 
 
2.1 Abstract 
 In this study, efforts are made to improve forecasting of hurricane winds impacting 
people by improving the understanding of how hurricane winds are affected by built 
structures and environments.  Hurricanes Katrina and Rita are initialized approximately 24 
hours prior to making landfall using a 4-km grid-spacing version of the Weather Research 
and Forecasting (WRF) model.  Because the coarseness of the initialization data over the 
ocean results in a misrepresentation of each hurricane’s known intensity and an 
underestimate of wind speeds in WRF, subjective perturbations to the sea surface 
temperatures (SST) were performed to improve the depiction of the hurricane at landfall.   
 Near landfall, vertical wind profiles are extracted from model output near coastal 
regions that are encompassed by the region of highest forecasted wind speeds.  These profiles 
are used to initialize three-dimensional wind tunnel domains in Fluent, a computational fluid 
dynamics (CFD) solver for numerically simulated complex flows.  Contained within the 
wind tunnel are several structure configurations of interest, including a 1-story house, a 2-
story house, a suburban array of houses, and a large urban center.  The wind tunnel and built 
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structures are created using the Fluent preprocessor, Gambit, while Fluent 6.3 is used to 
resolve the microscale flow patterns.  To simulate the effect of time, the structures are rotated 
at five different angles of attack with respect to the upstream wind direction.  Consolidated 
look-up tables using two normalization techniques are discussed, which may offer utility to 
wind mitigation and forecasting efforts. 
2.2 Introduction 
 Hurricanes contain some of the most destructive and life threatening winds on the 
planet.  According to Pielke et al. (2008), hurricanes are responsible for approximately $10 
billion in damage in the U.S. annually.  This figure has steadily risen in recent years, and is 
projected to continue increasing as large coastal population centers in the southeast U.S. 
continue to expand.  However, while damages are increasing, annual fatalities from 
hurricanes in the U.S. are decreasing (Sadowski and Sutter 2005).  This is likely attributable 
to improved forecasts of hurricane track and intensity (Kunkel et al. 1999). 
 Forecasters rely on a variety of real-time weather products and analysis to create a 
probabilistic forecast of a hurricane’s track and intensity.  For example, a traditional method 
of hurricane forecasting might incorporate satellite imagery, Doppler radar, standard upper-
air objective analysis, as well as any available dropsonde, ocean scatterometer, SST, Stepped 
Frequency Microwave Radiometer (SFMR), or buoy observations to subjectively assess the 
storm’s current state and surrounding environment.  From this assessment it can be 
determined whether or not the environment will be conducive for hurricane intensification 
along a projected track.   
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 In addition to utilizing real-time observations, hurricane forecasters use numerical 
weather prediction (NWP) models to provide guidance on hurricane track and intensity.  
These models range from course resolution (greater than 20 km horizontal grid spacing) 
long-range models such as the Geophysical Fluid Dynamics Model (GFDL) to high-
resolution (less than 20 km horizontal grid spacing) near cloud resolving short-range 
hurricane simulations using the WRF (Skamarock et al. 2001; Michalakes et al. 2001) model.  
However, ocean areas are nearly devoid of routine rawindsonde (RAOB) observations 
needed to initialize NWP models, resulting in a poor assessment of hurricane intensity in the 
model’s analysis and subsequent forecast of landfalling intensity.  Recently, the ability to 
assimilate additional observations, such as dropsondes, ocean scatterometers, SSTs, SFMRs, 
and buoy observations, into the model analysis has been provided for these high resolution 
models.  This data assimilation has been shown to provide substantial improvement in 
forecasting hurricane intensity and track (e.g. Wu et al. 2002; Barker et al. 2004).   
 One of the more critical components to a hurricane’s forecast is accurately predicting 
the spatial and temporal scales of extreme winds, as this poses a great risk to life, property, 
and infrastructure.  However, this prediction remains a challenge.  The characteristics of near 
surface winds within a hurricane eyewall depend on a multitude of factors, including the 
intensity of the hurricane itself as well as local effects from convection and land usage.  As 
previously noted, high-resolution weather prediction models are becoming more accurate at 
predicting hurricane intensity and track.  However, land usage in NWP models is represented 
by a simple roughness length parameterization, whose horizontal spatial scale is dependent 
upon the model grid resolution.  Therefore, while the convective eyewall and its parent storm 
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may be accurately represented, the model’s crude depiction of land usage limits its utility in 
providing a definitive microscale wind forecast.  
 This study aims to provide forecasters with guidance in making a more precise wind 
forecast for landfalling hurricanes in proximity to four distinct structural environments.  
Recent observations obtained from Hurricane Ike show that structures have a tendency to 
increase the turbulence intensity of the flow, which is defined as the ratio of the standard 
deviation of the wind to the mean wind over some given amount of time (Schade and 
Rappengluck 2009).  An increase in the turbulence intensity enhances the peak wind loads a 
structure will encounter, raising the potential for damage.  Therefore, an improved 
understanding of how a hurricane-type wind interacts with built structures may lead to 
improved forecasts and wind mitigation efforts.  In our study, a representative WRF wind 
profile is used to initialize a computational fluid dynamics (CFD) model.  The grid scale of 
the CFD model is of a few meters or less, allowing the microscale interaction of the flow 
with these built environments to be resolved.  By normalizing the velocity magnitudes to the 
predicted WRF 10 meter wind, results can be applied by operational forecasters to hurricanes 
of varying intensity with relative ease.  Additionally, by normalizing the velocity magnitudes 
to the WRF profile for a given elevation, the results offer utility in wind mitigation efforts. 
2.3 Methodology 
 In conducting hurricane simulations there are three primary model constituents to 
carefully consider: grid resolution, physical parameterizations, and model initialization 
(Kimball and Dougherty 2006).  We describe these considerations below, particularly as they 
apply to the Advanced Research WRF (ARW) model used for our hurricane simulations.  A 
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representative vertical wind profile from the WRF model output was then used to initialize 
simulations of the microscale flow of hurricane winds and its interaction with built 
environments using Fluent.  Details of the methods are described in the following sub-
sections. 
2.3.1 WRF 
 Hurricanes Rita and Katrina were simulated using a 4-km grid spacing version of the 
WRF-ARW model (version 2.2).  At this resolution, convective processes are able to be 
resolved, albeit somewhat crudely (Bryan et al. 2003).  The model domain consisted of 350 x 
400 points horizontally and 35 points vertically, with higher than standard concentration of 
points near the ground to better resolve low-level winds.  Only subtle differences in hurricane 
intensity were noted between model solutions using the Kain-Fritch (KF; Kain and Fritch 
1993) cumulus parameterization versus no cumulus parameterization.  Thus, no cumulus 
scheme was used in the model and the run was fully explicit.  Additionally, only subtle 
differences were again observed in solutions using the WRF single-moment three-class 
(WSM3; Hong et al. 2004) and Thompson (Thompson et al. 2006) microphysical schemes 
instead of the Ferrier (Rogers et al. 2001) scheme, and the Ferrier scheme was used in the 
simulations since it is used operationally at the National Centers for Environmental 
Prediction.  Lastly, the Yonsei University (YSU; Hong et al. 2006) PBL scheme was used to 
handle boundary layer evolution, which has been shown to effectively resolve enhanced 
mixing resulting from strong winds. 
 In our earliest simulations, the model domains were initialized using only Global 
Forecast System (GFS; Kanamitsu 1989; Caplan et al. 1997) and North American mesoscale 
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Model (NAM; Rogers et al. 2005) analyses approximately 24 hours prior to landfall.  
However, due to the coarseness of the analysis field, the location and magnitude of the 
central minimum pressure in each hurricane was not accurately analyzed and the intensity of 
each landfalling hurricane was considerably less than that observed.  To remedy this 
problem, a variety of solutions were considered.  Initially, attempts were made to improve 
the model initialization by utilizing the WRF 3-Dimentional Data Assimilation (3DVAR).  
Barker et al. (2004) show that assimilating observations into the model initialization can 
greatly improve a hurricane forecast.  However, due to computational issues the current 
version of WRF-3DVAR was incompatible with our computer systems.  A second data 
assimilation package was considered, Gridpoint Statistical Interpolation (GSI; Wu et al. 
2002), but it too proved to be incompatible with our computer systems.  Subsequent attempts 
to improve each hurricane’s landfalling intensity involved subjective modifications to the 
SSTs in each hurricane’s known path area.  Prior studies have shown that mesoscale models 
such as the PSU-NCAR model (MM5; Grell et al. 1994) and WRF are highly sensitive to the 
subtle changes in the distribution of SSTs over which the hurricane tracks, resulting in 
significant forecast intensity differences (e.g. Davis and Bosart 2002; Gedzelman and Kong 
2008).  These studies attribute this sensitivity to the SSTs influence on static stability through 
the model’s planetary boundary layer (PBL) scheme.  Thus, a similar approach was adopted 
in our simulations by subjectively adjusting the model-analyzed SSTs upward until the 
simulated hurricane best matched observations.   
 Model results were analyzed using both the Grid Analysis and Display System 
(GrADS) and the Integrated Data Viewer (IDV).  Upon obtaining a reasonably accurate 
depiction of each hurricane’s landfalling intensity, the hourly model output was post-
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processed.  Vertical wind profiles in the lowest 1-km were extracted at grid points situated 
along the Gulf of Mexico coast, only if the mean-hourly 10 meter AGL wind value being 
forecast was greater than Category 1 (33 ms-1) strength on the Saffir-Simpson wind scale.  
Average vertical wind profiles were computed from the individually extracted profiles from 
WRF simulations of Hurricanes Katrina and Rita.  These average profiles were used to 
initialize CFD simulations in Fluent.  However, only CFD results using the average wind 
profile from Hurricane Katrina are discussed herein due to compelling similarities in the 
results.  Additionally the log-law was applied to the average profile for higher resolution 
CFD initialization in Fluent and for normalization purposes, as will be discussed in 2d.   
2.3.2 Structural Domains & Meshing 
 Structures that comprise a typical built environment are highly inhomogeneous and 
often contain intricate components that would be difficult for CFD code to resolve.  Rather 
than attempt to accurately depict a specific house or building design, simplified structural 
designs with flat faces were considered for this project.  These designs include a 1-story 
house, a 2-story house, a suburban grid of houses, and a large urban center (Fig. 2.1).  While 
the specific dimensions of these structures are certainly not applicable to every structural 
environment, their sizes represent typical or average structure(s) in these settings.  The 
suburban array we considered consisted of a random assortment of the house models in Figs. 
2.1a and 2.1b (Fig. 2.1c).  To comprise the urban environment (Fig. 2.1d), the World 
Almanac and Book of Facts (2006) was used to reference building heights in the major 
coastal cities of the Southeast United States.  These heights were used to construct a 
distribution of building heights, which served as a guide in constructing the urban structures.  
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Additionally, satellite photography of these cities was used to approximate the length and 
width of the urban domain (Google, 2007).  Additionally, a typical urban environment 
consists of large gaps, such as parking lots and open areas, randomly interspersed among the 
structures.  To account for these areas, 20 percent of the urban environment was left as open 
spaces. The dimensions of all the structures are listed in Table 2.1.   
 From the specifications shown in Table 2.1 and Fig. 2.1, the dimensions of the wind 
tunnels were determined.  Each wind tunnel needed to be sufficiently large to simulate the 
flow’s interaction with the structure(s) without boundaries or insufficient tunnel volume 
having a significant impact on the results.  Blockage ratios are given in Table 2.1, with the 
greatest blockage occurring in the urban domain (6.31%).  While this is a significant amount 
of blockage, this ratio falls within an acceptable range of allowable blockage for wind tunnel 
testing. 
 In our CFD simulations, each structural domain was positioned at five different 
angles of attack with respect to the upstream wind direction, including 0°, 22.5°, 45°, 67.5°, 
and 90°.  This was done to simulate the effect of time as wind directions would vary as a 
hurricane passed by a location, or a 90° changing of wind direction, and to capture any 
structure-induced modifications to the wind field resulting from changing the angle of attack.  
Constructing edge, face, and volume meshes for these environments proved to be 
challenging.  This was attributable to our desire to study the structure(s) effect on the winds 
in a large volume at a fine resolution, resulting in high computational expense that needed to 
be taken into careful consideration.  Each volume mesh required sufficient resolution to 
resolve the flow characteristics in close proximity to the structure(s).  Thus, the spacing 
criteria and meshing schemes listed in Table 2.2 were used for each domain.  This set of 
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criteria allowed the meshing scheme to create a fine resolution mesh near the structure(s) that 
gradually relaxed with increasing distance away from the structure(s).  The urban domain 
required slightly larger node spacing compared to the other domains, due to computational 
limitations.  In order to maximize and control the grid resolution in the urban structural 
domain, boundary layers were placed on each face of each structure, with greater spatial 
resolution near the ground (Fig. 2.2). 
2.3.3 Solving & Post Processing 
 Fluent 6.3 (Fluent Inc. 2008) was used to iteratively solve our flow simulations to a 
steady-state solution, where cell values are represented by their time-averaged quantity.  A 
variety of CFD and subsequent turbulence models have been used to simulate steady-state 
atmospheric flow in proximity to urban structures and have shown reasonable agreement 
with observations (e.g., Hanna et al. 2006; Hanna et al. 2009).  For our simulations, all 
domains were run in Reynolds-averaged Navier-Stokes (RANS) mode using the standard k-ε 
turbulence model (2 equations, 1 ½ order closure).  Additionally, default values for the model 
constants and turbulent Prandtl numbers were used in the prognostic dissipation equation 
(Stull 1988; Fluent Inc. 2008).  Thus, the results provide time averaged 3-D boundary layer 
evolution in close proximity to the structures.  Furthermore, the exploration of turbulence 
parameters was not conducted given the inability to unambiguously compare observational 
turbulence time series plots with our steady-state results. 
 The representative WRF profile was used to initialize the velocity inlet, with a 1-
meter resolution near the ground, which gradually coarsened to 10-meter resolution with 
increasing height.  Upon running the model with a smooth floor, the z0 of the upstream wind 
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profile dropped significantly, and the upstream winds were not representative of their 
initialized state.  Thus, a roughness parameter was placed on the bottom floor of the tunnel in 
order to maintain control of the profile as the flow traversed the tunnel domain.  Figure 2.3 
shows the progression of the upstream flow at several horizontal transects below 10 m AGL, 
normalized to their corresponding initialized value.  In general, the low-level profile 
maintains the original logarithmic properties of the initializing WRF wind profile.  
Additionally, the 1-story house, 2-story house, and suburban simulations were able to 
converge to a steady state solution using Fluent’s default convergence criterion, while the 
urban simulation was run until the residuals appeared quasi-steady. 
 High resolution horizontal plane grids with even spatial distribution were created at 
vertical increments of 1 meter.  The area over which the planes were created varied for each 
domain.  Planes measuring 24 x 30 meters were created for the 1-story and 2-story house 
domains.  This equates to a lot area of approximately 7,750 ft2, which might be typical in a 
suburban area.  The suburban and urban domains used planes that encompassed the interior 
of the structural environment.  The intention was to gain a sense of how the incoming wind is 
affected by the complex structural arrays. 
 Two separate types of normalizing were conducted to achieve two purposes.  First, 
each plane was normalized to the ambient incoming wind for each elevation specified.  This 
gives an indication of how the structure is influencing the flow relative to the incoming WRF 
profile.  Second, all planes were normalized to the WRF’s predicted 10-meter wind.  This 
gives an indication of how the structure is influencing the flow relative to WRF’s 10-meter 
forecasted wind speeds, the typical height of meteorological “surface” wind observations 
used in forecasts issued to the public by operational outlets.  Since model forecast charts for 
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hurricanes typically include the predicted 10 meter winds, this type of normalizing might be 
more beneficial to a forecaster. 
2.4 Results 
 The results section is broken into three sub-sections. First, results from our WRF 
simulations of Hurricanes Katrina and Rita and their comparison to observations are 
discussed.  Next, the final two sub-sections show results from CFD simulations initialized 
using a representative WRF wind profile, with different types of height-dependent wind 
distributions emphasized in each sub-section.  In the first, values are normalized to their 
ambient, height-dependent value.  In the second, values are normalized to the 10 meter AGL 
ambient value.   
2.4.1 WRF 
 Hurricane Katrina was estimated to have made landfall at 11:10 UTC on 29 August 
2005 near Buras, LA, with a central minimum pressure of 920 mb and a peak 5-second gust 
of 57 ms-1 at 10 meters AGL (Knabb et al. 2005a).  Likewise, Hurricane Rita made landfall at 
07:40 UTC on 24 September 20005 near Johnson’s Bayou, LA, with a central minimum 
pressure of 937 mb and a peak 5-second gust of 51 ms-1 at 10 meters AGL (Knabb et al. 
2005b).  Our goal was to accurately predict these landfalling conditions using a 4-km version 
of the WRF.  However, as previously indicated, our earliest simulations significantly 
underpredicted the landfalling intensity of hurricanes Katrina and Rita.  Figures 2.4 and 2.5 
show the central minimum pressure from these original simulations in both hurricanes was 
10 to 15 mb weaker at landfall than the best track observed value.  These results were 
somewhat expected, attributable to the coarseness of the model data resolution used to 
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initialize WRF, as evidenced by a 45 to 50 mb difference between the model’s analyzed 
central pressure and that observed. 
 To improve WRF’s prediction of hurricane intensity, the model analyzed SSTs were 
increased by 2 and 5 degrees Kelvin (Gedzelman and Kong 2008).  This allowed WRF to 
spin up a more intense hurricane in each case.  Figure 2.4 shows a gradual decreasing trend 
in the central minimum pressure over the duration of the +2 and +5 K simulations, while the 
observed pressure shows a decrease in the first 6 hours followed by gradual weakening as the 
hurricane approached land.  While Katrina’s pressure tendency was not simulated very well, 
the +2 K simulation did capture the hurricane’s proper intensity shortly before landfall.  This 
is evidenced in Fig. 2.6, showing a reasonable forecast in the distribution of 10 meter wind 
speeds compared to the observed.  The +5 K simulation overpredicted Katrina’s intensity at 
landfall and results from this simulation were not considered. 
 Hurricane Rita’s simulations yielded slightly different results.  Figure 2.5 shows the 
central minimum pressure decreased during the first 6 hours, then gradually increased in the 
remainder of each simulation.  This trend closely resembles that of the observed.  While the 
+2 K simulation underpredicted the landfalling intensity by approximately 15 mb, the +5 K 
simulation did a surprisingly good job of accurately forecasting Rita’s pressure tendency and 
magnitude in the last 15 hours of the simulation.  Spatially, the location of forecast maximum 
wind speeds is not identical to the observed (Fig. 2.7).  However, the general magnitude and 
aerial coverage of these winds compare reasonably well.    
 In the hours shortly before and during landfall, vertical wind profiles were extracted 
from the best simulations (Figs. 2.8 and 2.9).  However, it is not known how realistic the 
model-predicted profiles are, due to a lack of observational boundary layer wind profiles 
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from hurricanes.  Prior studies have primarily relied on deriving wind profiles from 
dropsondes in and near the hurricane (e.g. Keppert 2006).  These studies have shown 
substantial spatial and temporal differences from quadrant to quadrant and storm to storm.  
However, only subtle differences are noted in our extracted WRF profiles (Figs. 2.8 and 2.9).  
The similarity of the extracted WRF profiles from different times and quadrants is likely the 
result of the YSU PBL scheme’s handling of low-level winds in conjunction with spatial 
averaging that occurs within each 4-km grid box. 
 Lastly, the log-law was applied to the representative profile and solved for the 
roughness length, z0, which equated to about 0.02 m (Fig. 2.10).  Knowledge of the 
roughness parameter allowed interpolated low-level wind values to be used to initialize our 
CFD simulations.  However, this value does not coincide with the background z0 in the 
model analysis for the particular points at which the profiles were extracted.  Rather, this 
roughness parameter is the result of Charnock relation (Stull 1988), which empirically relates 
the surface roughness length to the friction velocity, u*, over water and accounts for the 
frictional effects of ocean waves.   The Charnock relation is included in the Monin-Obukhov 
surface layer parameterization (Monin and Obukhov 1954) used in our WRF simulations.  
Additionally, the derived z0 value is slightly smoother than Exposure C open terrain (z0 = 
0.07 m), yet slightly rougher than Exposure D (z0 = 0.005 m; ASCE 7-95 1996), but seems 
reasonable given that frictional effects of ocean waves in reality would result is a slightly 
rougher terrain.  However, due to a lack of observational hurricane wind profiles located near 
the coast, it is unclear how appropriate the surface roughness value is in this particular 
region.   
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2.4.2 Normalization to the WRF profile 
 Figure 2.11 shows the depiction of airflow in proximity to the 1-story house structure 
for the 0° angle of attack at 2, 5, 8, and 10-meters AGL, normalized to its upstream values.  
At 2 meters AGL, the flow separates and accelerates at the windward corners of the structure, 
yet some reconnection of the flow to the side walls in shown (Fig. 2.11a).  This increase of 
winds is likely associated with a horseshoe vortex, which mixes down stronger winds and 
leads to a more uniform vertical profile of wind near the structure’s windward corners (Cook 
1990).  Table 2.3 shows this region of accelerated wind accounts for approximately 10% of 
the total winds, with a maximum acceleration of about 17% over the ambient 2-meter AGL 
value.  In addition, a large wake circulation is present on the structure’s leeward side as well 
as a slight reduction of winds on the structure’s windward side.  The decrease of winds in 
these regions is largely the result of the structure’s drag-induced momentum loss to the flow 
(Cook 1990).  From Fig. 2.11a, these regions are denoted by values less than about 0.7, 
which accounts for approximately 40% of the total winds (Table 2.3). 
 Figure 2.11b shows the horizontal flow field at the structure’s peak elevation (5-
meters AGL).  Here, the effect of structure-induced drag is still present on the leeward side, 
and to some degree on the windward side.  However, these reduced winds now account for 
roughly 25% of the total winds (Table 2.3).  Additionally, the presence of broader regions of 
accelerated winds is depicted along the structure’s outer edges.  These regions account for 
approximately 20% of the total wind, with a maximum acceleration of 11% over the ambient 
5-meter AGL value.  While about 10% more of the 5-meter AGL winds are being enhanced 
compared to winds at 2-meters AGL, the magnitude of enhancement is slightly less.  This is 
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in agreement with Cook (1990), who shows that winds near the top third of the structure’s 
windward corners can be enhanced, yet are not significantly different than the ambient value. 
 At 8 meters AGL, the effect of structure-induced drag and roof separation is still 
evident, but to a much lesser extent (Fig. 2.11c).  This region accounts for about 10% or less 
of the total winds at this elevation (Table 2.3).  Of greater importance is the enhancement of 
winds in the center of the domain, or directly above the structure.  These accelerated winds 
account for nearly 50% of the total winds, with a maximum acceleration of 9% over the 
ambient 8 meter AGL value (Table 2.3).  These features are also present at 10 meters AGL, 
with about 60% of the total winds being accelerated to a maximum of 6% over the ambient 
10 meter AGL value (Fig 2.11d). 
 Additional tests were performed varying the angle of attack (AOA).  At 2 and 8+ 
meters AGL, a relatively small spread in the individual column values is evident (Table 2.3).  
Thus, changing the AOA seems to have a subtle effect on the flow at these elevations.  
However, at 5 meters AGL, significant differences arise in the fastest 10% of the winds.  The 
magnitude of these winds increase by 10-20%, with a maximum of 28% over the ambient 
value at the 22.5° AOA.  A plausible explanation for this increase is the emergence of delta-
wing vortices, which occur near the windward edge of a roof when the incident flow is not 
normal to a face (Cook 1990).  Delta-wind vortices are marked by regions of highly negative 
pressures, and thus a local wind speed maxima.   
 Qualitatively, the characteristics of the flow field in proximity to the 2-story house 
structure are similar to those of the 1-story house structure (Figs. 2.11 and 2.12).  Both show 
flow separation at the structures’ windward corners with subsequent acceleration regions, 
wake circulation regions, and rooftop separation and wind acceleration.  However, at 2 
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meters AGL, a greater percentage of the winds experience a larger reduction, while winds in 
the accelerated regions are stronger (Fig. 2.12a).  More specifically, 80% of the winds are 
84% of the ambient value or less, compared to 94% or less in the 1-story domain, with a 
maximum acceleration of 21% (2-story) compared to 17% (1-story; Tables 2.3 and 2.4).  
Additionally, changing the AOA results in a 10-20% greater enhancement of winds near the 
roof (8-meters AGL) compared to the 0° AOA with subtle changes are evident elsewhere 
(Table 2.4). 
 Comparing the magnitudes of winds in the suburban domain to the 1 and 2-story 
domains, substantial differences are apparent (Fig. 2.13).  Table 2.5 shows that at least 90% 
of the winds at all elevations are reduced below their ambient value.  This is visually 
apparent in Fig. 2.13, with a majority of the areas experiencing winds below 80% of the 
ambient value.  The dominant factor in reducing the winds is likely the accumulated drag of 
several structures on the flow.  Additionally, considering the model was solved to a steady-
state, high frequency turbulence being mechanically generated by the structures might be 
averaged out, thereby eliminating small, transient gusty regions.  Additionally, rotating the 
AOA seems to have little effect on the wind distribution, with perhaps slightly less 
deceleration of the winds at low-levels (Table 2.5). 
 The urban structural environment undoubtedly had the greatest impact on the flow.  
Similar to the suburban domain, a majority of the wind magnitudes are drastically reduced 
(Fig. 2.14).  Table 2.6 shows that at least 90% of the winds have a value of 60% or less of 
their height-dependent ambient value.  Once again, this results from the extreme blockage 
and accumulated drag from the large structures present in this domain.  Additionally, while 
the winds of greatest magnitude account for less than 10% of the total winds, the maximum 
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values in Table 2.6 are rather significant.  This is most prevalent at elevations nearest the 
ground and at non-normal incident wind AOAs, where values range from 10-55% over their 
ambient value. 
2.4.3 Normalization to the WRF 10-meter wind 
 Lastly, the height-dependent wind distributions were normalized to the representative 
WRF 10 meter wind (ambient value) with the intention of providing more precise and 
potentially more accurate forecasts of hurricane-type winds in proximity to the structural 
environments being considered in this study (Tables 2.7-2.10).  Currently, the National 
Weather Service (NWS) issues sustained wind speed (tavg = 120 sec.) and wind gust (tavg = 3 
sec.) forecasts at 10 meters AGL per 5 km (or less) grid box (Glahn and Ruth 2003).  Using 
the datasets provided in tables 2.7-2.10, a forecaster could quickly obtain more specific 
spatial wind information by simply multiplying 10 meter forecast values by those listed in the 
tables.    
 Take for example the median (50%) and maximum (100%) projected values at 2 
meters AGL for the four structural environments.  In the 1-story house domain, the median 2 
meter AGL wind is about 60-70% of the ambient 10 meter AGL wind, with the maximum at 
80-85% of the 10 meter AGL wind (Table 2.7).  These values are relatively close to the 
ambient 2 meter AGL value (normalized to the ambient 10 meter AGL value) of 0.74.  
However, the median and maximum values change to 40-60% and 90-95% in the 2-story 
house domain (Table 2.8), 20-45% and 70-75% in the suburban domain (Table 2.9), and 13% 
and 80-115% in the urban domain (Table 2.10) respectively.  In general, as the structural 
density increases, the median wind speed decreases and the maximum value increases.  
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Therefore, the likelihood of experiencing a broader range of wind speeds near the ground 
increases with structural density. 
 This procedure can be replicated using the 10 meter AGL values to see how an NWS 
forecast would experimentally verify.  For the 1 and 2-story house domains, the median 
values correspond rather well (values near 1; Tables 2.7-2.8).  However, the maximum 
values suggest winds could be approximately 5-10% and 10-25% higher in the 1 and 2-story 
house domains respectively.  Median values in the suburban and urban domains are 
significantly lower than the ambient 10 meter AGL value, equaling 75-85% and 25% 
respectively (Tables 2.9-2.10).  Maximum values in these domains range from 0-20% higher 
than the ambient 10 meter AGL value.   
 In addition, it is possible to issue a probabilistic forecast using the information 
provided in Tables 2.7-2.10.  For example, for any normalized value listed in the 70% 
column, 70% of all winds in proximity to the structure(s) being considered are less than or 
equal to that value (for a given elevation and AOA).  Furthermore, one could use a value in 
the 20% column as a lower bound, meaning that 50% of the winds are between the 20% and 
70% values.  Lastly, Fig. 2.15 shows the observational wind direction can vary by more than 
22.5° in a relatively short period of time.  Therefore, provided the incident structure(s)-
relative wind direction is known, a combination of values from two AOAs could be used to 
supplement a probabilistic forecast.  While this results in a slightly wider range compared to 
any individual AOA range, it accounts better for structurally-induced modifications to the 
flow and may result in better forecast performance. 
 In summary, the information provided in Tables 2.7-2.10 could be used to perform 
adjustments to 10 meter AGL wind forecasts, to create appropriate ranges of expected wind 
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speeds, and to issue probabilistic forecasts.  Future work should include verification of these 
adjusted forecasts if observations are available in suburban and urban environments.   
2.5 Summary and Conclusions 
 The goal of this study was to explore ways to provide more precise information to the 
meteorological and wind engineering communities regarding the microscale interaction of 
hurricane-type winds with four distinct structural environments. The WRF model was used to 
simulate Hurricanes Katrina and Rita, from which a representative vertical wind profile was 
derived and used to initialize CFD simulations using Fluent.   
 Initial WRF simulations yielded weaker than observed central minimum pressure 
tendencies and landfalling 10-meter AGL winds.  This discrepancy was likely the result of 
course initialization data, which failed to capture the proper central location and intensity of 
each hurricane.  By subjectively adjusting the analyzed SST along each hurricane’s known 
track, substantial improvements to the landfalling central minimum pressure and 10 meter 
AGL winds were made, which then compared reasonably well with observations.  An 
average landfalling vertical wind profile was computed from our best simulations at coastal 
grid points.  However, while the derived z0 of this profile (z0 = 0.02 m) or any individual 
profile did not match its corresponding z0 prescribed in the model, this derived roughness 
length seems reasonable given the induced roughness from ocean waves. 
 Steady-state flow simulations using the standard k-ε turbulence model in Fluent show 
that each structural environment has a unique impact on the flow.  The 1 and 2-story house 
domains show flow separation and acceleration at the windward corners, along with a wake 
circulation on the leeward side.  In general, at elevations less than or equal to the structure’s 
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height, a majority of the winds tended to be reduced, compared to their height-dependent 
ambient value.  Near the structure’s peak elevation, a majority of the winds were enhanced, 
with the greatest accelerations occurring at this elevation.  Enhancements of 20-40% over the 
ambient value were noted.  Results from the suburban and urban structural domains were 
quite different.  These domains showed that an overwhelming majority of the low-level 
winds in these domains were reduced below their height-dependent ambient value.  This is 
attributable to the accumulated drag of several structures in these domains.  Regions where 
acceleration was occurring in the urban domain, while encompassing a small percentage 
overall, did show the greatest enhancement to the wind compared to the 1 and 2-story house 
domains.  As structural density increases, the likelihood of experiencing a broader range of 
wind speeds close to the ground increases. 
 Lastly, results from the CFD simulations were normalized to the 10 meter AGL value 
to offer more precise and potentially more accurate wind information to hurricane 
forecasters.  Using a predicted 10 meter AGL wind value, multiplication of the normalized 
values in tables 2.7-2.10 offers a better sense of how the vertical distribution of winds is 
being altered and to what magnitude.  Additionally, analysis of the 10 meter AGL wind 
distributions reflects how much the wind is being affected at this particular elevation, 
implying what adjustments should be made to standard 10 meter AGL wind forecasts 
typically issued by operational forecasters.  These distributions imply that a forecast of 
average 10 meter AGL wind speeds may need to be reduced from a typical WRF 10 meter 
AGL value with increasing structural density, while gusts could reach values found in the 
regions of greatest acceleration.   Due to a lack of observational datasets in proximity to 
various structural environments, these results have not been tested yet, and should be 
24 
 
considered preliminary.  Verification of these adjusted forecasts should be performed in the 
future if such datasets become available. 
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Table 2.1 Dimensions (m) and blockage ratios (%) of the structures listed in Fig. 2.1. 
Figure Total Length Total Width Total Height Gable Roof Height Blockage Ratio 
2.1a 15 10 5 2 0.1875% 
2.1b 15 10 8 2 0.3% 
2.1c 249 180 5-8 2 0.432% 
2.1d 500 500 244 - 6.31% 
 
30 
 
Table 2.2 Grid resolution (m) and meshing schemes used for the structural domains listed in 
Fig. 2.1. 
Figure Faces of Structure(s) 
Bottom Face of 
Tunnel 
Top Face of 
Tunnel 
Side Faces of 
Tunnel 
Volume 
Mesh 
2.1a 0.25 Quad/Pave & Tri/Pave 2-0.25 Tri/Pave 10 Quad/Map 2-10 Tri/Pave 
Tet/Hybrid 
& Tgrid 
2.1b 0.5 Quad/Pave & Tri/Pave 2-0.5 Tri/Pave 10 Quad/Map 2-10 Tri/Pave 
Tet/Hybrid 
& Tgrid 
2.1c 1 Quad/Pave & Tri/Pave 2-1 Tri/Pave 10 Quad/Map 2-10 Tri/Pave 
Tet/Hybrid 
& Tgrid 
2.1d 
1-5 Quad/Map 
& Boundary 
Layer 
10-5 Tri/Pave 10 Quad/Map 2-20 Quad/Map & Boundary Layer 
Tet/Hybrid 
& Tgrid 
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Table 2.3 Height dependent, upstream-normalized wind distributions listed by percent for the 
1-story house domain at 5 angles of attack.  Gray boxes indicate values which exceed 1.02. 
Height (m) Angle of Attack 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
2 
0° 0.00 0.22 0.32 0.53 0.69 0.79 0.85 0.90 0.94 1.00 1.17 
22.5° 0.00 0.23 0.31 0.46 0.63 0.74 0.83 0.89 0.94 0.98 1.17 
45° 0.00 0.27 0.42 0.66 0.73 0.79 0.84 0.88 0.92 0.97 1.11 
67.5° 0.00 0.29 0.54 0.67 0.77 0.85 0.88 0.92 0.95 0.98 1.05 
90° 0.00 0.36 0.63 0.81 0.90 0.94 0.97 0.99 1.01 1.02 1.09 
5 
0° 0.00 0.41 0.57 0.81 0.89 0.91 0.94 0.96 0.99 1.05 1.11 
22.5° 0.00 0.45 0.63 0.88 0.91 0.93 0.96 0.98 1.01 1.05 1.28 
45° 0.00 0.83 0.90 0.92 0.94 0.95 0.96 0.98 1.00 1.03 1.26 
67.5° 0.00 0.84 0.90 0.92 0.94 0.96 0.98 0.99 1.00 1.03 1.22 
90° 0.00 0.67 0.86 0.94 0.99 1.00 1.01 1.02 1.03 1.04 1.20 
8 
0° 0.81 0.95 0.96 0.97 0.99 1.00 1.02 1.04 1.05 1.07 1.09 
22.5° 0.80 0.94 0.97 0.98 1.00 1.02 1.03 1.05 1.07 1.08 1.13 
45° 0.89 0.97 0.98 1.00 1.01 1.02 1.03 1.04 1.06 1.09 1.14 
67.5° 0.95 0.98 1.00 1.01 1.01 1.01 1.02 1.03 1.04 1.06 1.10 
90° 0.95 1.00 1.01 1.01 1.02 1.02 1.03 1.04 1.04 1.05 1.09 
10 
0° 0.94 0.97 0.98 0.99 1.01 1.02 1.03 1.04 1.05 1.05 1.06 
22.5° 0.90 0.98 0.99 1.00 1.01 1.02 1.03 1.05 1.06 1.07 1.08 
45° 0.97 0.98 1.00 1.01 1.02 1.03 1.04 1.05 1.06 1.07 1.09 
67.5° 0.98 1.00 1.00 1.01 1.01 1.02 1.03 1.03 1.04 1.05 1.07 
90° 0.98 1.01 1.02 1.02 1.02 1.03 1.03 1.03 1.04 1.04 1.06 
15 
0° 0.98 0.99 1.00 1.01 1.01 1.02 1.02 1.02 1.03 1.03 1.04 
22.5° 0.98 0.99 1.00 1.01 1.01 1.02 1.02 1.03 1.03 1.03 1.03 
45° 0.98 1.00 1.00 1.01 1.02 1.02 1.02 1.03 1.03 1.04 1.04 
67.5° 0.98 1.00 1.00 1.01 1.01 1.01 1.02 1.02 1.02 1.02 1.03 
90° 1.00 1.01 1.01 1.01 1.02 1.02 1.02 1.02 1.03 1.03 1.03 
20 
0° 0.96 0.97 0.98 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 
22.5° 0.97 0.98 0.98 0.98 0.99 0.99 0.99 0.99 1.00 1.00 1.00 
45° 0.97 0.98 0.98 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 
67.5° 0.97 0.98 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 
90° 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 
30 
0° 0.98 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
22.5° 0.99 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 
45° 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 
67.5° 0.99 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 
90° 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 1.00 1.00 1.00 
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Table 2.4 As in Table 2.3, except for the 2-story house domain. 
Height (m) Angle of Attack 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
2 
0° 0.00 0.24 0.31 0.38 0.47 0.58 0.67 0.77 0.84 0.91 1.21 
22.5° 0.00 0.24 0.31 0.36 0.44 0.55 0.68 0.77 0.87 0.97 1.19 
45° 0.00 0.26 0.36 0.46 0.62 0.70 0.76 0.81 0.90 1.03 1.29 
67.5° 0.00 0.32 0.45 0.56 0.75 0.85 0.89 0.92 0.95 1.00 1.23 
90° 0.00 0.29 0.48 0.70 0.85 0.88 0.92 0.96 0.99 1.01 1.26 
5 
0° 0.00 0.23 0.30 0.54 0.73 0.81 0.86 0.92 0.97 1.04 1.20 
22.5° 0.00 0.28 0.32 0.44 0.61 0.75 0.82 0.88 0.94 1.00 1.10 
45° 0.00 0.27 0.48 0.66 0.77 0.83 0.86 0.90 0.95 1.02 1.16 
67.5° 0.00 0.30 0.59 0.75 0.85 0.94 0.96 0.98 0.99 1.04 1.13 
90° 0.00 0.33 0.70 0.89 0.97 1.00 1.01 1.02 1.04 1.06 1.17 
8 
0° 0.00 0.37 0.49 0.78 0.90 0.92 0.95 0.98 1.01 1.07 1.15 
22.5° 0.00 0.50 0.65 0.89 0.91 0.94 0.96 1.00 1.03 1.06 1.32 
45° 0.00 0.84 0.91 0.93 0.95 0.98 1.00 1.03 1.06 1.09 1.36 
67.5° 0.00 0.87 0.92 0.95 0.97 1.00 1.01 1.02 1.03 1.06 1.30 
90° 0.00 0.62 0.83 0.94 1.01 1.02 1.03 1.04 1.05 1.08 1.20 
10 
0° 0.60 0.86 0.93 0.95 0.96 0.99 1.02 1.04 1.07 1.09 1.12 
22.5° 0.64 0.92 0.94 0.97 0.99 1.02 1.04 1.06 1.08 1.11 1.21 
45° 0.80 0.95 0.97 0.99 1.01 1.04 1.06 1.08 1.10 1.14 1.24 
67.5° 0.94 0.98 1.00 1.02 1.03 1.04 1.05 1.06 1.08 1.11 1.18 
90° 0.90 0.97 1.00 1.02 1.03 1.04 1.04 1.05 1.06 1.08 1.17 
15 
0° 0.96 0.98 0.99 1.01 1.02 1.03 1.04 1.05 1.05 1.06 1.06 
22.5° 0.97 0.98 1.00 1.01 1.03 1.04 1.05 1.05 1.06 1.07 1.08 
45° 0.97 0.99 1.01 1.03 1.04 1.04 1.05 1.06 1.06 1.07 1.09 
67.5° 0.98 1.00 1.01 1.02 1.03 1.03 1.04 1.04 1.05 1.06 1.07 
90° 1.00 1.02 1.02 1.03 1.03 1.03 1.03 1.04 1.04 1.05 1.06 
20 
0° 0.96 0.97 0.98 0.99 0.99 1.00 1.00 1.00 1.01 1.01 1.01 
22.5° 0.97 0.98 0.99 0.99 1.00 1.01 1.01 1.01 1.01 1.02 1.02 
45° 0.96 0.97 0.99 1.00 1.00 1.00 1.01 1.01 1.01 1.02 1.02 
67.5° 0.97 0.98 0.99 0.99 1.00 1.00 1.00 1.00 1.01 1.01 1.02 
90° 0.98 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.01 1.01 
30 
0° 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
22.5° 0.99 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.01 1.01 1.01 
45° 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.01 
67.5° 0.98 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
90° 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
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Table 2.5 As in Table 2.3 except for the suburban domain. 
Height (m) Angle of Attack 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
2 
0° 0.00 0.13 0.17 0.20 0.24 0.28 0.34 0.43 0.54 0.66 0.98 
22.5° 0.00 0.14 0.18 0.22 0.26 0.31 0.36 0.43 0.50 0.60 1.00 
45° 0.00 0.19 0.25 0.31 0.36 0.41 0.46 0.51 0.56 0.62 1.03 
67.5° 0.00 0.23 0.35 0.43 0.50 0.56 0.62 0.66 0.71 0.77 1.02 
90° 0.00 0.22 0.39 0.53 0.58 0.63 0.67 0.72 0.77 0.82 0.99 
5 
0° 0.00 0.24 0.33 0.38 0.43 0.46 0.50 0.56 0.65 0.74 0.97 
22.5° 0.00 0.25 0.34 0.40 0.44 0.48 0.51 0.55 0.59 0.65 1.01 
45° 0.00 0.28 0.38 0.45 0.49 0.53 0.56 0.60 0.63 0.68 0.96 
67.5° 0.00 0.28 0.44 0.53 0.58 0.63 0.67 0.71 0.74 0.80 0.97 
90° 0.00 0.32 0.52 0.64 0.70 0.73 0.76 0.79 0.82 0.85 0.97 
8 
0° 0.00 0.49 0.58 0.61 0.64 0.66 0.69 0.72 0.77 0.83 1.01 
22.5° 0.00 0.55 0.60 0.63 0.65 0.68 0.70 0.72 0.76 0.80 1.08 
45° 0.00 0.57 0.62 0.65 0.68 0.70 0.72 0.75 0.78 0.82 1.00 
67.5° 0.00 0.59 0.67 0.70 0.72 0.75 0.77 0.79 0.83 0.88 1.03 
90° 0.00 0.62 0.69 0.75 0.78 0.81 0.83 0.85 0.87 0.90 0.99 
10 
0° 0.51 0.68 0.71 0.73 0.75 0.76 0.78 0.81 0.85 0.89 1.07 
22.5° 0.53 0.70 0.72 0.74 0.76 0.78 0.80 0.82 0.85 0.89 1.16 
45° 0.48 0.70 0.73 0.75 0.77 0.79 0.81 0.83 0.86 0.90 1.12 
67.5° 0.57 0.74 0.77 0.78 0.80 0.81 0.83 0.85 0.88 0.92 1.06 
90° 0.63 0.77 0.80 0.82 0.84 0.86 0.87 0.88 0.90 0.93 1.00 
15 
0° 0.76 0.85 0.86 0.87 0.88 0.89 0.90 0.91 0.93 0.96 1.01 
22.5° 0.76 0.85 0.87 0.88 0.89 0.90 0.91 0.92 0.94 0.96 1.04 
45° 0.73 0.84 0.86 0.87 0.89 0.90 0.91 0.93 0.94 0.96 1.04 
67.5° 0.82 0.87 0.88 0.89 0.90 0.90 0.92 0.93 0.94 0.97 1.04 
90° 0.82 0.90 0.91 0.92 0.92 0.93 0.93 0.94 0.95 0.97 1.01 
20 
0° 0.87 0.90 0.91 0.91 0.91 0.92 0.93 0.93 0.95 0.96 0.98 
22.5° 0.84 0.90 0.91 0.92 0.92 0.93 0.94 0.94 0.95 0.96 0.99 
45° 0.84 0.89 0.90 0.91 0.92 0.93 0.94 0.94 0.95 0.96 1.00 
67.5° 0.87 0.91 0.91 0.92 0.92 0.93 0.93 0.94 0.95 0.96 1.00 
90° 0.89 0.92 0.93 0.93 0.93 0.94 0.94 0.95 0.95 0.96 0.99 
30 
0° 0.95 0.97 0.97 0.97 0.97 0.98 0.98 0.98 0.98 0.99 1.00 
22.5° 0.95 0.97 0.97 0.98 0.98 0.98 0.98 0.98 0.99 0.99 1.00 
45° 0.94 0.96 0.97 0.97 0.98 0.98 0.98 0.98 0.98 0.99 1.00 
67.5° 0.95 0.97 0.97 0.97 0.97 0.98 0.98 0.98 0.98 0.99 1.00 
90° 0.95 0.97 0.97 0.97 0.98 0.98 0.98 0.98 0.98 0.98 0.99 
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Table 2.6 As in Table 2.3 except for the urban domain. 
Height (m) Angle of Attack 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
2 
0° 0.00 0.06 0.09 0.12 0.15 0.18 0.22 0.26 0.32 0.42 1.29 
22.5° 0.00 0.07 0.09 0.12 0.15 0.18 0.23 0.28 0.34 0.44 1.50 
45° 0.00 0.06 0.09 0.12 0.16 0.19 0.24 0.29 0.36 0.47 1.49 
67.5° 0.00 0.06 0.09 0.12 0.15 0.18 0.22 0.27 0.33 0.45 1.54 
90° 0.00 0.05 0.08 0.11 0.14 0.17 0.21 0.26 0.31 0.41 1.10 
5 
0° 0.00 0.07 0.12 0.16 0.21 0.26 0.32 0.39 0.48 0.60 1.10 
22.5° 0.00 0.08 0.13 0.17 0.22 0.27 0.33 0.40 0.50 0.64 1.28 
45° 0.00 0.06 0.11 0.17 0.23 0.28 0.35 0.44 0.54 0.68 1.29 
67.5° 0.00 0.07 0.12 0.17 0.22 0.27 0.32 0.39 0.48 0.60 1.35 
90° 0.00 0.06 0.10 0.15 0.20 0.25 0.31 0.39 0.48 0.59 1.07 
8 
0° 0.00 0.07 0.11 0.15 0.19 0.25 0.31 0.38 0.47 0.58 1.05 
22.5° 0.00 0.07 0.12 0.16 0.21 0.26 0.31 0.38 0.48 0.62 1.19 
45° 0.00 0.06 0.11 0.16 0.21 0.27 0.33 0.41 0.51 0.63 1.17 
67.5° 0.00 0.06 0.11 0.16 0.21 0.25 0.31 0.37 0.45 0.56 1.25 
90° 0.00 0.06 0.09 0.14 0.19 0.24 0.30 0.37 0.46 0.57 0.97 
10 
0° 0.00 0.06 0.10 0.14 0.19 0.24 0.30 0.37 0.46 0.57 1.01 
22.5° 0.00 0.07 0.11 0.16 0.20 0.25 0.31 0.38 0.47 0.61 1.11 
45° 0.00 0.05 0.10 0.15 0.20 0.26 0.31 0.39 0.48 0.60 1.16 
67.5° 0.00 0.06 0.11 0.15 0.20 0.24 0.30 0.36 0.44 0.54 1.20 
90° 0.00 0.06 0.09 0.14 0.19 0.24 0.29 0.37 0.45 0.57 0.96 
15 
0° 0.00 0.06 0.10 0.14 0.18 0.23 0.30 0.37 0.46 0.57 0.98 
22.5° 0.00 0.07 0.11 0.15 0.20 0.24 0.30 0.37 0.47 0.60 1.06 
45° 0.00 0.05 0.10 0.15 0.20 0.24 0.29 0.36 0.45 0.56 1.10 
67.5° 0.00 0.06 0.10 0.15 0.20 0.24 0.29 0.36 0.43 0.53 1.04 
90° 0.00 0.05 0.09 0.14 0.18 0.24 0.30 0.37 0.45 0.56 0.95 
20 
0° 0.00 0.06 0.09 0.14 0.17 0.22 0.29 0.36 0.45 0.55 0.97 
22.5° 0.00 0.06 0.10 0.14 0.19 0.24 0.30 0.36 0.46 0.58 1.05 
45° 0.00 0.05 0.09 0.13 0.18 0.23 0.28 0.35 0.42 0.53 1.10 
67.5° 0.00 0.06 0.10 0.15 0.20 0.24 0.29 0.36 0.43 0.52 0.98 
90° 0.00 0.05 0.09 0.13 0.18 0.24 0.29 0.36 0.45 0.55 0.93 
30 
0° 0.00 0.00 0.05 0.10 0.15 0.20 0.26 0.33 0.42 0.53 1.02 
22.5° 0.00 0.00 0.06 0.11 0.16 0.21 0.27 0.34 0.43 0.57 1.09 
45° 0.00 0.00 0.05 0.09 0.15 0.20 0.26 0.32 0.40 0.51 1.06 
67.5° 0.00 0.00 0.05 0.10 0.17 0.23 0.29 0.36 0.44 0.54 1.04 
90° 0.00 0.00 0.05 0.10 0.17 0.23 0.29 0.36 0.44 0.55 0.92 
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Table 2.7 Height dependent, 10-meter normalized wind distributions listed by percent for the 
1-story house domain at 5 angles of attack. 
Height (m) Angle of Attack 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% WRF 
2 
0° 0.00 0.16 0.24 0.39 0.51 0.59 0.63 0.67 0.70 0.74 0.86  
22.5° 0.00 0.17 0.23 0.34 0.47 0.55 0.62 0.66 0.70 0.73 0.86  
45° 0.00 0.20 0.31 0.49 0.54 0.59 0.62 0.65 0.68 0.72 0.82 0.74 
67.5° 0.00 0.21 0.40 0.50 0.57 0.63 0.66 0.68 0.70 0.73 0.78  
90° 0.00 0.27 0.47 0.60 0.66 0.70 0.72 0.73 0.75 0.76 0.81  
5 
0° 0.00 0.36 0.51 0.72 0.79 0.81 0.83 0.85 0.88 0.93 0.99  
22.5° 0.00 0.40 0.56 0.78 0.81 0.83 0.85 0.87 0.90 0.93 1.14  
45° 0.00 0.73 0.80 0.82 0.83 0.84 0.86 0.87 0.89 0.92 1.12 0.89 
67.5° 0.00 0.75 0.80 0.82 0.84 0.86 0.87 0.88 0.89 0.92 1.09  
90° 0.00 0.60 0.76 0.84 0.88 0.89 0.90 0.91 0.92 0.93 1.06  
8 
0° 0.78 0.91 0.92 0.94 0.95 0.97 0.98 1.00 1.02 1.03 1.05  
22.5° 0.77 0.91 0.93 0.95 0.96 0.98 0.99 1.01 1.03 1.04 1.09  
45° 0.85 0.93 0.95 0.96 0.97 0.98 1.00 1.01 1.02 1.05 1.10 0.96 
67.5° 0.92 0.95 0.96 0.97 0.97 0.98 0.99 0.99 1.00 1.02 1.06  
90° 0.91 0.97 0.97 0.98 0.98 0.99 0.99 1.00 1.00 1.02 1.05  
10 
0° 0.94 0.97 0.98 0.99 1.01 1.02 1.03 1.04 1.05 1.05 1.06  
22.5° 0.90 0.98 0.99 1.00 1.01 1.02 1.03 1.05 1.06 1.07 1.08  
45° 0.97 0.98 1.00 1.01 1.02 1.03 1.04 1.05 1.06 1.07 1.09 1.00 
67.5° 0.98 1.00 1.00 1.01 1.01 1.02 1.03 1.03 1.04 1.05 1.07  
90° 0.98 1.01 1.02 1.02 1.02 1.03 1.03 1.03 1.04 1.04 1.06  
15 
0° 1.05 1.06 1.06 1.07 1.08 1.08 1.09 1.09 1.09 1.10 1.10  
22.5° 1.04 1.06 1.07 1.07 1.08 1.09 1.09 1.09 1.10 1.10 1.10  
45° 1.04 1.06 1.07 1.08 1.08 1.09 1.09 1.10 1.10 1.10 1.11 1.07 
67.5° 1.05 1.06 1.07 1.07 1.08 1.08 1.08 1.08 1.09 1.09 1.10  
90° 1.07 1.07 1.08 1.08 1.08 1.09 1.09 1.09 1.09 1.10 1.10  
20 
0° 1.10 1.11 1.11 1.12 1.12 1.13 1.13 1.13 1.13 1.14 1.14  
22.5° 1.10 1.11 1.11 1.12 1.12 1.13 1.13 1.13 1.13 1.13 1.14  
45° 1.10 1.11 1.12 1.12 1.13 1.13 1.13 1.13 1.13 1.14 1.14 1.14 
67.5° 1.10 1.11 1.12 1.12 1.12 1.12 1.12 1.12 1.13 1.13 1.13  
90° 1.11 1.12 1.12 1.12 1.12 1.13 1.13 1.13 1.13 1.13 1.14  
30 
0° 1.18 1.18 1.18 1.19 1.19 1.19 1.19 1.20 1.20 1.20 1.20  
22.5° 1.18 1.18 1.18 1.18 1.19 1.19 1.19 1.19 1.19 1.19 1.19  
45° 1.18 1.18 1.18 1.18 1.18 1.18 1.19 1.19 1.19 1.19 1.19 1.19 
67.5° 1.18 1.18 1.18 1.18 1.18 1.19 1.19 1.19 1.19 1.19 1.20  
90° 1.18 1.18 1.18 1.18 1.19 1.19 1.19 1.19 1.19 1.19 1.19  
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Table 2.8 As in Table 2.7 except for the 2-story house. 
Height (m) Angle of Attack 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% WRF 
2 
0° 0.00 0.18 0.23 0.28 0.35 0.43 0.50 0.57 0.62 0.67 0.90  
22.5° 0.00 0.18 0.23 0.27 0.33 0.41 0.50 0.57 0.65 0.72 0.88  
45° 0.00 0.20 0.27 0.34 0.46 0.52 0.56 0.60 0.67 0.77 0.96 0.74 
67.5° 0.00 0.24 0.33 0.42 0.56 0.63 0.66 0.69 0.71 0.74 0.91  
90° 0.00 0.22 0.35 0.52 0.63 0.65 0.68 0.71 0.73 0.75 0.93  
5 
0° 0.00 0.20 0.27 0.48 0.65 0.72 0.77 0.81 0.86 0.93 1.07  
22.5° 0.00 0.24 0.29 0.39 0.54 0.67 0.73 0.78 0.84 0.89 0.98  
45° 0.00 0.24 0.43 0.59 0.69 0.74 0.76 0.80 0.84 0.91 1.03 0.89 
67.5° 0.00 0.27 0.52 0.67 0.76 0.83 0.85 0.87 0.88 0.92 1.01  
90° 0.00 0.29 0.63 0.79 0.87 0.89 0.90 0.91 0.93 0.94 1.04  
8 
0° 0.00 0.36 0.47 0.75 0.86 0.89 0.92 0.95 0.98 1.04 1.11  
22.5° 0.00 0.49 0.63 0.86 0.88 0.90 0.93 0.96 1.00 1.02 1.28  
45° 0.00 0.81 0.88 0.90 0.92 0.94 0.97 1.00 1.02 1.05 1.31 0.96 
67.5° 0.00 0.83 0.89 0.92 0.94 0.96 0.97 0.98 0.99 1.02 1.25  
90° 0.00 0.60 0.80 0.91 0.97 0.98 1.00 1.01 1.02 1.04 1.16  
10 
0° 0.60 0.86 0.93 0.95 0.96 0.99 1.02 1.04 1.07 1.09 1.12  
22.5° 0.64 0.92 0.94 0.97 0.99 1.02 1.04 1.06 1.08 1.11 1.21  
45° 0.80 0.95 0.97 0.99 1.01 1.04 1.06 1.08 1.10 1.14 1.24 1.00 
67.5° 0.94 0.98 1.00 1.02 1.03 1.04 1.05 1.06 1.08 1.11 1.18  
90° 0.90 0.97 1.00 1.02 1.03 1.04 1.04 1.05 1.06 1.08 1.17  
15 
0° 1.02 1.05 1.06 1.07 1.09 1.10 1.11 1.12 1.12 1.13 1.13  
22.5° 1.03 1.05 1.06 1.08 1.10 1.11 1.12 1.12 1.13 1.13 1.15  
45° 1.03 1.06 1.08 1.09 1.10 1.11 1.12 1.12 1.13 1.14 1.16 1.07 
67.5° 1.05 1.07 1.08 1.09 1.09 1.10 1.10 1.11 1.12 1.13 1.14  
90° 1.07 1.08 1.09 1.09 1.10 1.10 1.10 1.10 1.11 1.11 1.13  
20 
0° 1.09 1.10 1.11 1.12 1.13 1.14 1.14 1.14 1.14 1.15 1.15  
22.5° 1.10 1.11 1.12 1.13 1.14 1.14 1.15 1.15 1.15 1.16 1.16  
45° 1.10 1.11 1.12 1.13 1.14 1.14 1.15 1.15 1.15 1.16 1.16 1.14 
67.5° 1.10 1.12 1.12 1.13 1.13 1.14 1.14 1.14 1.14 1.15 1.15  
90° 1.11 1.12 1.13 1.13 1.13 1.14 1.14 1.14 1.14 1.14 1.15  
30 
0° 1.18 1.18 1.18 1.19 1.19 1.19 1.19 1.20 1.20 1.20 1.20  
22.5° 1.18 1.18 1.18 1.19 1.19 1.19 1.20 1.20 1.20 1.20 1.21  
45° 1.18 1.18 1.19 1.19 1.19 1.19 1.20 1.20 1.20 1.20 1.20 1.19 
67.5° 1.17 1.18 1.18 1.19 1.19 1.19 1.19 1.19 1.19 1.20 1.20  
90° 1.18 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.19 1.20  
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Table 2.9 As in Table 2.7 except for the suburban domain. 
Height (m) Angle of Attack 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% WRF 
2 
0° 0.00 0.10 0.12 0.15 0.18 0.21 0.25 0.32 0.40 0.49 0.72  
22.5° 0.00 0.10 0.13 0.16 0.19 0.23 0.27 0.32 0.37 0.44 0.74  
45° 0.00 0.14 0.19 0.23 0.27 0.30 0.34 0.38 0.42 0.46 0.76 0.74 
67.5° 0.00 0.17 0.26 0.32 0.37 0.41 0.46 0.49 0.53 0.57 0.75  
90° 0.00 0.16 0.29 0.39 0.43 0.47 0.50 0.53 0.57 0.61 0.73  
5 
0° 0.00 0.22 0.30 0.34 0.38 0.41 0.45 0.50 0.58 0.66 0.86  
22.5° 0.00 0.22 0.30 0.35 0.39 0.42 0.45 0.49 0.53 0.58 0.90  
45° 0.00 0.25 0.34 0.40 0.44 0.47 0.50 0.53 0.56 0.61 0.85 0.89 
67.5° 0.00 0.25 0.39 0.47 0.52 0.56 0.59 0.63 0.66 0.71 0.86  
90° 0.00 0.28 0.46 0.57 0.62 0.65 0.67 0.70 0.73 0.76 0.86  
8 
0° 0.00 0.48 0.56 0.59 0.62 0.64 0.66 0.70 0.74 0.80 0.97  
22.5° 0.00 0.53 0.58 0.61 0.63 0.65 0.67 0.70 0.73 0.78 1.04  
45° 0.00 0.55 0.60 0.63 0.65 0.68 0.70 0.72 0.75 0.79 0.97 0.96 
67.5° 0.00 0.57 0.64 0.68 0.70 0.72 0.74 0.76 0.80 0.84 0.99  
90° 0.00 0.60 0.67 0.72 0.76 0.78 0.80 0.82 0.84 0.87 0.96  
10 
0° 0.51 0.68 0.71 0.73 0.75 0.76 0.78 0.81 0.85 0.89 1.07  
22.5° 0.53 0.70 0.72 0.74 0.76 0.78 0.80 0.82 0.85 0.89 1.16  
45° 0.48 0.70 0.73 0.75 0.77 0.79 0.81 0.83 0.86 0.90 1.12 1.00 
67.5° 0.57 0.74 0.77 0.78 0.80 0.81 0.83 0.85 0.88 0.92 1.06  
90° 0.63 0.77 0.80 0.82 0.84 0.86 0.87 0.88 0.90 0.93 1.00  
15 
0° 0.81 0.90 0.92 0.93 0.94 0.94 0.96 0.97 0.99 1.02 1.08  
22.5° 0.81 0.91 0.92 0.94 0.95 0.96 0.97 0.98 1.00 1.02 1.10  
45° 0.78 0.90 0.92 0.93 0.95 0.96 0.97 0.99 1.00 1.02 1.11 1.07 
67.5° 0.87 0.93 0.94 0.95 0.95 0.96 0.97 0.99 1.01 1.03 1.11  
90° 0.87 0.95 0.97 0.97 0.98 0.99 0.99 1.00 1.01 1.03 1.08  
20 
0° 0.98 1.02 1.03 1.03 1.04 1.05 1.05 1.06 1.08 1.09 1.11  
22.5° 0.96 1.02 1.03 1.04 1.05 1.06 1.06 1.07 1.08 1.09 1.13  
45° 0.96 1.01 1.03 1.04 1.05 1.06 1.07 1.07 1.08 1.09 1.14 1.14 
67.5° 0.99 1.03 1.04 1.04 1.05 1.06 1.06 1.07 1.08 1.09 1.14  
90° 1.01 1.05 1.05 1.06 1.06 1.07 1.07 1.08 1.08 1.10 1.13  
30 
0° 1.13 1.16 1.16 1.16 1.16 1.17 1.17 1.17 1.17 1.18 1.19  
22.5° 1.14 1.16 1.16 1.17 1.17 1.17 1.17 1.17 1.18 1.18 1.20  
45° 1.12 1.15 1.16 1.16 1.16 1.17 1.17 1.17 1.17 1.18 1.20 1.19 
67.5° 1.13 1.15 1.16 1.16 1.16 1.16 1.17 1.17 1.17 1.18 1.19  
90° 1.14 1.16 1.16 1.16 1.16 1.17 1.17 1.17 1.17 1.17 1.18  
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Table 2.10 As in Table 2.7 except for the urban domain. 
Height (m) Angle of Attack 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% WRF 
2 
0° 0.00 0.05 0.07 0.09 0.11 0.13 0.16 0.19 0.24 0.31 0.95  
22.5° 0.00 0.05 0.07 0.09 0.11 0.14 0.17 0.20 0.25 0.33 1.11  
45° 0.00 0.04 0.07 0.09 0.11 0.14 0.18 0.22 0.27 0.35 1.11 0.74 
67.5° 0.00 0.05 0.07 0.09 0.11 0.13 0.16 0.20 0.25 0.33 1.14  
90° 0.00 0.04 0.06 0.08 0.10 0.13 0.16 0.19 0.23 0.30 0.82  
5 
0° 0.00 0.07 0.11 0.14 0.18 0.23 0.29 0.35 0.43 0.53 0.98  
22.5° 0.00 0.07 0.11 0.15 0.19 0.24 0.29 0.35 0.45 0.57 1.14  
45° 0.00 0.05 0.10 0.15 0.20 0.25 0.31 0.39 0.48 0.61 1.15 0.89 
67.5° 0.00 0.06 0.11 0.15 0.19 0.24 0.29 0.35 0.43 0.53 1.20  
90° 0.00 0.06 0.09 0.13 0.17 0.22 0.28 0.34 0.43 0.52 0.95  
8 
0° 0.00 0.07 0.11 0.14 0.19 0.24 0.30 0.37 0.45 0.56 1.02  
22.5° 0.00 0.07 0.11 0.16 0.20 0.25 0.30 0.37 0.47 0.60 1.15  
45° 0.00 0.05 0.10 0.15 0.20 0.26 0.32 0.39 0.49 0.61 1.13 0.96 
67.5° 0.00 0.06 0.11 0.16 0.20 0.24 0.29 0.36 0.44 0.54 1.21  
90° 0.00 0.06 0.09 0.13 0.18 0.23 0.29 0.36 0.45 0.55 0.94  
10 
0° 0.00 0.06 0.10 0.14 0.19 0.24 0.30 0.37 0.46 0.57 1.01  
22.5° 0.00 0.07 0.11 0.16 0.20 0.25 0.31 0.38 0.47 0.61 1.11  
45° 0.00 0.05 0.10 0.15 0.20 0.26 0.31 0.39 0.48 0.60 1.16 1.00 
67.5° 0.00 0.06 0.11 0.15 0.20 0.24 0.30 0.36 0.44 0.54 1.20  
90° 0.00 0.06 0.09 0.14 0.19 0.24 0.29 0.37 0.45 0.57 0.96  
15 
0° 0.00 0.06 0.10 0.15 0.19 0.24 0.32 0.40 0.49 0.60 1.04  
22.5° 0.00 0.07 0.12 0.16 0.21 0.26 0.32 0.40 0.50 0.64 1.13  
45° 0.00 0.05 0.10 0.16 0.21 0.26 0.31 0.39 0.48 0.60 1.17 1.07 
67.5° 0.00 0.06 0.11 0.16 0.21 0.26 0.31 0.38 0.46 0.56 1.11  
90° 0.00 0.06 0.09 0.14 0.20 0.25 0.32 0.39 0.48 0.60 1.02  
20 
0° 0.00 0.06 0.11 0.15 0.20 0.25 0.33 0.41 0.51 0.63 1.10  
22.5° 0.00 0.07 0.12 0.16 0.21 0.27 0.34 0.41 0.52 0.66 1.19  
45° 0.00 0.06 0.10 0.15 0.21 0.26 0.32 0.39 0.48 0.60 1.25 1.14 
67.5° 0.00 0.06 0.11 0.17 0.22 0.27 0.33 0.40 0.49 0.59 1.11  
90° 0.00 0.06 0.10 0.15 0.21 0.27 0.34 0.41 0.51 0.63 1.05  
30 
0° 0.00 0.00 0.07 0.12 0.18 0.24 0.31 0.40 0.51 0.64 1.22  
22.5° 0.00 0.00 0.07 0.13 0.19 0.25 0.32 0.40 0.52 0.68 1.30  
45° 0.00 0.01 0.06 0.11 0.17 0.23 0.31 0.39 0.48 0.61 1.27 1.19 
67.5° 0.00 0.00 0.06 0.12 0.20 0.27 0.35 0.43 0.52 0.64 1.24  
90° 0.00 0.00 0.06 0.12 0.20 0.27 0.34 0.43 0.52 0.65 1.10  
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Figure 2.1 Visual display for the a) single story house, b) two story house, c) suburban, and 
d) urban domains. 
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Figure 2.2 a) Boundary layer and face mesh, and b) volume meshing in the urban domain. 
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Figure 2.3 Upstream horizontal transects at several constant heights below 10 m AGL, 
normalized to their corresponding initialized WRF value. 
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Figure 2.4 Time series of WRF’s predicted central minimum pressure for Hurricane Katrina 
compared to the best track observations. 
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Figure 2.5 As in Fig. 2.4 except for Hurricane Rita. 
 
 
44 
 
 
Figure 2.6 a) Surface wind analysis (H*Wind; Powell et al. 1998) at 09:00 UTC on 29 
August 2005 for Hurricane Katrina compared to b) the WRF forecast of 10 m AGL winds at 
07:00 UTC using +2 K perturbed sea surface temperatures from the model analysis. 
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Figure 2.7 a) As in Figure 2.6, except at 04:30 UTC on 24 September 2005 for Hurricane 
Rita compared to b) the WRF forecast of 10 m AGL winds at 05:00 UTC using +5 K 
perturbed sea surface temperatures from the model analysis. 
 
 
 
 
 
 
 
 
 
 
46 
 
 
Figure 2.8 Eighty-seven vertical wind profiles (gray) and the mean profile (black) extracted 
from the +2 K SST Hurricane Katrina WRF simulation. 
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Figure 2.9 Forty-two vertical wind profiles (gray) and the mean profile (black) extracted 
from the +5 K SST Hurricane Rita WRF simulation. 
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Figure 2.10 Mean vertical wind profiles from WRF simulations of Hurricanes Katrina and 
Rita, and derived log-law profiles based on the 10 meter AGL WRF mean value and z0 = 
0.02 m. 
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Figure 2.11 Horizontal grids of a) 2, b) 5, c) 8, and d) 10 meters AGL winds normalized to 
their upstream value for the 1-story house structural domain. 
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Figure 2.12 As in Figure 2.11 except for the 2-story house structural domain.
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Figure 2.13 As in Figure 2.11 except for the suburban structural domain.
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Figure 2.14 As in Figure 2.11 except for the urban structural domain.
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Figure 2.15 Observational wind direction from Hurricane Katrina near Belle Chasse, LA, 
initialized at 12:28:00 UTC (Data courtesy of Forrest Masters, Florida Coastal Monitoring 
Program; FCMP). 
54 
 
CHAPTER 3. IN SITU MEASUREMENTS IN TORNADOES 
 
A paper to be submitted to Monthly Weather Review 
 
 
Christopher D. Karstens, Timothy M. Samaras, Bruce D. Lee, William A. Gallus, Jr., 
Catherine A. Finley, and Fred L. Haan, Jr. 
 
 
3.1 Abstract 
 Since the spring of 2002, tornadoes were sampled on nine occasions using Hardened 
In-situ Tornado Pressure Recorder probes, photogrammetric probes, and mobile mesonet 
instrumentation.  This study describes pressure and, in some cases, velocity data obtained 
from these intercepts.  In seven of these events, the intercepted tornadoes were within the 
region classically recognized as a location for mesocyclonic tornadogenesis.  In the 
remaining two cases, the intercepted tornadoes were associated with either the rear-flank 
downdraft gust front or an internal rear-flank downdraft surge boundary.  
 The datasets acquired are compared to turbulent vortex measurements obtained from 
the Iowa State University Wind Simulation and Testing tornado simulator, a numerical 
tornado simulation using Fluent, and to prior results from laboratory and numerical 
simulations.  High resolution in situ measurements in tornadoes are required to validate these 
simulations.  Both single and two-cell vortex structures are indicated in the in situ pressure 
traces, quite similar to the swirl ratio dependent single-celled and two-celled vortex 
structures shown in simulations.  In a broader sense, although in situ tornado observations are 
quite rare, with the number of contemporary tornado measurements now available, a 
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comparative range of minimum pressures for a wide variety of tornado sizes and intensities 
can be presented. 
3.2 Introduction 
 Tornadoes present a significant hazard to life, property, and infrastructure in the 
United States each year (Ashley 2007).  From 1950-1999, there were an average of 810 
reported tornadoes and 89 casualties in the United States annually (Storm Prediction Center 
2008), although in more recent years, the annual average number of reported tornadoes has 
been closer to 1200 (Verbout et al. 2006).  According to the Wind Hazards Reduction 
Coalition, tornadoes are estimated to be responsible for causing $850 million dollars worth of 
damage in the United States each year.  However, uncertainty exists regarding the dynamical 
structure in the lowest levels of a tornado where the structural damage is occurring due to a 
shortage of observational datasets.  This paper will document nine cases from 2002 to 2008 
where near-surface in situ pressure data, and in some cases velocity data, were taken within 
tornadoes. 
 To gain an understanding of the tornadic environment, laboratory simulations were 
developed in the early 1970s and have been ongoing ever since (e.g., Ward 1972; Church et 
al. 1993; Haan et al. 2008; Mishura et al. 2008).  These simulations have shown that a key 
element pertaining to vortex structure is swirl ratio, generally defined as the ratio of 
tangential velocity to updraft velocity.  Results from several laboratory vortex simulations 
show that a low swirl ratio has been associated with a single-cell vortex structure, 
transitioning to a two-cell structure as swirl ratio increases (e.g., Davies-Jones 1982).   
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 With a rapid development in computer technology, more recent work has focused on 
numerically simulating tornado-like vortices.  These simulations have ranged from vortex 
formation associated with a modeled supercell (Grasso and Cotton 1995; Wicker and 
Wihelmson 1995; Finley et al. 2002; Alderman and Droegemeier 2000) or nonsupercell 
thunderstorm (Lee and Wilhelmson 1997) to small domain, very high-resolution vortex 
modeling  (e.g., Lewellen, 1993; Lewellen et al., 1999; Lewellen and Lewellen 2007; Le et 
al., 2008).  The very high-resolution simulations have shown good agreement with their 
laboratory counterparts regarding vortex structure and substructure.  Additionally, Lewellen 
et al. (1997), Lewellen et al. (1999), and Le et al. (2008) showed the strongest winds in a 
tornado are confined to the lowest few tens of meters above the ground, in agreement with 
portable Doppler radar measurements (Bluestein and Pazmany 2000; Wurman and Gill 2000; 
Wurman and Alexander 2005).  Yet, due to an absence of high temporal and spatial 
resolution pressure and wind measurements in the lowest few meters of a tornado, ground 
truth confirmation of the simulation results is still lacking.  
 Several efforts have been made to acquire in-situ thermodynamic and kinematic 
measurements in or near a tornado.  Early examinations of tornadic datasets were conducted 
on serendipitous tornado or near-tornado encounters (e.g., Tepper and Eggert 1956; Fujita 
1958; Ward 1961).  With more recent motivation to understand the tornado and near-tornado 
environments, efforts have focused on using specially engineered tornado probes to obtain 
these measurements (e.g., Bluestein 1983; Brock et al. 1987; Winn et al. 1999).  However, 
because of the inherent logistical difficulties of placing measurement equipment in front of 
tornadoes and the extreme danger of doing so, only one set of targeted in situ tornado 
measurements existed prior to 2002.  Winn et al. (1999) reported a 55 mb and a 26 mb 
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pressure deficit from two probes that sampled the Allison, Texas tornado of 8 June 1995.  In 
a recent unplanned tornado encounter, Blair et al. (2008) reported a surprising 194 mb 
pressure drop with a mobile mesonet station in the Tulia, TX tornado on 21 April 2007.    
 Six tornadic pressure profiles have been obtained since the beginning of May 2002 
using Hardened In-situ Tornado Pressure Recorder (HITPR) probes and are documented in 
this publication.  From 2002 to 2004, five separate tornado intercepts were made using 
HITPR probes (Samaras and Lee 2003; Lee et al. 2004; Samaras 2004; Wurman and Samaras 
2004).  In the spring of 2004, photogrammetric probes were developed to provide both visual 
evidence of tornado structure and a means of deriving winds speeds using stereo 
photogrammetry.  In 2007, the Tactical Weather Instrumented Sampling in/near Tornadoes 
EXperiment (TWISTEX) field project began, with the goal of collecting thermodynamic and 
kinematic datasets within and very near tornadoes using in situ probes while sampling the 
rear flank downdraft (RFD) and rear flank downdraft gust front (RFDGF) with mobile 
mesonet instrumentation.  During May 2008, the TWISTEX field campaign collected four 
tornado intercept datasets.  One intercept was conducted as planned on a mature tornado, 
with coordinated deployment of instrumentation both in and near the tornado.  The remaining 
three tornadoes were unintentionally sampled, as these circulations were displaced from 
visual location or anticipated path of the intense, low-level mesocyclone.  
 This study presents background on the instrumentation and methodology, followed by 
analysis of the data obtained in these nine cases.  Comparisons are made to pressure and 
wind velocity information acquired from laboratory and numerically simulated vortices.  
Finally, the minimum pressure data is graphically combined to present the observed range for 
a wide variety of tornadoes. 
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3.3 Methodology 
 To accomplish the primary objective of the TWISTEX field campaign, a suite of 
instruments was deployed in and near the tornadoes intercepted.  These included both in situ 
and mobile instrumentation arrays that are described in the following sections.  Additionally, 
some background on the laboratory and numerical tornado simulations is provided. 
3.3.1 In situ instrumentation 
 Two types of in situ instrumentation were deployed for six of the nine cases.  These 
include the HITPR probes (Fig. 3.1a) and one photogrammetric probe (Fig. 3.1b).  Both 
probes are aerodynamically shaped and engineered to withstand the harsh tornadic 
environment. The HITPR probes are outfitted with sensors that measure temperature, 
pressure and relative humidity recorded at 10 samples per second.  Details of the design and 
engineering of the HITPR may be found in Samaras and Lee (2004).  All HITPR pressure 
data underwent quality control inspection and were bias checked with the mobile mesonet 
instrumentation when available.  For the 24 June 2003 case and the first case for 29 May 
2008, a normalized pressure ([p-pmin]/p∞) was calculated to allow comparison with laboratory 
and numerical simulations as done in Mishura et al. (2008).  Additionally, the radius of the 
tornado’s core flow (Rc) was used in these comparisons, which was estimated using a 
combination of the HITPR pressure time series and the translational speed of the tornado.  
Finally, for each case the surrounding terrain’s roughness category (Cook, 1990) was 
estimated using direct and video observations from the deployment site and also by satellite 
imagery. 
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 The photogrammetric “video” probes are outfitted with seven cameras each to 
provide a tornado-relative reference for the sampling position of the HITPRs while providing 
a full 360° field of view perspective of the evolving/translating flow-field as the tornado 
passes.  Six cameras are positioned horizontally, each spanning a 60° horizontal view.  The 
seventh camera is positioned vertically.  When two of these probes are deployed, 
synchronized video documentation for deriving the three dimensional tornadic wind structure 
using stereo photogrammetric analysis is possible (Golden and Rassmussen, 1997).  Given 
the time constraints in probe deployment and priority given to the HITPR probes, single 
video probe observations were available for two cases presented herein.  
3.3.2 Mobile mesonet stations 
 Three vehicles were outfitted with instrumentation to measure temperature, relative 
humidity, atmospheric pressure, and wind velocity based on the design presented by Straka et 
al. (1996), with GPS utilized to record position and movement information (mobile mesonet 
shown in Fig. 3.1c).  The reader is referred to Straka et al. for an overview of the mesonet 
station configuration, instrumentation and technical specifications.  For some sensors more 
recent or more accurate models of the instrumentation were used.  Mesonet station data were 
recorded every two seconds.  When deployed in the hook echo and/or RFD region of a 
supercellular storm, these data can provide essential thermodynamic and kinematic 
information on the environment near a tornado or tornadogenesis region (Markowski et al. 
2002; Grzych et al. 2007; Hirth et al. 2008).   
 Due to inaccuracies in the anemometry during significant vehicle accelerations, 
velocity data were removed in a similar manner as employed by Markowski et al. (2002), 
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Markowski (2002) and Grzych et al. (2007).  The mesonet datasets were also quality 
controlled for spurious meteorological readings and vehicle headings.  Biases were removed 
by way of inter-comparisons between mesonet stations for extensive periods when the 
caravan was in relatively uniform meteorological conditions.  Additionally, pressure 
measurements were reduced to sea-level using United States Geological Survey 1-arc second 
elevation data to remove elevation changes for the vortex pressure deficit analysis.    
 In light of our primary objective, the mobile mesonet was positioned to sample the 
RFD outflow and RFDGF regions of tornadic supercells.  This was successfully achieved on 
multiple occasions during the project (Finley and Lee 2008; Lee et al. 2008).  However, the 
mobile mesonet stations also unintentionally intercepted tornadic circulations on three 
occasions.  Given the remarkable rarity of tornado encounters with research-caliber 
measuring equipment, we felt the scientific significance of these data justified their formal 
documentation. 
3.3.3 Laboratory and numerical vortex simulations 
 Iowa State University’s Wind Simulation and Testing (WiST) laboratory houses a 
translating tornado simulator used for modeling purposes (Haan et al. 2008).  The simulator 
is designed to loosely represent observations of tornadogenesis from the Verification of the 
Origins of Rotation in Tornadoes Experiment (Rasmussen et al. 1994).  The simulator 
contains a central fan as an updraft, which directs flow through an annular duct.  While in the 
duct, the air is turned by vanes, creating a “rotating forced downdraft” to speculatively 
simulate an RFD occlusion about a low-level mesocyclone.   
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 Measurements of flow structure taken from the simulator have been shown to agree 
well with mobile Doppler radar observations of tornadoes above 20 meters in elevation 
(Sarkar et al. 2007; Haan et al. 2008).  What is lacking is verification of pressure and wind 
velocities in the lowest levels of the simulator.  High resolution pressure and wind velocity 
measurements obtained using in situ instrumentation could allow validation of these near-
surface winds, provided the pressure distributions compare reasonably well.   
 Two types of laboratory simulations are discussed in section 3; a single-celled vortex 
and a two-celled vortex (Davies-Jones 1982).  For both cases, the simulator was run at 33% 
full speed with a distance between the downdraft duct and the floor of 0.46 m and a smooth 
plywood ground plane.  The different vortex structures were produced by changing the 
inflow angle at the downdraft duct using vanes within the duct.  The vane angles for the 
single and two-celled vortices were 15° and 35°, respectively, where the actual inflow angles 
are approximately 90% of the vane angles.  The swirl ratios for both vortices were estimated 
to be 0.08 and 0.24, respectively (calculated using equation 5 from Haan et al. (2008)).  
These values are lower than historically reported swirl ratios associated with single and two-
celled vortices (references).  However, Haan et al. (2008) describe how the geometry and 
configuration of a laboratory simulator has a direct impact on the swirl ratio and how it can 
be defined, which is most likely the reason for the discrepancy.  
 A numerical simulation of a tornado-like vortex was also conducted to allow 
additional comparison to the laboratory and observational datasets.  This simulation was 
done using Fluent 6.3, a computational fluid dynamics (CFD) solver (Fluent Inc. 2008).  The 
simulation was run in Reynolds-Averaged Navier Stokes (RANS) mode using the standard k-
ε turbulence model (2 equations, 1 ½ order closure).  Additionally, default values for the 
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model constants and turbulent Prandtl numbers were used in the prognostic dissipation 
equation (Stull 1988; Fluent Inc. 2008).  The domain was constructed as shown in Fig. 3.1b 
of Le et al. (2008), which consisted of a smooth ground plane and 5 m grid spacing near the 
floor that gradually coarsened toward areas of lesser interest.  Using mobile Doppler radar 
volumetric scans (Wurman and Alexander 2005), an axisymmetric model was used to derive 
a vertical wind profile that initialized the inflow cylinder (Le et al., 2008).  Upon solving to a 
steady state, the model was able to spin up a two-celled vortex as evidenced in section 3. 
3.4 Cases and results 
 Tornadoes were sampled on nine occasions (Table 3.1).  Background and discussion 
of these events are described in detail in the following sub-sections.  In addition, comparisons 
are made between the observations and generalized simulations in two events. 
3.4.1 7 May 2002 – Mullinville, Kansas 
 A cyclic supercell that produced a series of large tornadoes was intercepted in 
northwest Kiowa county shortly before 00 UTC.  The teams positioned themselves to the east 
of the supercell with sufficient time to conduct a well coordinated deployment of probes.  
Two HITPR probes (Fig. 3.1a) were placed in the projected path of this tornado, 
approximately 18 km northwest of the town of Greensburg (Fig. 3.2a).  It is important to note 
that temporal and spatial difference may exist between the intercept locations and the radar-
indicated storm positions in Figure 3.2.  The radar data may be slightly out of sequence with 
the intercept location and/or the location may be far from the nearest WSR-88D location, 
resulting in large storm tilt (e.g. 23 May 2008).  The tornado was initially cone-shaped with 
condensation about half way to the surface with a prominent debris swirl (Fig. 3.3a), and 
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gradually transitioned into a large tornado during and after encountering the HITPR probe 
(Fig. 3.3b). This tornado occurred within the region classically recognized as a location for 
mesocyclonic tornadogenesis (e.g., Brandes 1978; Lemon and Doswell 1979; Davies-Jones 
1982).  The terrain surrounding the intercept location may be classified as category 1 (Cook 
1990), with a corresponding roughness length of 0.01 m.  The tornado traversed the HITPR 
probe 1 at 00:00:07 UTC.  From a post-event survey conducted by members of the 
deployment team, the tornado’s central axis took an oblique path relative to the probes (Fig. 
3.4a).  The HITPR 1 probe was able to sample the outer edge of the core flow, while HITPR 
2 located just 30 m to the north, was just outside of it.  Shortly after traversing the probes, the 
tornado produced F3 damage (NCDC 2002).   
 The HITPR probes 1 and 2 measured pressure deficits of 22 mb and 10 mb 
respectively (Fig. 3.5a).  Note Fig. 3.5a focuses on a centered portion of the tornado’s 
passage with respect to the HITPR probes, and a complete pressure history from HITPR 
probe 1 is found in Fig. 15 of Samaras and Lee (2004).  This was done to reveal the rapid 
fluctuations in pressure evident in these profiles near tornado passage, which suggest the 
occurrence of weak secondary vortices within the main tornadic circulation.  Video evidence 
recovered from a video probe deployed in the tornado’s path confirms the presence of sub-
tornado scale vortices (Fig. 3.3a).  However, while the general shape of the profile is 
indicative of a two-celled vortex structure (Davies-Jones 1982), comparisons to two-celled 
vortex simulations were not made due to the oblique passage of the tornado with respect to 
the HITPR probe.  
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3.4.2 15 May 2003 – Stratford, Texas 
 The deployment team intercepted a cyclic tornadic supercell approximately 18 km 
northwest of Stratford, TX (Fig. 3.2b).  One HITPR probe was deployed on Highway 287 in 
the path of a large tornado, which occurred within the region classically recognized as a 
location for mesocyclonic tornadogenesis.  The terrain surrounding the intercept location 
may be classified as category 1.  Based on an assessment of surface scouring evidence from 
the tornado at the probe’s deployment location and observations at close range by Samaras, 
we believe the HITPR probe took a near direct transect of the tornado (Fig. 3.4b).  This 
tornado was later given a maximum Fujita scale rating of F-3 (NCDC 2003). 
 The overall HITPR pressure profile shows a rather complex vortex structure (Fig. 
3.5b).  In general, a drop and rise in pressure is evident over a 1.5 min period, with a 
maximum deficit of 41 mb.  However, embedded within the profile are several transient 
pressure fluctuations.  Of particular interest are two rapid pressure drops, one of which 
occurs near the center of the core flow passage (t = 1 sec) and one shortly after (t = 15 sec).  
These pressure deficits would appear to be associated with the passage of two sub-tornado 
scale vortices that fortuitously encountered the HITPR probe.  In addition, a Doppler radar on 
wheels (DOW) was concurrently scanning the tornado during the intercept (Wurman and 
Samaras 2004).  Doppler measurements show a rather large core flow diameter, estimated to 
be 450 m.  While the spatial scales of the two transient sub-tornado scale vortices were likely 
too small for the DOW to resolve (beam width ~ 200 m), approximately 106 m s-1 of shear 
was estimated across the tornado at about the HITPR intercept time.  The deployment team 
members confirm the presence of multiple vortices embedded within the parent tornadic 
circulation during the HITPR intercept.   
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 The pressure profile from this case exhibits the most complex vortex structure of any 
of the HITPR tornado observations (Fig. 3.5).  While this is not the only case to exhibit an 
apparent two-celled vortex structure, it is the only case showing the presence of strong sub-
tornado scale vortices embedded within the parent circulation.  When trying to examine 
secondary vortex evolution, our CFD simulations, solved to a steady state solution, and time-
averaged laboratory data presented here are not useful.  On the other hand, a number of 
studies have been done on multiple vortex tornadoes.  Church and Snow (1993) show that 
multiple-vortex structures produced in laboratories have been achieved by increasing the 
swirl ratio at low Reynolds numbers.  This result is partially supported by the numerical 
simulations of Lewellen et al. (2000), stating that a high swirl ratio indeed results in the onset 
of secondary vortices, but it does not assure that strong radial gradients of swirl and vertical 
velocity necessary for their formation are present.   
 While a quantitative measure of swirl is unobtainable for this case, the low roughness 
of the surrounding terrain may suggest the radial inflow was characterized by a low Reynolds 
number, provided the existence of some thermal stratification in the inflow layer.  If this 
were the case, it would support findings from laboratory simulations of multiple vortices.  
Furthermore, the pressure perturbations associated with the two sub-tornado scale vortices 
are in reasonable agreement with pressure cross-sections from a numerically simulated 
multiple vortex tornado shown in Fig. 2 of Lewellen (2002). 
3.4.3 24 June 2003 – Case 1 – Manchester, South Dakota 
 A cyclic tornadic supercell was approached on Highway 14 west of Manchester, SD, 
with tornadogenesis occurring approximately 6 km south of the town (Lee et al. 2004).  This 
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tornado occurred within the region classically recognized as a location for mesocyclonic 
tornadogenesis with low surface roughness (category 1).  The deployment team was able to 
position themselves in the projected path of the tornado, approximately 3 km north of 
Manchester (Fig. 3.2c), where the first of three HITPR probes was deployed.  The team 
deployed the remaining two probes as they progressively retreated northward to elude the 
approaching tornado, and data from one of these probes is discussed in the following sub-
section.  A deployment site damage survey indicated a direct transect of the tornado core, 
with the probe being nearly equidistant from both edges of the field scouring (Fig. 3.3c).  
Damage assessment by the National Weather Service indicated the F4 damage swath 
extended to the farmstead next to where the probe was placed (NCDC 2003).     
 The HITPR measured a large pressure deficit of 100 mb as the core flow traversed the 
probe (Fig. 3.5c) at 00:46:52 UTC.  The shape of this profile is highly suggestive of a single-
celled vortex structure (Davies-Jones 1982).  For comparative purposes, the HITPR pressure 
profile was normalized by the minimum pressure (pmin; Mishura et al. 2008) and the radius of 
maximum winds (Rc).  To determine Rc, a combination of the pressure time series from the 
probe (Fig. 3.5c) and the cyclostrophic relationship was used to estimate the core radius to be 
approximately 45 m (Lee et al. 2004).  Using a translation speed of the tornado of 9.4 ms-1 
estimated from storm motion, the resulting profile is shown in Fig. 3.6.  The profile is 
compared with surface pressure profiles from a simulation of a single celled vortex structure 
from the laboratory model discussed in section 2.3.  In general, the observational pressure 
profile and the vortex simulation compare reasonably well.  Differences between the profiles 
in the regions bounding the large pressure drop are most likely attributable to the rotation 
associated with the parent low-level mesocyclone circulation, which is not simulated in the 
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laboratory (Bluestein 1983).  In addition, subtle effects from the local terrain may have also 
been a contributing factor, but to what extent is uncertain.  Video documentation of the 
tornado taken shortly before encountering the probe shows a full condensation funnel with no 
apparent sub-tornado scale vortices, offering supporting evidence of a low swirl ratio single-
celled tornado (Fig. 3.7). 
 The HITPR pressure profile has also been compared to a simple Rankine vortex, a 
Burgers-Rott vortex (Winn et al. 1999; Lee et al. 2004), and to a laboratory tornado 
simulation (Mishura et al. 2008).  These studies have shown reasonable agreement between 
the simulations and the HITPR pressure observations.  
 Lee et al. (2004) used two different applications of the HITPR pressure data to 
estimate the maximum cyclostrophic wind speed at the deployment site to be 92 and 98 m s-1.  
We concur with Lee et al. on the problems with applying cyclostrophic balance to maximum 
wind speed estimation in the corner flow region which is highly influenced by surface effects 
and resultant radial inflow.  However, Lewellen et al. (2000) found in very high-resolution 
simulations of low-swirl corner flow a maximum pressure deficit located at the equivalent of 
a few 10’s of meters above the surface, which drove a very strong axial updraft.  Incidentally, 
a very strong updraft just above the surface was observed near the time of the first and 
second tornado samplings on 24 June 2003.  The 100 mb pressure drop recorded at the 
surface should likely be considered a lower bound on the actual maximum pressure deficit a 
few 10’s of meters above the surface.  At or just above the elevation where the pressure 
deficit is maximized, and the radial inflow has relaxed considerably, the cyclostrophically 
derived maximum wind speed estimates based on a 100 mb pressure deficit will have more 
validity.  Note that the 92-98 m s-1 wind speed range places these estimates at a level capable 
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of causing EF-5 damage (Enhanced Fujita Scale,  WSEC 2006).  Just how close these wind 
speeds extend to the surface is uncertain; however, Lewellen et al. (2000) show peak time-
averaged vortex tangential speeds occurring in the corner flow region for high and low swirl 
corner flows.  Recent extensions of this work looking at conditions leading to near-surface 
vortex intensification by Lewellen and Lewellen (2007) also indicate peak wind speeds and 
pressure deficits no more than just a few 10s of meters above the ground.   
 
3.4.4 24 June 2003 – Case 2 – Manchester, South Dakota 
 This tornado intercept is a continuation of the tornado from Case 1, with the intercept 
occurring 3 minutes and 10 seconds after Case 1 at 00:52:02 UTC.  This tornado moved over 
similar Category 1 terrain roughness.  As the deployment team moved northward to stay in 
front of the projected path of the tornado, the second of three HITPR probes was deployed at 
a location approximately 4.5 km north of Manchester, SD (Fig. 3.2c).  Due to a lack of 
vegetative scouring, the location of the HIRTR probe relative to the tornado core was rather 
ambiguous in a post-event survey.  However, based on concurrent nearby visual observations 
the deployment team was confident the probe sampled at least a portion of the core flow (Fig. 
3.4c).  While few damage indicators were present at the deployment location, the tornado 
caused F-4 damage to a farmhouse, as discussed in the previous section, about 3 minutes 
prior to this intercept. 
 The HITPR 2 probe measured a marked pressure deficit of 54 mb as at least some 
portion of the core flow traversed the probe (Fig. 3.5d).  However, if this pressure profile is 
representative of a roughly direct transect, the intensity, as measured by pressure deficit, 
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decreased by half during the 3 minute period between the first deployment and this one.  At 
approximately 00:55:47 UTC, about 3 minutes and 45 seconds after intercepting the HITPR 
2 probe, the tornado rapidly transitioned into a small rope tornado.  The tornado dissipated 
about 1 minute and 15 seconds later, at approximately 00:57:02 UTC.  
 The shape of the HITPR 2 profile in Fig. 3.5d is highly suggestive of a single-celled 
vortex structure, suggesting the tornado maintained its vortex structure from the Case 1 
observing time while progressively weakening.  Nearby video documentation taken of the 
tornado from both north and south at the time it crossed over the probe shows a full 
condensation funnel to the ground with no apparent secondary vortices, offering supporting 
evidence of a single-celled tornado (Fig. 3.8). 
3.4.5 11 June 2004 – Webb, Iowa 
 A developing supercell was intercepted approximately 5 km west of Webb, IA in 
northwest Iowa (Fig. 3.2d) which rapidly became tornadic.  The crew positioned themselves 
east-northeast of the mesocyclone with sufficient time to conduct a well-coordinated 
deployment of probes on an approaching tornado.  This tornado occurred within the region 
classically recognized as a location for mesocyclonic tornadogenesis with category 1 surface 
roughness.  This tornado was later given a maximum Fujita scale rating of F-3 (NCDC 
2004). 
 Two HITPR probes and one photogrammetric probe were deployed linearly, with the 
photogrammetric probe positioned furthest to the north (Fig. 3.4d).  A visual perspective of 
the tornado at the time of probe placement and at the time of tornado passage over the both 
HITPR and photogrammetric probes is shown in Fig. 3.9.  Video from the photogrammetric 
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probe revealed that the southern portion of the tornado moved over the northernmost HITPR 
and photogrammetric probe.  From this evidence it is concluded the core flow of the tornado 
took an oblique passage relative to the probes, with the photogrammetric and HITPR 1 
probes sampling the southern edge of the core flow and HITPR 2 missing the core flow to the 
south (Fig. 3.4d).   
 HITPR probes 1 and 2 measured pressure deficits of 26 mb and 18 mb respectively 
(Fig. 3.5e), with the general shape of the profiles resembling a single celled vortex structure.  
Video from the deployment team and video from the photogrammetric probe also strongly 
indicate visual vortex structure consistent with a single cell vortex near and during the 
sampling time.   However, due to the oblique transect of the HITPR probes relative to the 
tornado core, direct comparisons to the laboratory simulation were not conducted.   
 The damage path in close proximity to the tornado intercept was nearly devoid of 
damage indicators, making it difficult to ascertain the strength of the tornado.  However, two 
power poles adjacent to the probe deployment site were snapped as the tornado crossed the 
road.  Attempts were made to determine the wind speed of lofted debris captured by the 
photogrammetric probe.  While the method of deriving these winds is simple, an estimation 
of the debris’s size or distance from the camera in this case proved to be problematic.  It was 
determined that small errors made in these estimations resulted in large errors in the 
calculated wind speed.  These limitations emphasize the utility of deploying two 
photogrammetric probes in future deployments to derive the three dimensional wind field 
near or within the tornado. 
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3.4.6 10 May 2008 – Broken Bow, Oklahoma 
 The TWISTEX team intercepted a tornado-warned supercell 6 km north of Broken 
Bow, OK at 00:33:13 UTC (Fig. 3.2e).  The crew observed the storm as it approached from 
the northwest, but tornadogenesis did not appear imminent.  As the storm approached, the 
crew noted that the supercell was propagating more sharply to the right of its former course, 
placing them near the projected path of the low-level mesocyclone.  The crew drove south on 
Highway 259, attempting to position south of the low-level mesocyclone before it crossed the 
highway.  With considerable tree cover in this region hampering visual observation of storm 
features, TWISTEX crews could not clear the mesocyclone before it reached Highway 259.  
This is where two mobile mesonet stations, M2 and M3, transected a developing tornadic 
circulation (Fig. 3.4e).  Storm chasers in the area confirmed that a tornado developed over 
and just east of Highway 259 (R. Hill 2008, personal communications).  This tornado was 
within the region classically recognized as a location for mesocyclonic tornadogenesis, 
however the terrain surrounding the intercept location may be classified as Category 4 (Cook 
1990), with a corresponding roughness length of 0.3 m.   
 A pressure drop of approximately 5 mb and a wind gust of 40 ms-1 were measured by 
M2 (Figs. 10a and 10b).  M3 noted a smaller pressure deficit of approximately 3.5 mb, but a 
substantially higher wind gust near 50 ms-1.  Both wind gusts were observed approximately 
10 s after measuring the peak pressure drop.  We hypothesize that the mobile mesonet drove 
into a developing tornado as evidenced by the recorded pressure deficit and the generally 
east-southeasterly flow on the north side of the circulation and westerly flow on the south 
side of the circulation.  This is supported by visual observations of tornadogenesis on the east 
side of Highway 259, coinciding with the approximate mesonet location in time.  
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Unfortunately, a short segment of kinematic data immediately north of the assumed 
circulation center point was removed in data quality control.  The very strong winds just 
south of the assumed circulation center were likely in the interface region between the 
developing tornado and an intense small-scale RFD outflow surge (Finley and Lee 2004, 
2008; Lee et al. 2004; Marquis et al. 2008a).  The very heavy tree cover in the area 
undoubtedly was responsible for high frequency and significant amplitude fluctuations in 
wind magnitude and direction and likely masked a considerable portion of the kinematic 
signal; however, an indication of higher winds within this RFD outflow surge was present 
south of the circulation center for roughly 1 km.  Based on the mesonet and eyewitness 
evidence, tornadogenesis was concurrent with this RFD outflow surge and occurred 
along/near Highway 259 just as the mesonet was passing through this location.  
3.4.7 23 May 2008 – Quinter, Kansas 
 A cyclic tornadic supercell moving nearly due north was initially intercepted south of 
Quinter, KS shortly after 21 UTC.  Mesonet sampling of the RFD outflow and RFDGF 
subsequently commenced 2 km north of Quinter.  At 21:44 UTC with a tornado in progress 
approximately 2-3 km to the north, a much larger tornado quickly formed to the west-
northwest of the mesonet.  This tornado propagated in a more northeasterly direction, passing 
within 1 km to the northwest and north of the lead mesonet station (Fig. 3.2f).  Due to the 
large storm tilt with height for this storm and due to the time difference between the radar 
scan time and intercept time with this rapidly moving storm, the low-level storm-relative 
deployment position was much closer to the actual low-level mesocyclone location than that 
indicated in Fig. 3.2f.   
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 Two mobile mesonet stations, M1 and M2, were positioned rather close to the large 
tornado and experienced several RFD surges (Finley and Lee 2008).  With this very large 
tornado ongoing, a narrow tornado moved over the area where M2 was positioned (Fig. 3.3f; 
C. Collura 2008, personal communications). This tornado was positioned directly on an 
internal RFD outflow surge boundary (Finley and Lee 2004; Lee et al. 2004; Finley and Lee 
2008; Marquis et al. 2008a,b).  In a storm-relative framework, the concurrently occurring 
tornadoes with one associated with the low-level mesocyclone and the other associated with 
the RFDGF best resembles the tornadic supercell schematics of Brandes (1978) and Davies-
Jones (1982) except with the gust front tornadogenesis region lying along a secondary 
internal boundary.  The terrain surrounding the intercept location may be classified as 
Category 1 (Cook 1990), with a corresponding roughness length of 0.01 m.  Upon tornado 
passage, both stations recorded pressure drops with M2 recording the largest pressure deficit 
of nearly 14 mb at 21:44:16 UTC, while M1, on the northern periphery of this circulation and 
located 344 m north of M2, experienced a pressure drop of approximately 6 mb at nearly the 
same time (Fig. 3. 10c).  Although the temporal resolution of the pressure data was coarse 
relative to the scale of the tornado sampled, the pressure trace resembles that seen for low 
swirl ratio single cell vortices.  Immediately following the pressure drop from M2, the 
pressure trace was rather unsteady for a brief period due likely to small vortices shed from 
nearby upstream downed power poles and power lines, or to trauma incurred by the mesonet 
station during tornado passage.  Part of this trauma included damage to the M2 aerovane.   
 In addition to the pressure deficits, both mobile mesonet stations recorded significant 
wind gusts (Fig. 3.10d) with M2 measuring a 46 ms-1 gust concurrent with tornado passage.   
At this time, M1 was deliberately driven off the road to avoid falling power lines in high 
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winds (the actual values at this time did not pass quality control criteria due to M1’s 
deceleration).  These wind speed maxima occurred coincident with the pressure drops 
recorded at each station.  Winds backed just before tornado passage and veered upon 
passage.  Note that adjustments to the M1 wind speed data in Figs. 10c and 10d after 
21:44:23 UTC were made to correct for the station’s inclined ditch position.   
3.4.8 29 May 2008 – Tipton, Kansas 
  After departing initially targeted storms near Kearney, NE, the TWISTEX crews 
journeyed south to intercept a supercell with a developing tornado 9 km northwest of Tipton, 
KS, on Highway 181 at approximately 01:22 UTC (Fig. 3.2g).   The equipment on this day 
included two mobile mesonet stations and in situ probes (a third mesonet station was 
undergoing repairs from the 23 May 2008 Quinter, KS deployment). 
 The mesonet stations M2 and M3 were arrayed south of the tornado and two HITPR 
probes and one photogrammetric probe were deployed in the path of the tornado (Fig. 3.4g).  
A visual perspective of the tornado at the time of probe placement is shown in Fig. 3.11.  At 
this time the tornado was one minute from passing over the probes and just under 1 km 
upstream.  This tornado occurred within the region classically recognized as a location for 
mesocyclonic tornadogenesis with low surface roughness (category 1).  This tornado was 
assigned a maximum EF scale rating of EF-1 (NCDC 2008). 
 M3 recorded an average wind speed of 39 ms-1 for a 20 s period and a peak speed of 
44 ms-1 as the tornado passed to its north (Fig. 3.5f).  Additionally, M3 measured a pressure 
deficit of 5.5 mb.  These observations are compared to pressure measurements from the 
HITPR probe located approximately 230 m to the north of M3 (Fig. 3.5f) and positioned 
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within the core flow south of the tornado geographic center.  The probe recorded a larger 
pressure deficit of 15 mb with a flat minimum pressure profile suggestive of a two-celled 
vortex structure with an axial downdraft present.  Analysis of video from the 
photogrammetric probe shows subtle evidence of radial flow directed internally outward, 
owing to an annulus structure of light debris with a hollow appearing interior.  Additionally, 
probe video revealed secondary vortices with this tornado after passage.  We believe the high 
frequency pressure perturbations in Fig. 3.5f along the bottom plateau of the pressure trace 
were caused by weak secondary vortices passing over or near the HITPR probe.   
 For additional comparison, the HITPR profile was normalized, using the same 
technique used for the 24 June 2003 HITPR dataset, to allow comparison to both laboratory 
and numerical simulations.  To determine Rc, we used a combination of the pressure time 
series from the probe (Fig. 3.5f) and video from both M3 and the photogrammetric probe to 
estimate the duration of tornado passage to be 15 s.  Using an estimated translation speed of 
the tornado of 14.6 ms-1 based on storm motion, we approximated Rc to be about 110 m.  
This is shown in Fig. 3.12, along with surface pressure profiles from a simulation of two 
celled vortex structure from the laboratory and numerical models discussed in section 2.3.  In 
general, good agreement can be seen between the full scale observations and the vortex 
simulations.  An analysis of the thermodynamic and kinematic characteristics of the flow 
field in the proximate tornado environment and RFD outflow can be found in Lee et al. 
(2008). 
76 
 
3.4.9 29 May 2008 – Beloit, Kansas 
 About one hour after the first intercept, at approximately 02:17 UTC,  a small, 
apparently anticyclonic tornado passed over the mesonet about 13 km north of Beloit, KS 
(Figs. 2h and 4h).  This vortex was in a storm-relative position consistent with anticyclonic 
gust front tornadoes as presented in Brandes (1993).  The terrain surrounding the intercept 
location was of low surface roughness (category 1).  This tornado was assigned a maximum 
EF scale rating of EF-0 (NCDC 2008).  Two mobile mesonet stations, M2 and M3, were 
positioned facing west, roughly 6 m apart.  By this time, the sun had set, and the mesonet had 
abandoned coordinated data gathering attempts for the evening.   
 Figure 9f shows M3 measured a pressure drop of nearly 13 mb, coincident with the 
maximum wind gust of about 40 ms-1 (Fig. 3.10e).  The pressure sensor on M2 was not able 
to record the rapid pressure fluctuations.  While the temporal resolution of the pressure data 
was coarse relative to the scale of the tornado sampled, the pressure trace resembles that seen 
for high swirl ratio single-cell vortices.  Given the mesonet sampling rate, perhaps the 40 ms-
1
 reading did not accurately capture the peak wind speeds during tornado passage.  M3 video 
shows the rear suspension of the M2 vehicle becoming fully unloaded and shifting a small 
distance northward during the time of peak wind speed. 
 Interestingly, Fig. 3.10e shows the wind direction from M3 switched from westerly to 
southerly just prior to the tornado passage indicative of the RFDGF passing, or more 
properly, retreating, over the mesonet.  Then, during tornado passage the wind direction 
rapidly changed to the east.  Analysis of video at this time suggests the tornadic circulation 
propagated from south to north, with the center of the vortex passing just east of the teams.   
From the above information, we believe the mesonet sampled an anticyclonic tornado.  
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3.5 Conclusions 
 This paper has presented nine cases from 2002 to 2008 where near-surface in situ 
pressure data, and in some cases velocity data, were taken within tornadoes.  In seven of 
these cases, the tornadoes were within the region classically recognized as a location for 
mesocyclonic tornadogenesis, and in the remaining two cases, the tornadoes were associated 
with either the RFDGF or an internal RFD outflow surge boundary.  These data add to the 
very small collection of measurements previously documented from in and near tornadoes. In 
addition, our results show similarities to these previously documented measurements of 
tornadoes (e.g., Fujita 1958; Winn et al. 1999; Samaras 2004).  Peak pressure deficits ranged 
from 5 to 100 mb with maximum instantaneous 3 m wind speeds of 40 to 50 ms-1 in the three 
cases where mobile mesonet data were available.  Much higher winds a few 10s of meters 
above the surface, possibly in the range associated with EF-5 intensity, have been estimated 
from the pressure retrieval in the 24 June 2003 Manchester, South Dakota tornado.  In events 
sampled by a mobile mesonet station, a rapid pressure deficit was nearly coincident with the 
maximum wind gust except for the May 10 case.  Figure 13 has been created to assemble the 
range of recent in situ tornado pressure deficit measurements.  This graph includes the 
tornado pressure deficit observations of Winn et al. (1999) and Blair et al. (2008).  While 
significant variations in measured maximum pressure deficits may reflect the tornado center-
relative location of the observations, a 10-100 mb range is observed for a wide variety of 
tornado strengths with corresponding site damage ranging from F0 to F4.  The outlier 
observation in this dataset is the Blair et al. (2008) report from the EF2 (NCDC 2007) Tulia, 
TX tornado of 21 April 2007 that nearly doubles the largest other measurement in the sample 
taken on 24 June 2003 from near the center of a tornado causing F4 damage at the 
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measurement site.  We view this 194 mb pressure drop in the Tulia tornado with some 
skepticism given its inconsistency with the in situ sampling to date and its incongruity with 
other intensity indicators at the Tulia, TX sampling site.  The acquisition of more tornado in 
situ datasets, especially in strong and violent tornadoes, is required to test the robust nature of 
this 10-100 mb peak pressure deficit range while also affording an opportunity to see if the 
very large Blair et al. (2008) pressure deficit can be substantiated. 
 The general characteristics of these observations compare well with idealized 
laboratory and numerical simulations.  Interestingly, the HITPR pressure traces from 24 June 
2003 (Fig. 3.6) and the 29 May 2008 case 1 (Fig. 3.12) are highly suggestive of a single-
celled and two-celled vortex, respectively, as shown in both current and prior laboratory and 
numerical modeling studies.  The latter trace also bears resemblance to the HITPR dataset 
collected on the 15 May 2003 Stratford, Texas tornado, albeit weaker and with far less 
intense secondary vortices.  In these events, the terrain surrounding the intercept locations 
were of low roughness (category 1), allowing comparisons to be made to laboratory and 
numerical simulations.  The high level of agreement between the simulation and field 
pressure measurements suggests that both single and two-cell vortex structures are being 
accurately simulated in these models.  However, additional field measurements, particularly 
wind speed measurements, are needed to better validate these models. 
 Additionally, the results emphasize the need for high spatial and temporal resolution 
sampling in and near the tornado core to provide ground truth comparative cases.  While the 
mesonet datasets compare reasonably well with prior laboratory and numerical studies, these 
data are rather coarse compared to the scale of the tornadoes sampled.  Figures 5b and 12 
illustrate the value of high frequency sampling in a tornado, as we were able to resolve the 
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apparent two-celled vortex structure with secondary vortices with the HITPR probe.  A 
sampling frequency of at least 10 Hz is recommended for in situ sampling missions.  To 
improve comparisons made to simulation data, enhanced horizontal and vertical spatial 
resolution in full-scale data are desirable.  Due to the usual inability of portable Doppler 
radar to reliably scan below approximately 20 m AGL, stereo photogrammetry could be a 
viable method to obtain high temporal and spatial resolution wind velocities.  In addition, 
increasing the number of HITPR style probes, aligned linearly, will better resolve the 
pressure distribution in a tornado. 
 In the quest for obtaining measurements in close proximity to a tornado, researchers 
undoubtedly place themselves in locations of heightened risk.  While operational safety was 
of top priority during the field campaigns, two of these events clearly illustrate the 
unpredictability of tornadogenesis away from the classic tornadogenesis position in 
supercells.  In the vertical vorticity rich environments of some supercells, quickly forming 
RFDGF tornadoes and satellite tornadoes near the low-level mesocyclone periphery can be a 
significant threat to teams working nearby.  With the considerable number of mobile 
platforms involved in large tornado-related field experiments, situational awareness becomes 
imperative in reducing the number of direct encounters.  These challenges underscore the 
value of continuing research to improve our understanding of multiple potential 
tornadogenesis mechanisms in supercells, while employing refined operations strategies 
which utilize the latest mobile communication technologies. 
 Efforts will continue in future TWISTEX field projects to collect high-resolution 
measurements of the tornadic flow field near the surface.  In situ observational goals are 
guided by the desire to obtain information that could potentially advise and guide structural 
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engineering interests and could aid in assessing damage potential.  New technologies are 
being developed that will provide improved methods of sampling this harsh environment. 
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Table 3.1 Summary of tornado intercepts. 
Date 
Time 
(UTC) Location 
Terrain 
Roughness 
Category 
Maximum 
Pressure Deficit 
(mb) 
Maximum 
Instantaneous Wind 
(ms-1) 
7 May 
2002 00:00:07 
18 km NW of Greensburg, 
KS 1 22 - 
15 May 
2003 23:00:58 
18 km NW of Stratford, 
TX 1 41 53* 
24 June 
2003 00:46:52 3 km N of Manchester, SD 1 100 - 
24 June 
2003 00:50:02 
4.5 km N of Manchester, 
SD 1 54 - 
11 June 
2004 19:23:46 5 km W of Webb, IA 1 26 - 
10 May 
2008 00:33:13 
6 km N of Broken Bow, 
OK 4 5 50 @ 3 m AGL 
23 May 
2008 21:44:15 2 km N of Quinter, KS 1 14 46 @ 3 m AGL 
29 May 
2008 01:22:45 9 km NW of Tipton, KS 1 15 44 @ 3 m AGL 
29 May 
2008 02:17:03 13 km N of Beloit, KS 1 13 40 @ 3 m AGL 
 
*DOW measurement of maximum tangential wind on the lowest tilt (Wurman and Samaras 2004). 
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Figure 3.1 a) HITPR probe, b) photogrammetric probe and c) mobile mesonet. 
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Figure 3.2 Location of tornado intercepts (white circle) relative to the nearest WSR-88D 
radar-indicated storm, and base reflectivity (dBZ) for a) 7 May 2002, b) 15 May 2003, c) 24 
June 2003 Cases 1 & 2, d) 11 June 2004, e) 10 May 2008, f) 23 May 2008, g) 29 May 2008 
Case 1, and h) 29 May 2008 Case 2.  Temporal and spatial differences may exist between the 
intercept location and the radar-indicated storm position. 
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Figure 3.3 Tornado on 7 May 2002 a) approximately 157 seconds before and b) 117 seconds 
before traversing the instrumented probes.  Arrows identify secondary vortices.  Time of 
tornado intercept is 00:00:07 UTC. 
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Figure 3.4 Schematic diagrams of instrumentation deployment relative to the estimated 
tornado core flow track (lines with arrows) for a) 7 May 2002, b) 15 May 2003, c) 24 June 
2003 Cases 1 & 2, d) 11 June 2004, e) 10 May 2008, f) 23 May 2008, g) 29 May 2008 Case 
1, and h) 29 May 2008 Case 2. 
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Figure 3.5 Time series of pressure deficits, normalized to tornado passage (0 sec), from all 
successful HITPR probe deployments, including a) 7 May 2002, b) 15 May 2003, c) 24 June 
2003 Case 1, d) 24 June 2003 Case 2, e) 11 June 2004 and f) 29 May 2008 Case 1.  Mobile 
mesonet atmospheric pressure and 3 m wind observations are included in e). 
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Figure 3.6 Comparison between the 24 June 2003 HITPR pressure profile and a WiST 
Laboratory simulation of a single-celled vortex using normalized pressure, (p-p∞)/pmin as a 
function of distance from the center of the tornado (R/Rc). 
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Figure 3.7 Tornado on 24 June 2003 a) 130 seconds before and b) 86 seconds before passing 
over the HITPR 1 probe.   Time of tornado intercept is 00:46:52 UTC. 
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Figure 3.8 Tornado on 24 June 2003 a) 62 seconds before and b) 15 seconds after passing 
over the HITPR 2 probe.  Time of tornado intercept is 00:50:02 UTC. 
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Figure 3.9 Tornado on 11 June 2004 a) 150 seconds before and b) at the time of intercept.  
Time of tornado intercept is 19:23:46 UTC. 
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Figure 3.10 Wind speed (kts) and wind direction (deg) versus time for a) 10 May 2008, c) 23 
May 2008, and e) 29 May 2008 Case 2, and pressure deficit (mb) and wind speed (kts) versus 
time for b) 10 May 2008, d) 23 May 2008, and f) 29 May 2008 Case 2.  Figures are 
normalized to the time of vortex passage (0 sec).   
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Figure 3.11 Tornado on 29 May 2008 Case 1 approximately 1 km upstream and 60 seconds 
prior to intercepting the instrumented probes. 
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Figure 3.12 Comparison between May 29th Case 1 probe, WiST Laboratory simulation, and 
a numerical simulation (Fluent) of normalized pressure, (p-p∞)/pmin, as a function of 
distance from the center of the tornado (R/Rc). 
 
101 
 
 
Figure 3.13 Magnitudes of peak pressure deficits from recent in situ tornado measurements, 
shaded by the tornado’s maximum (E)F-scale rating.  Graph includes 8 June 1995 
observations by Winn et al. (1999) and 21 April 2007 by Blair et al. (2008). 
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CHAPTER 4.  GENERAL CONCLUSIONS 
4.1 Summary of Results 
 The two studies in this thesis use two different approaches to build on our limited 
knowledge of low-level hurricane and tornado winds.  In the first study, significant 
improvements are made to WRF simulations of Hurricanes Rita and Katrina by subjectively 
modifying the analyzed SSTs in proximity to each hurricane’s projected path.  An average 
landfalling vertical wind profile (z0 = 0.02 m) is derived from these simulations to initialize 
CFD flow simulations in proximity to four built environments using Fluent.  In general, a 
majority of the winds are reduced at elevations less than or equal to the structure’s height, 
compared to their height-dependent ambient value.  A majority of the winds are enhanced 
near the structure’s peak elevation, with enhancements of 20-40% over the ambient value 
noted in this region.  Areas where acceleration was occurring in the urban domain, while 
encompassing a small percentage overall, show the greatest enhancement to the wind 
compared to the 1 and 2-story house domains.  As structural density increases, the likelihood 
of experiencing a broader range of wind speeds close to the ground increases.  Lastly, a series 
of tables are provided that offer highly-detailed information to wind mitigation and 
probabilistic forecasting efforts. 
 Results in the second study show that peak tornadic pressure deficits range from 5 to 
100 mb with maximum instantaneous 3 meter AGL wind speeds of 40-50 ms-1, from the nine 
available cases.  In general, the observational pressure transects compare reasonably well 
with laboratory and numerically simulated tornadoes, with single, two, and multi-celled 
vortex structures evident.  These datasets add to the small collection of in situ observations 
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from tornadoes.  However, additional high resolution field measurements, particularly wind 
speed measurements, are needed to better validate these models. 
4.2 Recommendations for Future Research 
 To branch off the work of the first study, a number of research avenues are possible.  
First, the simulation of more hurricanes using WRF is desired.  However, the number of 
high-resolution initialization datasets is limited given the relatively small number of intense, 
landfalling hurricanes recently.  These improved datasets may offer a better analysis of a 
hurricane’s initialized state, thereby improving the simulation dramatically.  In addition, an 
ensemble approach could be adopted, where alterations to the low-level wind structure could 
be analyzed by using various PBL, surface-layer, surface, cumulus, and microphysical 
parameterizations.  Secondly, Fluent offers a wide variety of turbulence models to solve a 
particular flow simulation.  While the standard k-ε model has been shown to reasonably 
simulate a wide variety of flows, each model may produce slightly different results.  Thus, 
these models could be used systematically to provide an ensemble of CFD flow simulations.  
In addition, the results produced herein are derived from steady-state flow simulations, and 
have no time dependence.  While the calculation and display of turbulence is possible, a 
direct comparison to observational point data is not.  Therefore, unsteady, time-dependent 
flow simulations are recommended.  Finally, obtaining observational datasets from in and 
near built environments are highly desired.   Presently only a few such datasets are in 
existence (e.g. Schade and Rappengluck 2009).  Once these types of datasets are obtained, 
the results presented herein can be substantiated. 
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 In continuing work to the second study, the continued acquisition of low-level, high 
spatial and temporal resolution pressure and wind velocity measurements using unmanned 
instruments is recommended.  In particular, the use of high-speed, synchronized 
photogrammetry may provide an effective way of deriving a high-resolution, spatially-
normalized dataset of the three-dimensional wind field in a tornado (Golden and Rasmussen 
1997).  Obtaining such a dataset from tornadoes of various vortex structures could offer a 
means of better validating laboratory and numerical simulations of swirl-dependent tornado 
vortices, thereby improving the methods to which built structures are designed and 
constructed.  Finally, as the meteorological community strives to understand the mechanisms 
responsible for tornadogenesis, maintenance, and decay, the refinement of laboratory and 
numerical models which incorporate these new findings is recommended.  For example, this 
may include fully three-dimensional numerical simulations of translating vortices, and 
perhaps coupling this type of model with a larger-scale atmospheric model that resolves the 
parent supercell storm. 
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