Abstract: This paper presents an optimized method to reduce the points number to be used in order to identify a person using fuzzy fingerprints. Two fingerprints are similar if n out of N points from the skin are identical. We discuss the criteria used for choosing these points. We also describe the properties of fuzzy logic and the classical methods applied on fingerprints. Our method compares two matching sets and selects the optimal set from these, using a fuzzy reasoning system. The advantage of our method with respect to the classical existing methods consists in a smaller number of calculations.
Introduction
Fingerprint identification is the most mature biometric method being implemented at an early level since 1960. The recognition of a fingerprint can be done with two methods: "one-to-one" (verification) and "one-to-many" (1 : N identification). The first method is applied when we have two fingerprints and we want to verify if they belong to the same person. The second one is used when we have one fingerprint and we search it in a data base. The verification is much easier and faster because we have the two fingerprints and we just need to compare them. On the other hand, the identification implies more time for extracting the fingerprint because there are needed much more details.
The fingerprints are not compared with images, they use a method based on characteristic points named "minutiae". These points are characterized by ridge ending (the abrupt end of a ridge), ridge bifurcation (a single ridge that divides in two ridges), delta (a Y-shaped ridge meeting), core (a U-turn in ridge pattern), etc. All these features are grouped in three types of lines: line ending, line bifurcation and short line. After the minutiae points are localized, a map with all their locations on the finger is created. Every minutiae point has associated two coordinates (x, y), an angle for orientation and a measure for the fingerprint quality. The matching of two fingerprints depends on the position and on the rotation. For this reason, every fingerprint is represented, not only, as a group of points with two coordinates, but also, as a group of points with coordinates relative to other points. This allows obtaining an unique positioning of a point regarding to other three points. The three selected points must not be collinear. When two fingerprints are compared, first are compared the relative coordinates. If this stage ends successfully, these coordinates are transformed in 2D coordinates and verified.
After verifying the fingerprints, the result will tell us if they are from the same person with a high probability. Still, the cases when the belonging probability of a fingerprint is 0 (false) or 1(true) are rarely. In most of the cases, the probability will be a number p ∈ [0, 1]. This fact leads to a fuzzy logic. The values in fuzzy logic can range between 0 and 1 (1 is for absolute truth, 0 for absolute falsity). A fuzzy value for an element x will express the degree of membership of x in a set X. It is essential to realize that fuzzy logic uses truth degrees as a mathematical model of the vagueness phenomenon while probability is a mathematical model of randomness.
State of the Art
Two fingerprints are similar if n out of N points match. To verify this, Freedman et al. introduced the fuzzy matching protocols [3] . Using these protocols, the information about the fingerprint we want to identify (or verify) will not be revealed if no match is found. To describe the fuzzy private matching problem we will take a set of words X = x 1 . . . x N where {x i } are the letters. Two words X = x 1 . . . x N and Y = y 1 . . . y N match only if: n ≤ |{k : x k = y k | 1 ≤ k ≤ N}| and this relation is denoted with X ≈ n Y . In the subsequent we will name the set X as the total set for selection. The input of the protocol will be two sets of words (X = X 1 . . . X m for the client and Y = Y 1 . . .Y s for the server) and the parameters m, s, N and n. While the output of the server is empty, the output of the client will be a set
where A ≈ n B means that the points A and B are very close. This set is, in fact, the intersection of the two input sets [1] . It was demonstrated that this protocol leads information about the input even if no match is found [1] . Another protocol, based on Freedman's protocol, was presented in [1] . It uses σ as a combination of n different indices γ 1 , γ 2 . . . γ n and σ (X) = x γ 1 || . . . ||x γ t for a word X. After the parameters and the public key are sent, the client constructs a polynomial representation of the points set:
This is a feedback polinomial value for a set of fingerprints. Then he sends {P σ } k 2 to the server. The server analyzes every received polynomial {P σ } at the point σ (Y i ) and computes {w
, where r is a random value. After all the calculations, the server sends {w σ i } k 2 to the client. The client will decrypt all the messages and if w σ i matches with any word from X then it is added to the output set. {w σ i } k 2 is a combination between fingerprint points value and the parameter which characterizes the common information between a base set and the current set of collected values.
A particular scheme of fingerprint authentication describes a method which is not based on the minutiae points [12] , but by the texture of the finger, called FingerCode. Such a FingerCode is a vector composed from 640 values between 0 and 7. The vector is ordered and stable in size. The method uses Euclidean distance to find the matching. After estimating the block orientation, a curvature estimator is designed for each pixel. Its maximal value is, in fact, the morphological searched center. Using a properly tuned Gabor filter ( [11, 13] ) we can catch ridges and valleys from the fingerprint. The FingerCode is computed as the average absolute deviation from the mean of every sector of each image. Error-correction for the FingerCode would never be efficient enough to recognize a user. In [12] , the method proposed uses a secret d + 1 − letter word , which correspond to the d + 1 coefficients of a polynomial p of degree d. The public key will be extract from (F, p), where F is the FingerCode. Then, we choose n random point of p. These points will be hidden like in a fuzzy commitment scheme. To find the polynomial p, each point is decoded. If at least d + 1 points are decoded then p can, also, be retrieved.
A method based on the minutiae points and, also, on the pattern of the finger was presented in [4] . All the ridges that cross a line (x, y) where x and y are minutiae points are counted. Then, are presented all the possible combinations of three minutiae points and the ridges crossing that line. Such a combinations' list needs C 3 n entries, where n is the number of minutiae points. This method is more complex because before all the calculations are done we need to identify the minutiae points and then combine them.
Our Method

System Description
A commercial fingerprint-based authentication system requires a very low False Reject Rate (FRR) for a given False Accept Rate (FAR) where FAR is the probability that the system will incorrectly identify and FRR is the probability of failure in identification.
Fingerprints Identification using a Fuzzy Logic System 527 Our method is, also, based on the minutiae points of the fingerprints. We can identify at least 40 minutiae points on a fingerprint, depending on its quality. In general, the number of the minutiae points varies from 0 to 100. All the methods mentioned above can be applied to a fingerprint verification. But, for an identification we need an algorithm with a low level of complexity because the data bases used in practice have millions of fingerprints. To reduce the search time and complexity, we first propose to classify the fingerprints, and then, to identify the input fingerprints only in one subset of the data base. To choose the right subset the fingerprint is matched at a coarse level to one of the existing types. After that, it is matched at a finer level to all the fingerprints of the subset. The FBI in the United States recognize eight different types of patterns [5] . For example, we have an input fingerprint and we want to identify it in a data base with 15000 entries. We will take the minim number of minutiae points, 40. If no classification is made we have to do at least 40 × 15000 = 600000 operations. But, if we use a classification with eight types (each subset has the same number of fingerprints 15000/8 = 1875) we will have at least (8 + 1875) × 40 = 75320 calculations. This is because we will first compare the input fingerprint with each group and after that it will be compared with each element of the chosen group. As we can see, the calculations are reduced to only 12, 5%. The classification of the fingerprints is preferred to have more than three types of subsets. This is because a higher accuracy is achieved. Such a classification, also, helps to reduce the number of calculations with a higher percentage.
Fuzzy Mathematical Background
A fuzzy set A in X is characterized by its membership function:
where µ A (x) ∈ [0, 1] represents the membership degree of the element x in the fuzzy set A. We will work with membership functions represented by trapezoidal fuzzy numbers. Such a number N = (m, m, α, β ) is defined as 
where → is an implication operator ( 
Proposed Fuzzy Logic System
Fuzzy control provides a formal methodology for representing, manipulating and implementing human's heuristic knowledge about how to control a system. In a fuzzy logic controller, the expert knowledge is of the form
IF (a set o f conditions are satis f ied) T HEN (a set o f consequences are in f erred)
where the antecedents and the consequences of the rules are associated with fuzzy concepts (linguistic terms). The most known systems are: Mamdani, Tsukamoto, Sugeno and Larsen which work with crisp data as inputs. A Mamdani type model which works with interval inputs is presented in [10] .
In this paper we use a version of Fuzzy Logic Control (FLC) system from [9] in fingerprints identification. This version is characterized by:
• the linguistic terms (or values), that are represented by trapezoidal fuzzy numbers • Lukasiewicz implication, which is used to represent the rules • the crisp control action of a rule, computed by Middle-of-Maxima method • the overall crisp control actions, computed by discrete Center-of-Gravity. We assume that the facts can be given by crisp data, intervals and/or linguistic terms and a rule is characterized by:
• a set of linguistic variable A, having as domain an interval
, where i ∈ {1, 2, ..., n A } and x ∈ I A . According to the structure of a FLC, the following steps are necessary in order to work with our system.
Firing levels
We consider an interval input 
It is obvious that, any t-norm T can be used instead of min (see, for instance, [6] [7] [8] ). The firing level, generated by the input interval [a, b], corresponding to the linguistic value A i is given by:
The firing level µ A i , generated by a linguistic input value
The firing level µ A i , generated by a crisp value x 0 is µ 0
Fuzzy inference
We consider a set of fuzzy control rules 
where T is a t-norm and α j i is the firing level for A j i , j ∈ {1, 2, ..., r}. The conclusion inferred from the rule R i , using the Lukasiewicz implication is 
Defuzzification
The fuzzy output C ′ i of the rule R i is transformed in a crisp output z i using the Middle-of-Maxima operator. The crisp value z 0 associated to a conclusion C ′ inferred from a rule having the firing level α and the conclusion C represented by the fuzzy number (m C , m C , α C , β C ) is:
The overall crisp control action is computed by the discrete Center-of-Gravity method: if the number of fired rules is N then the final control action is
where α i is the firing level and z i is the crisp output of the i-th rule.
An application in fingerprint identification
For the proposed FLC we consider rules with two inputs and one output. The input variables are σ 1 = {x i |x i ∈ X} and σ 2 = {x j |x j ∈ X, x i ̸ = x j , ∀i, j} where X is the set defined in Section 2. By σ 1 we represent the values set of basic input data and σ 2 is a user data to be evaluated and authenticated. These values sets will be denoted by S1 and S2 respectively. The σ set values denote the optimal points set to be used for the fuzzy matching authentication, according with S output variable. These values represent the matching approach for every subset points which are candidate to be in the final set, and are computed using a fuzzy merging comparison between selection sets σ 1 and σ 2 . The optimal selection set (which has less points) is represented by the output variable σ .
