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1. INTRODUCTION 
It is well known [6] that the monotone iterative technique combined 
with the method of upper and lower solutions is a powerful tool for 
proving the existence of extremal solutions of nonlinear systems in a 
constructuve manner. Recently, the method has been developed for first- 
order singular systems having constant square coefficient matrices with 
initial conditions [lo] and with boundary conditions [IS]. It is of interest 
to extend this result to differential systems with rectangular coefficient 
matrices since such equations occur in many physical situations such as 
electrical circuits. 
In this paper, we extend the result to rectangular differential systems of 
the type 
A( =f(r, x), B,X(f,) = a, B,x(T)=b, (1.1) 
where A(t) is a real m x n matrix (m > n) whose entries are continuous on 
J= [to, T] and f~ C[Jx [w”, W]. Also B,, B, are nonsingular matrices 
such that a and b are constant vectors. By using the uniqueness property 
of the Moore-Penrose‘ generalized inverse, we establish the variation of 
constants formula for the linear boundary-value problem (BVP) corre- 
sponding to (1.1) in terms of generalized Green’s matrices. This is used to 
develop the monotone iterative technique for (1.1) which proves the 
existence of extremal solutions in a closed set, namely, the sector defined by 
means of upper and lower solutions. 
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2. PRELIMINARIES 
We recall the following definitions which are pertinent for subsequent 
development [ 1,2,7]. 
DEFINITION 2.1. Let A(r) E R”““. The n x nz matrix A +(I) is said to be 
the MooreePenrose generalized inverse of A if each of the following is 
satisfied, 
(i) AA+A=A, 
(ii) A+AA+ =A+, 
(iii) (AA+)T=AA+, 
(iv) (A+A)‘=A+A, 
where Q’ s transpose of Q. If (i) and (iii) are satisfied, A + is called the 
least-squares generalized inverse of A while a matrix A + satisfying (ii) and 
(iv) is said to be the minimum norm generalized inverse of A. 
The Moore-Penrose generalized inverse is unique [ 1.2, 71. 
DEFINITION 2.2. An m x n matrix B(t) is said to be in the column space 
of A(~)E[W”‘~” if ~M(~)E[W”“” such that 
B(t)=A(t) M(t) for ail t. (2.1 1 
Essentially, B is in the span of columns of A. the latter being considered as 
vectors. 
DEFINITION 2.3. A two-point BVP is said to be incompatible if its index 
of compatibility is zero (i.e., the dimension of its solution space is zero). 
Consider the equation 
A.u = h, (2.2) 
where A E R”‘” “, m > n. We state the following well-known [ 1, 2, 5, 71 
result. 
THEOREM 2.1. (a) The following statements are equivalent: 
(i) Equation (2.2) is consistent. 
(ii) AA’b=b. 
sf A. (iii’ 
rank A = rank[A : b], i.e., b is a linear combination of columns 
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(b) The solution, if it exists, is unique tff A has full rank (i.e., 
rank A = n). In fact, the general solution is given b> 
x=A+b+(I-A+A)z, (2.3) 
where z E Iw” is arbitrary. The unique least-squares solution is x = A +b. 
In the sequel, we shall assume that the arbitrary vector 2 in (2.3) is in 
the standard positive cone 
rw; E (cdPC120). 
The linear problem corresponding to the nonlinear BVP (1.1) is given by 
A(t)x+ B(t)x= g(t), BIx(t,)=a, B,x( T) = b, (2.4) 
where g(t) E C[J, rWn] and B is in the column space of A with 
B(t) = A(t) M(t) for tE J. 
LEMMA 2.1. Let A(t) and B(t) be the matrices in (2.4). Zf A(t) and 
A - ‘(t) are nonnegative, then the systems 
A(t)x+ B(t)x<O, (2.5) 
x+A4(t)x<(Z-A+A)z (2.6) 
are equivalent. 
Proof The lemma is a direct consequence of property (i) of Defini- 
tion 2.1. 
Remark 2.1. In view of Lemma 2.1, the linear system (2.4) is equivalent 
to 
x+M(t)x=A+(t) g(t)+ [I-A+(t) A(t)]z=h(t) 
Blx(td=a, B*x(T)=b. 
We now state a known [3,4] result for (2.7). 
(2.7) 
THEOREM 2.2. (a) Let Y(t) be a fundamental matrix for the 
homogeneous equation i + M(t)x = 0. If x,(t) is a particular solution of 
(2.7), then the function 
x(t) = x,(t) + Y(t)c, (2.8) 
where c E Iw” is arbitrary, is also a solution of (2.7). In fact, every solution of 
(2.7) has the form (2.8). Furthermore, a particular solution of (2.7) is given 
b.v 
x,(t) = Y(t) jr Y-‘(s) h(s) ds. 
10 
(2.9) 
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(b) Let D be the characteristic matrix ,for the homogeneous problem 
1 + M( t)s = 0, B,.u(t,)+B,S(T)=O, (2.10) 
l\here 
D=BIY(t,)+B2Y(T). (2.11 )
[frank D = r, then the index of compatibility of (2.10) is n - r. 
It is to be noted that the solution space of (2.4) is not in general finite 
dimensional. This may account for the failure of the classical approach to 
the question of finding a solution to (2.4). 
EXAMPLE. Consider Al + B,u = 0, where 
Ait,=[i ;], B(t,=[i i], 
I.e., x’, + tri + tx, = 0. Clearly, the solution space is infinite dimensional 
although the fundamental solution for the associated homogeneous ystem 
exists. 
THEOREM 2.3. Let Y(t) be a jkndamental solution ,for .t+ M(t).u=O. 
Suppose also that 
(a) the homogeneous problem (2.10) is incompatible, 
(b) the characteristic matrix D ,for (2.10) is nonsingular, 
(c) rank B,=n=rank Bz. 
Then the nonhomogeneous problem (2.4) has a unique solution. The solution 
can be expressed in terms of‘ Green’s matrix and the associated generalized 
Green’s matrix viz, 
s(t)= j’G(t,s)[l-A+(s)A(s)]zds+[‘H(t.s)g(s)ds 
10 - 111 
+ Y(t) DP’[a+ b], (2.12) 
btlhere G( t, s ) and H( t, s) are given b.11 the formulas 
G(t,s)= 
Y(t) D-‘B, Y(t,) Y-‘(s), 
- Y(t) DP’BZ Y(T) Y I’, 
s < t, 
(2.13) 
s > t. 
H(t,s)= 
Y(t) DP’B, Y(to) Y-‘(s) A+(s), s < I, 
-Y(t)D-‘B?Y(T) Y--‘(s).~+(s), 
(2.14) 
s > t. 
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Proof: We proceed as in Cole [4] and adapt the new approach by 
Mm-thy [S]. In view of Remark 2.1, it suffices to obtain the variation of 
constant formula for problem (2.7). By Theorem 2.2, the general solution 
for (2.7) is 
x(t) = Y(r) jr Y-‘(s) h(s) ds+ Y(t)c. 
to 
From the boundary conditions, we get 
c=D-'(a+b)-D-'B2Y(T) j'r-'(S)h(S)dS. 
10 
Substituting for c in (2.15) gives 
x(t)= Y(t) j' Y-'(s)h(s)ds+ Y(t)D-'(a+b) 
10 
Now. 
- Y(t) D-‘B, Y(t) 1“ Y-‘(s) h(s) ds. 
10 
(2.15) 
(2.16) 
Y(r)= Y(t) D-ID= Y(t) D-‘[B, Y(r,)+ B2 Y(T)], 
j’ Y-‘(s) h(s) ds= j’ Y-‘(s) h(s) ds + j’ Y-‘(s) h(s) ds, 
10 10 I 
and 
h(r)=Af(t)g(t)+[Z-A’(t)A(t)]z. 
Hence, we may rewrite (2.16) in the form 
x(t)= j’ Y(r) D-‘B, Y(to) Y-$)[I-A+(s) A(s)] zds 
10 
- 
s 
T Y(r) D-‘B, Y(T) Y-+)[I-A+(s)&)] zds 
I 
+jr Y(t)D-‘B, Y(t,) Y-‘(s)A+((s)g(s)ds 
10 
s 
T 
- Y(r)D-‘B,Y(T) Y-‘(s)A+(s)g(s)ds+Y(t)D-‘(atb). 
I 
Combining terms in the last equation gives (2.12). 
MONOTONEITERATIVETECHNIQUE 487 
Since the homogeneous problem (2.10) is incompatible, part (b) of 
Theorem 2.2 shows that rank D = n. By hypothesis. B, and Bz have full 
rank. Thus uniqueness can be easily established using arguments imilar to 
those in [4, 83. 
3. COMPARISON RESU~.TS 
We list the following assumptions for convenience: 
(Al) YM.~(~) and o,(t) in C’[J, EY] with ~~~(t)~t+,(t) for tEJand such 
that )ro and r. are upper and lower solutions, respectively, of the nonlinear 
problem (1.1). That is, 
‘4(f) &I Gf(4 Q), B,tl,(r,)ba. B, uo( T) d h, (3.1) 
A(f) b?, >f(t, rr,), B, wo( to) 3 a, B1 wo( T) 3 h. (3.2) 
(A2) 3 a matrix B(t) E R”“” satisfying 
.f(f, .I*) -f(r, .u) 3 -4fN.v .u) (3.3) 
whenever ~,(t)~x(t)~~(t)~rz.,(t) for teJ. 
(A3) Let A(t) and B(t) be mxn matrices such that A(t) and A+(r) are 
nonnegative, and (A +A),,2 1. Assume also that B(t) is in the column space 
of A(f) with B(f) = A(f) M(t), where the n x n matrix M(t) satisfies 
(a) Mji(f)dO, for i#j, i,j= 1,2,3, . . . . n. 
(b) xy=, 1V,~(t)>0, for eachj= 1, 2, 3, . . . . n. 
LEMMA 3.1. Suppose that P(f) and Q(t) are real matrices continuous on 
J. Assume ,further that P(t) is nonsingular with P ~ ‘(t ) 2 0 for t E J, and that 
(i) (P-. ‘Q)ii<O, for i# j, i,j= 1, 2. 3. . . . . n, 
(ii) I:=, (P-‘Q),;>O, for eachj= 1, 2. 3. . . . . n. 
Then P(t)?:+Q(f)y<O. ~EJ, and .v(to)<O, y(T)<0 imply that y(t)<0 
on J. 
Proof: For each fixed fE J, the result holds (see [9] for details). By the 
continuity of P(f) and Q(t), it is easy to see that the result is true for all 
t E J. 
THEOREM 3.1 (Comparison result ). Let assumption (A3) hold. Assume 
that p(t) E C’[J, UY] satisfies the inequafir? 
A(f)d+ B(t)pGO. ,for tEJ. (3.4) 
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Then B, p(t,,) < 0 and B, p( T) < 0 imply that p(t) 6 0 for all t E J, provided 
that B;’ and B; ’ are nonnegative. 
Proof: By Lemma 2.1, the inequality (3.4) is equivalent to 
d+M(t)p6(1-A+(t)A(t))z, t E J. 
Since z E Rl; and (A ‘A),, 2 1, we have 
P+M(t)p<O, t E J. 
Also, B;’ 20 so that B, p(t,,) < 0 =z. p(t,) ~0. Similarly, p(T) ,<O. By 
hypothesis, M(t) satisfies conditions (i) and (ii) of Lemma 3.1 with 
M= P-IQ. The result then follows by the same lemma. 
4. MAIN RESULT 
In this section, we develop the monotone technique for the rectangular 
system (1.1) and obtain monotone sequences which converge to extremal 
solutions of (1.1) on the sector [tlo, wO]. 
THEOREM 4.1. Let assumptions (Al), (A2), and (A3) hold. Let B, and B2 
possess nonnegative inverses. Assume also that 
(i) The homogeneous BVP 
i+M(t)x=O, B,x(t,)=O= B,x(T) 
is incompatible; 
(ii) the characteristic matrix D for the homogeneous system 
i + M( t ) x = 0 is nonsingular; 
(iii) a, b E R” are such that 
vdt,) d a < +dtO), vo( T) < b d wo( T). 
Then there exist sequences {v,,} and {w,} which converge uniformly and 
monotonically on J= [t,, T] to p(t) and y(t), where p and y are minimal 
solutions, respectively, of the linear BVP (1.1) in the sector [v,, w,]. 
Proof: Consider the linear BVP 
A( =f(t, r](t)) - B(t)(x - v(t)), B,x(td=a, B,x(T)=b, (4.1) 
where q(t) is in the sector 
[v,, w,J = {u(t)E C[J, R”]: v,(t) 6 u(t) < w,,(t)}. 
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Since B(t) is in the column space of A(t), we can rewrite (4.1) in the 
equivalent form 
.f+M(t).u=h(t), B,x(t,)=a, Bg( T) = h, (4.2) 
whereh(t)=A+(r)f(t,~(t))+M(t)~(t)+(Z--,4+(t)A(r))~. Inviewofthe 
fact that B;’ and B;’ exist, and the incompatibility of the associated 
homogeneous problem, Theorem 2.3 shows that (4.2) has a unique solu- 
tion. Equivalently, (4.1) has a unique solution. 
Define a mapping R on [D”, I,*~] by 
where .Y is the unique solution of (4.1). We prove that 
(a) v. d Ru,, \t’O >, Rw,, 
(b) Rrl, d Rqz whenever q, and q2 belong to [c,, ,cO] with 9, QV?. 
To prove (a), let Ru, = LI,, where ~7, is the unique solution of (4.1) with 
rl=uO, and set p=u,--tl,. Then 
and p( to) < 0, p( T) 6 0; hence, by using Theorem 3.1, we obtain p(t) < 0 for 
t E J. That is, LJ~(I) < r),(t) = RL~,( t) on J. A similar argument shows that 
\ivo >, RN,. 
To show part (b), choose ‘I, and qz in [tlo, ,c~] such that q,(r)<~~(t) on 
J. Set u, = Rq, and u2= Rq2, where u, and u, are the unique solutions of 
(4.1) with q=u, and yl=u?, respectively. Setting p = u, - u?, one can see 
that 
A(f)d=A(l)li,-*4(r)& 
~f(t,rl,)-B(t)(u,-rl*)-f(t,rl,)+B(f)(u~-~2) 
6 -B(r)p 
using (A2). It is clear that p( t,) = 0 = p(T). By Theorem 3.1, p( t ) < 0 on J, 
i.e., Rq, < Rr],. 
Using the mapping R, we define the sequences {L.,,} and {iv,,) as follows: 
I>,, = Rr,, - , , MI,, = Rw,, , , tz = 1, 2, 3, 
It is easy to see, using standard arguments as in (6), that {c,,) and { ,v,, ) 
converge monotonically and uniformly to p(t) and y(t), respectively. 
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For each n, u, and W, satisfy (4.1): 
A(t)Li,=.f(t, u,-,)-B(t)(u,-v,-,), B, u,(t,) = a, B,u,( T) = b 
A(t) G,=f(t, )1’,~*)-B(t)(,~,-M’,~,), B, w,(to) = a, B, w,( T) = b. 
(4.3) 
By Theorem 2.3, u, can be expressed in the form 
u,,(t)=S~G(r,s)[I-A+(s)A(s)]zds 
to 
+ I T H(h s)Cf( s,u,-,(~))+B(s)u,-,(s)lds m 
+ Y(r)DpL[a+b], (4.4) 
where G( t, s) and H( t, s) are given by (2.13) and (2.14), respectively. 
Clearly, p(r) is integrable on J= [0, r] and U,(Z) <p(t) by monotonicity. 
Hence, using the Lebesgue Dominated Convergence Theorem on (4.4), it 
is easily seen that p(t) is a solution of the nonlinear problem (1.1). 
Similarly, it can be shown that l!(t) is also a solution of (1.1). 
Again, using standard arguments, one can see that if x(t) is any solution 
of (1.1) such that u,(t),<x(t)<~,,(r), then u,(t)<x(t)<~,(t). Taking 
limits as n + co, we obtain p(t) d x(r) < r(t) proving that p(t) and v(f) are 
minimal and maximal solutions, respectively, of the nonlinear problem 
(1.1). This completes the proof. 
Remark 4.1. If the nonsingular matrices B, and B, have continuous 
entries on J= [r,, YJ, all our results remain valid. However, if B, and B, 
are singular, we would need additional conditions for the results to hold. 
In particular, if B, and B2 are rectangular matrices, then use of their 
inverses (generalized) must be restricted to the least-squares ense to keep 
our results valid without imposing additional conditions. 
The following is an example to show that the assumptions we have made 
are readily attained. 
EXAMPLE 4.1. Consider the coupled nonlinear boundary value problem 
‘4(t)t=*f(t, x) 
[ii -:](::::I>=( -: . [-: :](“;:;:1>=(:>7 (4.5) 
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where 
Here 
B,’ = 1 2 [ 1 0 1’ 
and 
We may choose 
491 
B(t) = 
-1 1J 
Indeed, B(t) is in the column space of A(t) with 
2 -1 
M(t)=A+(t)B(t)= o 2 [ 1 
Thus, all the conditions of assumption (A3) are met. Furthermore, if 
x(r) < I, for TV .I= Cl, 21, then 
i.e., f( t, x) and B(t) satisfy assumption (A2). 
Now, given any sector Coo, ~cO] and a 9 E [o,, M,,,], the corresponding 
linear BVP is 
A(t),~+B(r).u=~(t,~(t))+B(t)~(t)-a(r) 
-1 [ 1 
(4.6) 
B,dl)= 1 , 
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By Lemma 2.1, this is equivalent to 
i+M(r)x=A+~ 
B,*k(l)= 
-1 [ 1 2 1 ) &x(2)= 5 . [I 
A fundamental solution for the homogeneous equation is 
Y(t)=e21 :, ; , [ 1 
and the characteristic matrix D is 
D=ep4 
e’+l 2-e’ 
-1 1 e’-1 ’ 
Clearly, D ~ ’ exists so that Theorem 2.3 implies the linear BVP (4.6) has a 
unique solution for any 9 E [a,, w,,]. By the same result, the solution of 
(4.6) is given by 
~(~)=SZH(I,S)O(S)~~+ Y(t)D-‘(a+!~), 
1 
where 
H( t, s) = : ,’ , 
e-2(r+- I) 
i 
e’+t-1 f (te2 
e4 - e2 + 1 
1 
L 
- 1 -Se2-H+s) 0 
f (e2-S) 0 
I 
-e~2”-“~ 1) 
e4-e2+ 1 
[ 
1 - te2 f(e2+r-l+sfe’-s) 0 
-e’ f (se2 + 1) 0 
I 
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