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The stacks from the CTs were exported as16 bit images in TIFF or DICOM format. We calibrated these images to eliminate the background noises due to Photoelectric and Compton effects by selecting specific ranges of the histograms (Region of interest ROI) using the software ImageJ v. 1.50e (http://rsbweb.nih.gov/ij/). Once the background noise was removed, all images were converted to 8 bits and normalized to 0.5% of grey values to standardize the grey values of the histogram to 0 and 255, respectively. The standardized images stacks in TIFF formats were imported into Avizo Lite 9.2.
The cortical bone was segmented with a range of the histogram in the thresholding of 70-255. The trabecular bone was segmented within a range of 40-70. For the teeth, the dental pulp was segmented together with the enamel and dentine. To generate the triangulated surface models, we used the constrained smoothing algorithm (kernel size of 4) .
Three-dimensional processing
The 3D models of each specimen were imported into Geomagic Wrap (3D Systems, USA); where this 3D models were decimated to ~200,000 triangular elements in a sequence of successive steps, fix boundaries always active, with constrained maximum edge-length ratio of 10, and edge-edge ratio of 10 on all triangles (medium priority level of curvature and mesh). These conditions are for a correct topology and shape stability mesh. In this decimated process, we never used more than twice the "quick smooth" tool, only in the first step and when of the 3D models have about 1,000,000 triangular elements. Afterwards, we used the mesh doctor function to check the errors of the mesh (non-manifold edges, self-intersections, etc). The cavities representing broken areas or osteological regions not captured during the CT scanning were manually patched using the "fill holes" function or "defeature" function. Some lost partse.g., the teeth or little parts of the skull-were reconstructed with the "mirror" function. Any remaining trabecular regions were removed during subsequent decimation; so all models represent cortical bone models only and natural cavities and holes.
2) SUPPLEMENTARY RESULTS
The results of ME and the adjusted SE obtained from the FEA computed for both the left and right sides of each skull at different resolutions (low, medium, and high) are given in Table S2 and Table S3 , respectively. This results are from the virtual models with sinuses. The results of ME and the adjusted SE from the virtual models without sinuses are in the Table S4 and Table  S5 , respectively.
The results by the virtual models with sinuses, the mechanical efficience (ratio between input muscle forces and output bite forces) have a range from 0.14 to 0.45 in all specimens, and the values of SE (a measure of the structural integrity or stiffness) have a range from 0.83 to 2.00 in all specimens. The highest ME values are registered in the second molar of the living giant panda (A. melanoleuca), followed by the sun bear (Helarctos malayanus) and the sloth bear (Melursus ursinus). However, the lowest ME value is registered in the second molar of the polar bear (Ursus maritimus). The highest values of SE in all simulated bites from canine to second molar, are display by Melursus ursinus (lower stiffness). Among the cave bears, Ursus spelaeus ladinicus has the highest strain energy values followed by Ursus ingressus. The rest of cave bears overlap with the bite profiles from the canine to the second molar (ME and SE values) of the live bears. (See Fig. S1 ). Figure S1 . Plot of the adjusted strain energy density (ME) against the mechanical advantage (ME). The SE is adjusted to the volume and forces of a standard model using Ursus arctos. The SE value adjusted for each chewing scenario, both for the right and left sides, is averaged. See also Table S2 and S3. Table S5 : Mean adjusted strain energy (SE) outputs from the finite element from the simulation results of low, medium, and high resolution models without sinus analyzed for each species. The 95% confidence intervals (CI) were calculated from the averaged simulation results of low, medium, and high resolution models analyzed for each species. Table S8 : Data of the volumes extracted from the solid model in the software Strand7. The sinus volume is the result of the difference in cranial volume (CV) with sinuses and without sinuses. The percentage of sinuses volume results from the division between sinuses volume by cranial volume multiplied by 100.
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