Abstract-In this work, we study the computational perspective of network coding, focusing on two issues. First, we address the computational complexity of finding a network code for acyclic multicast networks. Second, we address the issue of reducing the amount of computation performed by the network nodes. In particular, we consider the problem of finding a network code with the minimum possible number of encoding nodes, i.e., nodes that generate new packets by combining the packets received over incoming links.
I. INTRODUCTION
The new paradigm of network coding promises to benefit many areas of communication and networking [2] . The network coding approach generalizes traditional routing by allowing intermediate network nodes to generate new packets by combining incoming data packets.
Establishing efficient multicast connections is a central problem in network coding. In the multicast network coding problem a source s needs to deliver h packets to a set T of k terminals over the underlying communication graph G. It was shown in [2] , [3] that the capacity of the network, i.e., the maximum number of packets that can be sent between s and T per time unit, is equal to the minimum size of a cut that separates the source s from a terminal t ∈ T . Specifically, assuming that each link can transmit one packet per time unit, a source s can send h packets to all terminals T if and only if the number of links in any cut that separates s and t ∈ T is at least h. Li et. al. [3] proved that linear network codes are sufficient for achieving the capacity of the network. In a subsequent work, Koetter and Médard [4] developed an algebraic framework for network coding and investigated linear network codes for directed graphs with cycles. This 1 Michael Langberg and Jehoshua Bruck are with the Department of Electrical Engineering, California Institute of Technology, Pasadena, California, USA. Email: {mikel,bruck}@caltech.edu. Research supported in part by by the Caltech Lee Center for Advanced Networking and by NSF grants ANI-0322475 and CCF-0346991. 2 Alexander Sprintson is with the Department of Electrical and Computer Engineering, Texas A&M University, College Station, Texas, USA. Email: spalex@ece.tamu.edu. framework was used by Ho et al. [5] to show that linear network codes can be efficiently constructed by employing a randomized algorithm. Jaggi et al. [1] proposed a deterministic polynomial-time algorithm for finding a feasible network code for a given multicast network.
In this paper we study the computational perspective of network coding in the multicast setting. We focus on reducing the computational complexity of finding a feasible network code and, in addition, on reducing the total amount of computation performed by the network nodes. In particular, we consider the problem of minimizing the number of encoding nodes in the network. Encoding nodes generate new packets by combining the packets received over incoming links, in contrast to forwarding nodes that can only forward and duplicate incoming packets.
We study both fractional and integer coding networks. In fractional coding networks, each packet can be split into a number of smaller packets, each of which is sent over different paths. In integer coding networks, packets cannot be split.
A. Our results
Our study makes the following contributions. First, we present an efficient algorithm for finding feasible network codes in integer coding networks. The running time of the algorithm for acyclic networks is bounded by O(|E|kh + |V |k 2 h 2 + h 4 k 3 (k + h)) compared with the previously best known running time of O(|E|kh + |V |k 2 h 2 (k + h)) of the algorithm presented in [1] . Our algorithm improves the running time of the previous solutions, in particular for sparse graphs with a large number of nodes, which is typically the case in communication networks. An additional advantage of our algorithm is that the number of encoding nodes is always bounded by O(h 3 k 2 ). Second, we study the problem of minimizing the number of encoding nodes in a given instance of the network coding problem. We consider both integer and fractional coding networks. We prove that in the majority of settings this problem is N P-hard. However, we show that if h = O(1) and k = O(1) and the underlying communication graph is acyclic, then there exists an algorithm that solves this problem in polynomial time. Our results are summarized in Figure 1 .
B. Related work
In a previous work of ours [6] we establish an upper bound of h 3 k 2 on the minimum number of encoding nodes in integer acyclic encoding networks. We also establish a lower bound of Ω(h 2 k) on the number of encoding nodes required by an acyclic coding network. In addition, [6] shows that for integer coding networks with cycles, finding the minimum number of required encoding nodes is N P-hard. In this paper we use the upper bound of h 3 k 2 on the number of encoding nodes
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In a recent work of Bhattad et al. [7] , several optimization problems that arise in the context of multicast network coding in the fractional setting are addressed. Specifically, [7] models the flow of information in a coding network by a linear program with O(|G|2 |T | ) variables, where |G| is the size of the underlying communication graph and |T | is the number of terminals. For small values of |T | this program enables to efficiently optimize several objective functions that are strongly related to the number of encoding nodes in coding networks. We use the framework of [7] in parts of this work.
The rest of the paper is organized as follows. In Section II, we formulate the network model and present the definition of integer coding networks. In Section III, we present our efficient algorithm for finding feasible network codes in integer networks. In Section IV, we define fractional coding networks and analyze the computational complexity of minimizing the number of encoding nodes in both fractional and integer coding networks. Due to space limitations, some proofs and technical details are omitted and can be found in [8] .
II. MODEL
The communication network is represented by a directed graph G = (V, E), where V is the set of nodes and E the set of links in G. The capacity of link e ∈ E is defined to be the number of packets that can be sent over e in one time unit. In this paper we assume that all links have unit capacities (in order to model links of greater capacity, G may include multiple parallel links) . An instance N(G, s, T, h) of the multicast network coding problem is a 4-tuple that includes the graph G, a source node s ∈ V , a set T of terminals, and the number of packets h that must be transmitted from the source node s to every terminal t ∈ T . We assume, without loss of generality, that the source s has no incoming links and that the terminals have no outgoing links. We also assume that each packet is a symbol of some alphabet Σ. We denote the size |T | of the terminal set by k. Each node v ∈ G, v = s, v / ∈ T is referred to as an internal node. We now define network codes for integer coding networks; fractional coding networks are discussed in Section IV.
Definition 1 (Network code F(N)): A network code for N(G, s, T, h) is defined by functions F(N) = {f e | e ∈ E}. For outgoing links e = (s, u) of the source node s, f e is a mapping from Σ h to Σ. For other links e = (v, u), f e is a mapping from
Function f (v,u) specifies the packet transmitted on link (v, u) for any possible combination of packets transmitted on the incoming links of v.
The capacity of a multicast coding network is determined by the minimum size of a cut that separates the source s and any terminal t ∈ T [3] . Specifically, an instance N(G, s, T, h) of the network coding problem is said to be feasible if and only if the size of each such cut is at least h (or equivalently if and only if for each terminal t ∈ T there exist h linkdisjoint paths from s to t [9] ). Let N(G, s, T, h) be a feasible network. A network code {f (v,u) | (v, u) ∈ E} for N is said to be feasible if it allows communication at rate h between s and each terminal t ∈ T (for a detailed definition see e.g. [6] ). If N(G, s, T, h) is feasible then there exists a feasible network code for N [3] .
A coding network N(G, s, T, h) is said to be minimal with respect to link removal if (i) N(G, s, T, h) is feasible (ii) Removal of any link from G would violate the feasibility of N(G, s, T, h).
Definition 2 (Encoding and forwarding links and nodes):
For a network code F(N), e is referred to as an encoding link, if it has a corresponding function f e that depends on two variables or more. If f e depends on a single variable, we refer to e as a forwarding link. We say that a node v, v = s, is an encoding node if at least one of its outgoing links (v, u) is encoding. If all outgoing links of a node v are forwarding, the node is referred to as a forwarding node.
In some parts of our paper we use a notion of network flows. For detailed definition and description of network flow methods see [10] .
We will use the following lemma implied by [6] : Lemma 3 ( [6] ): Let N(G, s, T, h) be an acyclic coding network in which T is of size 2. If the internal nodes of G have maximum total degree 3 and G is minimal with respect to link removal, then the number of nodes in G with in-degree or out-degree larger than one is bounded by O(h 3 ).
III. IMPROVING RUNNING TIME
In this section we present an algorithm that receives as input an acyclic integral coding network N(G, s, T, h) with unit capacity links and computes a feasible network code for N (over field size |T |). The computational complexity of our algorithm is O(|E|kh + |V |k
A. Algorithm overview
Our algorithm uses an auxiliary coding network N(Ĝ, s, T, h) which has the following properties: (i)N is an acyclic integer coding network; (ii) The number of links inÊ is bounded by O(h 3 k 2 ); (iii) For any feasible network codeF(N) forN, there exists a corresponding network code F(N) for N that includes the same number of encoding nodes. Moreover, for any given codeF(N) forN, the corresponding code F(N) for N can be constructed through an efficient procedure.
The last property enables us to find a network code for N by performing the following steps: (i) Construct an auxiliary coding networkN(Ĝ, s, T, h); (ii) Find a feasible network codeF(N) forN, i.e., by applying the algorithm due to Jaggi et. al. [1] ; (iii) Find a network code F(N) for N that corresponds toF(N).
The auxiliary networkN(Ĝ, s, T, h) is constructed from N(G, s, T, h) through the following steps. First, we apply Procedure EXPAND, described in Section III-B. The procedure begins by computing, for each terminal t i ∈ T , a set P i of h link-disjoint paths between s and t i . Next, Procedure EXPAND removes redundant links from the graph, i.e., links that do not belong to a path in i=1,...,k P i . In addition, it substitutes each node v ∈ G by a gadget Γ v , such that in the resulting graph there exists a set of node-disjoint paths between s and any terminal t i ∈ T . The coding network returned by Procedure EXPAND is denoted by N (G , s, T, h).
Next, we apply Algorithm MIN-GLOBAL, described in Section III-D below. The algorithm deletes redundant links from G such that the number of nodes of in-degree more then 2 is bounded by O(h 3 k 2 ). The resulting coding network is denoted by N * (G * , s, T, h). Finally, we invoke Procedure SHRINK, described in Section III-E below. This procedure constructs the auxiliary coding networkN(Ĝ, s, T, h). The auxiliary network N(Ĝ, s, T, h) is formed from N * (G * , s, T, h) by contracting nodes of degree 2.
B. Procedure EXPAND
Procedure EXPAND begins by finding path sets {P i | t i ∈ T } such that set P i consists of h link-disjoint paths between s and t i ∈ T . To this end, it invokes the algorithm due to Suurballe and Tarjan [11] . Next, all links that do not belong to a path in {P i | t i ∈ T } are removed. Finally, the procedure substitutes each internal node v ∈ G of degree larger than 3 by a gadget Γ v .
The gadget Γ v is constructed as follows. Let E in v and E out v be the incoming and outgoing links of v, respectively. For every link (x, v) ∈ E in v we add a node x to Γ v and a link (x, x ). Similarly, for every link (v, y) ∈ E out v we add a node y to Γ v and a link (y , y). For each path P ∈ {P i | t i ∈ T } let x be a node in Γ v that corresponds to link (x, v) ∈ P i and y be a node in Γ v that corresponds to link (v, y) ∈ P i . If
The formal description of Procedure EXPAND appears in Fig. 2 . Computing h link-disjoint paths for each terminal requires O(|E|h) running time [11] . The total number of links that belong to paths in ti∈T P i is bounded by |V |hk. Since G (V , E ) includes at most two links for every link that belong to a path in ti∈T P i , the number of links in G is bounded by O(|V |kh). Thus, the computational complexity of Procedure EXPAND is bounded by O(|E|kh).
C. Algorithm MIN-LOCAL
We proceed to describe Algorithm MIN-LOCAL, which is an important building block of Algorithm MIN-GLOBAL.
Procedure EXPAND (N(G, s, T, h)):
Input:
N -a feasible coding network;
1 Assign a unit cost for every link e ∈ E. 2 For each terminal t i ∈ T do 3 find a set P i of h disjoint paths between s and t i of minimum total cost. 4 Remove from E any link that does not belong to a path in
∈ T whose degree is more than 3, replace v by a gadget Γv. 6 Denote by G the resulting graph. 7 Return N (G , s, T, h). N(G, s, T, h ), P i , P j ):
N -a feasible coding network, P i -a set of h node-disjoint between s and t i , P j -a set of h node-disjoint between s and t j ;
1 G ij ← the subgraph of G induced by links that belong to paths in P i and P j . 2 Assign zero cost to every link that belongs to paths P i and assign a unit cost to every other link in G ij . 3 Find h link-disjoint paths P * j in G ij between s and t j of minimum total cost. 4 G ij ← the subgraph of G ij induced by links that belong to paths in P i and P * j . 5 Assign zero cost to every link that belongs to a path in P * j and assign a unit cost to every other link in G ij . 6 Find h link-disjoint paths P * i in G ij between s and t i of minimum total cost. 7 Return P * i and P * j .
Fig. 3. Algorithm MIN-LOCAL
Algorithm MIN-LOCAL receives as input a coding network N(G, s, T, h) and two sets of node-disjoint paths P i , P j that connect source s to terminals t i and t j , respectively. The algorithm finds two sets of paths P * i , P * j connecting s to t i and s to t j such that the subgraph G * ij of G induced by paths in P * i ∪ P * j is minimal with respect to link removal. That is removal of any link from G ij results in a reduction of the value of the minimum cut between s and t i or s and t j . The formal description of Algorithm MIN-LOCAL appears in Fig. 3 .
Let N(G, s, T, h) be a feasible coding network. We say that link e ∈ G is vital if after removing e from G the resulting network is no longer feasible.
Lemma 4: Let G * ij be a subgraph of G induced by path sets P * i and P * j returned by Algorithm MIN-LOCAL and let Theorem [10, Chapter 3] , flowf is equal to flow f * plus flow along a set of directed cycles C in G ij (f * ). Moreover, the cost off equals to the cost of f * plus the cost of flow on cycles in C, where the cost of flow is defined with respect to costs assigned at Step 2. Since P * j is a minimum cost set of disjoint paths, the cost of flowf is greater or equal to that of f * . This implies that all cycles in C contain only zero cost links, i.e., links whose originals belong to paths in P i .
Let C be a cycle in C. Note that C must contain at least one cycle becausef and f * differ by at least one link. We classify the links in C into two categories: (1) the links that were reversed with respect to G ij (that is, whose origins in G ij belong to a path in P * j ) (2) the links that were not reversed. We observe that the degree of any node in G ij (and thus in G ij ) is at most 3 and consider the following cases.
• Case 1: the cycle C contains only links of type (1) or only links of type (2) . Then, there is a cycle C ∈ G ij that corresponds to C. Such a cycle is either equal to C or obtained from C by reversing all its links. Since the total degree of each node in G ij is at most 3, C belongs to a single path in P i . This contradicts the minimality of P i (recall that these paths are chosen to be of minimum cost when all links in G were of unit cost).
• Case 2: the cycle C contains links of both types (1) and (2). Then, there exists a node v ∈ C whose incoming link is of type (2) and whose outgoing link is of type (1). Thus, in G ij node v has two incoming links that belong to two different paths in P i . Such a node will also have two outgoing links, which contradicts the fact that the degree of any node in G ij is at most 3.
We have proven so far that every link in P * j is vital. To show that every link in P * i is also vital, notice that every link of cost 1 with respect to costs assigned at Step 5 is vital. Indeed, a non-vital link of cost one would contradict the minimality of P * i . Hence the lemma follows.
It is not hard to verify that Algorithm MIN-LOCAL runs in time O(|V |h
2 ) (again we use the augmenting path approach to find h link-disjoint paths).
D. Algorithm MIN-GLOBAL
Algorithm MIN-GLOBAL begins by invoking Procedure EXPAND, which returns the coding network N (G , s, T, h). Then, the algorithm iteratively constructs, for each t i ∈ T , a set P i of h link-disjoint paths between s and t i . We denote by E(P i ) the set of links that belong to paths in P i , by E i = ∪ i j=1 E(P j ), and by G * the subgraph of G induced by links in E k . Our goal is to ensure that the total number of links in G * which are incoming links of nodes of in-degree 2 or more is bounded by O(h 3 k 2 ). To that end we first minimize the number of links in E i \ E i−1 . In addition, we apply Algorithm MIN-LOCAL for E(P j ) and E(P i ), 1 ≤ j < i, in order to further delete non-vital edges from E i . The algorithm returns
Algorithm MIN-GLOBAL (N(G, s, T, h)):
Input:
N(G, s, T, h) -a feasible coding network;
Assign zero cost to all links in E(P). Assign unit costs to all other links in G . 5 F i n das e to fh link-disjoint paths P i in G between s and t i of minimal total cost.
10 G * ← a subgraph of G induced by links in E k . 11 Return N * (G * , s, T, h). Theorem 5: Let N * (G * (V * , E * ), s, T, h) be the coding network returned by Algorithm MIN-GLOBAL(N). LetV * be the subset of V * \ T that includes nodes of in-degree two or more and letĒ * be the set of incoming links of nodes inV
. Proof: We denote by G i (V i , E i ) the subgraph of G induced by links in E i . We also denote byV i the subset of V i \ T that includes nodes of in-degree two or more and bȳ E i the set of incoming links of nodes inV i . We prove, by induction on i, that |Ē i | is bounded by 2h 3 ki. For the base step, we note that |Ē 1 | is bounded by 2h 3 . Indeed, Lemma 3, stated in Section II, implies that the subgraph G 1,2 induced by links in E(P 1 ) ∪ E(P 2 ) includes at most h 3 nodes of in-degree 2, each such node has at most two encoding links.
For the induction step, we prove that for i = 2, . . . , k it holds that |Ē i | ≤ 2h 3 ki. We divide the setĒ i into two subsets E i is bounded by 2h 3 k(i − 1). Thus, in order to complete the proof we need to bound the number of links that belong toĒ 2 i . We denote by E ij the set of incoming links of nodes of in-degree two in the subnetwork of G induced by links in E(P i ) ∪ E(P j ) in step 8. By Lemma 3, stated in Section II, each of the sets E ij , j ∈ {1, . . . , i − 1} contains at most 2h 3 links each. We show that each link inĒ 2 i belongs to E ij for some j ∈ {1, . . . , i − 1}, which, in turn, implies that |Ē 2 i | ≤ 2h 3 k which concludes our assertion. Let e = (u, v) be a link inĒ 2 i . We consider two cases.
• Case 1: Link e = (u, v) belongs to E i \ E i−1 . This implies that e belongs to E(P i ). In fact, e belongs to E(P i ) at any time during iteration i of the main loop (the loop that begins on line 3). Indeed, otherwise, there would exists a set of disjoint paths between s and t i that has a smaller cost than that selected in line 5, resulting in a contradiction. Since the in-degree of v is at least two, v has an additional incoming link e = (w, v). Note that e / ∈ P i because P i only contains node-disjoint paths. We conclude that e belongs to E ij for some j ∈ {1, . . . , i − 1}.
• Case 2: Link e = (u, v) belongs to E i−1 . This implies that in G i−1 node v has in-degree one. Since the in-degree of v in E i is at least two, v has an additional incoming link e = (w, v). Such link must belong to E i \ E i−1 , and, in turn to E(P i ) (due to the same argument as in case 1). This implies that e belongs to E ij for some j ∈ {1, . . . , i − 1}.
Algorithm MIN-GLOBAL invokes Algorithm MIN-LOCAL k 2 times, hence its running time is O(|V |k 2 h 2 ).
E. Procedure SHRINK Procedure SHRINK receives as input the coding network N * (G * , s, T, h). The procedure forms an auxiliary network N(Ĝ, s, T, h) by repeatedly contracting nodes of total degree 2. Specifically, we remove every node v ∈ G * that has one incoming link (u, v) and one outgoing link (v, w) and substitute links (u, v) and (v, w) by a single link (u, w). By Theorem 5, the total number of links inN(Ĝ, s, T, h) is bounded by O(h 3 k 2 ). The computational complexity of Procedure SHRINK is O(|V |).
F. Algorithm Analysis
We are ready to formally prove the correctness of our algorithm for finding a feasible network code and analyze its performance.
Theorem 6: Let N(G, s, T, h) be an acyclic coding network with unit capacity links. If N(G, s, T, h) is feasible, then there exists a deterministic algorithm that computes a network code
. Moreover, the number of encoding nodes in F(N) is bounded by O(h 3 k 2 ). Proof: We begin by observing thatN(Ĝ, s, T, h) is a feasible coding network. LetF(N) be a feasible network code forN. The number of encoding nodes inF is bounded by the number of nodes inĜ of in-degree two or more. Theorem 5 implies that the number of such nodes in G * and, in turn, in G is at most O(h 3 k 2 ). Let N * (G * , s, T, h) be the coding network formed by graph G * . We construct a feasible network code F * (N * ) for N * as follows. All nodes of G * that belong toĜ have the same encoding function as inF. All other nodes just forward their incoming packets. Since all nodes in G * that do not appear inĜ have one incoming link and one outgoing link, F * (N * ) is a feasible network code. Since G * is a subgraph of G , F * (N * ) can be immediately extended into a feasible network code F (N ) for N (G , s, T, h ). The number of encoding nodes in F (N ) is at most O(h 3 k 2 ). Next, we show how to construct a feasible network code for the original network N(G, s, T, h). Let e = (v, u) be a link in G. Let e be the corresponding link between Γ v and Γ u in G . If e does not appear in G then no information is sent over the link e in F (N) . If e appears in G , the code f e for e = (v, u) is set to be exactly the code f e ∈ F (N ). The number of encoding nodes in F(N) now equals the number of encoding nodes in N (G , s, T, h).
We proceed to determine the computational complexity of the algorithm. Recall that the running time of Procedure EXPAND is bounded by O(|E|kh). 
IV. MINIMIZING THE NUMBER OF ENCODING NODES
In this section we consider the problem of finding a network code with the minimum possible number of encoding nodes for both integer and fractional coding networks. We begin by defining information flow in a fractional coding network. Then, we show a relation between information flow and network codes in fractional coding networks. Finally, we present our results for both integer and fractional networks. We follow the definitions that appear in [7] .
A. Fractional information flows
So far we considered integer coding networks N(G, s, T, h) that use h link-disjoint paths to deliver information between source s and each terminal t i ∈ T . Fractional coding networks can use a set of paths between s and t i ∈ T which are not necessarily link-disjoint, each path delivers packets of a fractional size. For each t i ∈ T we denote by P i the set of paths used to deliver information between s and t i . Each path P ∈ P i is associated with a weight w(P ) that specifies the size of a packet that can be sent over P . The set P i is said to be valid if for every link e ∈ G it holds that e∈P ;P ∈Pi w(P ) ≤ 1. Menger's theorem [9] implies that if N(G, s, T, h) is feasible then there exists a valid path set P i between s and t i for every t i ∈ T .
With the network coding approach paths that belong to different path sets in {P i } k i=1 can share a link or a portion of the capacity of a link. In general, the capacity of a link e ∈ G is divided between a number of subsets α 1 , α 2 , . . . , α x of T , such that the paths in path sets {P i | t i ∈ α j } share the portion of e's capacity allocated for α j . Accordingly, for each link e ∈ G we associate an aggregation function x e : T → R + , where T is the power set of T and R + is the set of non-negative real numbers. The function x e (α) specifies the capacity allocated to the subset α of T . We refer to sets α i for which x e (α i ) > 0 as path aggregates. We say that the set X = {x e } e∈G of aggregation functions is consistent with path sets P 1 , . . . , P k if for all e ∈ G it holds that α∈T x e (α) ≤ 1 and
Note that for given path sets P 1 , . . . , P k there may exist many sets of consistent aggregation functions.
Let P 1 , . . . , P k be valid paths sets and let X be a set of consistent aggregation functions. We divide the nodes of G into path routing nodes and path mixing nodes. A path routing node either preserves or splits incoming path aggregates. We represent the splitting of path aggregates by the function r defined below. Let Q ⊆ T × T be the set of all pairs of disjoint sets in T . A node v is said to be a path routing node with respect to X if there exists a function r v : Q → R + such that for each α ∈ T it holds that
Intuitively, if r v (α, β) = x then path aggregate γ = α ∪ β of value x is split into two path aggregates α and β.
Any node v ∈ G which is not path routing is referred to as a path mixing node. Path mixing nodes can preserve, split, or combine path aggregates. The following theorem appears in a slightly modified from in [7] : Theorem 7: Let N(G(V, E), s, T, h) be a coding network. Let V 1 and V 2 be a partition of V . Then, there exists a linear program with O(|E|2 k ) variables and coefficients in {−1, 0, 1} which is feasible if and only if there exist feasible path sets P 1 , . . . , P |T | and a corresponding set of aggregation functions X = {x e } e∈G in which only nodes in V 2 are path mixing nodes. Such {P i } ti∈T and X are obtained as a solution to the linear program.
B. Fractional network codes
We begin with the definition of an m-fractional network code. Such a code partitions each of the h packets present at the source into m parts. Note that a 1-fractional network code for N is an integral network code. The notions of encoding nodes and of the feasibility of N(G m , s, T, mh) and F(N m ) are defined similarly to that of integer coding networks (see Section II).
For a given instance N=N(G, s, T, h) and an integer m, we denote by Opt m (N) the minimum number of encoding nodes in any feasible network code for N m , where m ≤ m. We then define Opt(N) to be min m Opt m (N) (the minimum exists as Opt m (N) is monotone in m and integral). The following theorem connects fractional information flows with fractional network coding and is sketched in [7] .
Theorem 9: Let N(G, s, T, h) be a given network. Given an m-fractional feasible network code for N with Γ encoding nodes one can construct valid path sets P 1 , . . . , P |T | and a consistent set of aggregation functions X = {x e } e∈G such that for each t i ∈ T the total weight of the paths P ∈ P i is h and the number of path mixing nodes is bounded by Γ. Let P 1 , . . . , P |T | be valid path sets such that for each t i ∈ T the total weight of the paths P ∈ P i is h, and such that each path in ∪P i has weight which is a multiple of 1 m . Let X = {x e } e∈G be a corresponding consistent family of functions that have Γ path mixing nodes. Then, one can construct an m-fractional feasible network code for N with at most Γ encoding nodes. The reduction in both directions can be done in time which is polynomial in |G|, m, and 2 k .
C. Our results
We are now ready to state our results. Due to space limitations, the proofs are omitted and can be found in [8] .
Theorem 10 ( [6] , [12] ): Computing Opt 1 (N) is N P-hard for general networks N(G, s, T, h) in which k = h = 2.
Theorem 11:
Computing Opt(N) and Opt 1 (N) is N P-hard even for acyclic networks N(G, s, T, h) in which either k or h is equal to 2.
Theorem 11 is proven using two different reductions from the minimum Set Cover problem.
Theorem 12: For a given feasible acyclic network N(G, s, T, h), an integral network code with Opt 1 (N) encoding nodes can be found in time n O(h 3 k
2 ) .
Roughly speaking, the proof of Theorem 12 uses two arguments. First, by [6] , in our construction of network codes we may consider only codes that have at most h 3 k 2 encoding nodes. For each subset V ⊂ V of encoding nodes of size at most h 3 k 2 , we define an integer multicommodity flow problem which is feasible if and only if there exists a feasible network code in which only nodes in V are encoding. As G is acyclic, our multicommodity flow problem is solvable in time n O(h 3 k 2 )
[13].
Theorem 13: For a given feasible acyclic network N(G, s, T, h), an m-fractional network code with Opt(N) encoding nodes can be constructed in time n O(h 3 k
As in Theorem 12, the proof of Theorem 13 uses the fact that we need only consider network codes with at most h 3 k 2 encoding nodes. For each subset V ⊂ V of encoding nodes of size at most h 3 k 2 , we define a linear program as in Theorem 7 in which V 1 = V \ V and V 2 = V . If the linear program is feasible, one may construct a network code corresponding to its solution (Theorem 9).
Our results for various settings are summarized in Figure 1 .
