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cs 1181 

Computer Science II 

Fall Semester 2012 

Instructor Information: 
Instructor: Dr. Mateen Rizki 
Office: 303 Russ 
Phone: 937-775-5128 
Email: mateen.rizki@wright.edu 
Office Hours: Monday and Friday, 11:15 AM -12:15 PM 
Course Description: 
This is the second course in a two-semester sequence introducing fundamental concepts and techniques for 
computer science and engineering. The course focuses on problem analysis, advanced programming concepts 
using JAVA and fundamental data structures. Students learn to analyze problems and evaluate potential solutions 
with respect to choice of data structures and computational efficiency. Student are exposed to the underlying 
implementation of basic data structures available in JAVA libraries and develop the skilled needs to extend existing 
data structures and design new data structures to solve increasingly complex problems. 
Learning Outcomes: 
By the end of this course, a student will have developed: 
• competency in recursion and recursive programming 
• competency in fundamental data structures and algorithms 
• ability to read, reuse and extend high-level code 
• competency in analyzing problem requirements and developing program design 
• understanding computation cost associated with alternative designs 
• ability to understand and apply defensive programming techniques 
Required Textbook: 
Liang, Daniel (2013). Introduction to Java Programming (Comprehensive Version), 9e, Addison Wesley, ISBN 978-0­
13-293652-1. 
Netbeans Integrated Development Environment for Java. 

http:ljwww.oracle.com/technetwork/java/iavase/downloads/index.html 

Point Distribution: 
• Class participation, class assignments and quizzes 25% 
• Laboratory Assignments (10 labs) 25% 
• Programming Projects (5 projects) 25% 
• Examinations (midterm and final) 25% 
Grading: 
A 7 90-100, B 7 80-89, c 7 70-79, D 7 60-69, F below 60 
Scale-Up/ Inverted learning: 
The Scale-Up or inverted learning model requires that the student become an active participant in the learning process. 
Key to your success in this course is preparation and participation. 
• 	 A portion of your grade is tied to your outside preparation for lecture. We will test your level of preparation by 
giving a quiz (~s minutes) at the beginning of class. 
• 	 A portion of your grade will depend on your team participation. In class, you will be working in a team of three to 
solve small tasks designed to explore and challenge your understanding of each topic. In addition, your team will 
work together to solve laboratory assignments. There is a significant emphasis on teamwork in this course. If you 
are not attending lecture and lab, you are not an active participant and you cannot pass this course. 
• 	 A portion of your grade will depend on your individual effort. Quizzes. programming projects and examinations are 
to be done individually. Acts of plagiarism including inappropriate types and levels of cooperation as determined 
by the instructor on non-team assignments will result in disciplinary action as defined in WSU Academic Integrity 
Policy (http:Uwww.wright.edu/students/j udicial/integrity .html). 
Grading of Laboratory and Prolects 
Projects and laboratories will be graded based on the correctness of the solution, the quality and efficiency of the 
algorithms, use of the appropriate programming constructs and the quality of the documentation. For some 
assignments, you may be provided a detailed grading rubric to follow. If no rubric is provided, the correctness of 
the solution will be determined using the requirements given in the description of the assignment. 
Integrated Writing: 
Computer Science II (CS 1181) is a integrated writing (IW) course. This means writing is an integral part of this 
course, and the quality of your writing is important. Your documentation and other written assignments will be 
used to determine a portion of your grade. Documentation should be grammatically correct and provide the 
reader with information that is not readily accessible by reading the code. At a minimum, there should a block 
comment at the top of each file containing your name or the names of all members of your team, the due date, 
the name of your instructor and GTA, and a brief description of the contents of the file. Classes and methods 
should also be documented. 
Weekly Topics and Assignments 
Week Day Topic Reading Due 
M Welcome, Introduction to Scale-Up 
1,, w Introduction to recursion 20.1-20.5 
F Recursion: Case Studies 20.6-20.8 
M Labor Day- No Class (University Closed) 
2v" w Types of Recursion 20.9-20.10 
F Discussion of Programming 1 Assignment Description 
M Generic Data Types 21.1-21.3 
3 w Generic Methods, Implementation 21.4-21.8 Lab 1 
F Generics: Case Studies 21.9-21.12 
M Basic Data Structures (Java Collections) 22.1-22.3 
4 w List Interface and Comparator Interface 22.4-22.6 Lab 2 
F* Lists: Case Studies 22.7 
M Stacks and Queues 22.8-22.9 
5 w Discussion of Programming Project 2 Assignment Description Project 1/Lab 3 
F Stacks and Queues: Case Studies 22.10 
M Sets 23.1-23.3 
6 w Maps and Read-only Collections 23.5, 23.7 Lab 4 
F Sets and Maps: Case Studies 23.4, 23.6 
M Algorithm Efficiency 24.1-24.4 
7 w Dynamic Programming, Brute Force Algorithms 24.5-24.7 Lab 5 
F Divide-and-Conquer, Backtracking Algorithms 24.8-24.10 
M Introduction to Sorting 25.1-25.2 
8 w Programming Project 3 Project 2/Lab 6 
F Midterm Examination 
M Merge Sort 25.3 
9 w Quicksort 25.4 Lab 7 
F** Heapsort 25.5 
M Bucket and Radix Sort 25.6 
10 w Arraylist Implementation 26.1-26.3 Labs 
F List Implementation 26.4.1-26.4.3 
M List Implementation 26.4.4-26.4.5 
11 w Programming Project 4 Project 3/ Lab 9 
F List Implementation: Case Studies 
M Veteran's Day- No Class (University Closed) 
12v" w Stacks, Queues and Priority Queues 26.5-26.6 
F Binary Search Trees 27.1-27.2 
M Binary Search Trees 27.3-27.5 
13v" w Thanksgiving - No Class (University Open) 
F Thanksgiving- No Class (University Closed) 
M Programming Project 5 
14 w Binary Search Trees: Case Studies 27.6 Project 4/Lab 10 
F Hashing 28.1-28.3 
M Hashing 28.4-28.6 
15v" w Hashing: Case Studies 28.7-28.8 
F Review Project 5 
16 w Final Examination -Wednesday, December 12'" from 10:15 AM -12:15 PM 
v" No labs in first or last week of class or the weeks with University holidays (i.e. no labs during weeks 1, 2, 12, 13 and 15). 
* Friday, September 21- Last day to drop in-person without a grade (you may drop online until Sept. 23) 
** Friday, October 26-- Last day to drop in-person with a grade ofW (you may drop online until Oct. 28) 
