Abstract. We study learning scenarios in which multiple learners are involved and "nature" imposes some constraints that force the predictions of these learners to behave coherently. This is natural in cognitive learning situations, where multiple learning problems co-exist but their predictions are constrained to produce a valid sentence, image or any other domain representation. Our theory addresses two fundamental issues in computational learning: (1) The apparent ease at which cognitive systems seem to learn concepts, relative to what is predicted by the theoretical models, and (2) The robustness of learnable concepts to noise in their input. This type of robustness is very important in cognitive systems, where multiple concepts are learned and cascaded to produce more and more complex features. Existing models of concept learning are extended by requiring the target concept to cohere with other concepts from the concept class. The coherency is expressed via a (Boolean) constraint that the concepts have to satisfy. We show how coherency can lead to improvements in the complexity of learning and to increased robustness of the learned hypothesis.
Introduction
The emphasis of the research in learning theory is on the study of learning single concepts from examples. In this framework the learner attempts to learn a single hidden function from a collection of examples (or other, more expressive, modes of interaction) and its performance is measured when classifying future examples. The theoretical research in this direction [19, 21] has already proved useful in that it has contributed to our understanding of some of the main characteristics of the learning phenomenon as well as to applied research on classification tasks [5, 8] .
One puzzling problem from a theoretical and a practical point of view, is the contrast between the hardness of learning problems -even for fairly simple concepts -as predicted by the theoretical models, and the apparent ease at which cognitive systems seem to learn those concepts. Cognitive systems seem to use far less examples and learn more robustly than is predicted by the theoretical models developed so far.
In this paper we begin the study of a new model within which an explanation of this phenomenon may be developed. Key to this study is the observation that cognitive learning problems are usually not studied in isolation. Rather, the input is observed by multiple learners that may learn different functions on the same input. In our model, the mere existence of the other functions along with the constraints Nature imposes on the relations between these functions -all unknown to the learner -contribute to the effective simplification of each of the learning tasks.
Assume for example that given a collection of sentences where each word is tagged with its part-of-speech (pos) as training instances, one wants to learn a function that, given a sentence as input, predicts the pos tag of the ith word in the sentence. E.g., we would like to predict the pos tag of the word can in the sentence This can will rust 1 . The function that predicts this pos may be a fairly complicated function of other tokens in the sentence; as a result, it may be hard to learn. Notice, however, that the same sentence is supplied as input to the function that predicts the pos of the word will and that, clearly, the predictions of these functions are not completely independent. Namely, the presence of the function for will may somewhat constrain the function for can. For example, the constraint may be that these functions never produce the same output when evaluated on a given sentence. This exemplifies our notion of coherency: given that these two functions need to produce coherent outputs, the input sentence may not take any possible value in the input space of the functions (that it could have taken when the function's learnability is studied in isolation) but rather may be restricted to a subset of the inputs on which the functions outcomes are coherent. There exists several possible semantics for the coherency conditions and here we present only the one that we find most promising in that we can present results that indicate that the task of learning a concept f becomes easier in these situations.
A fundamental question in the study of learning is that of data preparation. In machine learning it is often found that in order to ensure success at a new learning task considerable effort has to be put into creating the right set of variables, and into eliminating ones if there are large numbers of these. In cognitive learning, on the other hand, there is no evidence for the existence of explicit methods for achieving these ends. The learning process appears to proceed with the set of previously known functions as the set of variables and overcome these problems implicitly.
The ability to chain predictors and perform inferences that are based on learned functions is the second fundamental issue that the coherence assumption contributes to. To study this we define the notion of robustness of learned concepts. In particular, we are concerned with robustness of learnable concepts to attribute noise. This type of robustness is important in cognitive systems, where multiple concepts are learned and "chained" [20, 12, 16] . Namely, the output of one learned predictor may be used as input to another learned predictor. Thus errors in the output of one predictor translate to attribute noise in the input to another. Therefore, predictors have to tolerate this noise; we show that learning coherent concepts results in robust concepts and briefly discuss relations to large margin classification and future work.
The rest of the paper is organized as follows. In Section 2 we describe the standard learning models and delineate the notion of concept coherency. Section 3 defines a preliminary semantics of concept coherency and studies its implications. In Section 4 we define the main semantics of concept coherency. We then analyze learning coherent linear separators in Section 4.1. We show that in the new model we can achieve a significant reduction in the mistake bound for the Perceptron. We also investigate the structural properties of coherent linear separators and relate the properties to the mistake bound reduction. In Section 5 we study the relationship between coherency and robustness to attribute noise. First, we introduce a noise model that allows noise to be present when the learned hypotheses are being evaluated and define a robustness condition that guarantees noise tolerance in this model. Finally, we show that coherency entail the robustness condition, thus making l earned concept more robust.
Preliminaries
As in the traditional models, the learning scenario is that of concept learning from examples, where a learner is trying to identify a concept f ∈ F when presented with examples labeled according to f . We study learning in the standard pac [19] and mistake bound [13] learning models. It is well known that learnability in the pac model depends on the complexity of the hypothesis class. Specifically, it is equivalent to the finiteness of the VC-dimension [22] , a combinatorial parameter which measures the richness of the function class (see [21, 11] for details). Moreover, it is known [3, 6] that the number of examples required for learning is linear in the VC-dimension of the class. Mistake bound learning is studied in an on-line setting [13] ; the learner receives an instance, makes a prediction on it, and is then told if the prediction is correct or not. The goal is to minimize the overall number of mistakes made throughout learning process.
The usual way to constrain the learning task is to explicitly restrict the concept class. Here we are mostly concerned with the case in which the restriction is imposed implicitly via interaction between concepts. More precisely, we are interested in a learning scenario in which there exist several concepts
k → {0, 1} be any Boolean function of k variables. The notion of coherency we study is formalized by assuming that the concepts f 1 , f 2 , . . . , f k are subjected to a constraint g. In all cases, however, we are interested in learning a single function f 1 ∈ F under these conditions.
Class Coherency
For purposes of illustration we first explore an overly strong notion of coherency, which leads to a restriction on the function class. This is relaxed in the next section and yields the main definition.
Let F be a concept class over X.
Thus, learning k functions with a binary range can be reduced to learning a single function with range {0, . . . , 2 k − 1}. A theorem in [1] states that this transformation (and its inverse) preserves PAC learnability 2 .
Definition 1 (Class Coherency). Let F be a concept class and g
Intuitively we can think of g as reducing the range of functions in
, then we do not care about elements f ∈ F k for which range(f ) ⊆ Y . The observation that a constraint g reduces the range of the functions in F k leads to the following sample size bound for pac-learning F k which is immediate from the results of [1] . is a class of functions with the binary range {01, 10}. For binary-valued functions, the appropriate capacity measure of Theorem 2 is the VC-dimension of F 2 g . It is not difficult to see that three points can be shattered by the concept class, but no four points can. Therefore, V CD(F 2 g ) = 3; however, V CD(F) = 4 and, hence, Theorem 2 implies that the sample complexity of learning the concept class F alone is greater than the sample complexity of learning it in the presence of other functions when they are all constrained by g. Thus, adding more concepts may make learning easier.
While definition 1 captures the simultaneous nature of the learning scenario, it is still restrictive in that it imposes global constraints on all the k functions. We would like to relax this further and emphasize that we are interested in learning a single function; say, f 1 . We would like to study how the learnability of this function is affected by the presence of the other functions and the requirement that they behave coherently. In the next section we suggest the main definition of this paper.
Distributional Coherency
In the previous section we removed from F k any f , such that g(f (x)) = 0 for some x ∈ X. Now, for each f ∈ F k , we simply restrict the domain of f to X , where ∀x ∈ X , g(f(x)) = 1. Formally,
Definition 2 (Distributional Coherency). Given a Boolean constraint g and a class F of functions, we define the class of g-coherent functions F g to be the collection of all functions
We interpret the value of " " as a forbidden value for the function f . In this way we restrict the domain of f to the subset X of X satisfying the constraint g.
The constraint semantics in Def. 1 is stronger (more restricting) than the one above. To see that let, e.g., F be the class of (non-identically false) monotone DNF, and g is (
In the pac learning model the above constraint can be interpreted as restricting the class of distributions when learning a function f 1 ∈ F. Only distributions giving zero weight to the region X \ X are allowed. We formalize this by introducing the distribution-compatible learning framework. Note that the restriction on the domain of the target function can be arbitrary rather than enforced by a particular Boolean constraint. However, we are mostly interested here in the case in which restrictions naturally arise from constraints on a collection of functions.
To motivate investigation into the gain one might expect to have in this learning scenario, consider the following example.
Example 2. Let F be the class of disjunctions. Consider learning f1 from examples, in the presence of f2 and the constraint g ≡ (f1 = f2). Suppose that both f1 and f2 include a literal l. The constraint implies that X does not contain examples where l is 1 (otherwise, both f1 and f2 will be 1 on the examples). Therefore, the constraint effectively reduces the size of the target disjunction f1 since the existence of literals common to f1 and f2 in the target disjunction is irrelevant to predictions on X . Thus, if n1, n2 is the number of literals in f1, f2, respectively, nc is the number of common literals, then using an attribute efficient algorithm like Winnow to learn f1 in the presence of f2 and the constraint g gives a mistake bound of 2(n1 − nc)(log n1 + 1) [13] .
This model is a generalization of the Blum and Mitchell [2] model. They study learning two functions f 1 , f 2 over different domains (X 1 and X 2 , respectively), where the learner sees only pairs (
. This is a special case of our model, when x = (x 1 , x 2 ) and the functions f 1 , f 2 are defined over subdomains X 1 , X 2 rather than the whole X. In example 2, if restricted to monotone disjunctions, we get the domain decomposition for free, because the constraint forces the literal sets of the disjunctions to be disjoint. Thus, by applying the results of [2] 3 , one can quantify the reduction in the number of examples needed for learning constrained monotone disjunctions.
Next we analyze a more general case of learning in the coherency model.
Learning Linear Separators
Let F be the class of half-spaces in R 2 and let g be (f 1 = f 2 ). f 1 and f 2 are depicted in Figure 1 . The arrows point in the direction of the positive half-spaces with respect to the corresponding lines. The constraint g restricts the domains of both f 1 and f 2 to the shaded areas. Therefore, when learning f 1 (and similarly, f 2 ) we will see examples only from the shaded areas X ⊆ X. For x ∈ X , f 1 (x) = f 2 (x). While, in principle, learning f 1 may be hard due to examples nearby the separator, now there are many linear separators consistent with f 1 (x). Therefore, at least intuitively, finding a good separator for f 1 (x) would be easier. For the case when the linear separator is learned via the Perceptron learning algorithm, we can show the following. 
Let w i be the value of w after i mistakes. Then, if the ith mistake is made on x:
where the last inequality results inductively. Also, using a similar argument,
Similarly,
Note that (1) and (2) hold simultaneously because f 1 , f 2 have the same values on x, and, hence, whenever a mistake is made for f 1 , a mistake is also made for f 2 . It then follows from (1) and (2) that
We now bound (w i · (w 1 + w 2 )) 2 from above. By Cauchy-Schwartz:
Combining (3) and (4),
Recall that while the general Perceptron mistake bound is
, the mere presence of f 2 and the constraint g improves the mistake bound by a factor of β. As α approaches −1, the shaded regions become smaller and, hence, β approaches 0.
While Theorem 3 shows the gain in mistake bound when learning w 1 (as a function of w 2 and the constraint) it is possible to quantify this gain in an algorithmic independent way by characterizing the set 4 E(w 1 , w 2 ) of linear separators consistent with the imposed constraint.
Given w 2 and the constraint g, denote by E(w 1 , w 2 ) the set of all linear separators that can be learned without any loss in accuracy when the target concept is w 1 . Formally (omitting the dependence on g from the notation), for any two vectors w 1 , w 2 ∈ R n , let X = {x : x ∈ R n , sgn(w 1 · x) = sgn(w 2 · x)}. That is, X corresponds to the shaded area in Figure 1 . Then:
Theorem 4 uses the well-known Farkas' Lemma [14] from linear programming.
Lemma 1.
For any matrix A m×n and c ∈ R n , exactly one of these conditions hold.
Proof. Denote W = {w : w 2 ) . In order to prove that E(w 1 , w 2 ) ⊆ W , we partition X in two sets
Observe that X − = {−x : x ∈ X + }. Fix a w ∈ R n , so that w · x ≥ 0 on X + . Hence, w · x ≤ 0 on X − , and w ∈ E(w 1 , w 2 ). Now apply Lemma 1 with A = w1 w2 (A is an 2 × n matrix whose rows are w 1 , w 2 ), and c = w. Since w · x ≤ 0 on X − , (1) is not satisfied; hence, (2) is satisfied, and w = aw 1 + bw 2 , where a, b are some positive numbers. Thus, E(w 1 , w 2 ) ⊆ W .
If we require the members of E(w 1 , w 2 ) to be unit vectors, then unconstrained learning of f 1 can be viewed geometrically as searching for a point on the unit sphere that is close to the target w 1 . In the presence of w 2 and the constraint, we have the following corollary. 1 , w 2 ) with the unit sphere is a curve on the unit sphere in R n connecting w 1 to w 2 . The length of the curve is
Corollary 1. The intersection of E(w
Thus in the presence of w 2 and the constraint, the learning algorithm seeks a point on the sphere that is close to any of the curve points. As we have shown, algorithmically, for the Perceptron, this translates to reducing the mistake bound proportionally to the length of this curve.
Robustness
In this section we show that the coherence assumption made in this paper has the effect of making the learned concepts more robust. We start by defining robustness and proving that concepts learned under this model can indeed be evaluated robustly (generalizing previous models of attribute noise); we then show that learning coherent concepts is robust and discuss the relation to large margin theory.
Definition 4 (Attribute Robustness). For x, y ∈ {0, 1}
n let H(x, y) be the Hamming distance between x and y (that is, the number of bits on which x and y differ). Let
We say that the pair Intuitively, the condition means that w.h.p. all the points in a ball of radius k around any point x have the same label. This can be relaxed by requiring f (y) = f(x) to hold only for a (1 − γ) portion of the points in the ball B k = {y : H(x, y) ≤ k}, but we will not discuss this to simplify technical details.
Let f be a concept over X = {0, 1} n and let D be a distribution over X. We denote by D [9, 4] . These models usually assume the presence of noise in the learning stage and aim at learning a good approximation of the target concept over the original noiseless distribution. However, as can be readily seen (and has been pointed out in [9] ), in a more realistic setting in which the learned hypothesis is to be evaluated under noisy conditions, this hypothesis may be useless (e.g., consider a simple conjunction or a xor function). The robustness condition defined above guarantees that a hypothesis learned in the presence of noise also performs well when being evaluated under these conditions. This holds for a more general attribute noise model, the product attribute noise, defined as follows. Let D be a distribution on the instance space X = {0, 1}
n . Assume that an attribute i of an example x ∈ X sampled according to D is flipped independently with probability p i , i = 1, . . . , n. Denote by p = n i=1 p i the expected number of bits flipped in an example. We denote by D p flip the distribution induced this way on X.
Proof. Let (x, f (x)) be an example sampled according to D. Let x be the result of flipping the bits of x according to the noise scheme described above. Denote by P r the product distribution induced by the bit flipping. Then we have: Also let m = 2n ln 1 . Then,
where the last inequality follows directly from the Chernoff bounds [10] . Hence,
Thus, if we have an -good hypothesis for noiseless distribution, and the target concept with the underlying distribution satisfy the above ( , k)-robustness condition then the hypothesis will also be 3 -good for the noisy distribution.
Coherency Implies Robustness
We now establish the connection between coherency and robust learning. This is done in the context of learning linear separators learning, as in Section 4.1. As before, the target function is f 1 , and we assume the presence of f 2 (w.l.o.g., both f 1 , f 2 pass through the origin), and that they are subjected to the equality constraint g. However, here we restrict the domain of f 1 and f 2 to X = {0, 1} n . Let D be a distribution over X. We require the distribution to give small weight to points around the origin. Formally, let B r = {x : x ∈ X, |x| ≤ r} be the origin-centered ball of radius r. Then we require D to satisfy D(B r ) < .
Notice that in general, when learning a single linear separator f , this property of D does not imply that (D, f ) is robust. The following theorem shows that with the equality constraint imposed, the property is sufficient to make (D, f ) robust. Proof. (Sketch) The idea of the proof is to exhibit a linear separator f that is consistent with f 1 on D and, for all points lying outside B r , has a large "margin" separating positive examples from negative ones. Let f be the hyperplane bisecting the angle between f 1 and f 2 . That is, w = 1 2 (w 1 +w 2 ), where w is the normal vector of f . By theorem 4, w ∈ E(w 1 , w 2 ); hence, D(x : f (x) = f 1 (x)) = 0. Now fix a point x ∈ R n , so that f 1 (x) = f 2 (x) and x ∈ B r . Figure 2 . is the projection of f 1 , f 2 , f to the 2-dimensional plane determined by the origin, the point x and
x's projection onto f . Then we have that |XD| = |x| sin(XOD) ≥ r We note that the assumption D(B r ) < in the Theorem 6 is satisfied if there is a margin r separating positive examples of f 1 from its negative examples [21] , so that the weight (with respect D) of examples lying inside the margin is less than . Also, existence of such a distributional margin implies that a sample of examples from the distribution will be linearly separable with margin at least r with high probability, thus guaranteeing that there is a large margin hyperplane consistent with the sample, that has small error with respect to D [7] . In particular, we construct such a hyperplane f in the proof of Theorem 6.
Conclusions
This paper starts to develop a theory for learning scenarios where multiple learners co-exist but there are mutual compatibility constraints on their outcomes. We believe that these are important situations in cognitive learning, and therefore this study may help to resolve some of the important questions regarding the easiness and robustness of learning that are not addressed adequately by existing models. In addition, we view this model as a preliminary model within which to study learning in a multi-modal environment. We have shown that within this model the problem of learning a single concept -when it is part of an existing collection of coherent concepts -is easier relative to the general situation. Moreover, this gain is due only to the existence of the coherency, even if the learner is unaware of it.
The results of this paper are restricted mostly to linear separators -not a severe restriction given their universal nature in theory and applications [16, 17] . Some of the future directions of this work include the study of more general families of constraints as well as some algorithmic questions that arise from this point of view, including the relations to large margin classification alluded to above.
