This contribution reviews the present status of the Skyrme-HartreeFock (SHF) approach as one of the leading self-consistent mean-field models in the physics of atomic nuclei. It starts with a brief summary of the formalism and strategy for proper calibration of the SHF functional. The main emphasis lies on an exploration of the reliability of predictions, particularly in the regime of extrapolations. Various strategies are discussed to explore the statistical and systematic errors of SHF. The strategies are illustrated on examples from actual applications. Variations of model and fit data are used to get an idea about systematic errors. The statistical error is evaluated in straightforward manner by statistical analysis based on χ 2 fits. This also allows also to evaluate the correlations (covariances) between observables which provides useful insights into the structure of the model and of the fitting strategy.
Introduction
This contribution is devoted to a brief review of the Skyrme-Hartree-Fock (SHF) approach to nuclear structure and dynamics with emphasis on a critical analysis of its predictive power. SHF belongs to the class of nuclear self-consistent mean-field models which became competitive in the early 1970ies. The first nuclear models were purely macroscopic of the type of a liquid drop model. The observation of shell structure led to the invention of an empirical mean-field model, the nuclear shell model, with which one could reveal the basic mechanisms of nuclear structure from magic nuclei over deformation to lowenergy collective motion for overviews see the much celebrated nobel lectures [1, 2, 3] and books [4] . These findings have confirmed that nuclear structure and dynamics can be well described in terms of a mean-field. The mixed macroscopic-microscopic model employing empirical shell models has been driven to a precise instrument of describing and predicting nuclear masses, see e.g. [5] . Parallel to these developments, one has looked for the natural next step, namely for self-consistent mean-field models of the type of the Hartree-Fock approximation. Self consistency eliminates the need for intuitive explicit shaping of the mean-field potential and is thus applicable to a much broader range of processes.
The SHF approach resembles Hartree-Fock but uses an effective interaction, called the Skyrme force. In fact, it is more precise to say that it uses an effective energy func- * e-mail: paul-gerhard.reinhard@fau.de tional derived from the Skyrme force. The Skyrme force was proposed already in [6] , had a break-through for practical applications with the first high-quality parametrizations coming up [7] , and has evolved meanwhile to one of the most widely used standard schemes for self-consistent nuclear modeling. There are many more models of that sort which rely on effective energy functionals. The two strongest competitors of SHF are the Gogny force [8, 9] and the relativistic mean-field (RMF) model [10, 11] for which meanwhile a couple of variants exists [12] . For a review of all three nuclear effective energy functionals see [13] . It is interesting to note that these nuclear effective energy functionals became fashionable almost at the same time as density functional theory for electronic systems [14, 15, 16] . The difference is that electronic energy functionals have been derived from first principle and ab-initio calculations while nuclear functionals are mostly determined by calibration with respect to empirical data. That is because the nuclear many-body problem is by orders of magnitude more involved than that for electrons. In spite of considerable progress in nuclear ab-initio calculations (for reviews see e.g. [17, 18, 19, 20, 21] ), the case is still not sufficiently well settled to serve as basis for high-quality functionals. The standard pathway is since the early days to motivate the form of the functional by the basic structure of a low-momentum expansion and to calibrate the parameters of the functional by fits to empirical data, usually nuclear ground state properties. This raises the problem how to get an idea about the predictive power of the effective energy functional and to estimate the uncertainties in extrapolations to observables outside the pool of fit data. As we know, it holds for every physical theory that it can never be ultimately proven, but only be confirmed stepwise by experience until one hits the range of validity. This holds even more true for nuclear mean-field models in their pragmatic mix of theoretical and empirical input. It is the main topic of this contribution to present and discuss the various approaches to estimating the uncertainties within nuclear self-consistent mean-field models. Thereby we confine the considerations to the SHF functional as a prototype example. The results are transferable to the competitors, the Gogny force and the RMF.
The paper is outlined as follows: Section 2 summarizes the SHF functional as it is used throughout the paper and sketches its formal motivation. Section 3 briefly collects the various observables employed for calibration of the SHF functional (bulk properties of the ground states of finite nuclei), for characterization (response properties of homogeneous nuclear matter), and in a broad range of further applications. Section 4 introduces the method of least-squares (χ 2 ) fits and the subsequent statistical analysis delivering extrapolation uncertainties and correlations (also coined covariances) between observables. Section 5 addresses the problem of error estimates from many different perspectives. Section 6 exemplifies most of the methods compiled in section 5 in terms of practical applications to a variety of different observables.
The SHF energy-density functional

Basic constituents: Densities and currents
Mean-field theories describe a system through a set of single particle (s.p.) wavefunctions ϕ α (r) and associated BCS amplitudes v α for occupation and the complementing u α = 1 − v 2 α for non-occupation. These are summarized in the one-body density matrix
where q labels the nucleon species with q = p for protons and q = n for neutrons. The w α is a further factor which serves to terminate the summations, so to say a cutoff for pairing space. It will be discussed in connection with the pairing functional in section 2.2.3. The Skyrme-Hartree-Fock (SHF) energy-density functional requires the knowledge of only a few local densities and and currents. These are, sorted according to time parity: time even: ρ q = tr σ { (r, r )} r=r ≡ density τ q = tr σ {∇ r ∇ r (r, r )} r=r ≡ kinetic density J q = −i tr σ {∇ r ×σ (r, r )} r=r ≡ spin-orbit density time odd: σ q = tr σ {σ (r, r )} r=r ≡ spin density j q = m tr σ {∇ r (r, r )} r=r ≡ current τ q = −tr σ {σ∇ r ∇ r (r, r )} r=r ≡ kinetic spin-dens. time mixed: ξ q = α∈q w α u α v α |ϕ α | 2 ≡ pairing density (2) It is advantageous to handle the densities in terms of isospin T ∈ {0, 1} instead of protons p and neutrons n. Thus we will often consider the recoupled forms which read for the local density
and similarly for the other densities and currents. The isoscalar density ρ 0 ≡ ρ is equivalent to the total density and the difference ρ 1 corresponds to the isovector density. All densities and currents in the collection (2) are real and have definite time parity, except for the pairing density ξ which is complex and has mixed time parity.
Note that the above collection of densities and currents is richer than in electronic density-functional theory (DFT) which employs usually only the local (spin) density ρ σ (r) [22] . This indicates that nuclear DFT is different [23] . This will also become apparent later on in connection with the calibration of the energy functional, see section 4 which proceeds much different than for electronic DFT.
The composition of the total energy
Starting point of all self-consistent mean-field theories based on DFT is an expression for the total energy. This reads for SHF
(4) The one-body kinetic energy is given by
Keeping it at the exact level implies that full quantum mechanical shell structure is maintained which means that we deal with DFT at the level of the Kohn-Sham approach [15, 22] .
The Skyrme energy functional
Key piece is the SHF energy density:
E Sk,even = + C (6c) The formal reasoning for this functional will be presented in section 2.3. But already here, the building principle is obvious: The energy density contains all conceivable bilinear couplings of densities and currents up to second order in derivatives. Each term is time even, although it may be composed of a product of two time-odd currents. The coupling constants are denoted as C type T with obvious abbreviations for "type". Each coupling constant depends, in principle, on the isoscalar density ρ 0 . In practice, one takes a minimalistic approach and augments only the ρ 2 0 term by a minimalistic density dependence ∝ C ρ,α T . This suffices to deliver a good description of ground state properties and excitations. On the other hand, more density dependence is hard to determine empirically from nuclear data because finite nuclei cover a small range of densities due to nuclear saturation.
There is a hierarchy of importance in the various terms of the functional (6) . The leading terms are those which depend on ρ T only. These already provide a good description of bulk matter and an acceptable, although rough, zeroth order description of nuclei, see section 6.1. Terms with derivatives add details which lift the model to the level of a quantitative description. The minimal set of terms is indicated by yellow (gray) shading. Already these terms alone provide an excellent description of bulk properties of finite nuclei (energy, charge radius, charge surface thickness). All further terms are necessary to allow also a good description of response properties as giant resonances, polarizability, low-energy vibrations, or fission. A large part of the discussions in this manuscript deals with exploring the impact of the various terms on the modeling.
The part E Sk,odd collecting all coupling with time-odd currents is inactive in static calculations, e.g., for ground states of even-even nuclei. They come into play with excitations and with odd nuclei. Note that part of the coefficients, those printed in gray, are taken over from the timeeven part. There is no freedom to chose them differently because identity of these coefficients is crucial to guarantee Galilean invariance of the functional [13, 24] . There are choices for the other coefficients. They are all connected with terms carrying spin and become active only only for odd nuclei and spin excitations. We will postpone a discussion of these spin terms and their coefficients to section 6.6. All excitation modes in even-even nuclei with natural parity (giant resonances, low-lying vibrational states, rotation) access only the terms in E Sk,odd which are fixed by Galilean invariance.
The functional (6b) contains two terms leading to a spin-orbit potential. The compulsory basic term is the one ∝ ρ∇·J . Its strength c ∇J T is an independent parameter of the SHF functional (much unlike relativistic models where the spin-orbit strength is automatically given by the Dirac structure of the wavefunctions [10, 11, 25] , see table 3 . In fact, we quote here only a simplified version. The full tensor term has true tensor structure (not reduced to a vector J ) and there is a complementary tensor term. These tensor terms are ignored in the majority of SHF applications, i.e. one deals with c J T = 0. This is what we will assume throughout the following. We refer to [26, 27] for a very detailed survey of tensor terms and its effects in a great variety of observables.
Before continuing with the other contributions to the total energy (4), we mention in passing that the SHF functional (6) does not necessarily guarantee unconditional stability. In particular spin and tensor terms are likely to induce instabilities in symmetry unrestricted calculations. This important issue has been discussed over the years in several respects. For recent extensive studies see, e.g., [26, 27, 28, 29] .
Coulomb energy
The Coulomb energy is treated as
E Coul,ex = 3e
where e 2 = 1.44 MeV fm. Coulomb exchange is done at the level of the local-density approximation [22] . It is to be noted that not all mean-field models include Coulomb exchange (for example, most RMF models do not). in the present examples, it is included. The direct Coulomb energy should employ, in principle, the charge density ρ C . However, the mere proton density ρ p is used in most applications. This makes not much of a difference and is simpler to handle. We follow this tradition also here.
Pairing energy
Pairing is inevitable in case of open shell nuclei. They have a high density of almost degenerated states. This gives the residual two-body interaction a chance to mix these states in order to produce a unique ground state [30] . Pairing explores what is called the particle-particle (pp) channel of the effective interaction which is different from the particle-hole (ph) channel responsible for the mean field [31] . Thus it is justified and customary to use a separate functional for pairing, namely
where ρ and ξ are the particle and pairing densities as defined in eq. (2). The pairing functional (8) contains a continuous switch, the parameter ρ 0,pair , where a pure δ-interaction (DI) is recovered for ρ 0,pair −→ ∞ also called volume pairing. The general case is the density dependent δ-interaction (DDDI). A typical value near matter equilibrium density ρ 0,pair = 0.16 fm −3 concentrates pairing to the surface. This is often denoted as surface pairing. Allowing ρ 0,pair to be a free parameter of the model yields a value ρ 0,pair ≈ 0.2 fm −3 which puts the actual functional somewhere half way between volume and surface pairing [32] . A fully variational treatment of pairing yields the Hartree-Fock-Bogoliubov (HFB) equations. A widely used and robust simplification is the BCS approximation which suffices for all well bound nuclei [33] . All following calculations are done within the BCS scheme.
The space of pairing-active states has to be limited because the zero-range nature of the pairing functional (8) produces poor convergence with size of phase space. In numerical calculations only a moderately large set of states can be included. This is expressed by the phase-space weight w α in the definition (1) of the on-body density. Older recipes employ a sharp cutoff w α (ε α ) = θ( cut − ε α ). This can be done in connection with large pairing spaces reaching up to 50 MeV above the Fermi surface [34] . Smaller spaces require a smooth cut off for which one often uses
where typically cut = 5 MeV and ∆ = cut /10 [35, 36] . The value α is the single particle energy of the state α and F is the chemical potential. This works very well for all stable and moderately exotic nuclei. For better extrapolation ability away from the valley of stability, the fixed margin cut is modified to use a band of fixed particle number ∝ N 2/3 instead of a fixed energy band [37] .
Correlation energy
Finally, we come to the correlation energy. It contains several contributions
a correction E cm for the spurious center-of-mass energy, another term E rot for rotational projection (non-zero only in deformed nuclei), and a term E vib accounting for soft surface vibrations. The leading part which is used in practically all applications is E cm . There exist several variants for it as summarized, e.g., in [13, 38, 39] . We use it here in the form
which accounts for the effect of center-of-mass projection evaluated in second order Gaussian overlap approximation [40] . It employs, in fact, a two-body operator which makes its application in variational equations very cumbersome. It is thus only evaluated a posteriori, i.e. for the given solution of the SHF mean-field equations. The rotational correction is, similar as E cm , an approximation to rotational projection and looks
, whereĴ is the operator of total angular momentum and Θ the momentum of inertia as evaluated in the ATDHF approximation (also coined self-consistent Inglis inertia) [13, 41] . This rotational correction plays a crucial role for well deformed nuclei and should be included for them. The switch factor g serves to limit the correction to deformed nuclei and to leave (nearly) spherical nuclei untouched [41, 42, 43] . Similar as the c.m. correction E
cm , it is a twobody operator and thus only evaluated a posteriori.
Finally, E vib becomes noticeable in all nuclei with soft surface vibrations which are typically the transitional nuclei between spherical and well deformed ones. Its evaluation is very involved, for details see [41, 44, 45] . We will include the full correlation energies only once in the introductory overview in section 6.0.1. All further examples are confined to nuclei which are proven to have negligible vibrational-rotational corrections and need only E cm .
A comment on large amplitude motion
The correlation energies discussed in the previous section 2.2.4 are, in fact, covering effects beyond mean field. They are included for symmetry reasons (translation, rotation) and because the (heavily fluctuating) correlations from low-energy vibrations cannot be embodied into a smooth energy functional. All three of these correlations are associated with low-energy, large-amplitude collective motion. There emerges now a subtle problem with extending the SHF functional to these cases. It is by definition a density functional, well defined only as expectation value over one mean-field state producing unambiguously one density matrix (1) and local densities therefrom. But the generator-coordinate method of large amplitude collective motion requires energy overlaps between different mean-field states [46] . These are a priori undefined for the SHF functional. One can motivate a unique extension to compute those overlaps which works well for center-ofmass projection [40] . But it was figured out later that one runs into subtle problems with the analytical structure of such an extended definition particularly in cases of particle-number projection [47] , but also for rotational projection. Luckily enough, these problems are still absent when computing energy overlaps of mean-field states which stay still close to each other. And only these near overlaps are employed in modeling large-amplitude collective motion within the Gaussian overlap approximation to the generate-coordinate method [46] . All the correlations required here (see section 2.2.4) are evaluated in this limit and are thus at the safe side. The problem persists when full projection is necessary. One solution is to develop an effective energy functional which is developed consistently from an effective interaction. Work in this direction is in progress, see e.g. [48] .
Motivation of the SHF functional
The standard pathway to derive an energy-density functional from ab-initio calculations is for electronic systems the much celebrated local-density approximation (LDA) [22] refined by non-local corrections through the generalized gradient approximation (GGA) [16] . This line of development is also a strong motivation for the nuclear case. But it cannot be simply copied for nuclear systems, first because nuclear ab-initio calculations are not yet as reliable as electronic ones are, and second, because nuclear energy functionals require more than mere density dependence as can be seen from the SHF functional (6) . Although a quantitative derivation from ab-initio theories is still inhibited, at least the desirable formal structure of a Skyrme-like effective energy functional can be motivated by the technique of the density-matrix expansion [49, 50] . We sketch here the basic steps. For simplicity, we concentrate on the spatial part of the expansion and ignore spin-isospin structure. We also skip explicit vector notation.
Most ab-initio models deliver at the end an effective twobody interaction for an underlying mean-field calculation in terms of an involved integral operator, the T -matrix T . An example is the Brueckner-Hartree-Fock method (BHF) whose T -matrix serves finally as effective force for the Hartree-Fock part, for reviews see e.g [17] . An effective force as integral operator can also be extracted from other ab-initio models [31] as, e.g., the unitary correlator method. In any case, the most general total interaction energy reads E pot = dx dx dy dy (x, x ) T (x, x ; y, y ) (y, y ) (13) where (x, x ) is the one-body density matrix (1) . The key point is that (x, x ) varies slowly with x, x within a typical range of k −1 F where k F is the Fermi momentum. The T -matrix, on the other hand, is well concentrated in space, non-zero only for small differences in all pairs of coordinates with typical ranges mostly below k
−1
F . This suggests a Taylor expansion in all four coordinates x, x , y, y about the common center R = (x + x + y + y )/4. This reads up to second order
where we abbreviatex = (x + x )/2. A similar expansion holds for (y, y ). We insert this into the interaction energy (13) keep all terms up to second order in derivatives and recall that the T -matrix conserves parity as well as time-parity. This eliminates all terms of first order. What remains is just the SHF functional (6), of course, without the spin and spin-orbit terms which had been ignored in this quick "derivation". The basic ingredient, the T -matrix, is assumed to stem from homogeneous matter and thus depends on the density for which it was evaluated. Thus all expansion coefficients C type T in the ansatz (6) carry, in principle, a density dependence. This is as far as we can get with formal reasoning. As argued above, we are still lacking sufficient information to fix all possible density dependencies and associate one only to the leading zeroth order terms ∝ ρ . This looks at first glance like a somewhat helpless escape. But it turns out to be a pragmatic and fruitful guess delivering a high-quality functional for many purposes, as we will see. The reason is that the density of nuclei gathers predominantly around the equilibrium density ρ 0 ≈ ρ eq due to strong nuclear saturation.
Altogether, the density-matrix expansion demonstrates how a zero-range effective interaction emerges naturally from the initially given involved operator structure. We are dealing with a typical low-energy or low-q expansion [51] . It requires that the spatial structure should be sufficiently smooth which means in the present case that the essential physics of the T -matrix is concentrated at length scales smaller than the typical wavelength k
F . This is fine at normal nuclear density. But one should warned with extensions to high densities. Sooner or later, effective functionals of zero range will become inappropriate although the validity of effective functionals exceeds often the range of such safe estimates.
Observables
Homogeneous nuclear matter
Although not experimentally accessible, homogeneous nuclear matter is an extremely useful system to characterize basic nuclear properties. Nuclear matter properties (NMP) have been used over decades as key parameters in macroscopic models [5, 52, 53] . Extensive studies in this domain have developed reliable, although model dependent, values for them. It is technically simple for every mean-field model to compute NMP for homogeneous matter. Moreover, NMP can be given a physical interpretation. Thus NMP are helpful quantities to characterize a model and to compare different models. We introduce here those NMP which will be used in the following.
Homogeneous nuclear matter is to be taken without Coulomb force (it can be assumed to be neutralized by a homogeneous electron background), pairing, and c.m. correction. It remains the energy per particle as
where we consider for a while ρ and τ as independent variables. We keep the independence just to allow a simple computation of effective masses. Of course, a given system is characterized just by the densities ρ T and the kinetic density depends on these given densities as τ T = τ T (ρ 0 , ρ 1 ). Thus we have to distinguish between partial derivatives ∂/∂ τ which take τ T as independent and total derivatives d/dρ which know only the ρ T dependence.
The relation is
The standard NMP are defined at the equilibrium point (ρ 0 = ρ eq , ρ 1 = 0) of symmetric nuclear matter. They are summarized in table 1. Most of the NMP are obvious. A few remarks on two more subtle features: The slope of symmetry energy L characterizes the density dependence of the symmetry energy which allows to estimate the symmetry energy at half density, i.e. at surface of finite nuclei. The enhancement factor for the ThomasReiche-Kuhn (TRK) sum rule [33] is a widely used way to characterize the isovector effective mass which is obvious from the given expression involving derivative with respect to τ 1 .
The NMP in table 1 can be grouped into four classes: first, the (isoscalar) ground state properties ρ eq and E/A eq , second, isoscalar response properties K and m/m, and third, isovector response properties J, L, κ TRK . The response properties determine zero sound in matter [55] and subsequently they are closely related to giant resonance modes in finite nuclei as we will see later. There is a fourth category, the surface energies which go already beyond homogeneous matter and are explored in the surface of semi-infinite matter. Their computation in the context of quantum mechanical mean-field theories is involved [54] . But they are an important ingredient in macroscopic models and thus should also be checked in mean-field theories.
It is to be noted that the nine NMP in table 1 taken together are fully equivalent to the nine model parameters in the SHF functional (6), namely C There is a one-to-one correspondence between the both sets. This allows to consider the NMP also as model parameters. This is a more intuitive way to communicate the model parameters and it allow direct comparison with other mean-field models which are often also fully mappable to NMP, see for example the comparison of symmetry energies in [56] . isoscalar ground state properties equilibrium density:
surface properties (semi-infinite matter) surface energy:
a surf see [54] surface symm. en.: a surf,sym see [54] Definition of the nuclear matter properties (NMP). All derivatives are to be taken at the equilibrium point of symmetric nuclear matter.
Pure neutron matter is also an important system as there exists an actual realization in neutron stars. Thus we will look occasionally at the neutron equation-of-state (EoS) E/A neut (ρ) which is key input to the computation of neutron star properties, see figure 3 . A way to characterize the EoS by one relevant number is to look at the slope of the EoS at a typical density. This is d/dρE/A neut taken at ρ = 0.1 fm −3 . This observable shows up amongst others in figure 14 which shows that this observable (as most of the neutron EoS) is strongly related to static isovector response.
Finite nuclei
The most prominent observables described by an energydensity functional are, of course, energy and density. Total binding energy E B is computed in straightforward manner with eq. (6) . Although the local densities (2) are immediately available as ingredients of the mean-field calculations, its relation to measurement is more involved and deserves some explanation.
From the experimental side, only the charge density is easily accessible through elastic electron scattering which allows a more or less model free determination of the nuclear charge formfactor F C (k) [57] . From the theoretical side, the charge formfactor is computed as [58] 
where F ls,q is the form factor of ∇ · J q augmented by a factor µ q /4m 2 with µ q being the magnetic moment of the nucleon, G E,q is the electric form factor and G M the magnetic form factor of the nucleons (assumed to be equal for both species). The overall exponential factor takes into account the center-of-mass correction for the formfactor complementing the corresponding energy correction (11) . It employs the same variance of the total momentum P 2 cm and its physical interpretation is an unfolding of the spurious vibrations of the nuclear center-of-mass in harmonic approximation [40] . The nucleon form factors G E,q and G M are taken from nucleon scattering data [59, 60] , for details see [13] .
Exact DFT should, in principle, provide a reliable description of density distributions, or formfactors respectively, in all details [22] . However, actual functionals employ analytically simple forms which are smooth functions of the densities as motivated by a local-density approximation. It has been shown that this limits the predictive value to the regime k < 2k F in the formfactor where k F is the Fermi momentum [61] . Fortunately, the most crucial bulk properties of the nuclear density profile are determined at low k. These are [57] charge r.m.s. radius:
charge diffraction radius:
0 ) = 0 charge surface thickness:
where k
is the first zero of the formfactor F C . The diffraction radius R C parametrizes the overall diffraction pattern which resembles those of a filled sphere of radius R C [57] . The actual nuclear formfactor decreases faster than the box formfactor F box due to the finite surface thickness σ C of nuclei which is thus determined by comparing the height of the first maximum of the box equivalent formfactor and of the mean-field result F C .
Binding energy E B and the three bulk parameters (18) of the charge formfactor are the key observables in the pool of fit data, see section 4.1. Besides these bulk properties, we also include in the fit pool odd-even staggering of binding energies to fix the pairing strength. It reads for neutrons
and similarly for protons. It is interesting to note that the odd-even staggering also refers to binding energies. But taking the difference of them filters a much different information than the one seen in binding energies as such. Moreover we consider for the fits a few selected spin-orbit splittings in the spectrum of s.p. energies ∆ε nl = ε
to fix the strength of the spin-orbit term.
Binding energy E B is also considered for nuclei outside the fit pool as predicted (or extrapolated) observables, e.g., when estimating the properties of exotic nuclei and super-heavy elements. Very useful are also differences of binding energies as two-nucleon separation energies or the energy expense for α-decay
Differences act as amplifying glass. They subtract smooth bulk properties and can reveal other aspects of a model as mentioned already in connection with the ∆ (3) p/n (Z, N ). We will see that also when discussing statistical correlations between observables in section 6.5.
The charge distribution is mostly sensitive to the proton distribution. Unfortunately, experimental information on neutron or mass density is plagued with model dependence [62] . Promising measurements of neutron radii with highenergy particle scattering are coming up [63, 64] , but have yet to become more precise. It is worth the effort because reliable information on neutron radii will be of invaluable help to assess isovector properties of the nuclear functional [65] . Thus we will have a look also at the neutron radius r n in the following. We do this in terms of the neutron skin from r.m.s. radii
Taking the difference of two similar bulk properties acts, again, as an amplifying glass which filters particularly the isovector properties. SHF is also adapted to deal with nuclear excitations. The most prominent ones are the much celebrated giant resonances. They are usually described by the randomphase approximation (RPA), a dynamical self-consistent mean-field theory of small-amplitude oscillations see, e.g., [33] . We treat it here with the efficient operator techniques of [66, 67] . RPA delivers the full spectral strength distribution. For the analysis in this paper, it is preferable to have one number to characterize an excitation. Giant resonances in heavy nuclei are the perfect candidates for that because their spectrum is well concentrated in one resonance. Thus we will consider in the following as a measure for typical resonance excitation properties the peak energies of the isoscalar giant monopole resonance (GMR), the isovector giant dipole resonance (GDR), and the isoscalar giant quadrupole resonance (GQR), all in 208 Pb. The GMR and GQR are very well concentrated and thus can be safely computed by the inexpensive fluiddynamical approximation [67] . The GDR has a somewhat broader, though still peaked, distribution and requires full RPA for correctly placing the resonance peak. We take here the point of view that the giant resonances are well described by time-dependent mean-field theory at the level of RPA. We have to mention, however, that it is still a matter of debate whether this description suffices. There are calculations including complex configurations (coupling to phonons) which indicate that such many-body correlations modify the giant resonances [68] . Fortunately, they do that mainly for for the width of the resonance. But some effects on the peak position cannot be excluded. Another problem is that the trend of peak positions towards lighter nuclei is not correctly reproduced by SHF-RPA [69] . It is not yet clear whether this points to a weakness of modeling isovector density dependence or whether it becomes another argument in favour of many-body correlations in the giant resonances [70] . Thus there are still open question in the theoretical description of giant resonances. At present, we adopt the view that RPA provides relevant peak positions, at least for heavy nuclei. We will thus consider the resonances in 208 Pb. There is another crucial number which can be extracted from the dipole strength distribution, the isovector dipole polarizability α D . Just recently, there came up very careful experimental evaluations which deliver α D with high precision [71, 72] . This is thus a welcome data point to assess static isovector response in mean-field models. The polarizability can be evaluated as integral over the dipole strength with inverse energy weight. This is the standard way in experimental evaluation and an option in theoretical calculation. Mean-field theory allows an even more robust access as the static response to an external dipole field. To that end, one computes the nuclear ground state with a small additional dipole field V ext = λd whered is the isovector dipole operator. The polarizability is then deduced from the dipole response of the system α D = ∂/∂ λ d . In our calculation, we use this robust and inexpensive option.
We will also consider fission barriers in super-heavy elements. The fission path is computed by quadrupole constrained SHF as a series of mean-field states Φ α20 with systematically increasing quadrupole momentum α 20 . This yields the collective potential for fission as V(α 20 ) = E SHF (Φ α20 ). It has to include the full correlation energy (10). The fission barrier is then
where V max is the potential at the peak of the barrier, V min at the minimum, and E coll,0 is the energy of the collective ground state above V min . The E coll,0 defines the entry point for fission as it is explored in experiment. Note that we thus include for this observable some correlation effects beyond SHF which means that B f is not a pure mean-field observable. For details of this rather involved definition and calculations see [73, 74] . An extensive discussion of fission properties in connection with statistical analysis is found in [75] . Here we spot only one example. We will also have a look at low-lying quadrupole vibrations (lowest 2 + states). These are related to large amplitude motion in mid-shell nuclei and thus treated very similar to fission. One generates a collective path with systematically changed quadrupole deformation thus mapping the collective potential V(α 20 ) for quadrupole motion. The potential is augmented by a collective mass to be computed by self-consistent cranking mass (often called AT-DHF mass) and correction for the spurious zero-point energy. This together defines a collective Schrödinger equation whose solution then yields the collective excitation energies and associated B(E2) values. For details of this rather involved formal framework see, e.g., [41, 46] . remain open. Up to now, there exists no quantitatively successful derivation of the parameters from ab-initio calculations and this will remain so for a while because the case of nuclear many-body theory is not yet unambiguously settled. It is standard practice since decades to calibrate the SHF functional (and competing mean-field models) to empirical data. Various strategies have been used for that in the past. The most systematic approach is probably a least-squares (χ 2 ) fit [76] which was used in an SHF context first in [77] and has meanwhile become the standard method for calibration of self-consistent mean-field models. There remains a great variety in the bias set by the choice of empirical data for a fit. To name a few examples out of many: some concentrate on spherical nuclei with negligible correlation effects [32] , others are particularly concerned with deformed nuclei [78, 79, 80] , still others try to adjust also spectra of s.p. energies [81, 82] . The properties of the resulting functionals have much in common, although some differences may be found in details. This indicates some robustness of the modeling. We will discuss in section 6.2 the impact of variations of fit data. The standard pool of fit data for this publication will be explained at the end of this section. Before that, we briefly summarize the χ 2 technique.
Center piece of χ 2 fits is a global quality measure by summing the squared deviations from the data as
where O stands for an observable, "obs" for a type of observables (E, r rms , ...), "nucl" for a nucleus (defined by Z,N ), the upper index "th" for a calculated value, and "exp" for the experimental value. The denominator ∆O obs,nucl quantifies the adopted error of that observable. It renders each contribution dimensionless and regulates the relative weights of the various terms. It is to be noted that ∆O obs,nucl cannot be identified with the experimental error on the given observable which is usually much smaller. The limiting factor are limitations at the side of the model, i.e., the quality we can expect from a meanfield description. A self-regulating choice is to tune all ∆O obs,nucl in one group "obs" the same way such that χ 2 obs yields in the average a contribution of about one for each nucleus [76, 83] , for details in the nuclear context see [84] .
The total quality measure is a function of all model parameters, i.e.
The optimal parameters p 0 are those which minimize χ 2 , i.e.
The minimium condition looks straightforward. But finding the absolute minimum is a non-trivial task because the χ 2 landscape has several minima and often discontinuities in between [26] . We employ the minimization technique from Bevington [76] which works well in the vicinity of minima and combine that with Monte-Carlo steps to explore the rough χ 2 landscape in a broader range. For large scale searches, there are more elaborate methods around, e.g. more robust iteration to a minimum [85] or genetic algorithms for particularly obstinate cases [86] .
Finally, we comment briefly on the choice for the pool of fit data used later on. Some more details are provided in appendix B. We are using exactly the same data as in the survey of [32] . In that paper, the experimental values and the adopted errors are explained in great detail. Thus we need not to repeat it here. The set of fit data includes the bulk properties E B , r rms , R diffr , and σ plus pairing gaps and some spin-orbit splittings (see section 3.2). The nuclei are restricted to be spherical and carefully selected to have small ground-state correlations [41] . This guarantees that we deal with nuclei which can reliably well be described by a mean-field model. Another group which has small correlation effects would be strongly deformed nuclei. We omit them for practical reasons because they are costly to compute. All transitional nuclei require corrections from vibrational correlations and must be discarded from any fit pool.
Statistical error analysis
Not only the optimal parametrization p 0 , but also the parameters in the vicinity of p 0 deliver a reasonable reproduction of data. This is systematically quantified in statistical analysis [76, 83] . Although we will see later that the residual errors O (th)
obs,nucl (also called simply "residuals") in χ 2 fits of nuclear mean-field models are not really statistically distributed, we will employ the well developed schemes of statistical analysis for estimating extrapolation errors and correlations between observables. It remains in any case a powerful tool to explore the χ 2 landscape and the information it contains about the interplay of model and fit data.
Assuming a statistical distribution of residuals, one postulates a probability distribution of reasonable model parameters as [83, 87] 
Their domain is characterized by χ 2 (p) ≤ χ 2 0 + 1 (see Sec. 9.8 of Ref. [83] ). The range of p fulfilling this condition is usually small and we can perform a Taylor expansion
whereĴ is the rescaled Jacobian matrix and C the covariance matrix. The latter plays the key role in covariance analysis. The domain of reasonable parameters is thus given by
which defines a confidence ellipsoid in the space of model parameters. It is related to the Taylor expanded probability distribution (25) which becomes
where the fore-factor guarantees proper normalization
Any observable A is a function of model parameters A = A(p). The value of A thus varies within the confidence ellipsoid, and this results in some uncertainty ∆A. Usually, one can assume that A varies weakly such that one can linearize it
This together with the Gaussian probability distribution (30) allows to compute analytically averages and variances. The average becomes
as one would have expected. The variance quantifies the fluctuation of A around A(p 0 ) and is
with G A α as given in eq. (31b). As it is derived from a statistical interpretation of the χ 2 landscape, it is also coined statistical error. Along the same lines, one can also define a cross-variance between two different observables. It reads
This then allows to defined the covariance, or correlation coefficient,
It quantifies the statistical correlations between two observables A and B. A value c AB = 1 means fully correlated where knowledge of A(p) fully determines B(p).
A value c AB = 0 means uncorrelated, i.e. A(p) and B(p) are statistically independent where knowledge of A(p) carries no information whatsoever on B(p), for examples see [88, 89] .
Strategies for estimating errors
Although very powerful, a χ 2 fit is a black box and seduces the user to use it without much understanding of the physics beyond. One plugs in a model, chooses a couple of relevant fit data, and grinds the mill until one is convinced to have found the absolute minimum χ 2 0 together with the optimal parameters p 0 . Thus far one may find a satisfying description of the fit data but may live with little understanding of the relevance and reliability of the model. The challenging task remains to understand the model thus achieved, in particular its reliability in extrapolations to other observables. This is the quest for error estimates, see [84] for a basic discussion of error estimates in the context of nuclear models. The problem does not have a simple and unique answer. Statistical errors as explained in section 4.2 are well under control. The hard part is to estimate the systematic errors coming from prejudices in the modeling or choice of data. The bad news is that there is no systematic way to assess systematic errors. From a critical point of view, every physical theory holds only preliminarily and is always threatened by hidden insufficencies which may be revealed some days by new observations. As a consequence, we need to handle our theories with a great deal of restless error awareness. The best way to enhance confidence in a model is to scrutinize it employing a great variety of different checks and so piece-wise put together a view of the sources of uncertainty. In the following, we summarize a couple of possible checks:
1. Exploring a model from the theoretical side
Estimates of beyond mean-field effects:
The first step at all is to check whether the model under consideration is appropriate to describe the wanted data. This means for SHF to check many-body correlations beyond mean field. Density matrix expansion (see [49, 50] and section2.3) indicates that short-range correlations can be mapped into an energy functional. However, correlations from low lying 2 + states fluctuate strongly and cannot be mapped into a smooth functional. Nuclei which acquire large correlation corrections should be excluded from the pool of fit data [32, 41] . The search for possible correlation effects has not yet come to an end, for an example see section 6.4.
2. Exploring the stability of the model: Models which rely on expansions are likely to have regions of instability. There is also the problem that χ 2 (p) can have non-analyical points. It is crucial to explore those dangerous regimes and set rules to avoid them, or to cure the problem. These considerations have accompanied the development of SHF all along, for recent critical studies, particularly of the tensor term, see [26, 27, 28, 29] .
Formal analysis of inter-dependencies:
Correlation analysis (see point 2.2) can reveal dependencies between observables. To make sure that these are more than statistical correlations, one ideally establishes the connection at a purely formal level. Literature on such studies is unoverseeable. We mention here only two examples, one for the relation between effective mass m * /m and level density [90] and another one for the mapping of SHF parameters to NMP via the LDM [91] .
Variations of the functional:
A test for a model from within is to vary the basic ansatz. This means, e.g., for the SHF model to omit or to add terms or to vary the density dependence [92] . Another way is to compare and/or accumulate the results from different models as done by combination with RMF in [89, 93] . We will exemplify in section 6.1 adding and omitting terms.
2. Straightforward statistical analysis
Extrapolation uncertainties:
This employs eq. (32b) to estimate the statistical error on extrapolations. It serves as useful indicator for safe and unsafe regions of the model see, e.g., section 6.0.2.
Correlations between observables:
The covariances (32d) reveal dependencies between observables. This helps to estimate the information content of a new measurement, for examples see [88] and section 6.5. It may be combined with a variation of fit data (see point 3.
3) to distinguish between model properties and data dependence. It can also serve to motivate searches for formal connections (see point 1.3).
Sensitivity of model parameters p:
The Jacobian matrixĴ together with the covariance matrixĈ allows to explore the impact of each single model parameter p α on a given fit observableÔ i . Examples are found in [80, 84, 85] .
3. Exploring the model by dedicated variations
Unresolved trends of residual errors:
A perfect model should produce a purely statistical (Gaussian) distribution of residuals O (th)
obs,nucl . Well visible trends of residuals of one sort of observable over the series of nuclei indicate deficiencies of the model. All nuclear mean-field models produce still strong unresolved trends see, e.g., [32, 69, 85] and section 6.0.1.
Dedicated variations of parameter or observable:
As a complement to correlation analysis (see point 2.2), one obtains a direct view of dependencies by dedicated variation of a parameter p α or observable A(p). To that end, one fits a parametrization with constraint on a fixed value of p α or A and systematically varies the constrained value [32] . Then one looks at the trend of other observables B(p α ), or B(A) respectively. This test is particularly instructive when using variations of NMP, see [32] and section 6.3.
Variations of fit data:
The fit observablesÔ obs,nucl stem from different groups of observables "obs" as, e.g., energy or radius. One can omit a group from the pool of fit data. Comparison with the full fit allows to explore the impact of the omitted group, see [94] and section 6.2.
Test of predicted observables:
A natural test is to compare a prediction (extrapolation) with experimental data wherever available. It is a strong indicator for a systematic error if the deviation exceeds significantly the extrapolation error (32b). An example for such a critical case is the energy of super-heavy nuclei where systematic deviations point to a problem of SHF, see [69] and section 6.0.1.
The above list of testing strategies shows that establishing a model requires a broad palette of tools and counterchecks. The present paper can not exemplify all of them. We will address the groups 2 and 3 as well as point 1.4 from group 1.
6. Results
Bulk properties
Modern SHF parametrization have reached a high quality of reproduction of nuclear ground state properties. As example, we quote here the r.m.s. errors for SV-min which was fitted to ground state properties of semi-magic spherical nuclei [32] . They are 0.6 MeV for binding energies E B , 0.029 fm for charge diffraction radii R diffr , 0.022 fm for charge surface thicknesses, and 0.017 fm for charge r.m.s. radii. Similar quality is found for all modern parametrizations which appeared in the last decade. Although small, the question is how the errors are distributed over the nuclei. We do that here for SV-min [32] . obs,nucl of r.m.s. radii (upper panel) and of binding energies (middle and lower panel) for all nuclei for which data were available. Different symbols (and colors) distinguish nuclei from the fit pool, well deformed nuclei, and everything else. The lower panel shows binding energies E B from SHF calculations with c.m. correction, but without any other correlation correction (10) . The fit nuclei gather nicely within a small error band as given by the above mentioned r.m.s. errors. That is no surprise because they were selected to have negligible correlations [32, 41] . The other nuclei deviate significantly. The middle panel shows the results with all corrections from collective correlations, see eq. (10) . This brings all results closer to a narrow error band. The deformed nuclei in the medium heavy region (A < 200) perform already very well while transitional nuclei still overshoot.
The errors are obviously not statistically distributed but show strong trends which are not resolved by the given SHF model. Even with correlation corrections (middle panel) errors are smallest towards shell closures and largest in between, particularly for the transitional nuclei (red triangles). This is clearly a shell fluctuation not fully accounted for by the present estimate of correlations (only from the lowest 2 + state). More than that, there is a strong trend to underbinding with increasing system SV-min size A for deformed nuclei (green circles). This becomes obvious in the regime of actinides and super-heavy elements (A>220). Even attempts with variations of density dependence [92] and including deformed nuclei in the fit [69] could not resolve the problem. It seems to be inherent in the way the present SHF functional (6) models density dependence. For example, traditional RMF functionals which model density dependence quite differently by non-linear self-coupling of the σ meson have the opposite problem: they tend to overbind super-heavy nuclei [95] . The unwanted trends in figure 1 suggest that there is still a need for improvement in nuclear self-consistent mean-field models. The upper panel shows deviations for charge r.m.s. radii. Correlation effects are smaller for this observable and not shown. There are also less data which leads to less points on the plot. The deviations gather better within the error band from the fit nuclei. Nonetheless, they are also not statistically distributed. We observe again the shell fluctuations between shell closure and mid-shell nuclei. The pronounced trend for deformed, super-heavy nuclei which was seen for binding energies is absent for r.m.s. radii.
Far extrapolations
An important quantity delivered by the χ 2 technique is the variance (32b) of an observable. It provides an estimate for the extrapolation uncertainty which is extremely useful to get an impression how reliable an extrapolation may be. We exemplify that here for an extrapolation to super-heavy nuclei and an extremely far extrapolation to neutron star properties. The case of super-heavy nuclei continues the discussion from the previous section 6.0.1 of an unresolved trend for heavy nuclei. ure demonstrates nicely the possible devastating effect of a systematic error. In this case we are in the lucky situation that we could already identify the problem because there are sufficient data for checking, see figure 1 and the discussion thereof. The case becomes uncontrollable for totally new observables for which one does not dispose of benchmark data. Nonetheless, with the statistical extrapolation error we have an indispensable tool to get an idea about the uncertainties to expect and a safe lower estimate for them. Mind the the extrapolation uncertainty in figure 2 has at least the correct order of magnitude. Figure 3 addresses as next example the extrapolation to neutron star mass and radii. The heavy line shows the results of the Tolman-Oppenheimer-Volkov equation for the mass-radius relation using as input the neutron equation-of-state from SV-min [96] . The faint horizontal line indicates the maximum mass of a neutron star found so far [97] . This sets a lower limit for the maximal mass because one cannot exclude that an even heavier star may be found some day. The prediction from SV-min stops far below the wanted maximum mass. However, the outlook improves when taking into account the extrapolation errors, marked by the shaded area. The uncertainties are huge which is understandable because we deal here with a really far extrapolation, from finite nuclei to comparatively infinite star matter. The good news is that the error band scratches the wanted maximum mass. This indicates that inclusion of wanted neutron star properties can be accommodated by a χ 2 fit without sacrifices. This was done with success in [96] yielding the parametrization TOV which indeed hits correctly the mass line and has also a much smaller uncertainty band due to the inclusion of star data. The figure 3 contains one more detail. This is the error ellipsoid plotted inside the error band. It indicates the region in which the probability distribution (30) is larger than 1/2, this is the region of predictions from the range of "reasonable parametrizations". In this example, the ellipsoid looks more like a needle going diagonal through the error band. This means that we encounter here a highly correlated scenario where a given value of radius fixes inevitably a corresponding value for mass. It is a prototype example for a case with large covariance (32d) close to 1.
Hierarchy of terms in the functional
The SHF functional (6) was motivated by a Taylor expansion of the a supposed microscopic effective interaction, see section 2.3. This implies a hierarchy of importance of the terms in the functional with the zeroth order of expansion (the purely density dependent parts) representing the leading terms. A further ordering principle comes from the fit data. The landscape of known nuclei extends widely over size A but only over a narrow band of isotopic chains. This means that isoscalar properties are well determined by the long trends with A while knowledge of isovector properties is limited by the small extension in isovector direction N − Z together with the fact that only one sort of density is well known empirically, namely the proton density measured by electron scattering [57] . This combined sorting principles led to the assignment of a "minimal set of terms" as indicated by yellow (gray) shading in eq. (6) . In this section, we are going to explore the importance of terms in detail by starting from the most sparse model using only density dependent terms and adding step by step more terms up to the full model (6) . At each stage, the model consisting out of the chosen terms is optimized by minimization of χ 2 always using the same data pool from [32] , see end of section 4.1 and apendix B. This tries to make the best out of the given functional. The strategy differs from a similar investigation of stages in [39] . There, we started from ab-initio calculations in bulk matter to define the background of LDA similar as in electron systems [22] and added stepwise derivative terms with information on finite nuclei. Here we optimize each stage as far as possible.
We consider the following stages of the model:
LDA: This first stage invokes the terms with the parameters
0 , and α. It covers only the purely density dependent terms which are active in homogeneous matter. We call it LDA because that choice produces a purely density dependent functional (no derivative terms wherever). But we optimize it empirically. It is not LDA in its strict sense where exact solution for bulk matter are used to deduce a functional [22] .
+grad:
To the previous stage, the term ∝ C ∆ρ 0 is added. This gives the model the flexibility to account for surface properties.
+ls:
To the previous stage, the isoscalar spin-orbit C ∇J 0 term is added. This allows to put shell closures at the right place.
To the previous stage, the density dependent isovector term ∝ C ρ,α 1 is added. This allows to resolve more isovector trends in the ground state properties, if there are still any. 
SV-min:
This is result from invoking the full SHF functional (6) . It was published in [32] an discussed in great detail there.
In all cases, we include, of course, the pairing functional (8) . The first two stages ("LDA" and "+grad") are too rough to deserve a detailed pairing adjustment. Here we use volume pairing, i.e. ρ 0,pair → ∞, with fixed V pair,p = V pair,n = 300 MeV fm 3 . For the further three stages which provide a detailed modeling, we optimize all three pairing parameters together with the free parameters of the SHF model. Figure 4 shows for the above listed sequence of stages of the model average and r.m.s. deviations for the four fitted bulk properties where averages are taken over the pool of fit data. The errors for the simplest stage, LDA, are large, particularly for the binding energy where the error band reaches ±20 MeV. But this is, in fact, a satisfying result. It shows that already these few leading terms are capable of accommodating roughly the energies over all A, and even better for radii and surface thickness. Of course, details are bound to be wrong because we are yet missing the spin-orbit term and thus put shell closures at the wrong nucleon numbers.
Adding the gradient term allows to tune the nuclear surface energy. This improves the average quality of energy by half an order of magnitude. With ±4 MeV it is as far as on can come without appropriate shell effects. The description is even better for radii and surface thickness because shell fluctuations play a minor role in these observables. Here one has reached almost the final quality. The great improvement due to the gradient term shows that the surface energy is a crucial contribution to a nuclear energy functional. This complies with the same findings in the purely macroscopic droplet model of the nucleus [52, 53] .
The next substantial improvement is achieved with adding the spin-orbit force, stage "+ls". This yields a mean-field model where shell closures emerge at the right nucleon number and also all other shell effects acquire the correct place and magnitude. Consequently, we see another dramatic reduction of the energy error. The model has now reached a high quality. All further terms deliver only gradual improvement. The stage "+ls" with its 6 free SHF parameters thus represents a minimal model which produces already an excellent description of the fit observables (bulk properties of the nuclear ground states).
In the step to stage "+C ρ,α 1 ", we explore the gain by adding more isovector flexibility. There is minimal improvement in the quality of radii and surface thickness and there is a 25% reduction in the energy error, not dramatic but non-negligible either. There is thus sufficient isovector information in the fit pool to fix this second isovector parameter.
Finally with "SV-min", we have activated all terms in the functional (6) . The gain as compared to the previous stage is extremely small. The additional terms in that step are all of isovector type and the pool of fit data does not contain enough isovector information to fix them. Thus "SV-min" leaves large uncertainties in these isovector parameters. Further data are required to determine the isovector model parameters more precisely. Isovec- tor response properties (GDR, dipole polarizability, and NMP, see section 6.3) and the neutron skin (21) add valuable information as we will see later. Figure 5 shows the detailed map of deviations from data for the above introduced stages of the SHF functional. For simplicity, the plot is limited to errors in energy and r.m.s. radius. The diffraction radius and surface thickness behave similar. The errors for LDA show a strong trend over mass number A. The fit for LDA has found a global compromise between light and heavy nuclei. But the model at LDA level is not capable to deal properly with system size. The step to "+grad" resolves the global trend at once. A straight line through the errors is identical with the zero line. But there remain the strong shell fluctuations which are due to the fact that shell closure lie at the wrong nucleon numbers. These fluctuations are much reduced with the step to "+ls" whose energy errors (lower panel) then gather closely around the zero line. The errors on radii (upper panel) seem to be more resistive. But this impression is to a large extend a matter of scale. LDA delivered already quite good values for the radii. In turn, the discrepancy between LDA and further stages is not as dramatic for the radii as it is for energy (see also figure 4 ). Thus we see the deviations on radii with higher resolution and that reveals more clearly the irresistible unresolved trends.
The further steps deliver only gradual improvement, hardly distinguishable at the scales of this plot. The remaining errors, however, are still not statistically dis- tributed. There remain some unresolved trends seemingly related to shell structure (shell closures versus mid shell). This calls for further refinement of the model. But it is yet open whether this can be achieved within the SHF and pairing functional or whether we are forced to invoke correlation effects. Figure 6 shows the peak energies for giant resonances and the dipole polarizability for the stages of the SHF functional, all for the nucleus 208 Pb. The lower panel shows the GMR. It improves with each stage and reaches already at the minimal model, stage "+ls", good agreement with the experimental value. This is not surprising. The GMR is closely tied to the incompressibility K which characterizes the response to changes in density [98, 99] . The incompressibility, in turn, depends on the parametrization of density dependence in the model. And this seems to be well determined by the fit data which span a broad range of mass numbers (isoscalar information). We learn that the isoscalar aspects are already well converged with the stage "+ls".
The second panel from below shows results for the GDR. They are all far below the experimental point even. The reason is clear for all stages before SV-min because these do no invoke the effective mass terms C τ T and it is known that the GDR depends sensitively on TRK sum-rule enhancement κ TRK which is closely related to C τ 1 [100, 32] . But even the step to for SV-min, which includes all terms of the functional does not improve the situation. The fit data are not strict enough to push κ TRK to the right value. On the other hand, they do not fix κ TRK so much. The uncertainty in the GDR energy is 1.4 MeV for SV-min. This leaves sufficient leeway to tune κ TRK . This is done with the parametrization SV-bas which optimizes some NMP to tune the giant resonances in 208 Pb [32] . This leads obviously to a good reproduction of the GDR.
A similar situation is encountered for the GQR (second panel from above). All stages up to including SV-min underestimate its resonance energy. This is no surprise for the stages LDA through "+C ρ,α 1 " because they do not invoke the term ∝ C τ 0 and thus have a mean field with effective mass m * /m = 1. But the GQR is known to depend sensitively on m * /m = 1 and require a lower value 0.8-0.9 [101] . This option is set free with SV-min. Similar as for the GDR, SV-min does not put m * /m, and with it the GQR, at the right place, but leaves sufficient leeway to tune it properly. This is again achieved by SV-bas.
The upper panel in figure 6 shows the dipole polarizability α D for the various stages of the functional. It starts for LDA with a rather wrong value, improves with each step, and reaches the data already at the stage "+C ρ,α 1 " where the functional was given sufficient isovector freedom to take advantage of the (static) isovector information in the fit data.
It is interesting to note that two data points, GMR (related to incompressibility K) and α D , are well described already from the fits to ground state data while the two other, GDR and GQR, need extra measures. Mind that K and α D are static response properties. No surprise then that they are well determined by ground state data. The GDR and GQR, on the other hand, are related to the dynamic response properties m * /m and κ TRK . It is plausible that dynamical properties require dynamic data for calibration. Thus we need some information from excited states to fully fix the functional (6).
Impact of groups of data
In this section, we take up point 3.3 of the analyzing strategies outlined in section 5, the variation of fit data. An analysis following this strategy was already given in [94] . We repeat part of that material for a reduced set of variations and, on the other hand, add new variations. Basis is the pool of fit data as developed in [32] , see also end of section 4.1 and appendix B. An unconstrained fit to the full set yields the parametrization SV-min. Now we are interested in fits with deliberate omission of groups of fit data. This yields the parametrizations as listed in table 2. Table 2 : Included data sets from the standard pool of fit data from finite nuclei [32] . A "x" means included, "-" stands for excluded,and "x/2" means that only half of the data were included. Pairing gaps ∆ pair and spinorbit splitting ε ls are included in all data sets and not listed explicitly above. The observables were explained in section 3.2.
We have also studied omission of ε ls or ∆ pair . This showed only minor effects and will be not reported here. Figure 7 demonstrates the effect of varied fit data on the average and r.m.s. residuals taken separately over a group of data. Mean values deviating significantly from zero within the scale set by the uncertainties indicate some basic incompatibility of the observable with the model. Changes on the r.m.s. error indicate the sensitivity to a group of observables.
First, we should realize that the scales in this figure are generally much smaller than those of the various stages of the functional in figure 4 . All fits with reduced data sets produce very similar models. Even when taking "E only" or even "r rms only" we obtain an agreeable model. This gives us some confidence that the model has predictive power and allows extrapolations to other observables or other regions of nuclei.
However, looking closer at the results in figure 7 we see at some places differences which carry some information on tensions within the model and at other places continued similarity which indicates the strongholds of the model.
Let us first compare the set "half data" with SV-min. Both sets produce exactly the same averages. In fact, looking at detailed residuals (not shown here) we find that both fits produce very similar results. This can be read off also globally from the fact that the r.m.s. errors (taken over all data) are similar. This proves that the SHF functional interpolates well.
The step from SV-min to "E+r rms only" has dramatic consequences for R diffr,C and σ C . The average error in these two observables makes a large jump upward and similarly the r.m.s. error. This indicates that there is some incompatibility between r rms,C and R diffr,C in the present model. That could already be spotted in SV-min. Already here, we find a large average error for R diffr,C . In fact, the r.m.s. error is almost exhausted by the average error. The same behavior persists in the step to "E only". But here, we also find the same increase in the average error for r rms,C which indicates a slight incompatibility of E B and r rms,C . It is likely that both incompatibilities, for R diffr,C as well as for r rms,C are related to insufficencies in the surface profile and thus to the model of density dependence.
The average error of energy E B is near zero for all fits which include E B . This indicates that the SHF functional is well suited to adjust the energy over all ranges of nuclei. The model "r rms only" produces a slight mismatch of the average. However, these stay well within the huge error bars in this case. The large size of the error bars can be viewed as an "automatic" warning from the χ 2 analysis. It signals that the data set "r rms only" does not contain sufficient information to fix the energies. It is remarkable, though, that the other direction, determining r rms by a fit "E only", works much better. Energies are the leading input to the pool of fit data. Figure 8 shows the effect of varied fit data on predicted/extrapolated observables, nuclear matter properties (NMP) and key observables of the three nuclei 208 Pb, 266 Hs and Z=120/N=182. For Z=120/N=182, we consider binding energy E B and α-decay energy Q α according to eq. (20) . No data are available yet for this nucleus. For 266 Hs, we consider binding energy E B [102] and fission barrier B f [103] . The experimental value for B f is given with error bar as it is associated still with large uncertainty. The binding energy includes the rotational zero-point energy (12) which is obligatory for deformed nuclei. In 208 Pb, we consider response properties, the peak energies of GMR, GDR,and GQR and the dipole polarizability α D (see section 3.2). The NMP considered are: binding energy E/A, density ρ nm , incompressibility K, isoscalar effective mass m * /m, symmetry energy a sym , and Thomas-Reiche-Kuhn (TRK) sum rule enhancement factor κ TRK , all taken at the equilibrium point of symmetric matter. Figure 8 shows the effect of variation of fit data on the observables and their uncertainties. Changes in uncertainty indicate the importance of the omitted data group on the observable. A shift of the average shows what data are pulling in which direction.
The effects on NMP (left two columns) are generally large. A most pronounced shift is produced by omitting the formfactor information of R diffr,C and σ C in "E + r rms only" and "E only". This leads to a large jump in bulk equilibrium density ρ nm and incompressibility K. There is also a jump in the isovector response a sym in addition to the generally strong changes. It is also interesting to note that formfactor information keeps the effective mass m * /m down to values below 1 while fits without radii let m * /m grow visibly above one. The reason is probably that m * /m has an impact on the surface profile, thus on r rms,C and σ C , and, in turn, also on R diffr,C . This suggests that the formfactor is closely related to the surface profile of the nucleus. This, in turn, seems to be connected with modeling the density dependence as one can read off from the strong impact on K (second derivative with respect to density). The step to "r rms only" restores approximately the values of ρ nm and K from the full fit SV-min. This indicates that there is also some competition between r rms and E B . These two quantities pull in different direction which indicates that they would prefer different surface profiles. Mind, however, that the deviations in the average errors are fully compatible within the error bars (characterizing the r.m.s. errors). This means that all choices of subsets of data are compatible when taking into account the message about uncertainties of a fit which is quite appropriately delivered by statistical analysis. Nonetheless, the observed variations of average errors indicate that the SHF functional may deserve further fine tuning to reduce these conflicts between observables. The most likely aspect to work on is the density dependence of the functional.
The variances usually grow when omitting data which is plausible because less data mean less determination. Particularly large errors emerge for the sets "E only" and "r rms only". This shows that combined information with the charge formfactor is extremely useful to confine the parametrization. But mind that the error bars for "E only", although being generally larger, are still in acceptable ranges. This shows that data from energy alone can already provide a reasonable parametrization. One may argue similarly with the errors for "r rms only". But here the error on E/A is rather large which was already foreseeable from the also large error on energies of finite nuclei seen in 7. Besides E/A, the parametrization "r rms only" yields also a very large error on the symmetry energy J. This happens because the selection of nuclei with radius data is smaller along isotopic chains thus carrying even less isovector information.
Column 3 of figure 8 shows the effect of variation of fit data on response observables in 208 Pb. The three giant resonances and the polarizability α D are known to have a one-to-one correspondence with each one NMP (see sections 6.3, 6.5, and ref. [32] ): the GMR with K, the GQR with m * /m, the GDR with κ TRK , and α D with a sym . These pairs of highly correlated observables show exactly the same trends in the figure which confirms the correspondence also from this point of view. Unlike NMP, observables in finite nuclei allow a comparison with experimental data. GMR and α D are related to the static response properties K and J. Comparison with data shows clearly that inclusion of formfactor information drives into the right direction while a fit without R diffr,C and σ C yields less favorable values. This indicates that information from the formfactor carries correct physics about the nuclear response although these data were found in the previous figure to stay slightly in conflict with energy information. The situation is mixed for the dynamical response properties. The GDR improves with omitting R diffr,C and σ C while GQR deteriorates this way. This is very likely pure chance because dynamic response is not embodied in ground state data. An explicit fit of dynamic response, as done e.g. in SV-bas [32] , is anyway recommended.
The situation is mixed for the super-heavy elements (SHE) shown in column 4 of figure 8. As several times before, all predictions agree with each other within their error bars. There remains to comment a few trends of average values. Skipping R diffr,C and σ C (parametrization "E+r rms only") improves E B ( 266 Hs) but spoils B f ( 266 Hs). Skipping, further more r rms,C to parametrization "E only" does not make much of further changes. However, the parametrization "r rms only" spoils both E B ( 266 Hs) and B f ( 266 Hs). There are even less trends in the averages for the SHE Z=120/N=182, except for "r rms only" which is obviously totally inappropriate for SHE. This is also signaled by huge error bars which "r rms only" produces in all four observables of SHE. The data basis of r.m.s. radii is obviously too weak to allow for far extrapolations. The examples demonstrate that statistical analysis combined with variation of model or conditions delivers very useful insight into the model.
Systematic variation of nuclear matter properties (NMP)
In this section, we exemplify the strategy 3.2 (see section 5), namely systematic variation of a model parameter or property. We have argued in section 3.1 that the NMP as defined in table 1 are fully equivalent to the parameters of the SHF functional and have the additional advantage that they carry an intuitive physical meaning. We follow here the strategy of [32] and define a base point with the following four NMP fixed: K = 234 MeV, m * /m = 0.9, J = 30 MeV, and κ TRK = 0.4. These values were chosen because they lead to a good reproduction of the four basic response properties in 208 Pb: GMR, GDR, GQR, and α D . A fit with these four NMP fixed delivers the parametrization SV-bas. Starting from this base point, we have produced four chains of parametrizations where one of the NMP was varied systematically while the other three were kept fixed. A detailed description of this set of parametrizations is given in [32] . In the following we use this set for the examples. Figure 9 shows the trends of the four crucial response properties in 208 Pb with the four NMP. The lower left panel shows the variation with K. Only the GMR moves with K while the other three response properties react only weakly. This makes it obvious that the GMR is uniquely related to K. The upper left panel demonstrates in the same way the close relation between GQR and 208 Pb) which shows the strongest dependence. There is some trend for the GDR, but this remains smaller than the trend for α D versus J or for the GDR's dependence on κ TRK . Thus we conclude from these four variations that there is a one-to-one relation between the four response properties and the four varied NMP. These findings are confirmed even more clearly by correlation analysis in section 6.5 and figure 14 therein.
One may wonder why a variation of L, the slope of symmetry energy, is not considered. The point is that J and L are highly correlated with each other (covariance near 1) for the present SHF functional and pool of fit data. Thus a plot versus L shows the same trends as a plot versus J. This feature may change for extended SHF functionals which deliver more flexibility in the isovector part of density dependence. An example in that direction is the extension (35) which indeed reduces the correlation between J and L as will be seen later in the middle panel of figure 14 . Figure 10 shows the trends of fission barrier B f and fission lifetime τ f of 266 Hs (for its definition see section 3.2) for varied NMP. The dominant influence comes here from m * /m. This is not surprising because fission is driven by shell effects and these are highly sensitive to m * /m. The figure is, however, to some extend misleading. It gives the impression that fission is exclusively related to m * /m. This view is not confirmed by correlation analysis [75, 94] where the covariance of B f with m * /m is about 0.2 which is some correlation but not a dominant one. The reason Fig. 11 : Energy of the low-lying 2 + state in the isotopic chain of Sn (Z=50) and the isotonic chain with N=82. Shown are results for SkI3 [104] and a variation of pairing strength while keeping the SHF parameters of SkI3 fixed. Data taken from [41] .
that there are several other agents which all have some impact on the fission path. The next larger influences come from the surface energy, spin-orbit term (also acting through shell effects), and pairing. The example demonstrates that systematic variation of force parameters is very instructive to reveal influences, but should be augmented by correlation analysis (section 6.5 and point 2.2 in section 5) to avoid premature conclusions. Figure 11 shows the E 2 + energies of low-lying quadrupole states in the chain of even Sn isotopes and even N=82 isotones. We show here the effect of a variation of pairing strength on the results. Similar as for the fission path, the collective path for large amplitude quadrupole vibrations is most strongly influenced by pairing and grabs a piece of influence from many other ingredients. Thus we show here only the strongest effect and refer the reader to [41] for the many more subtle variations. First, we point out that SkI3 with standard pairing provides satisfying results, particularly for Sn in the mid shell region. We see again that the SHF functional is capable to describe at once also large amplitude motion without having been particularly fitted for that. Larger deviations occur near shell closures that is the region where collectivity is not so large such that the mapping of the collective path by a mere quadrupole constraint becomes insufficient [41] . One should employ here variationally optimized paths as delivered by adiabatic TDHF, see e.g. [46] . The effect of varied pairing is dramatic showing that low-lying 2 + states are a sensitive probe for the pairing functional. This is a feature which has not yet been fully exploited in calibration strategies. The effect is particularly dramatic for the case of reduced pairing (purple line with filled triangles). The excitation energies shrinks occasionally to near zero. These are cases where pairing breaks down and it shows that the standard values of pairing strength are rather weak (i.e. close to the break-down regime).
Impact of ab-initio data
The nuclear many-body problem is much more involved than the electronic one. The microscopic nucleon-nucleon interaction has a huge repulsive core at short distances and yet one cannot ignore long-range correlations from zerosound modes. Moreover, it is not even correct to speak of a nucleon-nucleon interaction because nucleons are composite particles from quarks and gluons, and these constitute a highly non-linear field theory. In spite of all these enormous complications, much progress has been made with nuclear ab-initio calculations during the last two decades [19, 20, 21] . Time is coming close that we can refer to abinitio calculations in bulk matter, perhaps also in finite nuclei [105] . Earlier attempts to use that for calibration of mean-field models were promising, but not yet fully satisfying, see e.g. the study in [39] on the basis of relativistic Brueckner-Hartree-Fock data of [106] . Ab-initio calculations have still further improved since then. In particular, there is one point which seems to be well settled. This is neutron matter at very low densities. This stage is called a correlated Fermi gas (CFG). In the limit of low densities ρ, or Fermi momenta k F respectively, the CFG energy can be parametrized in terms of the neutron kinetic energy as
where ξ is, in principle, function of k F . We are interested here in the limit k F −→ 0 for which ξ becomes just one number. Many-body theory predicts a value ξ(0) = 0.38− −0.44 for the CFG [107, 108] . It is straightforward to compute
for the SHF functional. With the constituents of the total energy (4), we can deduce E N neut = (E kin + E Sk ) /ρ 0 and thus
To estimate ξ in the low-density limit, we recall k F ∝ ρ 1/3 and discuss the limit in terms of ρ because the SHF functional (6) is given that way. The kinetic density in homogeneous matter becomes E kin ∝ τ ∝ ρ 5/3 [109] . The leading term in the SHF functional is the two-body contact interaction ∝ ρ 2 . The density dependent term behaves as ∝ ρ 2+α . Successful parametrizations require α > 1. This term, therefore, vanishes faster than ρ 2 in the limit ρ → 0 and can be neglected. The kinetic interaction term behaves as ρτ ∝ ρ 8/3 which, again, can be neglected. It remains ξ ∝ 1+ρ 2 /ρ 5/3 −→ 1 in the limit ρ −→ 0. Thus we see in purely analytical manner that the standard SHFfunctional (6) cannot meet at all the requirement ξ(0) ≈ 0.42.
In order to allow for a description of ξ < 1, we extend the SHF functional by adding to E Sk another density dependent term
It has the form of the density dependent term in the functional (6) with α = −1/3. Handled as additional term, it allows to maintain the quality of the standard ansatz while opening the chance to accommodate the CFG limit.
We have produced two new parametrizations with the extended functional, now including also the term (35) . Starting point is here, again, SV-min, a fit to the standard pool of fit data. The first new set is "+C ρ,−1/3 T " and uses the same data as SV-min. The second new set "+CFG" adds to these data the CFG condition ξ(0) = 0.42 as further data point. Figure 12 shows the resulting average and r.m.s. errors for the basic blocks of observables. The averages stay at zero level throughout for E B and vary somewhat for radii and surface thickness. The fit "+C ρ,−1/3 T " with more freedom in density dependence, yet without enforcing the CFG point, leads always to lower average and r.m.s. errors. This confirms the impression gained in previous section that the slight conflict between energy and formfactor calls for improved density dependence. However, the step to "+CFG" deteriorates again radii and surface thickness in the average approximately back to the status of SVmin. The freedom coming along with the new term has been fully exploited by the CFG point. parametrizations. But they are all compatible within the error bars. Nonetheless, it may be instructive to discuss the changes in the center values. Similar to the previous figure, we find that the results of SV-min and "+CFG" are closer together while "+C ρ,−1/3 T " makes generally the largest changes. Exceptions are the pair κ GDR with GDR and K with GMR where "+CFG" produces too low values. The strong impact of the CFG point is plausible for K and GMR because these observables have direct relation to density dependence. The fact that the CFG point pulls the GMR away from the data indicates that the extended model is not yet ideal, although the data may be corrected by fitting with constraint on K in the manner as was done for SV-bas [32] . It is also noteworthy that the error bars for the free fit of the extended density dependence in "+C ρ,−1/3 T " produces particularly large uncertainties for K and GMR, the two observables sensitive to density dependence. This large uncertainty is much reduced by the step to "+CFG" which indicates once more that the CFG point has a strong impact on the density dependence of the model.
The example is also quite revealing as it shows that some long-range correlations (at least those at extremely low density) are not incorporated into the SHF functional. This is annoying because these corralations are smooth with mass number and thus should be contained in a smooth functional. Again, we see that we need to improve on the density dependence of the SHF functional.
Correlation analysis
In section 4.2, correlations, or covariances respectively, between observables had been defined with eq. (32d). In this section we will give a few examples for a small, but relevant, selection of observables. The selection covers: the four NMP K, m * /m, J, κ TRK together with the four related response properties in 208 Pb, namely GMR, GDR, GQR, and α D ; for static isovector response we look also at L, neutron skin r skin ( 208 Pb), and slope of the neutron equation of state ∂ ρ E/A neut ρ=0.1
; finally we check extrapolations to exotic nuclei, E B for the very neutron rich 140 Sn and E B as well as Q α for the super-heavy element Z=120/N=182. Three parametrizations will be considered: SV-min as the standard, "E only"from section 6.2 to exemplify the impact of the choice of fit data, and "+C ρ,−1/3 T " from section 6.4 to explore the impact of an extended functional. Figure 14 shows the correlations between the selection of observables as indicated on the axes. As every observable can be related to any other, we show it as correlation matrix. Let us start with the parametrization SV-min, the [32] , "+C ρ,−1/3 T " = unconstrained fit as SV-min but with the functional extended by the density dependent term (35) , "E only = fit of standard functional to standard data pool without radii and surface thickness (see section 6.2). straightforward fit to the standard pool of data [32] . We see clearly the strong correlation between K and GMR (static isoscalar response), m * /m and GQR (dynamic isoscalar response), κ TRK and GDR (dynamic isovector response), and for the whole group of static isovector response covering here the NMP J, L, d/dρE/A neut (see section 3.1) together with the finite nuclei observables α D and r skin (labeled "n.skin" in the figure). For the exotic nuclei, there is some correlation of E B (
140 Sn) to isovector static response which is plausible for a extremely neutron rich nucleus with very large isospin. The two data in the super-heavy element Z=120/N=182 are nearly decoupled from the other groups of data. One may admit some correlation with K&GMR. This super-heavy region is dominated by shell effects and not so much by the bulk properties included in this correlation matrix. It is also interesting to remark that E B and Q α are almost uncorrelated. Differences of energies often filter quite different aspects of a model than the energy as such.
We now look at the correlations produced by the next two parametrizations, with less data in "E only" and with more terms in the model in "+C ρ,−1/3 T ". In both cases, we see generally reduced correlations what we could have expected. It is, however, remarkable how small the reduction is leaving the gross structure of the correlations fully alive. There remain clearly the blocks for the four different responses. Larger changes are seen for isovector static block. And here, the changes are very different for the two different variations of the fit. For example, while "E only" degrades the correlations for J thus making L the leading bulk parameter for isovector static response, the other parametrization "+C ρ,−1/3 T " degrades just L and leaves J more intact. In such details, we see indeed a dependence on model and data pool. But recall that the general structure of correlations was robust.
There is another interesting detail concerning the superheavy element Z=120/N=182. The independence of E B and Q α persists. But there is now more correlation between Q α and K&GMR than was seen for SV-min. This shows that correlations are not necessarily reduced by less data or a large model. It can also happen that more freedom allows to explore connections which were hindered before by a too rigid model.
Spin sensitive applications: spin modes, odd nuclei, TDHF
This section is devoted to the spin properties of SHF. Spin properties are crucial for a broad range of applications. They play a role already for ground state properties, namely in case of odd nuclei, see e.g. [110, 111, 112, 113] . They are key players in spin excitation modes, see e.g. [114, 115, 116] , they play a role in rotating nuclei, see e.g. [117, 118] , and they can contribute to energetic heavyion collision described by time-dependent Hartree-Fock (TDHF) with the SHF functional, for an example where the impact of a spin excitation is discussed explicitly see [119] . Unfortunately, the spin terms are presently the least well controlled part of the SHF functional. Their proper calibration is yet an open problem and they are most prone to introduce instabilities into the SHF equations, for a crit- (6) in case that the functional is derived from the Skyrme force ansatz (36) .
ical analysis see [26, 27, 28, 29] . The development of the spin branch in SHF is still in its first stages, this means in the language of section 5 at the preparatory level of point 1, although one can find also some steps of the error analysis according to point 3 and sub-points 3.1 together with 3.4 therein. This latter aspect will shine up briefly in the subsequent example of odd nuclei and of TDHF. But generally, the aim of the present section is mainly to demonstrate the capabilities of SHF to deal also with spin properties.
Before going on, we have to look at the spin aspects of the basic SHF functional (6), so far not discussed. Some spin terms, namely the time odd spin-orbit terms ∝ C . From a strictly density functional perspective, one can consider these all as free parameters of the model. This leaves still a large number of 7 more free parameters whose independent calibration would require access to a great amount of reliable, spin-sensitive data. Alternatively, one can approach the problem from a formal side. The density-matrix expansion sketched in section 2.3 yields not directly an energy functional, but rather a zerorange effective interaction, the much celebrated Skyrme force. For its detailed form and a critical discussion of the notion of an effective interaction see appendix A. Deriving the SHF functional from the Skyrme force yields a well defined connection between the spin terms and the leading terms, see table 3. These restrictions on the spin-orbit parameters from the force definition of the SHF functional are often discarded. Many parametrizations simply ignore the tensor spin-orbit terms, thus supposing C will always be used. Above that we have the freedom to employ the spin and/or tensor spin-orbit terms. Although one cannot take the full "force" terms consistently into account, it is convenient to exploit it for the spin terms and the tensor spin-orbit part yielding the connections as given in table 3. As this is an ad-hoc decision, justification can come only from experience.
As a first example, we address odd nuclei picking a key result from [113] . Figure 15 shows the deviation of binding energies from experimental values and the odd-even staggering (19) along the chain of Sn isotopes. Two stages of the functional are considered, the minimal Galilean invariant form E min corresponding to C σ T = 0 and the inclusion is the σ 2 T terms with parameters as given in table 3. The trend of the binding (lower panel) is generally very similar for odd and even isotopes. There is a good reproduction in the region N = 70 − 82. The larger deviations mid shell indicate that these nuclei require collective correlations (not included here) for a proper description. Odd nuclei make no difference in that respect. Of course, both variants yield the same values for even isotopes because the time-odd terms are inactive there. It remains to look at differences for odd isotopes. The effect of the spin terms is small, of the order of 0.2 MeV and in the majority of cases enhancing slightly the deviations. Thus the results for binding energies give a slight preference for the E min model. The upper panel of figure 15 shows the odd-even staggering. It is very satisfying that the parametrization SVbas provides at once a satisfying reproduction of the data. At a more detailed level, we see differences between the two choices for the spin terms. There are cases where E min,σ 2 performs better (particularly at the side of small N ). But, again, we find that the majority of isotopes looks better with the minimal Galilean invariant choice E min . This slight preference for E min was also found for other examples and other parametrizations [113] . But the differences are probably too small to be decisive and more studies are still necessary to settle the case. Recall that the most important result of this brief demonstration is that the SHF functional yields immediately an acceptable description also of odd nuclei. Figure 16 shows as next example a result for spin excitations, here the M1 strength distribution of the spin-flip mode, computed including the spin terms of te SHF functionals. Two rather different nuclei are considered, the well deformed mid-shell nucleus 158 Gd and the spherical, doubly magic 208 Pb. The RPA result is shown together with the mere two-quasiparticle excitations (i.e. without the dynamical effects from the RPA residual interaction [109] ). One sees a marked upshift of strength by RPA (also called collective shift) due to the repulsive residual interaction in the isoscalar spin channel. This upshift brings indeed the strengths into the right energy range. Thus far we see once more that a proper SHF functional is also appropriate for spin modes, at least what gross features is concerned. Looking closer at the case, we see a problem. The experimental distribution differs between deformed and spherical nuclei. It has two pronounced peaks for the deformed 158 Gd but only one for the spherical 208 Pb. The theoretical result shows a two-peak structure for both cases. This has been studied extensively in [116, 120] for a broad selection of SHF parametrizations. There are some parametrizations which produce one single peak for 208 Pb, but then one peak only also for 158 Gd. With presently available functionals it seems impossible to describe both nuclei equally well. The source of the problem lies most probably in an incomplete inclusion of spin-orbit terms. A satisfying solution has yet to be worked out.
Finally we demonstrate the enormous capabilities of self-consistent mean field theories by examples from timedependent Hartree-Fock (TDHF). TDHF allows to simulate a wide range of nuclear processes covering resonance dynamics, non-linear excitations, and particularly large amplitude motion with substantial rearrangement of structure in the course of time as it occurs, e.g., in heavyion reactions. First nuclear TDHF calculations came up already shortly after the appearance of static SHF calculations [121] . Two decades ago, TDHF has been revived because computing capabilities had evolved sufficiently far to allow realistic large-scale calculations, for examples of a couple of very different applications see [122, 123, 124, 125] . A combination of TDHF with densityconstrained Hartree-Fock even allows to compute subbarrier fusion cross sections [126, 127] . Stepping forward to still larger scales, TDHF is now being applied to simulate matter under astro-physical conditions in neutron stars and super-nova explosions [128, 129] . For recent reviews on TDHF with SHF functionals see [130, 131] . In all these applications, one found that SHF functionals provide at once a fair description of the processes studied. There are open ends though because spin terms can play a role in energetic collisions and we have seen above that just these terms are not yet well settled. We will exemplify in the following both, the capabilities and the uncertainties of TDHF simulations. Figure 17 shows snapshots of the Wigner function from a TDHF simulation of a central collision 16 O+ 16 O [132] . The simulation was performed on a Cartesian 3D mesh, for details of the physics and numerics of TDHF and the 3D code see [131] . The Wigner function is constructed from the one-body density matrix (r, r ) by Fourier transforming with respect to y = r − r , i.e. f (r, k) = d 3 ye ik·y (r + y/2, r − y/2). Originally introduced in [133] , it is the attempt to provide a phasespace picture of a quantum state, for details see [134] . The Wigner function has the weakness that it is not positive semi-definite, thus preventing a strict probabilistic inter- pretation. Nonetheless, it can serve as a useful illustration of a dynamical process and the availability of all detailed wavefunctions in a TDHF calculation allows us to produce this insight. The Wigner function in a 3D calculation is six-dimensional and thus rather difficult to handle. We thus look at a 2D cut through the 6D function, namely along the reaction axis z and associated wavenumber k z . The snapshots are sorted from above to below in order of increasing time. The initial stage shows nicely the two Fermi spheres of the 16 O nuclei, unperturbed except for the c.m. boost to positive k z for the left nucleus and to negative k z for the right one. The second panel shows the situation at the point of closest contact. Although the corresponding local density represents a compact compound system, the phase space picture shows that the compound stage has not lost its memory at the initial state. There are two distinct fragments in phase space. This feature persists to the next plot the fragments separating. They are strongly perturbed, but kept their identity from the initial nuclei. And in the final stage (lowest panel), two fragments are flying apart, internally excited and with reduced c.m. motion, but still keeping the two-fragment structure of the initial state. This indicates that pure mean-field motion does not allow full melting into one thermal compound state. This becomes possible only if two-body collisions are added to the description. This is achieved in the semi-classical framework by the VlasovUehling-Uhlenbeck scheme [135] . Adding a collision term to quantum mechanical TDHF turns out to be much more involved, although just recently promising attempts have come up [136] . This example indicates that TDHF dynamics is likely to underestimate dissipation processes. It still provides relevant guidelines for the gross structure of a process and can be even quantitatively correct in the entrance state of a heavy-ion reaction where nucleon-nucleon collisions did not yet have a chance to play a role. For example, one can describe very well fusion cross sections with TDHF, see e.g. [126] . Figure 18 shows the result from a TDHF calculation for a central collision of 40 Ca+ 40 Ca at relative center of mass energy 240 MeV [138] . Shown is the quadrupole momentum along the reaction axis as function of time. This quantifies the relative distance of the fragments and illustrates the type of reaction as well as damping of c.m. motion. In this case, three different choices for the SHF functional are compared: The parametrization SLy4 just with the minimal Galilean invariant terms, SLy4 with the σ 2 terms included, and SLy4 with σ 2 plus tensor spin-orbit terms included. Unlike the case of ground states of odd nuclei, we see in this highly dynamical case a great sensitivity to the spin and spin-orbit terms. Their inclusion turns a fusion dynamics (heavy line for SLy4 without spin terms) to inelastic scattering which means that they reduce dissipation. It ought to be mentioned, however, that the leading spin orbit term ∝ C ∇J T acts in different direction, significantly enhancing dissipation [139, 140] . Thus there is a very subtle interplay of the various terms in the SHF functional. With the new generation of computers and codes, one will now be in a position to systematically investigate the intrinsic structure of heavy-ion reactions. And, as in all previous example of this section, we emphasize that the SHF functional delivers in general a relevant picture of structure and dynamics also for cases where spin plays a role. This is a safe basis for then going into details.
Concluding remarks
The Skyrme-Hartree-Fock (SHF) model for a selfconsistent mean-field description of nuclear structure and dynamics has been inspected from different perspectives: formal background, range of applicability, performance, estimates of extrapolation uncertainties, and correlation (covariance) between different observables. SHF is based on an effective energy-density functional which is formally motivated by a low-momentum expansion of a most general effective interaction and its free parameters are calibrated by a fit to empirical data, mostly from nuclear ground states. This mixed origin calls for particularly careful exploration of the capability, reliability, and limits of the model. One key task is to estimate the uncertainties in extrapolations. Related to that is the other task to find out the dependencies between observables (and model parameters) which helps to identify, e.g., bottlenecks in the model and to cure them. A great manifold of strategies to attack these task was outlined in section 5. A large part of them was exemplified in the subsequent result section. The same pool of fit data was used in all examples to render the tests consistent with each other and so maintain comparability. These data were bulk properties of nuclear ground states in chains of semi-magic nuclei selected to be good mean-field nuclei (only very small effects from collective ground-state correlations). We summarize the basic findings of that survey in key sentences:
1. There is no single ideal strategy to estimate the uncertainties in predictions from a model. A bundle of different methods has to be invoked to develop a sound intuition for the limits and capabilities of a model. Statistical analysis in connection with χ 2 fits is one important part. Harder is an estimate of the systematic error. It has to be approached from different sides, formal analysis as well as variations of the model, and yet will always leave open ends.
2. Concerning the basic performance, modern SHF functionals have reached a high quality of description of ground state properties in the whole known nuclear landscape, from light nuclei, as 16 O, up to superheavy elements. For example, energies are reproduced with a r.m.s error of about 0.6 MeV.
3. Although not explicitly fitted for that, modern SHF functionals can be used successfully for many other observables and processes as resonance excitations, astro-physical nuclear matter, nuclear rotation at high spin, and large-amplitude collective motion (lowenergy quadrupole vibrations, fission, fusion, heavyion scattering). The latter example goes, in fact, often beyond a mere mean-field treatment.
4. Although small, the residual errors are not statistically distributed, but show still unresolved trends as typical fluctuations between doubly-magic and midshell nuclei and, more puzzling, a small but systematic increase of under-binding towards heavy and super-heavy nuclei. The latter trend is probably due to yet insufficient modeling of density dependence of the SHF functional.
5. Extrapolation errors from statistical analysis provide a lower estimate (yet without contributions from systematic errors) which is already extremely useful to distinguish safe and risky extrapolations. Not surprisingly, errors increase with increasing distance to the fit data. For example, extrapolations to superheavy elements are still found to be reliable while error bars grow huge when predicting properties of neutron stars. On the other hand, interpolations in the vicinity of the fit data are safe and yield deviations as small as the average errors in the fit pool.
6. There is a hierarchy of importance within the terms of the SHF functional. From a formal side, importance shrinks with increasing order of derivatives involved. From the empirical side, isoscalar properties are better determined than isovector ones due to the limited extension of known nuclei along isotopic chains. Taking the most important terms delivers a minimal model with only 6 free parameters which provides already the high quality of ground state properties as the final model employing all 11 free parameters of the SHF functional. The further terms above the minimal model serve to optimize further features as, e.g., giant resonance excitations.
7. The impact of the fit data was checked by performing fits with successively omitting a group of data. From the four groups of fit data (binding energy E B , charge r.m.s. radius r rms , charge diffraction radius R diffr , charge surface thickness σ C ), E B is found to be the most decisive one. Fits with E B alone yield already an acceptable model. Adding r rms to the pool of E B comes another step closer to the full fit while considering r rms alone is insufficient. The small drifts of average errors and of predicted observables when adding R diffr and σ C shows that each group pulls the fit into a slightly different direction. This conflict between observables points to a rigidity in modeling the nuclear surface profile which, again, is probably related to the modeling of density dependence.
8. A particularly instructive analyzing tool is the systematic variation of model features, here exemplified by the variation of nuclear matter parameters (NMP). It illustrates the impact of such a parameter on an observable of interest. This allowed to demonstrate the near one-to-one correspondence of NMP and giant resonances in 208 Pb, namely incompressibility K with the giant monopole resonance, isoscalar effective mass m * /m with the giant quadrupole resonance, symmetry energy J with the dipole polarizability α D , and the TRK sum-rule enhancement κ TRK (alias isovector effective mass) with the giant dipole resonance. A much different behaviour is seen for fission barrier and lifetime in the super-heavy nucleus 266 Hs. These observables gather influences from many different parameters and have no prevailing correlation.
9. Ab-initio data are not yet regularly included in the calibration of the SHF functional. As an example for ab-initio input, the neutron gas at very low density was considered. This data point can meanwhile be computed very well with the theory of the correlated Fermi gas (CFG) and it is exclusively determined by long range correlations from zero-sound modes of the gas. It turns out that the standard SHF functional is not able to accommodate this data point from CFG. A new density dependent term must be added to allow an adjustment which then works acceptably well. The extended model allows also to test the effect of an additional density dependence when fitting to the standard pool of data (excluding the CFG point). This fit resolves the conflict between observables discussed under point 7 thus confirming that modeling of density dependence is still an issue.
10. Correlation (or covariance) analysis was exemplified for a small selection of relevant observables covering the four essential groups of response properties, isoscalar static, isoscalar dynamic, isovector static, and isovector dynamic. This confirmed very clearly the one-to-one correspondence between NMP and giant resonance, already worked out under point 8.
Noteworthy is a large block of isovector static observables covering, beside J and α D , the neutron skin, pure neutron matter, and the slope of symmetry energy L. All these relations are rather robust under changing conditions of modeling and selection of fit data.
11. Spin terms in the SHF functional leave still open questions. A part of them is determined by the requirement of Galilean invariance. Other terms can be fixed by the concept of a Skyrme "force". But this setting often leads to principle instabilities in the spin channel. Particularly dangerous are the spin-gradient terms which thus are discarded in all applications. There remains, again, a decision based on empirical data. The case is not yet settled and requires further research.
12. The pairing part of the functional has not been discussed in this paper. Similar as the spin terms, it is also not yet fully explored. The present form is optimized to reproduce the odd-even staggering in isotopic and isotonic chains of semi-magic nuclei and serves to produce well defined ground states for open shell nuclei. Pairing is found to have a large impact on low-lying quadrupole excitations and fission. This may require still a further fine tuning for such processes.
13. As mentioned in point 3, the SHF functional is often successful even in applications beyond pure mean field. Such methods require the energy overlap between different mean field states. These can be evaluated with the SHF functional as long as the different states remain close (Gaussian overlap approximation). However, projection onto good particle number or angular momentum require also overlaps between remote states and the SHF functional in its standard form become inapplicable for this task. New modeling based strictly on a force concept is needed, and underway to resolve this problem.
Altogether, the SHF functional has proven to deliver an extremely useful and reliable reproduction of static and dynamic features of nuclei as far as they are accessible to a mean-field description. One could be highly satisfied with what has been achieved. However, the success shows the capability of SHF and motivates to ask for more. Such more is also highly desirable in view of the the remarkable progress in producing exotic nuclei and of the far extrapolations implied in astro-physical applications (extremely neutron rich isotopes in the r-process, neutron stars, nuclear matter under supernova conditions). Work on further scrutinizing and improving the SHF functional along the lines summarized above is in progress in many research groups around the world.
