Introduction
This paper is divided into five sections and an Appendix. This sec tion provides background information, defines the twist and flip map, and describes a general method of reducing the Poincare map of a second order, square wave forced, differential equation to the double twist and flip map. Sec. 2 presents a proof of the horseshoe1 twist theorem, which is the main result of this paper. Sec. 3 presents some examples of the applications of the horseshoe twist theorem, and Sec. 4 shows how to construct a dissipative transformation from the twist and flip map which is the analogue of the Poincare map of a sec ond order, square-wave forced ODE having a dissipative term. The ex istence of a strange attractor for this dissipative system is illustrated. Sec. 5 shows the relationship of our results to the sinusoidally forced Duffing equation.
The formulae used throughout this paper are derived in the Ap pendix.
Background
The theorem presented in this paper (Sec. 2) was motivated by an analysis of the general Duffing equation with a sinusoidal forcing term which has been studied by many authors, for example see [Gucken- heimer k Holmes, 1983 ]. This equation is:
x + bx + cx + x3 = acos(t)
In an effort to discover the fundamental mechanism for chaos in this equation some simplifications were made which are similar to the analysis in [Tanaka et. al., 1984] where a study of square-wave forced circuits may be found. As a result, the following equation was chosen as the starting point of our analysis:
x + bx + ex + x3 = a sgn(sin(u>*))
where,
, v f 1 if x > 0 sgn(z) =| _x ifx<0 ee [Guckenheimer &Holmes, 1983] for an explanation ofthe Smale horseshoe.
Reasonable physicaland mathematical intuition suggeststhat chaos will be no less prevalent in the square-wave forced equation than in the cosineforced equation. However, the square-wave forced equation offers some significant analytical advantages that we now explain.
Definition of the Twist and Flip Map
In this section and throughout this paper we will use F to denote a flip (a 180 degree rotation about the origin) and T to denote a twist. In this paper2, a two-dimensional twist is defined as a transformation, T, of R2 that has two properties. First, it preserves a continuum of closed curves 3 in the sense that each closed curve is invariant with respect to T (i.e. T(p) £ T, for any p G I\ where V is any member of a continuum of closed curves) and the curves in the continuum are uniquely parameterized by a non-negative scalar, henceforth called the energy. Second, on each integral curve, the angular displacement (in polar coordinates) with respect to the "center", (which need not be the origin) of the curves is eventually4 a decreasing or increasing function of the energy. We note that weincludedecreasing in addition to increasing due to the convention that in polar coordinates the angular velocity is negative rather than positive. What is important is that the sign of the angular velocity not change and that the angular velocity is either increasing or decreasing.
In order to fix these ideas we present the following example: Con sider x + a; 3 = 0 This equation has the first integral x2/2 + rc4/4 = H. In the phase plane this equation describes the family of closed curves y2/2 + x4/4 = 2We stress that in the literature the term twist has a more restricted meaning than we are presentinghere. Our work indicates the need to generalize the present notion of the twist.
3Which may be thought of as integral curves, much like the integral curves defined by a periodic two-degree of freedom Hamiltonian system. 4the term "eventually" used here is for convienence of this paper only. In a forthcomming article this definition will be refined and the term "eventually" will be discarded H. It may be verified that tan(0) = y/x3 provides an orthogonal family of curves to the closed energy curves. Together these two sets of curves provide a new coordinate system that allows us to compute 86/dH. Doing this we find that dO/dH = -6sin2(0)/x2 < 0.
[ FIGURE 1] The simplest example of a twist 5 The system of first order ODEs for which the simple twist (as de fined in Fig. 1 ) and flip is the Poincare map is 
at the times tt/lo.
We may write out the solution of this autonomous vector ODE explicitly:
where r0 =^(x0 -a) 2 
An Example of FT with Dissipation
Althoughthe dissipative case will be treated in a later paper, we present here a closed form Poincare map from a dissipative system related to the twist system for which we will prove our theorem.
This system of first order ODEs is: x = -a(x -a sgn(sin(wr.))) +ctyy/(x -asgn(sin(u;*)))2 +y2 y = -ay -a(x -a sgn(sin(ujt)))yj(x -a sgn(sin(u;i)))2 +y2
The 
We may write out the solution of this autonomous vector ODE explicitly: x(*) = exp(-a*)((x0 -a) cos(r0(exp(-ai) -1)) -y0 sin(r0(exp(-aO -1)) + a y(t) = exp(-ar-)((x0 -a)sin(r0(exp(-a*) -1)) + y0 cos(r0(exp(-a<) -1)))
where we know that r0exp(-oi) = J(x -a)2 + y2. We define Cr to be the circle of radius r centered at (a, 0) and define Dr to be the circle of radius r centered at (-a,0).
Using these definitions we define Gr to be the intersection of Dr and the right half plane {(x, y)\x > 0} and let Hr denote the intersection of Cr and the left half plane. Figure 2 illustrates these two regions which will be important in our proof of the horseshoe twist theorem.
We will use r0 to denote 2u;Int(r/2o;)
We will use D(FT) to denote the derivative of FT.
The derivation of the relevant formulae for FT and its derivative are given in the Appendix.
Throughout all proofs, we will use polar and rectangular coordi nates, depending on which provides the simplest expression within a given proof. For simplicity, we use the abbreviations RHS and LHS to denote the right-hand side and left-hand side, respectively.
[ 
In doing this, it must cross the vertical axis creating either a c-manifold or a homochnic manifold. Thus, assume there are two consecutive hyperbolic fixed points having no period-two point between them. The straight line between these two points is a curve of Lipschitz constant 1 (see lemma 5 and the proof of the stable manifold theorem to seethat this line has Lipschitz constant 1 because it bisects the angle between the stable and unstable manifolds of D(T). Since this is true for every hyperbolic fixed point, the specific fixed point is irrelevant) for each unstable manifold and by lemma 7 and the stable manifold theorem must be mapped, by $ to the RHS of the vertical axis for the top point and to the LHS for the bottom point. Thus, there must be a point, call it Zi, mapped to a point on the vertical axis, call it z2, by $.

That is, $(zi) = z2 where Zi,z2 lie on the same energy curve of T. We have therefore T(zi) = -z2. Now z2 cannot He on the negative vertical axis, otherwise it is fixed by $ contrary to assumption. We conclude that zx = -z2 and thus Z\ must be a period-two point of $.B
Remark: There can be two consecutive fixed points but one of them will be elliptic.
[ FIGURE 4] Lemma 10 Let (0,y) be the rectangular coordinates of a hyperbolic fixed point. Let yx = yjr$ -a2. Then the vertical line between (0,y) and (0,yi) is mapped into the region Gr by $.
Proof: See Fig. 4 
again. We know by the stable manifold theorem that a small arc of this fine near the fixed point is contracted toward the unstable manifold, thus into region Gr. Further, by (1) of lemma 9 if a point on the vertical axis is mapped onto the vertical axis by T it must be either a fixed point or a period-two point. But the period-two points separate the fixed points for all fixed points that
Proof: We will refer to the component pointing into the interior of the circle centered at (a, 0) and passing through the fixed point as the interior component and the component that points outside of this circle
as the exterior component.
By lemma 8 there must be a small arc of the interior component of the unstable manifold, lying in Gr, and lying above the circle ||z-a|| = V(y -^)2 + fl2> for some 6. By lemma 10, 6 can be chosen so that this is mapped into the region Hr by T. This arc must be mapped into the region Gr by F and thus the interior component of the unstable manifold is not mapped onto the exterior component of the unstable manifold for y > 2u>/irM
Remark:Using the stable manifold theorem we can prove that for all hyperbolic fixed points on the negative vertical axis the two com ponents of the unstable manifold are interchanged (fliped) at each it eration. For FT maps in which the partial of the angular velocity with respect to H is negative, the situation is reversed: The hyperbolic fixed points on the positive y-axis are fliped.
Lemma 12 (Boundary) Let S denote the line segment of lemma 10.
(1) An arc of the unstable manifold lies in the region bounded by three curves. The first curve is S, the second is the right hand boundary ofGr (we will call this boundary Br), the third is the curve T~1(S).(Note that T_1 (5) 
p(z) = p(T(z)) = p(PT(z)) = />(R*(z))
Thus, iffor any z on the LHS of the y-axis (x < 0), we have />(R(z)) < />(z), we are done. But this is true by the law of cosines.
Another way to see this is to observe that for two consecutive it erates r2+1 -r2 = 4axm so that the energy increases or decreases depending on whether x is positive or negative. H [FIGURE 6] Lemma 14 Iffor some point z,/o($n(z)) -> r0, then $n(z) converges to a fixed point or it oscillates between a pair ofperiod-two points. 
It is sufficient to show that under these conditions that it is not possible that both T(-z) and T_1(-z) lie on the RHS of the vertical axis.The remainder of this proof is so uneventful and tedious that it is, for the most part, relegated to the appendix.
We use the definitions of appendix A.6 where z = z0. We note from plane geometry that the cords from Zi to -z0 and from z2 to -z0 (as defined in appendix A.6) are representative of the angles they subtend. It is sufficient to show that the length of the cord from z2 to -zo is always greater than that from zx to -z0. This is done in appendix A.6.
[ Conjecture 2 A sufficient condition for the above described manifold to be a c-manifold is that the two curves, Dh and Ch0 intersect.
Returning to the simple twist we have the following special case:
Conjecture 3 A sufficient condition for a manifold of $ to be a cmanifold is that the two circles, (x-a)2-\-y2 = r2, and (x+a)2 + y2 = r2 
Two Examples of the Use the Horseshoe Twist Theorem
We illustrate use of the horseshoe twist with the following two exam ples. Since the computation ofthe trace ofD(FT) at these fixed points is a routine application of our formulas, it is ommited. Again we see that r0 > \c-a\ and that qK < .5(1 H-y/1 -K) so that the unstable manifold at this fixed point is a c-manifold as well and so FT has a horseshoe. 24 
Some Illustrations Using the Twist and Flip Map
In this section we will demonstrate that, apart from its value in un derstanding the structure of the Poincare map of certain non-linear square-wave forced ODEs, the twist and flip map can be particualrly useful in illustrating some fundamental features of non-linear dynamics and chaos. Its advantage over other algorithms is its simplicity, intu itive appeal, ease of computation (it provides about a 100:1 reduction in computer time in producing these illustrations as compared with a conventional numerical technique for solving an ODE).13
All figures are generated on an IBM PC using quick basic. The fixed point is computed by trial and error and does not have to be very accurate due to the compressing and stretching action of FT near the fixed point.
The unstable manifold is produced by iteration of the map FT on 5000 points of a smalllinesegment (length ofabout .1) having the same slope as the unstable manifold for the hyperbolic fixed point, (see our formula for the slope of the unstable manifold at the fixed point) The value of a has been chosen arbitrarily to be 1 and w = tt. The fixed point is at (0,1.95). The slope of the unstable manifold at this point is about -1.176. 
[FIGURES 8-11]
The number of iterations varies for each figure in order to present the most informative illustration. " [Arnold k Avez, 1968] unstable manifold "wrapping" around the elliptic regions. We used 16 iterations of FT.
Twist with Dissipation
As an alternative to the equation of subsection 1.4, we may put dissi pation into the transformation FT directly without knowing the ODE for which FT is the Poincare map. The damped FT map is very useful in generating strange attractors. The only modification needed is for T. The damped twist in this case is defined by These equations show that no matter how small a is, there exist only a finite number of fixed points, (unlike the undamped case) and that all fixed points lie on the LHS of the vertical axis. Further, for relatively small damping factors such as .05 there is only one fixed point. In short, it appears that damping drastically reduces the domain of initial conditions that can lead to chaos.
In Fig. 11 we show a strange attractor generated by the damped twist. We use 100000 iterations with a = 0.1 and A = 3 and a = 1.
The initial conditions are (0,1).
It is possible to obtain a strange attractor for the equation of Sec.1.4. Take u> = t, a = 30, a = .05. However, a general treat ment of these Poincare maps will be presented in a later paper.
Factorization of the Duffing Equation with Sinusoidal Forcing
We illustrate our theory here with the undamped Duffing equation with the forcing term asin(f). The modifications needed to obtain a general theory including damping are obvious.
Consider the equation
y + y3 = asin(t)
We obtain a uniform approximation of sin(z-) by a simple function: The square-wave factorization is a special case of this where n = 1. In order to simplify notation we need a symbol to represent the composition of the Tt-. In particular, we need to indicate the limit of this composition as n -> oo since this limit is the solution of the original ODE at the period of the forcing function, the Poincare map. Also, the ODE over any time interval may be factored into a finite composition such as this. If we take the limit of this composition, it is the solution of the ODE. This composition represents for the non linear ODE an analogue of an integration process, where composition replaces convolution and addition. In the case of linear ODE's this process reduces to the convolution because the general solution is a sum of the homogeneous solution and the particular solution.
We see that the solution is the composition of infinitessimal twists. Note that most of the lemmas proved for the twist carry over to this particular composition of infinitessimal twists.
For lack of a better representation we will define the limit of such a process by the formula: A more elaborate computation shows that the determinant of the D(FT) is 1 everywhere, but we have not used this fact in our proof.
A.5 Eigenvectors and Eigenvalues of D(FT)
The largest eigenvalue of D(FT) is given by the formula: we conclude from this that the slope is given by (tr/2) + 1 slope = -,
yM(tr/2) -1 A.6 Proof of Homoclinic Condition
We define zx as the intersection of the curves Cs and Dr below the origin, and z2 as the intersection of the curve Cs and the positive yaxis. The condition of theorem 1 can be analyzed by considering the difference in the two cords given by ||z2 -Zo||2 -||zi -z0||2)/2 = (x2 + x0(a -c) + y0(|t/i| + y2) -ac)
Where z0 = (x0,2/o), Zi = (xuyi), and z2 = (x2,y2). We observe that the intersection in the first quadrant of the Dr and the curve Cro is given by c = (r2 -r^)/4a. Also, for r0 = r -(r mod(2u>)) we may write r = r0 + pu, if r0 > a, where 0 < p < 1. From these two definitions we may conclude that qc = a,ac = a2/q. To guarantee intersections we must have r%-(c-a)2 > 0. Given this we parameterize x in terms of c by the formula x = sc, where 0 < s < 1. -(s-qf +2(3 +q) -1) ), where a = Kr2/q
In these new parameters, and since y2 > y0, half the difference in the two cords is greater than or equal to <x(s-l)(s + q) + y2 + y0\yi\ (6) First consider the estimate of Eq. 6 given by a((3q -l)s + q(Kq-1)). If q > 1/3 and q < K-1, we are done. If q < 1/3, then we can combine terms to get this estimate to be qK -(q -l)2, which is positive since we assume that an intersection actually exist. Thus, for all 0 < q < K -1, the result follows.
We now consider q > K -1. In this case we have \yi\ > y0, since s + q > 0.5 (The smallest value of K is 3.2).
We add to our estimate the term y% to get the estimate a((5q -l)s -s2 + q(2K -1 -2?))
Since q > K -1, we know that (5$ -l)s -s2 > 0. Thus, if q < K-.5, we are done.
The final improvement in this estimate comes from requiring that yo(yo + M) > ac or yoM > ac-yl. Squaring both sides and sim plifying we get the condition 4ac > c2 + (ac/yQ)2. Substituting our definitions and simplifying we get 4 > l/q + (K/(l -qK)) which is equivalent to the quadratic equation for q:
4K?2 -4? + 1 < 0 From this we conclude q < K(l + \/l -K)/2. This is the best estimate for chaos we have proven so far.
We can show by example that this is the best we can do without considering the value of s. lis> 0.13, and qK > .5(l + x/T^K), then x2 + (a-c)x-ac+2y2 > 0. This follows from the equation
yj((2q -s)s +2(3 +q) -\)(2q -s)s > K+s(l -3K)
33
Where we take K > q > .9K It is possible to show by example that this is as far as we can go with this estimate (take /> = 0.99,n = 3,s = O.l,^= K-0.000001).
We may force a better lower bound on s by requiring that s be large enough that both T and T"1 rotate the point (-x0, -Jfo) into the RHS of the vertical axis. But we have not done this yet. To get the complete result which would prove conjecture 3 must use information about the transformation T. In particular, we must satisfy the two equations: cos(r) = 2(a/r)2 -1, and sin(r) = 2ay/r2, as well as the condition that gaurantees the trace is greater than 2.
These equations should eliminate cases where our lower bound on s fail.
