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This paper discusses nonlinear complementarity problems; its goal is to present a globally
and superlinearly convergent algorithm for the discussed problems. Filter methods are
extensively studied to handle nonlinear complementarity problem. Because of good
numerical results, filter techniques are attached. By means of a filter strategy, we present a
new trust regionmethod based on a conicmodel for nonlinear complementarity problems.
Under a proper condition, the superlinear convergence of the algorithm is established
without the strict complementarity condition.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The nonlinear complementarity problem (NCP), is to find a vector x ∈ Rn, such that
x ≥ 0, F(x) ≥ 0, xTF(x) = 0 (1)
where F : Rn → Rn is assumed to be continuously differentiable.
The nonlinear complementarity problem has many important applications in engineering and equilibrium modeling,
andmany numerical methods are developed to solve nonlinear complementarity problems. We refer the reader to [1–4] for
comprehensive reviews about the basic theory, algorithms and applications of complementarity problems.
In the last years much attention has been devoted to reformulating nonlinear complementarity problems as a system of
nonsmooth equations by using NCP functions. A function φ : Rn → R is called an NCP function if it possesses the following
characterization
φ(a, b) = 0⇔ a ≥ 0, b ≥ 0, and ab = 0.
In this paper, we will use Fischer–Burmeister functions ϕ : R2 → R defined by
ϕ(a, b) :=
√
a2 + b2 − a− b.
This NCP function has been widely used in the context of variational inequalities, nonlinear optimization and nonlinear
complementarity problems [5–13]. By using the functionϕ, NCP can be equivalently reformulated as the systemof nonlinear
equations
Φ(x) = 0
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whereΦ : Rn → Rn is defined by
Φ(x) =
ϕ(x1, F1(x))ϕ(x2, F2(x))· · ·
ϕ(xn, Fn(x))
 .
Then the natural merit function Ψ : Rn → R defined by:
Ψ (x) := 1
2
‖Φ(x)‖2
can be used to globalize the proposed algorithm.
Generally, there are two ways to derive the global convergence of an algorithm: line search strategy and trust region
technique [14]. However, trust region methods are more reliable and more robust than line search methods. Trust region
methods can be applied to ill-conditioned problems and have strong global convergence properties and another advantage
is that there is no need to require the approximate Hessian of the trust region subproblem to be positive definite. Nocedal
and Yuan [18] show that a trust region trial step is always a descent direction for any approximate Hessian.
We will use the following smooth approximation for the Fischer–Burmeister function:
ϕε(a, b) :=
√
a2 + b2 + 2ε − a− b, ε > 0.
The corresponding smooth operatorΦε : Rn → Rn is defined by
Φε(x) =
ϕε(x1, F1(x))ϕε(x2, F2(x))· · ·
ϕε(xn, Fn(x))
 .
Denote
Ψε(x) := 12‖Φε(x)‖
2.
Then NCP can be approximated by the following nonlinear least square problems,
min
x∈Rn
Ψε(x). (2)
By the above discussion, we have that when ε→ 0 the problem (2) is equivalent to NCP.
The conicmodelmethod for unconstrained optimizationwas first studied in [19]. Sorensen [20] publisheddetailed results
on a class of conic model method and proved that a particular member of this class has the Q-superlinear convergence.
Sheng [21] further studied the interpolation properties of the conic model method. A typical conic model for unconstrained
optimization minx∈Rn f (x) is
Ck(s) := g
T
k s
1− hTks
+ 1
2
sTBks
(1− hTks)2
where Ck(s) is called conic model which is an approximation to f (xk + s) − f (xk), gk is the gradient of f at xk, Bk is an
approximate Hessian of f at xk. The vector hk is the associated vector for the conic model in the k-th iteration, and it is
normally called the horizontal vector. If hk = 0, the conic model reduces to a quadratic model. It is believed that combining
trust region techniques with a conic model would be appealing and the unboundness of the conic function would be
efficiently controlled by the trust region [22–26]. Yang and Sun’s method in [25] shows that the conic model methods are
more competitive compared with the method based on a quadratic model.
Fletcher and Leyyer [16] proposed a filter method without a penalty function in 2002. Filter methods have several
advantages over penalty function methods [27,28]. A penalty parameter estimate, which could be problematic to obtain,
is not required. The promising numerical results led to a growing interest in filter methods in recent years.
In this paper, we combine the advantage of a trust region based on the conic model and filter method and propose a new
conic trust region filter method for solving NCP. We have never seen this method in other paper.
This paper is organized as follows. In the next section, we introduce preliminary knowledge. In Section 3, we describe the
algorithm for solving NCP and prove that it is well defined. In Section 4, the global convergence is established. In Section 5,
superlinear convergence is proved in the absence of strict complementarity.
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2. Preliminaries
2.1. The characteristics of an NCP function
We show several characteristics of an NCP function in [6].
Let G : Rn → Rn be locally Lipschitz continuous. According to Rademacher’s theorem, G is differentiable almost
everywhere. Let DG be the set where G is differentiable. The B-differential of G at x ∈ Rn is defined by
∂BG(x) :=
{
H ∈ Rn×n|H = lim
xk→x,xk∈DG
G′(xk)
}
. (3)
The generalized Jacobian of G at x in the sense of Clarke is defined by
∂G(x) = conv∂BG(x).
Simultaneity, the C-differential of G at x ∈ Rn is defined by [15]
∂CG(x)T := ∂G1(x)× ∂G2(x)× · · · × ∂Gn(x).
Lemma 2.1. For all x ∈ Rn and ε > 0, we have
‖Φ(x)− Φε(x)‖ ≤ κ√ε
where κ = √2n.
Lemma 2.2. Let x ∈ Rn be arbitrary but fixed. Assume that x is not a solution of NCP. Let us define the constants
γ (x) := max
i∈¯β(x)
{‖xiei + Fi(x)∇Fi(x)‖}
and
α(x) := max
i∈¯β(x)
{x2i + Fi(x)2}
where β(x) := {i|xi = Fi(x) = 0}. Let δ > 0 be given, and define
ε¯(x, δ) :=

1, if
nγ 2(x)
δ2
− α(x) ≤ 0
α2(x)
2
· δ
2
nγ 2(x)− δ2α(x) , otherwise.
Then
dist(Φ ′ε(x), ΦC (x)) ≤ δ
for all ε such that 0 < ε ≤ ε¯(x, δ).
2.2. Filter technique
In this work, filter methods are utilized to deal with the NCP. In the filter method, at each step, after a subproblem is
solved, the filter criterion is employed to determine whether to accept the trial point or not. To give the subproblem, (1) is
described as another equivalent form. To handle (1), the NCP is described as the following optimization programme:
min m(x) = ‖xTF(x)‖22 (4)
s.t F(x) ≥ 0
x ≥ 0.
The algorithm is proposed, which are based on (4) to tackle (1). For convenience, we denote
mk(sk) = ‖(xk + sk)TF(xk + sk)‖22.
Filter approaches are introduced as follows. A filtermethodwas initially put forward by Fletcher and Leyffer in 2002 [16].
Filter strategies do very well to balance the objective function and constraint conditions. Because of good numerical results,
filter methods have been combined with trust region approaches, SQP techniques, pattern search method, interior point
strategy and composite-like step methods.
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In an optimization approach, we hope to find a satisfying point, which relates not only to objective function but also to
constraint conditions. Two functions related close to constraint conditions and objective function are thus given as follows
l(x) = ‖[F(x)]−‖∞
p(x) = ‖xTF(x)‖22 + σ l(x) (5)
where [Fi(x)]− = max{0,−Fi(x)}, σ is a constant. Moreover, x ≥ 0 is always satisfied.
At the kth point, if a new point xk + sk is obtained, a filter rule to judge xk + sk is presented. Certainly, we hope that
p(xk+ sk) < p(xi) or l(xk+ sk) < l(xi)where i ∈ Fk andFk is a set consist of ‘‘good’’ point. To obtain the convergent results,
the strong conditions are required
either l(xk) ≤ βl(xi) or p(xk) ≤ −γ l(xk)+ p(xi) (6)
where i ∈ Fk and 1 > β > γ > 0 are two constants. Certainly, whether a point is accepted by the filter is related to when
is it generated. The filter is based on (6). xk+ sk is accepted by the filter if (6) is satisfied for all i ∈ Fk. Then let xk+1 = xk+ sk
and updateF . For convenience, denote
Dk = {i|li ≥ lk, pi ≥ pk, i ∈ Fk−1}
then
Fk = Fk−1 ∪ {k} \ Dk.
We point out that the function of p(x) in this paper is different from those in the other papers. The choice of r is flexible.
With suitable σ < 0, the Maratos effect can be overcome because the acceptable criterion is relaxed.
3. Algorithm
In this section, we give a smoothing conic trust region filter for the NCP. Define the conic model:
Ck(s) := 12
∥∥∥∥Φεk(xk)+ ∇Φεk(xk)Ts1− hTk s
∥∥∥∥2
= Ψεk(xk)+
∇Ψεk(xk)Ts
1− hTk s
+ s
T∇Φεk(xk)∇Φεk(xk)Ts
2(1− hTk s)2
. (7)
Then the trial step sk will be obtained by solving the following conic trust region subproblem,
min{Ck(s)| ‖s‖ ≤ ∆k} (8)
where∆k is called the trust region radius.
Let sk be the solution of the subproblem (8). The actual reduction of the objective function is defined:
aredk(sk) := Ψεk(xk)− Ψεk(xk + sk) (9)
and the reduction predicted by the conic model:
predk(sk) := Ck(0)− Ck(s)
= −∇Ψεk(xk)
Ts
1− hTk s
− s
T∇Φεk(xk)∇Φεk(xk)Ts
2(1− hTk s)2
. (10)
Algorithm 3.1 (The Smoothing Conic Trust Region Filter Algorithm for the NCP). Step 0: Choose positive constants
c1, c2, c3, c4, α1, α2, η1, η2, β, σ , ν, γ , µ,∆0,∆min, satisfying c2 < 1 < c1, c3 < 1 < c4, 0 < α1, α2, η1, η2 < 1, γ ∈
(0, 12 ), β ∈ ( 12 , 1). Choose an initial point x0 ∈ X . Set β0 = ‖Φ(x0)‖, Γ0 = (1 + µ)β0, κ =
√
2n, ε0 = ( µ2Γ0κ β20 ), and
k := 0,F = {x0}.
Step 1: Calculate lIk, p
I
k, p
F
k ;
Step 2: Compute the solution sk ∈ Rn of the subproblem
min Ck(s)
s.t. ‖s‖ ≤ ∆k. (11)
Step 3: If ck = 0 and lk > 0 or (11) has no solution, then use Restoration Algorithm, update lIk, xk = xrk, go to step 2. If sk = 0
and lk = 0, stop;
Step 4: Calculate
rk = aredk(sk)predk(sk)
.
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If rk ≤ c2, then∆k+1 = c3∆k, xk+1 = xk, go to step 2.
if rk ≥ c1, then∆k+1 = c4∆k, xk+1 = xk, go to step 2.
If xk(∆k) = xk + sk is not accepted by the filter, then∆k+1 = min{∆min, c3∆k}, xk = xrk, go to step 2.
If l(xk) ≥ ∆kmin{ η2, α1∆α2k }, then use the Restoration Algorithm, go to step 2.
Step 5: If
‖Φ(xk)‖ ≤ max{η1βk, µ−1‖Φ(xk(∆k))− Φεk(xk(∆k))‖}
then set
βk+1 = ‖Φ(xk(∆k))‖
and choose εk+1 such that
0 < εk+1 ≤ min
{(
µ
2Γ0κ
β2k+1
)2
,
εk
4
, ε¯(xk(∆k), νβk+1)
}
,
where ε¯(·) is defined in Lemma 2.2, otherwise, let
βk+1 = βk, εk+1 = εk.
Step 6: xk+1 = xk(∆k) is accepted by the filter
pk+1 = p(xk(∆k)), lk+1 = l(xk(∆k)).
Move out the points dominated by (pk+1, lk+1) from the filter, let∆k+1 = max{∆min, c4∆k}.
Step 7: If l(xk+1) ≤ ∆k+1min{η2, α1∆α2k+1}, then let k := k+1, go to step 1. Otherwise, let k := k+1, and use the restoration
algorithm, obtaining a point accepted by the filter, go to step 2.
Algorithm 3.2 (Restoration Algorithm). Step 0: Let x0k = xk,∆0k = ∆k, j := 0.
Step 1: If l(xjk) ≤ η2min{lIk, α(∆jk+1)2} and xjk is accepted by the filter, then∆j+1k = max{∆min, c4∆jk}, xrk = xjk, stop.
Step 2: Compute
minΨ jk(s) = l(xjk)− ‖[F(xjk)+∇F(xjk)Ts]−‖
s.t. ‖s‖ ≤ ∆jk (12)
get skj .
Step 3: Calculate
r jk =
l(xjk)− l(xjk + sjk)
Ψ
j
k(s
j
k)
.
If r jk ≤ c2, then∆j+1k = c3∆jk, xj+1k = xjk, j := j+ 1, go to step 2.
If r jk ≥ c1, then∆j+1k = c4∆jk, xj+1k = xjk, j := j+ 1, go to step 2.
Step 4: Otherwise, let∆j+1k = max{∆min, c3∆jk}, xj+1k = xjk + sjk, j := j+ 1, go to step 1.
Remark 1. (i) For the trust-region-based methods, the main computation is spent in solving the trust-region subproblem.
It is well known that the trust-region subproblem has been a popular research topic since 1980s and numerous algorithms
have been proposed. Recently, for solving the subproblem (8) an efficient approximate Algorithm 4.1 of [22] has been
proposed. In this paper, we will use this algorithm to solve the conic trust-region subproblem (8).
(ii) The method for generating hk+1 can be seen, for example, in [19,25,26]. In this paper, we will use the methods
presented in [25,26] to generate hk+1,
hk+1 := (1− γ )∇Ψεk(xk)∇Ψεk(xk)Tsk
(13)
where
γk := Ψεk(xk)− Ψεk+1(xk+1)+ ρk−∇Ψεk(xk)Tsk
and
ρk :=
√
(Ψεk(xk)− Ψεk+1(xk+1))2 − (∇Ψεk+1(xk+1)Tsk+1)(∇Ψεk(xk)Tsk).
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The conditions that we assume for proving global convergence are that
∀k, ∃δ ∈ (0, 1): ‖hk‖∆k ≤ δ (14)
which ensures that the conicmodel function Ck(s) is bounded over the trust region {s| ‖s‖ ≤ ∆k}. Wewould like to point out
that our algorithm reduces to a quadratic model based algorithm if hk = 0 for all k. Note that, under the assumption taken
in this paper, the objective function is locally convex quadratic around a local minimizer. It means that choosing hk ' 0
asymptotically is suitable when xk is near the minimizer. This idea was also used in the recent literature [23,24].
(iii) Define the index set
ℵ : = {0} ∪ {k|‖Φ(xk+1)‖ ≤ max{η1βk, µ−1‖Φ(xk+1)− Φεk(xk+1)‖}}
= {k0 = 0 < k1 < k2 < · · ·}. (15)
Definition 3.1. The mapping F is a P0 function, i.e., for every x 6= y ∈ Rn, there exists an index i ∈ {1, 2, . . . , n} such that
max
i:xi 6=yi
(xi − yi)[Fi(x)− Fi(y)] ≥ 0.
Correspondingly, we define the P0-matrix. The gradient of P0-matrix.M ∈ Rn×n is said to be a P0-matrix if all the principal
minors are nonnegative.
Proposition 3.1. By Lemma 2.1 and step 5 of Algorithm 3.1, it is to deduce that
‖Φ(xk)− Φεk(xk)‖ < µ‖Φ(xk)‖, ∀k. (16)
Theorem 3.1. Suppose that F is a P0 function and (14) holds. Then there exists a positive constant δ1 such that
predk(sk) ≥ δ1‖∇Ψεk(xk)‖min
[
∆k,
‖∇Ψεk(xk)‖
‖∇Φεk(xk)‖2
]
(17)
for all k, where sk is the solution to (11).
Proof. For simplicity, we denote
gk := ∇Ψεk(xk), Bk := ∇Φεk(xk)∇Φεk(xk)T
in all proofs of the paper. First, we let
sk(t) = −tgk
where t ∈ [0, ∆k‖gk‖ ] such that sk(t) is feasible to (8). So, according to the definitions of sk and sk(t), we have
Ψεk(xk)− Ck(sk) ≥ Ψεk(xk)− Ck(sk(t))
for all t ∈ [0, ∆k‖gk‖ ]. By using the Cauchy–Schwartz inequality, we have
Ψεk(xk)− Ck(sk(t)) ≥ t
‖gk‖2
1+ σ −
t2
2
gTk Bkgk
(1− σ)2
≥ ‖gk‖
2
2(1+ σ)
(
2t − t2 1+ σ
(1− σ)2 ‖Bk‖
)
(18)
for all t ∈ [0, ∆k‖gk‖ ]. By computation, we have that
max
t∈[0, ∆k‖gk‖ ]
(
2t − t2 1+ σ
(1− σ)2 ‖Bk‖
)
≥ min
[
∆k
‖gk‖ ,
(1− σ)2
1+ σ
1
‖Bk‖
]
. (19)
Therefore the theorem follows from (18) and (19) with
δ1 = (1− σ)
2
2(1+ σ)2 . 
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4. Global convergence
The analysis of the algorithm is based on the following standard assumptions. Further, to obtain the convergence, the
sufficient reduction plays a crucial role throughout:
Assumption 4.1. (i) The set {xk} ∈ X is nonempty and bounded.
(ii) The function F(x) is twice continuously differentiable on an open set containing X .
(iii) When solving (12), we have
− Ψ jk(s) = l(xjk)− ‖[F(xjk)+∇F(xjk)Ts]−‖ ≥ β2min{l(xjk),∆jk} (20)
where β2 > 0 is a constant.
(iv) The matrix sequence {Bk} is bounded.
(v) The restoration algorithm has a solution satisfying ‖srk‖ ≤ τ0lk.
Remark 2. Assumptions (i) and (ii) are the standard assumptions. (iii) is the sufficient reduction condition, which is a very
weak condition because the Cauchy step satisfies this condition. It is regarded as a condition in this paper. In a trust region
method, (iii) guarantees global convergence. (iv) plays an important role to obtain the convergent results. But it has minor
effects on the local convergent rate. The following results are based on Assumption 4.1.
Analyzing the restoration algorithm, we obtain
Lemma 4.1. The restoration algorithm terminates finitely under Assumption 4.1.
Proof. If ljk → 0, the conclusion is correct by step 1 of Algorithm 3.2. We show it by contradiction. Assume the restoration
algorithm does not terminate finitely. Now, we consider, when ∀j, ∃ε > 0 and ljk > ε. Note
K =
{
j|r jk =
l(xjk)− l(xjk + djk)
l(xjk)− ‖[F(xjk)+∇F(xjk)Td]−‖
> η2 > 0
}
.
From the above set K and (3) of Assumption 4.1, we have
∞ >
∞∑
j=1
(l(xjk)− l(xjk + sjk)) ≥
∑
j∈K
(l(xjk)− l(xjk + sjk))
=
∑
j∈K
l(xjk)− l(xjk + sjk)
l(xjk)− ‖[F(xjk)+∇F(xjk)Td]−‖
{l(xjk)− ‖[F(xjk)+∇F(xjk)Td]−‖}
=
∑
j∈K
r jk{l(xjk)− ‖[F(xjk)+∇F(xjk)Td]−‖} ≥
∑
j∈K
η2β2min{l(xjk),∆jk}. (21)
So we have
∑
k∈K ∆
j
k <∞.
Because of terminating infinitely, ∀j ∈ K , we have ∆jk → 0. Thus, the radius ∆jk of trust region could not decrease,
i.e.∆j+1k ≥ ∆jk. It is contrast to the assumption. Consequently, the result holds and the proof is complete. 
Lemma 4.2. Every new iteration xk+1 6= xk is acceptable to the filter set F .
Proof. From Algorithm 3.1, a new iteration is produced in steps 6 or 7. In both cases, xk+1 is accepted by the filter F . The
result therefore holds and the proof is complete. 
Theorem 4.1. Under Assumption 4.1, suppose there are infinitely many points added to the filter. Then
lim
k→∞ l(xk) = 0
otherwise
l(xk) = 0.
Proof. We first consider the case that there are infinitely many points added to the filter. If the theorem is not true, there
would have been infinite components in K1, which is defined as follows:
K1 = {k|lk > ε}.
By Assumption 4.1, without loss of generality, we assume that |pk| < M for all k, where M is a positive constant. Then we
analyze with two cases.
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Fig. 1. Schematic diagram and coordinate system.
(i) If mini∈K1{pi} exists, let pkc = mini∈K1{pi}. And pkc is the corresponding value related to (5). Then according to the
definition of the filter (6), the other components which lie behind xkc in the filter, satisfy
lk ≤ lkc and pk ≥ pkc .
Then, the points which enter the filter behind xkc can be covered with a square, whose area is no more than 2Mpk. We
consider that the area lies to the south-west of the filter in the square. When a new point xkc enters the filter, the next point
xkc+1 should lie south-west of the points in the filterFkc , andFkc+1 in the square is smaller than that ofFkc . Therefore, we
think that the area is reduced if a new point enters the filter. If a new point enters K1 of the filter, the area of this square,
more than (1−β)γ ε2, will be reduced.When a point is added to the filter, its l is less than (1−β)ε of every point which lies
to the right of this point, its p is less than γ ε of every point which lies below this point. Therefore, the area of this square,
more than (1 − β)γ ε2, will be reduced. See. Fig. 1, there is a symbol ‘xn’ inside this area which is reduced. Thus, the area
will be reduced to 0 after finite times. When the area is zero, it means that a point cannot enter K1, which is in contradiction
with the infiniteness of K1.
(ii) If mini∈K1{pi} does not exist, from the conditions of the lemma, let pkc = infi∈K1{pi}. By the definition of inf, there
exists pkc ≥ pk and pkc ≤ pk + γ ε. Then according to the definition of the filter (6), the other components, which lie behind
xkc in the filter, satisfy
lk ≤ lkc and pk ≥ pkc − γ ε.
Using the same techniques as that in (i), the result is acquired. Thus, the conclusion is obtained. When there are finitely
many points added to the filter, directly by Algorithm 3.1, the conclusion l(xk) = 0 is obtained. 
Lemma 4.3 ([17]). If the (k+ j)th step relates to restoration algorithm, j is large enough and∆k → 0, then,
α1∆
1+α2
k+j ≤ lk+j ≤ 4α1∆1+α2k+j . (22)
Similar to [27], the global convergence theorem concerns Kuhn–Tucker (K–T) necessary conditions under a
Mangasarian–Fromowitz constraint qualification (MFCQ). This is an extended form of Fritz–John conditions for a problem
that includes equality constraints. Without loss of generality, assume that ‖∇Fi‖ ≤ M, ‖∇2Fi‖ ≤ M2 for all x ∈ Rn and
i = 1, 2, . . . , n. When∆k is small enough, from Taylor expansion, there is
Fi(xk(∆k)) = Fi(xk)+ ATi sk +
1
2
(sk)T∇2Fi(xk + θ(xk(∆k)− xk))sk
where θ ∈ (0, 1),then
l(xk(∆k)) ≤ 12n
2M2∆2k . (23)
Theorem 4.2. Let Assumption 4.1 hold and x0 ∈ X be a feasible point of problem (4) at which an MFCQ holds, but which is not a
KT point. Then there exists a neighborhood N0 of x0 and positive constants ξ1, ξ2, ξ3 such that for all x ∈ N0 ∩ X and all ∆k for
which
ξ2l(c(x)) ≤ ∆k ≤ ξ3
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it follows that (18) has a feasible solution s at which the predicted reduction satisfies
−Ψ ∗k (s) ≥
1
3
ξ1∆k.
If ∆k ≤ (1− η3)ξ1/3nM2, then
n∑
i=1
[(xk)2i F 2i (xk)− (xk + sk)2i F 2i (xk + sk)] ≥ −η3Ψ ∗k (s).
Proof. Similar to Lemma 4 and 5 in [27], the result can be immediately obtained. Follow (23) or Lemma 4 in [27], if lk > 0
and∆k ≤
√
2βlk
n2M2
, then l(xk + s) ≤ βlk. 
Lemma 4.4 ([17]). Under conditions of Theorem 4.2
(i) If infinitely many points enter into the filter, then there are only finitely many points related with restoration algorithm.
(ii) If there are infinitely many points related with restoration algorithm. Then
lim
k→∞∆k = 0.
Theorem 4.3. Let Assumption 4.1 hold and let the sequence xk ∈ X converges to feasible point of problem (4) at which an MFCQ
holds. Then {xk} has an accumulation which is K–T point of (4).
Proof. If Algorithm 3.1 terminates finitely, the result holds apparently. Nowwe assume Algorithm 3.1 terminates infinitely.
From Theorem 4.1 and above analysis, there would exist an integer k0 such that lk < ε2 (ε2 is small enough), mk(xk) −
mk(xk + s) ≥ η[Ψ ∗k (0)− Ψ ∗k (d)] for all k > k0. Furthermore, from Lemma 4.2, when k > k0, the restoration algorithm does
not appear. For convenience, we denote
K2 = {k|k > k0,mk(xk)−mk(xk + s) ≥ η[Ψ ∗k (0)− Ψ ∗k (s)]}.
Moreover, from (5) Theorem 4.2 and Assumption 4.1, there exists
+∞ >
∑
K2
[p(xk)− p(xk+1)] ≥
∑
K2
[−η3Ψ ∗k (s)+ σ(lk − lk+1)] ≥
∑
K2
[
1
3
η3ε1∆k + σβ2min{lk,∆k}
]
.
Consequently, limk→∞∆k = 0 for k ∈ K2 because lk < ε2. There thus exists∆k for sufficiently large k such that
∆
−α2
k >
6
η3ε1α1
(σ +max{1− β, γ })
where 2α1∆
1+α2
k ≥ l(xk(∆k)). Now we consider the next trial step xk(∆k). From the above analysis, p(xk) is monotonous
descending, and
p(xk)− p(xk+1) ≥ 13η3ε1∆k − σ(lk − l(xk(∆k))) =
1
3
η3ε1∆
−α2
k ∆
1+α2
k − σ(lk − l(xk(∆k)))
≥ (σ +max{1− β, γ })2α1∆1+α2k + σ lk ≥ max{1− β, γ }l(xk(∆k)).
It satisfies (6). This implies that xk(∆k)will be accepted by the filter. Therefore, when∆k is small enough and k > k0, by step
6 of Algorithm 3.1,∆k will be non-descending. This is a contradiction. The result thus holds and the proof is complete. 
Consequently, we have
Theorem 4.4 ([28]). Under assumption of Theorem 4.3, the algorithm termites finitely, or has an accumulation point which is
the solution of (1) of a local infeasibility point.
Lemma 4.5. We give the definition of P0 matrix from Definition 3.1.
P0-matrix has the following properties. If M ∈ Rn×n, the following two statements are equivalent:
(1) M is a P0-matrix
(2) ∀x ∈ Rn, xi(Mxi) ≥ 0.
Theorem 4.5 ([17]). If F is a P0 function, then x∗ is a global minimum if and only if it is a K–T point.
Lemma 4.6. ∇Φε(x) is nonsingular for all x ∈ Rn and ε > 0, if F is a P0-function.
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Theorem 4.6. If F is a P0 function, then the sequence {xk} generated by Algorithm 3.1 remains in the level set
L0 := {x ∈ Rn|Ψ (x) ≤ (1+ µ)2Ψ (x0)}.
Proof. Let k be an arbitrary nonnegative integer, and let kj be the largest number in ℵ defined as (15) such that kj ≤ k. Then
it is easy to deduce from step 2 and step 5 that
εk = εkj , βk = βkj , as kj ≤ k < kj+1
and
‖Φεk(xk)‖ ≤ ‖Φεkj (xk)‖, as kj ≤ k < kj+1. (24)
Set
Uj := {x ∈ Rn| ‖Φεk(xk)‖ ≤ ‖Φεkj (xk)‖}.
Because k is an arbitrary integer and xk ∈ Uj, so the conclusion sufficiently follows from Uj ⊆ L0.
Next by introduction, we will prove
Uj ⊆ L0, ∀j ≥ 0. (25)
In view of Lemma 2.1, we deduce that ∀x ∈ Uj
‖Φ(x)‖ ≤ ‖Φεkj (xk)‖ + κ
√
εkj
≤ ‖Φεkj (xkj)‖ + κ
√
εkj
≤ ‖Φ(xkj)‖ + 2κ
√
εkj
≤ βkj + κ
√
εkj . (26)
If j = 0, then by (26), we have
‖Φ(x)‖ ≤ ‖Φ(x0)‖ + 2κ√ε0
≤ (1+ µ)‖Φ(x0)‖, ∀x ∈ U0. (27)
This provides U0 ∈ L0. 
Suppose Uj−1 ⊆ L0 for some j > 0. Then xkj−1 ∈ L0 and hence βkj−1 ≤ Γ0. Set
ℵ1 := {k ∈ ℵ|η1βk−1 ≥ µ−1‖(Φ(xk)− Φεk−1(xk))‖}
ℵ2 := {k ∈ ℵ|η1βk−1 < µ−1‖(Φ(xk)− Φεk−1(xk))‖}.
It follows from step 5 of Algorithm 3.1 and Lemma 2.1 that
βkj ≤ η1βkj−1 = η1βkj−1 , if kj ∈ ℵ1
or
βkj ≤
κ
µ
√
εkj−1 =
κ
µ
√
εkj−1 ≤
1
2C0
β2kj−1 ≤
1
2
β2kj−1, if kj ∈ ℵ2. (28)
This implies
βkj ≤ δ4βkj−1, ∀kj ∈ ℵ (29)
where δ4 = max{1/2, η1}. Moreover, we have
εkj ≤
1
4
εkj−1 =
1
4
εkj−1 , ∀kj ∈ ℵ. (30)
From (29) and (30), we deduce that for j > 0,
βkj ≤ δj4β0 = δj4‖Φ(x0)‖
and
εkj ≤
1
4j
ε0 ≤ µ
2
4j+1(Γ0κ)2
‖Φ(x0)‖4 ≤ µ
2
4j+1κ2
‖Φ(x0)‖2.
Combining with (26), we have
‖Φ(x)‖ ≤ δj4‖Φ(x0)‖ +
µ
2j
‖Φ(x0)‖ ≤ δj4(1+ µ)‖Φ(x0)‖, ∀x ∈ Uj
which implies Uj ⊆ L0. Hence (25) is proved. So the theorem is true.
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It follows from [12] that: If F is a P0 function or, more generally, an R0-function then the level set L0 as defined in the
above theorem is compact.
Based on the above theorems, we have the following conclusion.
Theorem 4.7. Let {xk} be s sequence generated by Algorithm 3.1 and assume F is a P0 function. If there exists at least an
accumulation point in the sequence {xk}, then the index set ℵ defined by (15) is infinite, and
lim
k→∞ εk = 0, limk→0Φ(xk) = 0, limk→0Φεk(xk) = 0.
Proof. First we prove that the set ℵ is infinite. By contradiction, assume that ℵ is finite. Let k¯ be the largest number in ℵ.
Then for all k ≥ k¯, εk = εk¯, and βk = βk¯. Denote
ε¯ := εk¯, β¯ := βk¯ and φ(x) := Φ(x)− Φε¯(x).
Then ∀k > k¯,
‖Φ(xk)‖ > max{η1β¯, µ−1‖φ(x)‖}. (31)
We claim that there at least exists an accumulation x¯ ∈ L0 of {xk} such that
∇Ψε¯(x¯) = 0. (32)
By contradiction, suppose that
lim
k→∞ inf ‖∇Ψε¯(xk)‖ > 0, limk→∞ inf
‖∇Ψε¯(xk)‖
‖∇Φε¯(xk)‖2 > 0. (33)
From Step 4 in Algorithm 3.1 and (17), we have∑
k∈ℵ¯
‖∇Ψε¯(xk)‖min
{
∆k,
‖∇Ψε¯(xk)‖
‖∇Φε¯(xk)‖2
}
<∞
where ℵ¯ := {k ∈ ℵ|rk > c2}. This shows∑
k∈ℵ¯
∆k <∞ (34)
which implies
lim
k→∞∆k = 0 and limk→∞ xk = x¯.
Therefore, from (17), as long as k is sufficiently large, we have
Ψε¯(xk)− Ck(sk) ≥ ∆k2 ‖∇Ψε¯(xk)‖.
Thus we deduce
‖rk − 1‖ = |Ψε¯(xk + sk)− Ck(sk)||Ψε¯(xk)− Ck(sk)|
≤ o(‖sk‖)
2
|Ψε¯(xk)− Ck(sk)|
≤ o(‖sk‖)
2
∆k
2 ‖∇Ψε¯(xk)‖
→ 0 (35)
which means rk > c2 for all k sufficiently large. From step 4 in Algorithm 3.1 and (17), when k is sufficiently large, we have
∆k+1 = c4∆k ≥ ∆k.
This contradicts (34). Therefore (32) holds. 
On the other hand, assume that subsequence {xk}k∈ℵˇ converges to x¯. In view of Proposition 4.1 and (32), we have
{Φε¯(xk)}k∈ℵˇ → Φε¯(x¯) = 0
and hence there exists kˇ ≥ k¯ such that for all k ∈ ℵˇwith k ≥ kˇ,
‖Φε¯(xk)‖ ≤ (1− µ)η1β¯.
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It follows from the above expression that for all k ∈ ℵˇwith k ≥ kˇ
‖Φε¯(xk)‖ ≤ (1− µ)‖Φ(xk)‖
≤ (1− µ)(‖Φε¯(xk)‖ + ‖φ(xk)‖) (36)
i.e.
‖Φε¯(xk)‖ < (µ−1 − 1)‖φ(xk)‖.
Therefore, we get
‖Φ(xk)‖ ≤ ‖Φε¯(xk)‖ + ‖φ(xk)‖ < µ−1‖φ(xk)‖, as k ∈ ℵˇ k ≥ kˇ.
This contradicts (31). Hence the set ℵ is infinite.
Next, {εk} → 0 follows immediately from the updating rule of εk and the fact that the set ℵ is infinite. Moreover, by the
proof of Theorem 4.6, we deduce
‖Φ(xk)‖ ≤ δj4(1+ µ)‖Φ(x0)‖, as kj ≤ k < kj+1. (37)
Since the set ℵ is infinite, it follows from Theorem 4.6 and (37) that
lim
k→0Φ(xk) = 0, limk→0Φεk(xk) = 0.
As a consequence of the above theorem, we get the following global convergence result.
Theorem 4.8. Assume that F is a P0 function and (17) holds. Let {xk} be a sequence generated by Algorithm 3.1. Then every
accumulation point of the sequence {xk} is a solution of an NCP.
5. Local convergence
This section will be devoted to analyzing the local convergence of Algorithm 3.1. To this end, we first introduce the
concept of R-regularity, which has been widely used in the analysis of nonlinear complementarity problems. Then we show
that the index setℵ defined by (15) is infinite and contains infinitely many indices obtained by successful iterations. Finally,
we prove that under mild conditions, the whose sequence {xk} converges to some solution of an NCP and eventually the
trust region radius in subproblem (12) is inactive so that the convergence rate is superlinear.
Let x¯ be a solution of an NCP. Define the following index sets associated with x¯:
α := {i|x¯i > 0, Fi(x¯) = 0} (38)
β := {i|x¯i = 0, Fi(x¯) = 0} (39)
γ := {i|x¯i = 0, Fi(x¯) > 0}. (40)
An NCP is said to be R-regular at the solution x¯ if ∇Fαα(x¯) in
Definition 5.1.(∇Fαα(x¯) ∇Fαβ(x¯)
∇Fβα(x¯) ∇Fββ(x¯)
)
is a P-matrix (i.e., all principal minors are positive).
Definition 5.2. R-regularity is equivalent to Robinson’s strong regularity. For J ⊂ β , set
M(J) :=
(∇Fαα(x¯) ∇FαJ(x¯)
∇FJα(x¯) ∇FJJ(x¯)
)
.
The following conclusions can be seen in [6] and [8], and will be used to analyze the local convergence properties.
Lemma 5.1. Suppose x¯ be a solution of an NCP. Then the NCP is R-regular at x¯ if and only if for all J ⊂ β , the determinant of M(J)
is nonzero and has the same sign.
Lemma 5.2. Suppose x¯ be a solution of an NCP. Then every matrix in ∂CΦ(x¯) is nonsingular.
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Lemma 5.3. Let G : Rn → Rn be locally Lipschitzian and x∗ ∈ RnwithG(x∗) = 0 such that all elements in ∂G(x∗) are nonsingular,
and assume that there are two sequences {xk ⊂ Rn} and {sk} ⊂ Rn with
lim
k→∞ xk = x
∗ and ‖xk + sk − x∗‖ = o(‖xk − x∗‖).
Then
‖G(xk + sk)‖ = o(‖G(xk)‖).
We now define the subset of index set ℵ obtained by successful iterations
ℵˇ := {k ∈ ℵ|rk−1 > c2}. (41)
In the next theoremwewill prove that the set ℵˇ is also infinite if the setℵ is infinite. This means the setℵ contains infinitely
many indices obtained by successful iterations.
Theorem 5.4. If the index ℵ is infinite, then its subset ℵˇ is also infinite.
Proof. Suppose that the assertion does not hold. Then there exists an index k¯ ∈ ℵ such that for all k ∈ ℵ with k ≥ k¯, we
have rk−1 ≤ c2. This shows that for all k ∈ ℵwith k ≥ k¯,
xk = xk−1 (42)
and
‖Φ(xk)‖ ≤ max{η1βk−1, µ−1‖Φ(xk)− Φεk−1(xk)‖}. (43)
We may prove k − 1 ∈ ℵ. Suppose k − 1 ¯∈ ℵ. Then βk−1 = βk−2 and εk−1 = εk−2. Combining with (42) and (43), we
deduce k− 1 ∈ ℵ, a contradiction.
Repeating the above process and noting that the set ℵ is infinite, we actually deduce
{k = 0, 1, 2, . . . , |k ≥ k¯} ⊂ ℵ.
This means for all k ≥ k¯,
xk = xk¯, βk = ‖Φ(xk)‖ and εk ≤
εk¯
4k−k¯
.
This, together with Lemma 2.1 and (43), implies
‖Φ(xk¯)‖ ≤ max{η1‖Φ(xk¯)‖,
κ
µ
√
εk−1}, ∀k > k¯ (44)
a contradiction toΦ(xk¯) 6= 0, 0 < η1 < 1 and εk → 0. The proof is complete. 
The next theorem will play a very important role in proving superlinear convergence of Algorithm 3.1.
Theorem 5.5. Suppose that F is a P0 function, (14) holds and that the set ℵ0 is an infinite subset of the index set ℵˇ such that
{xk}k∈ℵ0 converges to x∗. If all V ∈ ∂Φ(x∗) are nonsingular, then there exists kˇ ∈ ℵ0 such that for every k ∈ ℵ0 with k ≥ kˇ, the
kth iteration is successful and the trust region radius in subproblem (11) is inactive; i.e., for all k ∈ ℵ0 with k ≥ kˇ,
xk+1 = xk + sk and sk = −
(Φ ′εk(xk))
−1Φεk(xk)
1− hTk(Φ ′εk(xk))−1(Φεk(xk))
. (45)
Proof. Note that for any x ∈ Rn, the set ∂Φ(x) is compact. Let V ∈ ∂CΦ(xk) such that
dist(Φ ′εk(xk), ∂CΦ(xk)) = ‖Φ ′εk(xk)− Vk‖, (46)
we have
‖Φ ′εk(xk)− Vk‖ ≤ νβk. (47)
By Theorem 4.6, we have {βk} → 0. Combined with the nonsingularity of all V ∈ ∂CΦ(x∗) and the upper semicontinuity
of ∂CΦ(·) at x∗, it follow from (47) that there exist U > 0 and kˇ > 0 such that for all k ∈ ℵ0 with k ≥ kˇ,
‖(Φ ′εk(xk))−1‖ ≤ U . (48)
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In view of Theorem 4.6,Φεk(xk)→ 0 as k→∞, then there exists k¯ ≥ kˇ such that for all k ∈ ℵ0 with k ≥ k¯,
‖(Φ ′εk(xk))−1Φεk(xk)‖
|1− hTk(Φ ′εk(xk))−1(Φεk(xk))|
≤ ∆min ≤ ∆k. (49)
Which means that the trust region radius is subproblem (11) is inactive so that the unique solution of subproblem (11) is
sk = −
(Φ ′εk(xk))
−1Φεk(xk)
1− hTk(Φ ′εk(xk))−1Φεk(xk)
. (50)
Hence we have Ck(sk) = 0.
Similar to the proof of Theorem 4.7, we can prove that
lim
k∈ℵ0,k→∞
rk = 1.
This indicates that there exists kˇ ≥ k¯ such that for all k ∈ ℵwith k ≥ k¯, we have rk > c2;
i.e.,
xk+1 = xk + sk.
Therefore the theorem is true. 
We are now able to present a convergence rate result for Algorithm 3.1.
Theorem 5.6. Suppose F is a P0- function and (14) holds. If for an accumulation point x∗ of the sequence {xk}k∈Kˇ , all V ∈ ∂CΦ(x∗)
are nonsingular, then the following statement hold:
(1) The whole sequence {xk} converges to x∗.
(2) Eventually all iterations are successful and the trust region radius in subproblem (11) is inactive; i.e., for all k sufficiently large,
we have
xk+1 = xk + sk and sk = −
(Φ ′εk(xk))
−1Φεk(xk)
1− hTk(Φ ′εk)−1Φεk(xk)
.
(3) The sequence {xk} converges to x∗ superlinearly.
Proof. It follows from Theorem 4.7 that Φ(x∗) = 0. Since ∂BΦ(x∗)∂CΦ(x∗), Proposition 2.5 in [15] and show that x∗ is an
isolated solution solution ofΦ(x) = 0 and hence also of an NCP. Furthermore, Theorem 4.8 implies that x∗ is also an isolated
accumulation point of the sequence {xk}. Thus there exists a constant τ > 0 such that x∗ is the unique accumulation point
of the sequence {xk} in neighborhoodΩ(τ ) := {x ∈ Rn|‖x− x∗‖ ≤ τ }. Set
ℵ1 := {k ∈ ℵˇ| xk ∈ Ω(τ )}. (51)
In view of Theorem 4.6 and Definition 5.1, it is obvious that ℵ1 is infinite and {xk}k∈ℵ1 converges to x∗. By the proof of
Theorem 4.6 and Definition 5.2, there exist U > 0 and k¯ ∈ ℵ1 such that for every k ∈ ℵ1 with k ≥ k¯
rk > c2, ‖(Φεk(xk))−1‖ ≤ U,
and (47) with some Vk ∈ ∂CΦ(xk) and (45) hold.
It follows from Lemma 2.1(i) in [29] that
‖Φ(xk)− Φ(x∗)− Vk(xk − x∗)‖ = o(‖xk − x∗‖), as k→∞, j ∈ ℵ1. (52)
This together with Lemma 2.1, (14), (45) and (47), show that for all k ∈ ℵwith k ≥ k¯,
‖xk+1 − x∗‖ = ‖xk + sk − x∗‖
≤ ‖(Φ ′εk(xk))−1‖
(
‖(Φ ′εk(xk)− Vk)(xk − x∗)‖ + ‖Φ(xk)− Φ(x∗)− Vk(xk − x∗)‖
+‖Φ(xk)− Φ(x∗)− Φεk(xk)‖ + ‖(Φ ′εk(xk))−1‖2‖Φεk(xk)‖2
1
1− σ
)
≤ U
(
νβk‖xk − x∗‖ + o(‖xk − x∗‖)+ κ√εk + U
2
1− σ ‖Φεk(xk)‖
2
)
. (53)
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The local Lipschitz continuity ofΦ andΦεk implies, respectively, that, as k→∞ and k ∈ ℵ1
βk = ‖Φ(xk)‖ = O(‖xk − x∗‖) (54)
‖Φεk‖ = O(‖xk − x∗‖). (55)
From the step 5 of Algorithm 3.1
εk = O(‖xk − x∗‖). (56)
We therefore deduce from (53) that
‖xk+1 − x∗‖ = o(‖xk − x∗‖) as k→∞, k ∈ ℵ1. (57)
Combing with Lemma 5.3, we have
‖Φ(xk+1)‖ = o(‖Φ(xk)‖) as k→∞, k ∈ ℵ1. (58)
(57) and (58) together indicate that there exists kˇ ≥ k¯ such that for all k ∈ ℵwith k ≥ kˇ,
‖xk+1 − x∗‖ ≤ τ and ‖Φ(xk+1)‖ ≤ η1‖Φ(xk)‖ = η1βk (59)
which means that xk+1 ∈ Ω(τ ) and k + 1 ∈ ℵ. Since rk > c2, we deduce k + 1 ∈ ℵˇ and hence k + 1 ∈ ℵ1. Repeating the
above process, we actually prove that
{k = 0, 1, 2, . . . |k ≥ kˇ} ⊆ ℵ1. (60)
Statements (1) and (2) therefore follow from the definition of the set ℵ1 and Theorem 5.5.
We now turn to verify statement (3). It follows immediately from (57) and (60) that {xk} converges to x∗ Q-superlinearly.
If F is a P0 function and the level set L0 is compact, then it follows from Theorems 4.8 and 5.4 that there exists at least
one accumulation point in {xk}k∈kˇ. 
Moreover, by Lemma 5.2 and Theorem 5.6, we get the following result.
Theorem 5.7. Suppose F is a P0- function and (14) holds. If one of the accumulation points of the sequence {xk}k∈kˇ, let us say x∗,
is an R-regular solution of an NCP, then the statement of Theorem 5.6 hold.
6. Conclusion
The literature [17] give a filter method to solve NCP problems. Combining with a trust region method based on conic
models, we propose a newmethod called the conic trust region filter for the nonlinear complementarity problem.We prove
that every accumulation point of the sequence generated by the algorithm is a solution of the NCP. Under a nonsingularity
condition, the superlinear convergence of the algorithm is established without the strict complementarity condition.
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