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Abstract. This paper studies an infinite-server queue in a Markov environment, that
is, an infinite-server queue with arrival rates and service times depending on the state of
an independently evolving Markovian background process. Scaling the arrival rates λi
by a factor N and the rates qij of the background process by a factor N
α, with α ∈ R+,
we establish a central limit theorem as N tends to ∞. We find different scaling regimes,
which depend on the specific value of α. Remarkably, for α < 1, we find a central limit
theorem in which the centered process has to be normalized by N1−α/2 rather than
√
N ;
in the expression for the variance deviation matrices appear.
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1. Introduction
Infinite-server queues have found widespread use in various application domains, often as
an approximation for models with many servers. In these systems jobs arrive, are served
in parallel, and leave when their service is completed; the jobs do not interfere with each
other. The infinite-server queue was originally developed (over a century ago) to describe
the dynamics of the number of calls in progress in a communication network. More recently,
however, applications in various other domains have been explored, such as road traffic
[14] and biology [12].
In the standard infinite-server model, jobs arrive according to a Poisson process with rate
λ, where their service times form a sequence of independent and identically distributed
(i.i.d.) random variables (distributed as a random variable B with finite first moment),
independent of the call arrival process. A key result states that in this M/G/∞ queue the
stationary number of jobs in the system obeys a Poisson distribution with mean λEB; i.e.
there is insensitivity, in that the stationary distribution depends on B only through its
mean.
In many practical situations, however, the assumptions underlying the standard infinite-
server model are not realistic: there is no constant arrival rate, and the jobs do not stem
from a single distribution. A model that allows the input process to exhibit some sort of
‘burstiness’ is the Markov-modulated infinite-server queue. In this system, a finite-state
irreducible continuous-time Markov process (often referred to as the background process)
modulates the input process: if the background process is in state i, the arrival process is
a Poisson process with rate, say, λi, while the service times are distributed as a random
variable, say, Bi (while the obvious independence conditions are imposed). Often the Bi s
are assumed exponential with mean µ−1i .
The Markov-modulated infinite-server queue has attracted (relatively limited) attention
over the past decades. The main focus in the literature so far has been on characterizing
(through the derivation of moments, or even the full probability generating function) the
steady-state number of jobs in the system; see e.g. [4, 6, 9, 11] and references therein.
Interestingly, under an appropriate time-scaling [1, 7] in which the transitions of the back-
ground process occur at a faster rate than the Poisson arrivals, we retrieve the Poisson
distribution for the steady-state number of jobs in the system. Recently, transient results
have been obtained as well, under specific scalings of the arrival rates and transition times
of the modulating Markov chain [1, 2].
Contribution. The present paper considers one of the scalings studied in [1, 2]: the arrival
rates λi are scaled by a factor N and the transition rates qij of the background process by
a factor Nα, for some α ∈ (0,∞) . However, where in [1, 2] only the situation of α > 1
was considered, we now allow α to be any positive number. We focus on the number of
jobs in the scaled system at time t, denoted by M (N)(t), aiming at deriving a central limit
theorem (clt) for M (N)(t) as well as for its stationary counterpart M (N). Interestingly, we
find different scaling regimes, based on the value of α: for α > 1 the variance of M (N)(t)
scales essentially linearly in N , while for α < 1 it behaves as N2−α.
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The approach is as follows. We first derive differential equations for the probability gen-
erating functions (pgf s) of M (N)(t) and M (N). Then we establish laws of large numbers
for both random quantities, so that we know how these quantities should be centered.
Finally, the resulting centered random variables are scaled, so as to obtain a clt; as could
be expected from the properties of the variance of M (N)(t) and M (N), as we mentioned
above, the appropriate scaling is
√
N for α > 1, and N1−α/2 for α < 1. The proofs
rely on (non-trivial) manipulations of the differential equations that describe the pgf s;
interestingly deviation matrices [5] play a crucial role here.
There are two variants of the model: in the first (referred to as Model i) jobs present at
time t are subject to a hazard rate determined by the state of the background process at
time t, whereas in the second (referred to as Model ii) the service times are determined by
the state of the modulating process at the job’s arrival epoch. Our analysis covers both
cases (whereas in [1] just Model ii is analyzed for α > 1).
Organization. The organization of the rest of this paper is as follows. In Section 2, we
explain the model in detail and introduce some notation. In Section 3, systems of differ-
ential equations are derived that describe the stationary and transient distribution of the
number of jobs in the system for Model i. Then in Sections 4–5, we state and prove for
Model i the clt s mentioned above, for the stationary and transient distribution, respec-
tively. Section 6 covers the corresponding results for Model ii. The single-dimensional
convergence can be extended to convergence of the finite-dimensional distributions (viz. at
different points in time); see Section 7. The final section of the paper, Section 8, contains
a discussion and concluding remarks.
2. Model description, preliminaries, and motivation
As described in the introduction, this paper studies an infinite-server queue with Markov-
modulated Poisson arrivals and general service times. In full detail, the model is described
as follows.
Consider an irreducible continuous-time Markov process (J(t))t∈R on a finite state space
{1, . . . , d}, with d ∈ N. Its transition rate matrix is given by Q := (qij)di,j=1; the qij are
nonnegative if i 6= j, whereas qii = −
∑
j 6=i qij . Let pii the stationary probability that the
background process is in state i, for i = 1, . . . , d. The time spent in state i (often referred
to as the transition time) has an exponential distribution with mean 1/qi, where qi := −qii.
While the process (J(t))t∈R, often referred to as the background process or modulating
process, is in state i, jobs arrive according to a Poisson process with rate λi ≥ 0. The
service times are assumed to be exponentially distributed with rate µi, but, importantly
this statement can be interpreted in two ways:
 In the first variant all jobs present at a certain time instant t are subject to a
hazard rate determined by the state of background chain at time t, regardless of
when they arrived;
 In the second variant the service rate is determined by the background state as
seen by the job upon its arrival.
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The first part of this paper (Sections 3–5) focuses on the former variant, whereas in Sec-
tion 6 we analyze the latter variant.
For notational convenience, we introduce the diagonal matrices Λ andM, where [Λ]ii = λi
and [M]ii = µi. We denote the invariant distribution corresponding to the transition
matrix Q by the vector pi; we follow the convention that vectors are column vectors unless
stated otherwise, and that they are written in bold fonts. As pi denotes the invariant
distribution, we have piTQ = 0T and piT1 = 1, where 0 and 1 denote vectors of zeros
and ones, respectively. In the sequel we frequently use the ‘time-average arrival rate’
λ∞ :=
∑d
i=1 piiλi = pi
TΛ1 and ‘time average departure rate’ µ∞ :=
∑d
i=1 piiµi = pi
TM1.
In this paper, we consider a scaling in which both (i) the arrival process, and (ii) the
background process are sped up, at a possibly distinct rate. More specifically, the arrival
rates are scaled linearly, that is, as λi 7→ Nλi, whereas the background chain is scaled as
qij 7→ Nαqij , for some positive α. We call the resulting background process (J (N)(t))t∈R,
to stress the dependence on the scaling parameter N .
The main objective of this paper to derive clt s for the number of jobs in the system,
as N grows large; it turns out to matter whether α is assumed smaller than, equal to or
larger than 1. Letting the system start off empty at time 0, we consider the number of
jobs present at time t, denoted by M (N)(t); we write M (N) for its stationary counterpart.
Our main result is a ‘non-standard clt’: with %(t) := limN→∞ EM (N)(t)/N ,
M (N)(t)−N%(t)
Nγ
converges in distribution to a zero-mean Normal distribution with a certain variance, say,
σ2(t). Here, importantly, for α > 1 we have that the scaling parameter γ equals the usual
1/2, while for α ≤ 1 it has the uncommon value 1 − α/2. A similar dichotomy holds for
the stationary counterpart M (N).
In Fig. 1 we see typical sample paths of the number of jobs in the system. In the left
panel the background process evolves on a substantially slower time scale than the arrival
process (α close to 0), so that the number of jobs converges to a local equilibrium during
each transition time. In the right panel the background process is faster than the arrival
process (α substantially larger than 1), so that the process essentially behaves as a (non-
modulated) M/M/∞ system.
In addition, we prove that for α > 1 the variance σ2(t) equals %(t). The intuition here
is that in this regime the background process jumps essentially faster than the arrival
process, so that the arrival stream is nearly Poisson with parameter λ∞. The resulting
system is therefore, as N → ∞, close to an M/M/∞, in which the transient distribution
is Poissonian, thus explaining the fact that both the normalized mean and the normalized
variance equal %(t). If α < 1 the background process is essentially slower than the arrival
process. Here the computations are substantially more complex: σ2(t) turns out to be a
linear combination of the entries of the so-called deviation matrix D of the transition rate
matrix Q. For a number of fundamental properties of deviation matrices we refer to e.g.
the standard texts [8, 10, 13]; for a compact survey, see [5].
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Figure 1. Evolution of number of jobs in the system (with d = 2). Left:
background process is slow relative to arrival process; right: background
process is fast relative to arrival process.
We illustrate the above dichotomy by determining, through an elementary computation,
the asymptotic variance σ2 := limt→∞ σ2(t), which reveals some of the key steps of the
(considerably more elaborate) derivations later in this paper. Suppose we wish to compute
VarM (N). To this end, we recall the formula in [11] for the n-th factorial moment in
Model i:
E
[
M (N)(M (N) − 1) · . . . · (M (N) − n+ 1)
]
= n!NnpiTΛX1ΛX2Λ · . . . ·Xn−1ΛXn1,
where Xn := (nM−NαQ)−1. To keep this introductory derivation as focused as possible,
we consider the special case that the service rates in each of the states are identical, i.e.,
M = µI for some µ > 0 (so that Models i and ii coincide).
As a first elementary computation, we find an expression for E[M (N)]. According to the
above formula, this mean equals NpiTΛX11. Realize that, for any n ∈ N, by virtue of
Qi1 = 0 for i ∈ {1, 2, . . .},
Xn1 =
1
nµ
(
I −NαQ 1
nµ
)−1
1 =
1
nµ
∞∑
i=0
(
NαQ
1
nµ
)i
1 =
1
nµ
1.
It now follows that E[M (N)] = N%, with % := λ∞/µ.
Now concentrate on the variance. By virtue of the above relation for the factorial moments,
E
[
M (N)(M (N) − 1)
]
=
1
µ
N2piTΛX1Λ1.
To evaluate this expression, we recall some concepts pertaining to the theory of deviation
matrices of Markov processes; see e.g. [5]. In particular, we let Π := 1piT denote the
ergodic matrix. We also define the fundamental matrix F := (Π−Q)−1 and the deviation
matrix D := F −Π. We will frequently use the identities QF = FQ = Π−I, as well as the
facts that ΠD = DΠ = 0 (here 0 is to be read as an all-zeros d× d matrix) and F1 = 1.
The (i, j)-th entry of the deviation matrix can be alternatively computed as
[D]ij :=
∫ ∞
0
(pij(t)− pij)dt,
with pij(t) := P(J(t) = j | J(0) = i).
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Lemma 1. We have that (i) XnΠ = (nµ)−1Π and (ii) Xn = (nµ)−1Π+N−αD+O(N−2α).
Proof. First note that, nµXn − NαXnQ = I. By postmultiplying both sides by Π, claim
(i) follows immediately. Also, noting that QD = Π− I, we find
Xn = XnΠ +N−α(I − nµXn)D = 1
nµ
Π +N−α(I − nµXn)D.
Iterating this recursion, we obtain
Xn =
1
nµ
Π +N−α(I − nµXnΠ)D +O(N−2α),
which yields claim (ii) because of ΠD = 0. 
With this lemma in place, the variance can be asymptotically analyzed in a fairly straight-
forward manner. Note that
E
[
M (N)(M (N) − 1)
]
=
1
µ
N2piTΛX1Λ1 = N2%2 +N2−α
1
µ
piTΛDΛ1 +O(N2−2α),
which leads to
Var[M (N)] = E
[
M (N)(M (N) − 1)
]
− E
[
M (N)
]2
+ E
[
M (N)
]
= N2−ασ2m +N%+O(N
2−2α),
where
σ2m :=
1
µ
piTΛDΛ1 =
1
µ
d∑
i=1
d∑
j=1
piiλiλj [D]ij .
From this expression, we observe that for α > 1 the variance essentially behaves as N%
(so that we have ‘Poisson-like’ behavior), while for α < 1 it grows like N2−α, with a
proportionality constant that features the deviation matrix D. The objective of this paper
is now to verify whether this observation for the variance (that we derived for the special
case in which we assumed identical service rates µi) translates into fully-fledged clt s, both
under stationarity and in the transient case, for Model i as well as Model ii. The above
computation suggests that in case α > 1 we have to impose the ‘ordinary’
√
N scaling to
the centered process, while for α < 1 it is anticipated that we have to scale by N1−α/2.
We use a fairly classical approach to proving these clt s: we show that under the appropri-
ate scaling, the moment generating function converges to that of the Normal distribution.
The general outline of the proofs in this paper is as follows. We use the following three
vector-valued generating functions throughout the paper: p denotes the unscaled proba-
bility generating function (pgf); p˜ denotes the corresponding moment generating function
(mgf), scaled and centered appropriately for the central limit theorem at hand; and p¯
denotes the mgf under the law-of-large-numbers scaling. For the transient cases, these
generating functions involve an extra argument t to incorporate time. All three generating
functions are vector-valued (of dimension d as we consider distributions jointly with the
background process J (N)(·)). Lastly, φ denotes the (scalar) mgf under the scaling.
Our approach consists of the following steps:
 We derive a differential equation for the pgf p.
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 We establish the weak law of large numbers under the scaling by making use of the
mgf p¯, so as to establish the mean behavior of the underlying random variable.
 We scale and center the pgf so as to obtain a differential equation in terms of the
mgf p˜, which depends on the scaling parameter N . This differential equation is
further manipulated (leading to expressions involving deviation matrices, which
are then iterated and approximated by suitable Taylor expansions).
 By discarding asymptotically vanishing terms (N → ∞), we show that the differ-
ential equation has in the limit a unique solution, viz. φ(ϑ) = exp(ϑ2σ2), for some
σ2 that we explicitly identify; this corresponds to a zero-mean Normal distribu-
tion with variance σ2. Due to Le´vy’s continuity theorem, pointwise convergence
of characteristic functions implies convergence in distribution to a Normal random
variable, so that we have derived the clt.
Issues related to the uniqueness of the solution of the differential equation are dealt
with in Appendix A.
3. Model i: Stationary and transient distribution
In this section we derive systems of differential equations for the pgf of the number of jobs
in the system in Model i, both for the stationary and time-dependent behavior. There is a
direct relation with the results on stationary factorial moments, as presented in [11]; our
results distinguish themselves from those in [11] in the sense that we uniquely characterize
the pgf, and in addition our analysis also covers the transient case. For ease we consider
the unscaled model (that is, N = 1); the differential equations can be translated easily
into those for the N -scaled process introduced in Section 2.
We consider the process (J (1)(t),M (1)(t))t∈R which is an ergodic Markov process on the
state space {1, . . . , d} ×N. With the state of this process enumerated in the obvious way,
It has the (infinite-dimensional) transition rate matrix
Q− Λ Λ
M Q−M− Λ Λ
2M Q− 2M− Λ Λ
3M Q− 3M− Λ Λ
.. . . . . . . .
 .
We set out to find the invariant distribution (pk)∞k=0, where pk is a d-dimensional row-
vector whose entries are defined by [pk]j := P(M (1) = k, J (1) = j). The (row-vector-)pgf
p(z) is then given by
p(z) :=
∞∑
k=0
pkz
k,
Proposition 1. Consider Model i. The pgf p(z) satisfies the following differential equa-
tion:
p(z)Q = (z − 1)[p′(z)M− p(z)Λ].
Proof. We immediately have that
(1) pk−1Λ + pk(Q− Λ− kM) + (k + 1)pk+1M = 0,
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for all k ∈ N, if we conveniently set p−1 = 0. From the standard relations
∞∑
k=0
(k + 1)pk+1z
k = p′(z), and
∞∑
k=0
kpkz
k = zp′(z),
we obtain by multiplying both sides of (1) by zk and summing over k ∈ N,
zp(z)Λ + p(z)(Q− Λ)− zp′(z)M+ p′(z)M = 0.
The claim follows directly. 
Substituting z = 1 gives us: p(1)Q = 0, so that p(1) = piT, as desired: the stationary
distribution of the background chain in the entire Markov chain must be the same as the
stationary distribution of the background chain in isolation. We can find the factorial
moments of the queue content by repeated differentations and subsequently substituting
z = 1. Our results agree with those in [11], in particular the formula for the factorial
moments as mentioned in Section 2.
We now present the analogous differential equation for the transient case; the system
of ordinary differential equations becomes a system of partial differential equations, as
expected.
Proposition 2. Consider Model i. The generating function p(t, z) satisfies the following
differential equation:
∂p(t, z)
∂t
= p(t, z)Q+ (z − 1)
(
p(t, z) Λ− ∂p(t, z)
∂z
M
)
.
Proof. Let pk(t) ∈ R be a row-vector with entries [pk(t)]j := P(M (1)(t) = k, J (1)(t) = j).
By virtue of the Chapman-Kolgomorov equation, we have that
dpk(t)
dt
= pk−1(t)Λ + pk(t)(Q− Λ− kM) + (k + 1)pk+1(t)M.
for all k ∈ N, if we put p−1(t) = 0 for all t ≥ 0. From this point on, we can follow the lines
of the proof of Prop. 1. 
4. Model i: Limit results for stationary distribution
The main goal of this section is to establish the clt for Model i in the stationary regime.
The starting point of the analysis is a system of ordinary differential equations for the
scaled model. Under the scaling Λ 7→ NΛ and Q 7→ NαQ, appealing to Prop. 1, it is
immediate that we have the following modified differential equation for the row-vector
p(N)(z):
(2) p(N)(z)Q = N−α(z − 1)[(p(N))′(z)M−Np(N)(z)Λ].
We postmultiply the equation in the previous display with the fundamental matrix F to
obtain:
(3) p(N)(z) = p(N)(z)Π +N−α(z − 1)
[
Np(N)(z)Λ− (p(N))′(z)M
]
F.
We first establish the mean number of jobs in the system in stationarity. More specifically,
we prove the following claim.
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Lemma 2. Consider Model i. N−1M (N) converges in probability to % = λ∞/µ∞ as
N →∞.
Proof. We introduce the scaled moment generating function p¯(N)(ϑ) := p(N)(z(ϑ)), with
z ≡ z(N)(ϑ) = exp(ϑ/N). Evidently,
dp¯(N)(ϑ)
dϑ
=
dp(N)(z)
dz
dz
dϑ
=
1
N
· z dp
(N)(z)
dz
.
Substituting these expressions in Eqn. (3), and noting that z = 1 + ϑN−1 + O(N−2), we
obtain
p¯(N)(ϑ) = p¯(N)(ϑ)Π +N−αϑ
[
p¯(N)(ϑ)Λ− (p¯(N))′(ϑ)M
]
F + o(N−α).
Note that p¯(N)(ϑ) = p¯(N)(ϑ)Π+O(N−α) and (p¯(N))′(ϑ) = (p¯(N))′(ϑ)Π+O(N−α), so that
by postmultiplying the previous display by 1 we obtain
0 = N−αϑ
[
p¯(N)(ϑ)1λ∞ − (p¯(N))′(ϑ)1µ∞
]
+ o(N−α),
recalling that F1 = 1. We thus find a differential equation in φ(N)(ϑ) := p¯(N)(ϑ)1.
Multiplying by Nα and sending N to ∞, we obtain a limiting differential equation with
the solution
φ(ϑ) = K exp
(
λ∞
µ∞
ϑ
)
;
hereK is an integration constant, which equals 1 due to the fact that φ(ϑ) is a mgf. We have
thus found the mgf of the constant %. By Le´vy’s continuity theorem, we have convergence
in distribution of N−1M (N) to %, but convergence in probability to a constant is implied
by convergence in distribution to the same constant. This completes the proof. 
Now we know that N−1M (N) can be centered by subtracting %. In the next result we
identify the right scaling such that the centered random variable obeys a clt. We explicitly
identify the corresponding variance.
Theorem 1. Consider Model i. The random variable
M (N) −N%
N1−β/2
converges to a Normal distribution with zero mean and variance σ2 as N → ∞; here
the scaling parameter β equals min{α, 1}, and σ2 := σ2m1{α≤1} + %1{α≥1}, with σ2m :=
µ−1∞ piT(Λ− %M)D(Λ− %M)1.
Proof. The proof strategy is as outlined at the end of Section 2. As a first step, we introduce
the centered and scaled mgf p˜(N)(ϑ). We perform a change of variables in Eqn. (3) so as
to obtain a differential equation in p˜(N)(ϑ). Note that
p˜(N)(ϑ) = exp(−%ϑNβ/2) · p(N)
(
exp(ϑN−1+β/2)
)
,
which can be written as
p(N)(z) = exp(%ϑNβ/2) · p˜(N)(ϑ),
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where z ≡ z(N)(ϑ) = exp(ϑN−1+β/2). Consider the Taylor expansions of z and z−1:
z±1 = 1± ϑN−1+β/2 + 1
2
ϑ2N−2+β +O(N−3+3β/2).
It is readily verified that
dp(N)(z)
dz
dz
dϑ
= exp(%ϑNβ/2)
(
%Nβ/2p˜(N)(ϑ) +
dp˜(N)(ϑ)
dϑ
)
,
dz
dϑ
= N−1+β/2 exp(ϑN1−β/2) = N−1+β/2z.
Upon combining the above, we conclude that
dp(N)(z)
dz
=
1
z
· exp(%ϑNβ/2)
(
N% p˜(N)(ϑ) +N1−β/2
dp˜(N)(ϑ)
dϑ
)
.
Now perform the change of variables, and substitute the expressions for p(N)(z) and
(p(N))′(z) into Eqn. (3), yielding
p˜(N)(ϑ) = p˜(N)(ϑ)Π +N1−α
(
z(N)(ϑ)− 1
)
p˜(N)(ϑ)ΛF
−N1−α
(
1− 1
z(N)(ϑ)
)
% p˜(N)(ϑ)MF
−N1−α−β/2
(
1− 1
z(N)(ϑ)
)
(p˜(N))′(ϑ)MF.(4)
The next step is to apply the Taylor expansions for z and z−1, as given above. We assume
that β ≤ 1 and β ≤ α, as is consistent with the proof statement. By deleting every term
that has a provably smaller order than N−α, we obtain
p˜(N)(ϑ) = p˜(N)(ϑ)Π + ϑNβ/2−αp˜(N)(ϑ)(Λ− %M)F
+
ϑ2Nβ−1−α
2
p˜(N)(ϑ)(Λ + %M)F − ϑN−α(p˜(N))′(ϑ)MF,(5)
with an error term that is o(N−α). It takes some careful but elementary steps to verify
that this is indeed justified, where the restrictions imposed on β are intensively used:
 The third-order Taylor term for the second and third term of the right-hand side
of Eqn. (4) has order N1−α−3+3β/2, which is indeed smaller than N−α.
 The fourth term has as a second order Taylor term with degree N−1−α+β/2, being
smaller than N−α as well.
Our goal is to transform the coupled system of ordinary differential equations in p˜(N) into
a single-dimensional ordinary differential equation in terms of φ(N)(ϑ) := p˜(N)(ϑ)1. This
can be done as follows. First iterate Eqn. (5) until all terms in the right-hand side either
contain p˜(N)(ϑ)Π or are of O(N−α) using the restrictions on β. In the latter terms p˜(N)
or (p˜(N))′ can be replaced by p˜(N)Π or (p˜(N))′Π, respectively, since p˜(N) = p˜(N)Π + o(1).
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This yields
p˜(N)(ϑ) = p˜(N)(ϑ)Π + ϑNβ/2−αp˜(N)(ϑ)Π(Λ− %M)F
+ϑ2Nβ−2αp˜(N)(ϑ)Π(Λ− %M)F (Λ− %M)F
+
ϑ2Nβ−1−α
2
p˜(N)(ϑ)Π(Λ + %M)F − ϑN−α(p˜(N))′(ϑ)ΠMF,
with an error term that is o(N−α). Now postmultiply the resulting identity by 1Nα/ϑ;
realize that Π1 = 1 and F1 = 1. Observe that, from the definition of %,
p˜(N)(ϑ)Π(Λ− %M)F1 = φ(N)(ϑ)piT(Λ− %M)1 = 0.
We thus obtain
(φ(N))′(ϑ) = ϑNβ−αφ(N)(ϑ)
piT(Λ− %M)F (Λ− %M)1
µ∞
+ ϑNβ−1%φ(N)(ϑ) + o(1),
using (p˜(N))′(ϑ)ΠMF1 = (φ(N))′(ϑ)µ∞ and piT(Λ + %M)1 = 2λ∞. First, note that if
we choose β smaller than both α and 1, we do not obtain a clt, but rather that the
random variable under study converges in distribution to the constant 0. Hence, we take
β = min{α, 1}, in which case the largest term dominates, with both terms contributing if
α = 1. We find that φ(N)(ϑ) converges, as N →∞, to
φ(ϑ) =
1
2
σ2ϑ2,
where σ2 := σ2m1{α≤1} + %1{α≥1}, with
σ2m := µ
−1
∞ pi
T(Λ− %M)F (Λ− %M)1 = µ−1∞ piT(Λ− %M)D(Λ− %M)1
(where the rightmost equality in the previous display follows from F = D+ Π = D+1piT,
in conjunction with the definition of %). We recognize the mgf of a centered Normally
distributed random variable. We have thus established the claim. 
From Thm. 1 we conclude that the variance σ2 equals % for α > 1, in agreement with the
intuition presented earlier: the system essentially behaves as a normal M/M/∞ system,
with mean and variance roughly equalling N%. If α < 1 the timescale of the background
process is relatively slow, so that the variance of M (N) is more than linear. In addition we
note that if α = 1 both terms appear in σ2: we then have that σ2 = σ2m + %.
In case µi = µ for all i ∈ {1, . . . , d}, we find, using D1 = 0 and piTD = 0,
piT(Λ− %M)D(Λ− %M)1 = piTΛDΛ1,
so that σ2m = µ
−1piTΛDΛ1, in agreement with the findings presented in Section 2.
5. Model i: Limit results for transient distribution
We consider the transient clt for Model i, which turns out harder to prove than its
stationary counterpart. However, as the proof follows essentially the same lines as the
stationary clt, we provide an appropriately abridged derivation in this section. We assume
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that at time 0 the system starts off empty. Under the scaling Λ 7→ NΛ and Q 7→ NαQ,
Prop. 2 implies that we have the following system of partial differential equations:
(6)
∂p(N)(t, z)
∂t
= Nαp(N)(t, z)Q+ (z − 1)
(
Np(N)(t, z)Λ− ∂p
(N)(t, z)
∂z
M
)
.
As before, this equation is postmultiplied with the fundamental matrix F and divided by
Nα:
p(N)(t, z) = p(N)(t, z) Π +N−α(z − 1)
(
Np(N)(t, z)Λ− ∂p
(N)(t, z)
∂z
M
)
F
−N−α∂p
(N)(t, z)
∂t
F.
Notice that this differential equation is basically the same as in the previous section, except
for the last term (containing the partial derivative with respect to t). To make the proofs
compact, we primarily concentrate on this new term. We start by analyzing the mean
number in the system at time t; recall that % := λ∞/µ∞.
Lemma 3. Consider Model i. N−1M (N)(t) converges in probability to %(t) = % (1−e−µ∞t)
as N →∞.
Proof. We follow the lines of the proof of Lemma 2 closely, and introduce the transient
scaled moment generating function p¯(N)(t, ϑ):
p¯(N)(t, ϑ) := p(N)(t, exp(ϑ/N)).
The expressions for z and the derivative with respect to ϑ do not change, except for the
fact that the ordinary derivative becomes a partial derivative. The partial derivative with
respect to t is simply ∂p¯(N)/∂t = ∂p(N)/∂t. In the same way as in the stationary case, we
obtain
p¯(N)(t, ϑ) = p¯(N)(t, ϑ)Π +N−α
(
ϑ p¯(N)(t, ϑ) Λ− ϑ ∂p¯
(N)(t, ϑ)
∂ϑ
M
− ∂p¯
(N)(t, ϑ)
∂t
)
F + o(N−α).
Analogously to Lemma 2, postmultiplying the previous display by 1 yields
0 = N−α
(
p¯(N)(t, ϑ) 1ϑλ∞ − µ∞ϑ ∂p¯
(N)(t, ϑ)
∂ϑ
1− ∂p¯
(N)(t, ϑ)
∂t
1
)
+ o(N−α).
We thus obtain a partial differential equation in p¯(N)(t, ϑ)1; define p¯(t, ϑ)1 as the limit of
p¯(N)(t, ϑ)1 as N →∞. Now multiply the differential equation with Nα and let N →∞. It
is straightforward to check that p¯(t, ϑ)1 = exp(ϑ% (1− exp(−µ∞t))) satisfies the equation
as well as the boundary conditions p¯(t, 0)1 = 1 and p¯(0, ϑ)1 = 1. Now the stated follows
directly. 
Now that we have derived the weak law of large numbers, we proceed with stating and
proving the corresponding clt.
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Theorem 2. Consider Model i. The random variable
M (N)(t)−N%(t)
N1−β/2
converges to a Normal distribution with zero mean and variance σ2(t) as N → ∞; here
the scaling parameter β equals min{α, 1}, and σ2(t) := σ2m(t)1{α≤1} + %(t)1{α≥1}, with
σ2m(t) := 2e
−2µ∞t
∫ t
0
e2µ∞spi(Λ− %(s)M)D(Λ− %(s)M)1 ds.
Proof. The structure of the proof follows that of the stationary case, but we finally obtain
a partial (rather than an ordinary) differential equation. As in the proof of Lemma 3, we
concentrate on the new term −N−α ∂p(N)(t, z)/∂t F . We introduce the mgf p˜(N)(t, ϑ),
scaled and centered as in the claim. Note that
p˜(N)(t, ϑ) = exp(−%(t)ϑNβ/2)p(N)
(
t, exp(ϑN−1+β/2)
)
,
The expressions for z and the derivative with respect to ϑ are the same as in the stationary
case, except for the type of derivative (ordinary versus partial), while % should obviously
be replaced by %(t). Also,
∂p(N)(t, exp(ϑN−1+β/2))
∂t
= exp(%(t)ϑNβ/2)
(
%′(t)ϑNβ/2p˜(N)(t, ϑ) +
∂p˜(N)(t, ϑ)
∂t
)
.
As there is no ‘Tayloring’ required in this term, we can fastforward to the equivalent of
differential equation (5):
p˜(N)(t, ϑ) = p˜(N)(t, ϑ)Π + ϑNβ/2−αp˜(N)(t, ϑ)(Λ− %(t)M− %′(t))F
+
ϑ2Nβ−1−α
2
p˜(N)(t, ϑ)(Λ + %(t)M)F
−ϑN−α∂p˜
(N)(t, ϑ)
∂ϑ
MF −N−α∂p˜
(N)(t, ϑ)
∂t
F + o(N−α).(7)
Iterating (7), we find
p˜(N)(t, ϑ) = p˜(N)(t, ϑ)Π + ϑNβ/2−α p˜(N)(t, ϑ) Π(Λ− %(t)M− %′(t))F
+ϑ2Nβ−2α p˜(N)(t, ϑ) Π(Λ− %(t)M− %′(t))F (Λ− %(t)M− %′(t))F
+
ϑ2Nβ−1−α
2
p˜(N)(t, ϑ) Π(Λ + %(t)M)F
−ϑN−α∂p˜
(N)(t, ϑ)
∂ϑ
ΠMF −N−α∂p˜
(N)(t, ϑ)
∂t
ΠF + o(N−α).
The next step is to postmultiply this equation by 1Nα, so as to obtain a differential
equation in terms of φ(N)(t, ϑ) = p˜(N)(t, ϑ)1; as in the stationary case, various terms
cancel. We eventually find,
0 = ϑNβ/2φ(N)(t, ϑ)piT
(
Λ− %(t)M− %′(t)I)1
+ϑ2Nβ−α φ(N)(t, ϑ)piT(Λ− %(t)M− %′(t))F (Λ− %(t)M− %′(t))1
+
ϑ2Nβ−1
2
φ(N)(t, ϑ)piT(Λ + %(t)M)1− ϑµ∞∂φ
(N)(t, ϑ)
∂ϑ
− ∂φ
(N)(t, ϑ)
∂t
,
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up to an o(1) error term. It is immediately seen from the definition of %(t) that the first
term on the right-hand side vanishes. In addition, it takes some elementary algebra to
check that
piT(Λ− %(t)M− %′(t))F (Λ− %(t)M− %′(t))1 = piT(Λ− %(t)M)D(Λ− %(t)M)1
and
1
2
piT(Λ + %(t)M)1 = λ∞
(
1− e
−µ∞t
2
)
.
Let β be min{α, 1}, we obtain by sending N →∞, with φ(t, ϑ) := limN→∞ φ(N)(t, ϑ),
∂φ(t, ϑ)
∂t
+ ϑµ∞
∂φ(t, ϑ)
∂ϑ
= ϑ2φ(t, ϑ) g(t).
with g(t) = (piT(Λ− %(t)M)D(Λ− %(t)M)1) 1{α≤1} + (λ∞(1− e−µ∞t/2)) 1{α≥1}.
We propose the ansatz
φ(t, ϑ) = exp
(
1
2
ϑ2e−2µ∞tf(t)
)
,
for some unknown function f(t); recognize the mgf associated with the Normal distribution.
This leads to the following ordinary differential equation for f(t):
f ′(t) = 2e2µ∞tg(t),
which is obviously solved by integrating the right-hand side. From this we immediately find
the expression for the variance σ2(t) of the Normal distribution as given in the statement
of the theorem. 
As an aside, we mention that we can explicitly compute the integral in the definition of
σ2(t). After some elementary manipulations we find that
σ2(t) = e−2µ∞t f(t) =
(
σ2m + ve
−µ∞t + (−σ2m − v + wt)e−2µ∞t
)
1{α≤1} + %(t)1{α≥1},
where v is given by 2µ−1∞ %(piTMD(Λ− ρM)1 + piT(Λ− ρM)DM1), whereas w denotes
2%2piTMDM1. As t→∞, we have that σ2m(t)→ σ2m, as expected.
6. Results for Model ii
In this section we study Model ii: service times are determined by the background state
as seen by the jobs upon arrival. The approach is as before: we first derive a system
of differential equations, and then we manipulate these under the centering and scaling
considered. This results in a single differential equation, that immediately yields the
desired clt.
For the transient distribution, a system of differential equations was previously derived in
[1]. It is based on the distributional identity, cf. [1, 4],
M (N)(t) d= P (N)
(
ϕ
(
J (N)
))
,
where P (N)(λ) is a Poisson random variable with mean Nλ, and
ϕ(f) :=
∫ t
0
λf(s)e
−µf(s) (t−s)ds.
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The intuition behind this formula is that a job arriving at time s survives in the system
until time t with probability e−µi (t−s) (assuming that the background process is in state
i), which is distributionally equivalent with ‘thinning’ the Poisson parameter with exactly
this fraction. This description yields, after some manipulations, the following differential
equation for the pgf, the row-vector p(t, z):
∂p(t, z)
∂t
= p(t, z)Q˜+ (z − 1)p(t, z)∆(t),
where Q˜ = (q˜ij)di,j=1 is the transition rate matrix of the time-reversed version of J(·) (i.e.,
q˜ij := qjipij/pii), and ∆(t) denotes a diagonal matrix with entries [∆(t)]ii := λi exp(−µit).
(It is noted that the definition of p is slightly different from the one used in [1]. In the
present paper we consider the generating function of the number of jobs present at time t
jointly with the state of the background process at time t, whereas [1, Prop. 2] considers the
generating function of the number of jobs present at time t conditioned on the background
state at time 0. As a consequence, we obtain a different equation, but it is easy to translate
them into each other.)
Na¨ıvely, one could try to obtain a differential equation for the stationary behavior by
sending t → ∞, but it is readily checked that this yields a trivial relation only: 0 = 0.
A second na¨ıve approach would be to establish the clt for M (N)(t), and to send then t
to ∞; it is clear, however, that this procedure relies on interchanging two limits (N →∞
and t→∞), of which a formal justification is lacking.
We therefore resort to a description with a slightly more general state space: we keep
track of the number of jobs present of each type (where ‘type’ refers to the state of the
background process upon arrival). To this end, we introduce the d-dimensional stochastic
process
M (N)(t) =
(
M
(N)
1 (t), . . . ,M
(N)
d (t)
)
t∈R
,
where the k-th entry denotes the number of particles of type k in the system at time t.
The transient and stationary total numbers of jobs present are equal to
M (N)(t) :=
d∑
k=1
M
(N)
k (t), M
(N) :=
d∑
k=1
M
(N)
k ,
respectively.
As before, we first derive a differential equation for the unscaled model (that is, N = 1).
The generating function p(t, z) is defined as follows:
[p(t, z)]j = E
(
d∏
k=1
z
M
(1)
k (t)
k 1{J(1)(t)=j}
)
.
In addition, Ek is a matrix for which [Ek]kk = 1, and whose other entries are zero. For a
row-vector q, the multiplication qEk thus results in a (row-)vector which leaves the k-th
entry of q unchanged while the other entries become zero. The following result covers the
transient case.
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Proposition 3. Consider Model ii. The generating function p(t, z) satisfies the following
differential equation:
∂p(t, z)
∂t
= p(t, z)Q+
d∑
k=1
(zk − 1)
(
λk p(t, z)Ek − µk ∂p(t, z)
∂zk
)
.
With the pgf p(z1, . . . , zd) defined in the obvious way, the differential equation for the
stationary case is the following.
Proposition 4. Consider Model ii. The generating function p(z) satisfies the following
differential equation:
0 = p(z)Q+
d∑
k=1
(zk − 1)
(
λk p(z)Ek − µk ∂p(z)
∂zk
)
.
The proofs of these propositions are straightforward, and follow the same lines as before:
we consider the generator of the Markov process, and transform the Kolmogorov equation
(for the transient case) and the invariance equation (for the stationary case).
The differential equations for the scaled model follow directly from the above propositions,
by replacing λk by Nλk, and Q by NαQ. Later on, it turns out to be convenient to rewrite
the resulting differential equation in terms of the fundamental matrix F :
p(N)(t, z) = p(N)(t, z)Π
+N−α
d∑
k=1
(zk − 1)
(
Nλk p
(N)(t, z)Ek − µk ∂p
(N)(t, z)
∂zk
)
F −N−α∂p
(N)(t, z)
∂t
F(8)
for the transient case, and likewise for the stationary case.
We now present the clt for both the transient and stationary case. We do so by presenting
the full analysis for the transient case; in the stationary case we can leave out one term.
Importantly, this approach does not have the problem of illegitimately interchanging two
limits.
As before, we first derive the law of large numbers. The following lemma covers both the
transient and stationary cases. Define %k(t) := pikλk/µk (1 − e−µkt) and %k := pikλk/µk.
We (re-)define %(t) :=
∑
k %k(t), and % :=
∑
k %k.
Lemma 4. Consider Model ii. N−1M (N)(t) converges in probability to %(t) as N →
∞. Moreover, N−1M (N) converges in probability to % as N → ∞. Lastly, N−1M (N)(t)
converges in probability to %(t), and N−1M (N) to % as N →∞.
Proof. Similarly to previous proofs, we first introduce the scaled moment generating func-
tion p¯(N)(t,ϑ) := p(N)(t, z), with zk ≡ z(N)k (ϑk) = exp(ϑk/N). We see immediately that
∂p¯(N)(t,ϑ)
∂t
=
∂p(N)(t, z)
∂t
,
∂p¯(N)(t,ϑ)
∂ϑk
=
∂p(N)(t, z)
∂zk
dzk
dϑk
=
zk
N
∂p(t, z)
∂zk
.
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Now we substitute these expressions in Eqn. (8), and note that zk = 1+ϑkN−1 +O(N−2).
As a consequence,
p¯(N)(t,ϑ) = p¯(N)(t,ϑ)Π +N−α
d∑
k=1
ϑk
(
λk p¯
(N)(t,ϑ)Ek − µk ∂p¯
(N)(t,ϑ)
∂ϑk
)
F
−N−α∂p¯
(N)(t,ϑ)
∂t
F + o(N−α).
It now directly follows that p¯(N)(t,ϑ) = p¯(N)(t,ϑ)Π +O(N−α) and hence also
∂p¯(N)(t,ϑ)
∂t
=
∂p¯(N)(t,ϑ)
∂t
Π +O(N−α),
∂p¯(N)(t,ϑ)
∂ϑk
=
∂p¯(N)(t,ϑ)
∂ϑk
Π +O(N−α).
The next step is to postmultiply the previous display by 1Nα, and by introducing φ(N)(t,ϑ) :=
p¯(N)(t,ϑ)1, we derive after some elementary steps
∂φ(N)(t,ϑ)
∂t
=
d∑
k=1
ϑk
(
φ(N)(t,ϑ)pikλk − µk ∂φ
(N)(t,ϑ)
∂ϑk
)
+ o(1).
Now let N → ∞; define φ(t,ϑ) := limN→∞ φ(N)(t,ϑ). We propose the following form for
φ(t,ϑ):
φ(t,ϑ) = exp
(
d∑
k=1
ϑk%¯k(t)
)
,
for specific functions %¯k(·). Plugging in this form into the differential equation, it means
that the following equation must be fulfilled by the %¯k(·):
d∑
k=1
ϑk
(
%¯′k(t)− pikλk + µk%¯k(t)
)
= 0.
As this must hold for any ϑk, this equation leads to a separate differential equation for every
%¯k(t), which moreover agrees with the one in the first part of the claim (%¯k(t) = %k(t), that
is). We conclude that we have established the claim for the transient case: N−1M (N)(t)
converges in probability to %(t) as N →∞.
For the stationary case, we can follow precisely the same procedure, but without the partial
derivative with respect to time, so that we now end up with a differential equation in φ(ϑ)
as follows:
0 =
d∑
k=1
ϑk
(
φ(ϑ)pikλk − µk ∂φ
∂ϑk
)
,
for which φ(ϑ) = exp(
∑d
k=1 ϑk%k) forms a solution. This completes the proof of the second
claim. The third claim follows trivially. 
Next, we state and prove the clt result for Model ii. To this end, we first define the
(symmetric) matrices V (t) and V := limt→∞ V (t) with entries
[V (t)]jk :=
λjλk[D¯]jk
µj + µk
(1− e−(µj+µk)t), [V ]jk = λjλk[D¯]jk
µj + µk
;
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here D¯ denotes the (symmetric) matrix such that [D¯]jk = (pij [D]jk + pik[D]kj). Also,
C := limt→∞C(t), where
[C(t)]jk := [V (t)]jk1{α≤1} + %j(t)1{α≥1}1{j=k}.
It is noted that the matrix D¯ is invariant under time-reversal of the background Markov
chain, and hence the following clt is also invariant under such time-reversal.
Theorem 3. Consider Model ii. The random vector
M (N) −N%
N1−β/2
converges to a d-dimensional Normal distribution with zero mean and covariance matrix
C as N →∞. The random vector
M (N)(t)−N%(t)
N1−β/2
converges to a d-dimensional Normal distribution with zero mean and covariance matrix
C(t) as N →∞. In both cases the scaling parameter β equals min{α, 1}.
Proof. Define z by zk ≡ z(N)k (ϑk) := exp(ϑkN−1+β/2). We first concentrate on the tran-
sient case and introduce the centered and scaled mgf p˜(t,ϑ):
p˜(N)(t,ϑ) = exp
(
−Nβ/2
d∑
k=1
ϑk%k(t)
)
p(N) (t, z) .
We wish to perform a change of variables in Eqn. (8) to obtain a differential equation in
p˜(N)(t,ϑ). The second order Taylor expansions of zk and z−1k are given by
z±1k = 1± ϑkN−1+β/2 +
1
2
ϑ2kN
−2+β +O(N−3+3β/2).
Mimicking the proof of the clt s in Model i, we note that
∂p(N)(t, z)
∂zk
dzk
dϑk
= exp
(
Nβ/2
d∑
k=1
ϑk%k(t)
)(
%k(t)Nβ/2p˜(N)(t,ϑ) +
∂p˜(N)(t,ϑ)
∂ϑk
)
,
where
dzk
dϑk
= N−1+β/2 exp(ϑkN−1+β/2) = N−1+β/2zk.
Also,
∂p(N)(t, z)
∂t
= exp
(
Nβ/2
d∑
k=1
ϑk%k(t)
)(∑
k
ϑk%
′
k(t)N
β/2p˜(N)(t,ϑ) +
∂p˜(N)(t,ϑ)
∂t
)
.
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Now perform the change of variables, and substitute the expressions for the partial deriva-
tives of p(N)(t, z) into Eqn. (8):
p˜(N)(t,ϑ) = p˜(N)(t,ϑ)Π +N−α
d∑
k=1
(zk − 1)Nλk p˜(N)(t,ϑ)Ek F
−N−α
d∑
k=1
(
1− 1
zk
)
N1−β/2µk
(
Nβ/2%k(t)p˜(N)(t,ϑ) +
∂p˜(N)(t,ϑ)
∂ϑk
)
F
−N−α+β/2
d∑
k=1
ϑk%
′
k(t)p˜
(N)(t,ϑ)F −N−α∂p˜
(N)(t,ϑ)
∂t
F.
The next step is to introduce the Taylor expansions for zk and z−1k , assuming that β ≤ 1
and β ≤ α, in line with the proof statement. Ignoring all terms that are provably smaller
than N−α, and combining terms of the same order, we obtain
p˜(N)(t,ϑ) = p˜(N)(t,ϑ) Π +Nβ/2−α
d∑
k=1
ϑk p˜
(N)(t,ϑ)
(
λkEk − µk%k(t)I − %′k(t)I
)
F
+Nβ−1−α
d∑
k=1
ϑ2k
2
p˜(N)(t,ϑ) (λkEk + µk%k(t)I)F
−N−α
d∑
k=1
ϑkµk
∂p˜(N)(t,ϑ)
∂ϑk
F −N−α∂p˜
(N)(t,ϑ)
∂t
F,
up to an error term that is o(N−α). As we did in the proofs of the clt s corresponding
to Model i, we iterate this relation, postmultiply with 1Nα, and develop a differential
equation in terms of φ(N)(t,ϑ) := p˜(N)(t,ϑ) 1. After some (by now quite familiar) manip-
ulations, we obtain the following partial differential equation in φ(N)(t,ϑ):
∂φ(N)(t,ϑ)
∂t
+
d∑
k=1
ϑkµk
∂φ(N)(t,ϑ)
∂ϑk
=
1
2
φ(N)(t,ϑ)
Nβ−1 d∑
k=1
ϑ2k(pikλk + µk%k(t)) +N
β−α
d∑
j=1
d∑
k=1
ϑjϑkλjλk[D¯]jk
 ,
as we note that
piT
 d∑
j=1
ϑj(λjEj − %j(t)µjI − %′j(t)I)
F( d∑
k=1
ϑk(λkEk − %k(t)µkI − %′k(t)I)
)
1
=
d∑
j=1
d∑
k=1
ϑjϑkλjλk
(
piTEjDEk1
)
=
1
2
d∑
j=1
d∑
k=1
ϑjϑkλjλk[D¯]jk.
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Pick, as before, β = min{1, α}, to obtain the following partial differential equation, by
sending N →∞,
∂φ(t,ϑ)
∂t
+
d∑
k=1
ϑkµk
∂φ(t,ϑ)
∂ϑk
=
1
2
φ(t,ϑ)
 d∑
j=1
d∑
k=1
ϑjϑkλjλk[D¯]jk1{α≤1} +
d∑
k=1
ϑ2k(pikλk + µk%k(t))1{α≥1}
.
It is straightforward to verify that the following expression constitutes a solution for this
differential equation:
φ(t,ϑ) = exp
1
2
d∑
k=1
ϑ2k%k(t)1{α≥1} +
1
2
d∑
j=1
d∑
k=1
ϑjϑk[V (t)]jk1{α≤1}
 .
If we redo the derivation for the stationary case (i.e., we now discard the terms originating
from the derivative with respect to t in the original partial differential equation), we end
up with
φ(ϑ) = exp
1
2
d∑
j=1
d∑
k=1
ϑjϑk[V ]jk1{α≤1} +
1
2
d∑
k=1
ϑ2k%k1{α≥1}
 .
This completes the proof. 
Corollary 1. Consider Model ii. An immediate consequence of Thm. 3 is that, with β as
defined before, the random variables
M (N) −N%
N1−β/2
and
M (N)(t)−N%(t)
N1−β/2
converge to Normal distributions with zero mean and variances
d∑
j=1
d∑
k=1
[V ]jk1{α≤1} + %1{α≥1} and
d∑
j=1
d∑
k=1
[V (t)]jk1{α≤1} + %(t)1{α≥1},
respectively, as N →∞.
7. Correlation across time
Above we analyzed the joint distribution of the two queues at a given point in time. A
related question, to be covered in this section, concerns the joint distribution at distinct
time epochs. For ease we assume that the service rates are identical (and equal to µ), so
that Model i and Model ii coincide.
7.1. Differential equation. We follow the line of reasoning of [1, Prop. 2]; we consider
again the non-scaled model, but, as before, these results can be trivially translated in
terms of the N -scaled model. Fix time epochs 0 ≡ s1 ≤ s2 ≤ · · · ≤ sK for some K ∈ N.
Our goal is to characterize the joint transform, for j = 1, . . . , d,
Ψj(t, z) := E
(
K∏
k=1
z
M(1)(t+sk)
k
∣∣∣∣∣ J (1)(0) = j
)
.
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Assume a job arrives between 0 and ∆t, for an infinitesimally small ∆t. Then it is still in
the system at time t + sk, but not anymore at t + sk+1 with probability fk(t) − fk+1(t),
where fk(t) := e−µ(t+sk). As a consequence, we obtain the following relation:
Ψj(t, z) = λj∆t b(t, z) Ψj(t−∆t, z)
+
∑
i 6=j
qji∆tΨi(t−∆t, z) +
1− λj∆t−∑
i 6=j
qji∆t
Ψj(t−∆t, z) + o(∆t),
where
b(t, z) := (1− f1(t)) + z1(f1(t)− f2(t)) + · · ·
+ (z1 · · · zK−1)(fK−1(t)− fK(t)) + (z1 · · · zK)fK(t).
With elementary manipulations, we obtain
Ψj(t, z)−Ψj(t−∆t, z)
∆t
=
d∑
i=1
qjiΨi(t−∆t, z) + aj(t, z)Ψj(t−∆t, z) + o(1),
where aj(t, z) := λj (b(t, z)− 1) . Now letting ∆t ↓ 0, and defining A(t, z) := diag{a(t, z)},
we obtain the differential equation, in vector notation,
∂
∂t
Ψ(t, z) = (Q+A(t, z))Ψ(t, z).
7.2. Covariance. Let us now analyze Cov(M (1)(t),M (1)(t+ s)); for ease we assume here
that the background process is in equilibrium at time 0. An explicit formula for mj(t) :=
EjM (1)(t), where the subscript indicates that we condition on {J (1) = j}, is already
known [1]; with Λ(t) := e−µtΛ1, it solves the nonhomogeneous system of linear differential
equations m′(t) = Λ(t) + Qm(t). It is immediate that we have, bearing in mind that
m(0) = 0,
m(t) = eQt
∫ t
0
e−QsΛ(s)ds.
It is readily seen that this entails (use piTQ = 0T)
EM (1)(t) = piTm(t) =
d∑
i=1
piiλi
µ
(1− e−µt).
We now concentrate on computing Cj(t) := E(M (1)(t)M (1)(t + s) | J (1)(0) = j) for given
s ≥ 0; realize that Cj(0) = 0. As before, we set up a system of differential equations. We
obtain, up to O(∆t)-terms, with t∆ := t−∆t,
Cj(t) = λj∆t
(
(1− e−µt)Cj(t∆) + (e−µt − e−µ(t+s)) (mj(t∆ + s) + Cj(t∆))
+ e−µ(t+s) (1 +mj(t∆) +mj(t∆ + s) + Cj(t∆))
)
+
∑
i 6=j
qji∆t Ci(t∆) +
1− λj∆t−∑
i 6=j
qji∆t
Cj(t∆).
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Subtracting Cj(t∆) from both sides, dividing by ∆t and letting ∆t ↓ 0, this directly leads
to the nonhomogeneous system of linear differential equations
C ′(t) = e−µ(t+s)Λ(1 +m(t)) + e−µtΛm(t+ s) +QC(t),
which is solved by
C(t) = eQt
∫ t
0
e−Qu
(
e−µ(u+s)Λ(1 +m(u)) + e−µuΛm(u+ s)
)
du.
7.3. Limit results. We again consider the situation in which the modulating Markov
chain J(·) is sped up by a factor Nα (for some positive α), while the arrival rates λi are
sped up by N . In this subsection we consider the (multivariate) distribution of the number
of jobs in the system at different points in time. While in [1] we just covered the case of
α > 1, we now establish a clt for general α.
As the techniques used are precisely the same as before, we just state the result. We
first introduce some notation. Define U :=
∑d
i=1
∑d
j=1 λiλj [D¯]ij . In addition, [Cˇ(t)]k` =
[Cˇ(t)]`k, where for k ≥ `
[Cˇ(t)]k` :=
U
2µ
(
1− e−2µ(t+s`)
)
e−µ(sk−s`)1{α≤1} +
λ∞
µ
(
1− e−µ(t+s`)
)
e−µ(sk−s`)1{α≥1}.
Theorem 4. The random vector(
M (N)(t+ s1)−N%(t+ s1)
N1−β/2
, . . . ,
M (N)(t+ sK)−N%(t+ sK)
N1−β/2
)
converges to a K-dimensional Normal distribution with zero mean and covariance matrix
Cˇ(t) as N →∞. The scaling parameter β equals min{α, 1}.
As t→∞, Cˇ(t)→ Cˇ, where
[Cˇ]k` =
uk`
2µ
, with uk` :=
(
U1{α≤1} + 2λ∞1{α≥1}
)
e−µ(sk−s`).
We observe that the limiting process, as t → ∞, has the correlation structure of an
Ornstein-Uhlenbeck process S(t) (at the level of finite-dimensional distributions), that is,
the solution to the stochastic differential equation
dS(t) = (λ∞ − µ)S(t)dt+
(
U1{α≤1} + 2λ∞1{α≥1}
)
dW (t),
with W (·) standard Brownian motion.
8. Discussion and conclusion
In this paper we derived central limit theorems (clt s) for infinite-server queues with
Markov-modulated input. In our approach the modulating Markov chain is sped up by a
factor Nα (for some positive α), while the arrival process is sped up by N . Interestingly,
there is a phase transition in the sense that the scaling to be used in the clt depends on
the value of α: rather than the standard normalization by
√
N , it turned out that the
centered process should be divided by N1−β/2, with β equal to min{α, 1}. We have proved
this by first establishing systems of differential equations for the (transient and stationary)
distribution of the number of jobs in the system, and then studying their behavior under
the scaling described above.
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We have also derived a clt for the multivariate distribution of the number of jobs present
at different time instants, complementing the analysis for just α > 1 in [1]. We anticipate
weak convergence to an Ornstein-Uhlenbeck process with appropriate parameters, but
establishing such a claim will require different techniques.
Appendix A. Uniqueness of solutions of the PDEs
In the various proofs of this article, we have ‘solved’ the differential equations by guessing
a solution and establishing that it satisfies both the differential equation itself and the
boundary conditions. We now show that the solutions are indeed unique by relying on
the method of characteristics [3]. The method consists of rewriting the partial differential
equation (pde) as a system of ordinary differential equations along so-called characteristic
curves, for which the theory of existence and uniqueness is well-developed.
As all occurring pde s are of a similar form and moreover quasi-linear, we can suffice by
establishing uniqueness for the two types of pde s, the first of which is as follows:∑
k
µkϑk
∂φ
∂ϑk
= g(ϑ)φ(ϑ1, . . . , ϑd),
for some function g(·) with boundary condition φ(0, . . . , 0) = 1. This pertains to differential
equations in the proofs of Lemma 4 and Thm. 3. Let us consider a parametric curve
(ϑ1(t), · · · , ϑd(t), φ(t)) ,
where φ(t) := φ(ϑ1(t), · · · , ϑd(t)) (with a slight but customary abuse of notation), subject
to the following system of ordinary differential equations (ode s):
dϑk(t)
dt
= µkϑk(t) and
dφ(t)
dt
= g(ϑ1(t), . . . , ϑd(t))φ(t).
The ode s in ϑk(t) have the following solution:
ϑk(t) = ϑk(0) exp(µkt),
while the ode for φ is also quasi-linear with a continuous function g(·), such that a general
solution can be found with one undetermined constant. In order to construct the solution
at an arbitrary point (ϑ1, . . . , ϑd), one puts ϑk(0) = ϑk and then combines this with the
boundary condition 1 = φ(0, · · · , 0), which indeed gives us the condition to make the
solution of the ode in φ(t) unique.
Next, we consider the pde:
∂φ
∂t
+
∑
k
µkϑk
∂φ
∂ϑk
= g(t, ϑ)φ(t, ϑ1, . . . , ϑd),
with the boundary condition φ(0, ϑ1, . . . , ϑd) = 1 (i.e., an empty system at t = 0) for
which the uniqueness question can be tackled in a similar but slightly different fashion (as
t is now an explicit variable of the problem). This form occurs in the proofs of Thms. 2
and 3 (as well as in the proofs Lemma 3 and 4 with the slight difference that there is a
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negative sign in the ∂/∂t-term, which hardly changes our argument). Indeed, we consider
the parametric curve:
(t, ϑ1(t), · · · , ϑd(t), φ(t)) ,
with the same ode s imposed on ϑk(t) (and hence having the same solution as well), while
dφ(t)
dt
= g(t, ϑ1(t), . . . , ϑd(t))φ(t)
has again a solution with one undetermined constant. In order to find the solution at
(t, ϑ1, . . . , ϑd), we put ϑk(t) = ϑk, from which we find ϑk(0) = ϑk exp(−µkt). These
relations together with φ(0) = 1 ensure that each ode has a unique solution, and hence
the original pde has a unique solution as well.
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