ABSTRACT
INTRODUCTION
SDN allows network operators to manage networking components using software on an external server [1] . The SDN transport network provides abstraction in three fields. It is done by the forwarding element (FE) and the control element (CE) between the networking architectures. Among the many central regulators, the distribution of control software from multiple packet forwarding nodes has been proposed to improve the flexibility of new services (i.e. virtual private network, overlays networking, content distribution, and cloud computing); standardized programmable APIs, and credibility among integrated IP networks [1, 2, 3, 4, 5] .The installation of control software in a few controller nodes remotely from the forwarding elements reduces the software complexity of numerous forwarding elements and increases the overall reliability of the network [6] . SDN makes the introduction of a new vendor operating system much easier. It allows users to create plug-ins to connect control bridges to improve hardware, without changing the control hardware. Real-time Online Interactive Applications (ROIA), e.g., multiplayer online games and simulation-based e-learning, internet applications are top Internet applications that claim the highest Quality of Service (QoS) on the underlying networks [21, 31] . This demand depends on the number of users and the actual application state and, therefore, is changed at runtime. Some SDN-based jobs are targeted to meet the needs of network resources, policy-based network provisioning is targeted [7, 8, 22] , whereas wide area networks (WANs) are targeted to traffic engineering [9, 10, 20] . Dynamic allocations of network resources are also required in data centers and many studies deal with these challenges. For example, an Open Flow-based algorithm [17] for allocation of bandwidth resources in Virtual Machine is presented in data centers [11] when [12] the author describes a platform for coordinating the provision of calculation, storage and network resources in the data centers. The Network Operating System (NOX) does not work on the network itself; it provides a programming interface with high-level objects (such as CPU processing power, disk storage volume, memory, link power, etc.) of network resources, enabling network application programs to run securely and efficiently over a wide variety of network programs[28].
EXISTING SYSTEM AND IT'S PROBLEM

ROIA
Real-time Online Interactive Applications (ROIA) are a possible network application connected with a number of users which could interact with applications and the truth, for example, a replication to a user's action transpires virtually immediately. Due to a large, variable user with intensive and dynamic interaction, ROIA claims high Quality of Services (QoS) of low networks. In addition, these needs can change constantly; the number of users and the actual application depends on the state: In a shooter game, a high packet loss in a warring kingdom can be fatal consequences on QoS [21] . It is less relevant when a player is exploring the landscape.
The ROIA applications are divided into two parts, a static and a dynamic part. The static part has a non-variable and landscape objects. Playing non-game controlled by one of the other dynamic parts in the server. These objects can change their status at any time. Figure 1 shows the structure of an ROIA. This architecture serves only one ROIA processed ROIA client. But a group of ROIA processes is distributed among different machines. In an approximate loop processing, ROIA is reconsidered in a real state, is known as the real-time loop [24] . There are three main steps for a single loop repeat. First, the user sends the input through the network and sends it and gets cordially via the ROIA process. Then, to calculate the application state, we can apply user input and logic to the current state. After that, the loop is transferred to the client while updating. 
MULTIPLE PACKET SCHEDULER
The Open Flow data path plus QoS modules is for the QoS Flow data path. This datapath is a utility space implementation where queues are located in the kernel space. The QoS module opens a channel with the kernel through the Net link and Packet socket families to connect both utilize and kernel space. Thus, the packet schedulers can be instantiated to enable traffic shaping and enqueueing of flows. The components called Traffic Shaping, Packet Schedulers and enqueueing that constructs the QoS module of the QoS Flow data path, and their relationships are illustrated in Figure 3 . Hence, the Traffic Shaping and Packet Schedulers components administer the QoS messages receipt from control plane by splitting the bandwidth size in queues and by attaching or detaching packet schedulers for these queues, respectively. To establish a connection with the kernel, these components open a Net link socket channel and send a Net link message through it. The Net link message is the type of message that Linux kernel accepts for network resources management. In this way, the QoS messages are mapped to Net link messages.
Enqueueing. It is the component responsible to operate OFPT_FLOW_MOD messages of the OF protocol. This message modifies the state of the flow table, where each entry contains header fields, counters, and actions for matching packets or flow packets. The enqueueing mechanism maps, flow to queues using the skip-> priority of kernel data structure called sk_buff. This configuration is done through the use of the SO_PRIORITY option of the Packet socket family [33] . Sinceuserspace cannot access such data structure directly. The QoS development strategy for OF enabling networks to overcome packet scheduling issues. The main goal of QoS Flow is to allow control of multiple packet schedulers. In another word, QoS Flow brings the traffic control of Linux to become part of ONF networks. [30] Our proposal extends the OF protocol 1.0 and the standard datapath based on it. This way, developers can deploy their own application to enable, for instance, a control of bandwidth-on-demand with one or more packet schedulers on the network. Currently, QoS Flow provides control of the following packet schedulers: HTB (Hierarchical Token Bucket) [25] , RED (Randomly Early Detection) [26] , and SFQ (Stochastic Fairness Queuing) [27] .Currently, QoS Flow controls the following packet schedulers: HTB, SFQ, and RED where the HTB is a classfull, while SFQ and RED are classless queuing discipline. Thus, the current QoS Flow features come from these Linux kernel packet schedulers.
HTB:
Allows splitting bandwidth size of the network. By default, the Linux kernel automatically attaches a FIFO packet scheduler to each bandwidth segment. It creates logical links which are slower than a physical link.
SFQ:
Belongs to fair queuing algorithms. The SFQ schedules the packet transmission based on information about the IPv4/v6 source and destination address, and TCP/UDP source port to assign each flow to each hash bucket, on the enqueueing phase.
RED:
It drops packets in a queue gradually. It performs a tail drop like FIFO, but smartly. Such a packet scheduler has a threshold value to mark packets to be discarded after queue length becomes greater than the threshold value. Table 2 . 
NOX
Network Operating System (NOX) management applications are built as a central program in order to engender high caliber relinquishments of network resources in contrast to the algorithms distributed on low-level addresses [23, 24] . The network operating system does not manage the network itself. It provides a programming interface with high calibers of network resources (e.g. recollection, disk storage volume, CPU processing puissance, disk storage volume, link potency, etc.) that enables network application programs to perform involutes tasks safely and efficiently in a wide range of networking technologies [23] . The NOX, however, fails in giving the indispensable functions for QoS-assured Software Defined Networking (SDN) [22, 25, 35] accommodation provisioning on the bearer grade provider internet, such as QoS-vigilant virtual network seating, end-to-end network QoS quantification, and cooperation among control elements in another domain network. Figure 5 shows the graph of the calculation of Response Time and Throughput with NOX [19] of Table 3 . 
RELATED WORK
SDN allows network operators to manage networking components using software on an external server [4, 41] . The SDN Transport Network (Distribution Status, Forwarding, and Configuration) provides an abstraction in three fields, the simplest way to create simplicity. It is done by forwarding element (FE) and the control element (CE) between the networking architecture. Among the many central regulators, the distribution of control software from multiple packet forwarding nodes has been proposed to improve the flexibility of new services (i.e. virtual private network, overlays networking, content distribution, and cloud computing); standardized programmable APIs, and credibility among integrated IP networks [4] [5] [6] [7] .Since installing distribute, forward components, central control software on several remote control nodes reduces the software complexity of many forwarding components, and it increases network overall fidelity [5] . SDN makes the introduction of a new vendor operating system much easier. It allows users to create plug-ins to connect control bridges to improve hardware, without changing the control hardware, without changing the hardware included.
Real-time Online Interactive Applications (ROIA), e.g., multiplayer online games and simulationbased e-learning, Internet applications are top Internet applications that claim high-quality services (QoS) underlying networks. This demand depends on the number of users and the actual application state and, therefore, is changed at runtime. [32] Common networks have very limited potential to influence network behavior to meet dynamic QoS requirements, as most ROIA uses underlying networks based on a best-effort basis.
Some SDN-based jobs are targeted to meet the needs of network resources, policy-based network provisioning is targeted at [11, 12, 37] , whereas wide area networks (WANs) are targeted to traffic engineering [13, 14, 20] . Dynamic allocation of network resources is also required in data centers and many studies deal with this challenge. For example, an OpenFlow-based algorithm [17] for allocation of bandwidth resources in Virtual Machine is presented in Data Centers [15] , when [16] the author describes a platform for coordinating the provision of calculation, storage and network resources in the data centers. However, the most relevant work focuses on the service logic for QoS-aware resource provisioning, finding out the details of how managed and privileged the network resources are in resources.
The Network Operating System (NOX) does not work on the network itself; it provides the NOX Carrier Grade Production Internet, such as QoS-aware virtual network embedding, end-to-end network QoS evaluation, QoS-guaranteed software scheduled networking (SDN) [4] fails to provide the functions required to provide the service, and co-operation between control elements of other domain networks.
OVERVIEW OF THE PROPOSED SYSTEM
We have designed a QoS module for getting better performance during packet passing. We can test our designed QoS module on the basis of response time, throughput, and bandwidth isolation and switch capacity.
In our proposed architecture there are three networks. Each network consists of three routers and three users or hosts connected with each other. In every network, the routers are interconnected with each other. Three networks are connected with the SDN controller, which is QoS performance monitor also. After interconnecting the routers of each network, the network will be connected to each other. By interconnecting these networks, all hosts and routers will be interconnected with themselves.
We implemented our proposed architecture in mininet environment in Linux operating system. To implement this architecture, at first, we have to set up mininet environment of our machine. We have created a topology to build up the architecture with the help of the Python language. We define the hosts and routers, add the hosts by self-addhost function and add the routers by self-add switch function. After combining all the routers and hosts we have checked all the hosts. [29] For checking the establishment of the architecture we use the ping command in mininet environment. 
PERFORMANCE ANALYSIS
COMPARISON OF THROUGHPUT
We can calculate the performance in two cases. The first case is our developed module is better and another case is existing systems are better than our system. We can calculate how much better our developed module than other systems by the following equation:
Where m=sum of throughput of Developed QoS module and n=sum of throughput of existing systems.
We also calculate how much better other systems than our developed module by the following equation:
Where n=sum of throughput of Developed QoS module and m=sum of throughput of existing systems.
We executed 70 operations in our Developed QoS module. In comparison with a throughput of ROIA and our Developed QoS modules, the throughput of the Developed QoS module is 13.17x better than the throughput of ROIA. The throughput of the ROIA and Developed QoS module is given below.
The throughput of Developed_QoS_module is 14.97x and 19.16x higher in comparison with HTB and SFQ packet schedulers. In case of a RED packet scheduler, the throughput of RED is 1.53x higher for the first 10 packets in comparison with our Developed QoS module. After passing of the first 10 packets our Developed QoS modules' throughput is 3.99x better than a RED packet scheduler. The throughput of Developed_QoS_module is 1.38x better than the throughput of NOX. 
CONCLUSION
Software Defined Networking is an emerging topic for the modern era. It is an idea which has recently reignited the interest of network researchers for programmable networks. Enabling added-value services are the main target for this work. Not only this but also ensuring the security [34] [35] [36] is another purpose of this work. The SDN enables an easy and flexible realization of existing dynamic Quality of Service (QoS) mechanisms in today's communication networks. Although SDN and, in particular, Open Flow claims to provide a standardized interface, the existing diversity of Open Flow enables switches leads to varying behavior for the same QoS mechanisms. We will improve Quality of Services (QoS) in SDN by building an architecture which will be implemented in any network emulator.
FUTURE WORK
In this paper, we have used with two parameters, such as Response Time and Throughput.In the future implementation; we aim to use Switch Capacity, Number of Queues Impact, QoE Evaluation, and Bandwidth Isolation.
