Abstract. We discuss generalizations of Rubio de Francia's inequality for Triebel-Lizorkin and Besov spaces, continuing the research from [5] . Two versions of Rubio de Francia's operator are discussed: it is shown that a rotation factor is needed for the boundedness of the operator in some smooth spaces while it is not essential in other spaces. We study the operators on some "end" spaces of the Triebel-Lizorkin scale and then use usual interpolation methods.
Introduction
If f is a function in L 2 ([0, 1]) and I is an interval in Z, then by (M I f )(x) we denote the exponential polynomial ( f 1 I )
∨ (x) = n∈I f (n)e 2πinx . For any collection I of pairwise disjoint intervals I ⊂ Z such that I∈I I = Z, we have
This is an equivalent reformulation 1 of Parseval's identity, one of the most fundamental results in harmonic analysis. For brevity, we can write the right expression in (1) as {M I f } I∈I L 2 (l 2 ) .
In form (1), Parseval's identity has an extension to the spaces L p ([0, 1]). Namely, for 2 ≤ p < ∞, we have the following two-sided inequality:
on R) and relation (2) remains true, provided k runs over the whole Z in the definition of J . In fact, the corresponding results are usually presented precisely in this form (see [6, 8] ).
Next, we note that L p -classes do not exhaust the set of spaces studied in harmonic analysis. In addition to them, there are many normed spaces that seem, at first glance, to have no direct connection with each other: Sobolev spaces, the BMO-space, Hölder-Zygmund classes of smooth functions, etc. But it is known that the corresponding norms can be written in a uniform way: all these spaces belong to the scale of Triebel-Lizorkin and Besov spaces. In this article, we outline an overall picture: we discuss generalizations of Rubio de Francia's inequality for a substantial part of Besov-Triebel-Lizorkin scale (which includes all of the spaces listed above). In this general context, we raise and answer a subtle question concerning the presence or absence of the rotations in the operators that correspond to Rubio de Francia's inequality. Now, let I = {I m } = [a m , b m ] be a finite or countable collection of pairwise disjoint intervals in R such that
for any m. Suppose ϕ is a Schwartz function such that supp ϕ ⊂ (0, 1) (in particular, supp ϕ is separated from 0 and 1). We introduce the functions ϕ m corresponding to the intervals I m :
Consider two operators that transform scalar-valued functions to collections of functions by the following formulas:
Also we introduce two corresponding families of operators
where I runs over all possible collections of pairwise disjoint intervals in R satisfying (3). The fact that for 2 ≤ p < ∞ the family
is a version of Rubio de Francia's theorem where we have substituted smooth multipliers ϕ m instead of 1 Im .
2 Its proof is contained in considerations of [6] . In fact, Rubio de Francia deals with the family S ϕ . The matter is that the factors e −2πi amx played a significant role in the proof: their presence allows to get a Calderón-Zygmund type condition for the kernels of S ϕ I . But since the L p -norms are invariant under multiplications by unimodular functions and, in particular, are rotation-invariant, the exponential functions can be dropped. Now we note that the norms in all the other Triebel-Lizorkin spaces as well as in the Besov spaces are not rotation-invariant. Therefore the boundedness of the families S ϕ and S ϕ should be studied separately on such spaces.
Some studies concerning the family with rotations can be found in [5] , where the author considers pointwise estimates for the operators S ϕ I in terms of sharp (oscillatory) maximal functions. In particular, the results of [5] imply that S ϕ is uniformly bounded on the Hölder-Zygmund spacesĊ s as well as on BMO. But it turns out that in the context of the Besov-Triebel-Lizorkin scale those pointwise estimates give much more: we are going to rely heavily on them in our considerations below.
The family S ϕ is also studied below. In particular, we are going to show that it is not bounded onĊ s or BMO. But surprisingly, it turns out that the both of our families are uniformly bounded on some other Triebel-Lizorkin and Besov spaces with the norms that are not rotation-invariant.
Preliminaries
2.1. Triebel-Lizorkin and Besov spaces. We restrict ourselves to considering only functions on the real line R. Let S, S , and P be Schwartz space, the space of tempered distributions, and the space of all algebraic polynomials respectively.
Consider a function φ ∈ S such that supp φ ⊂ [−2, 2] and φ ≡ 1 on [−1, 1]. If we introduce functions φ j by the formula
then the collection {φ j } j∈Z will be a resolution of unity, i.e., we will have
Definition 1. Let 0 < p < ∞, 0 < q ≤ ∞, and s ∈ R. We say that an element f of the quotient space S / P belongs to the homogeneous Triebel-Lizorkin spaceḞ
If we permute the L p -and l q -norms, we obtain a definition of the Besov spacesḂ s pq . Definition 2. Let 0 < p ≤ ∞, 0 < q ≤ ∞, and s ∈ R. We say that f ∈ S / P belongs to the homogeneous Besov spaceḂ
Note that we have not define the spacesḞ s ∞q . It turns out that a direct extension of Definition 1 to p = ∞ is not reasonable. Such a space would depend on the choice of a dyadic resolution of unity participating in the definition (see [9] ). A correct definition ofḞ s ∞q follows from duality arguments and can be found, e.g., in [2, 9, 11] . There are some well-known facts about Triebel-Lizorkin and Besov spaces.
Here byĊ s , s > 0, we denote the homogeneous Hölder-Zygmund spaces. The corresponding definition can be found, e.g., in [11, 1.4.5] . In the same place the Besov norm is presented in the form that immediately implies (ii). Here we only note that if s / ∈ Z + , then the norm inĊ s is equivalent to the corresponding Hölder norm:
Concerning (iii) and (iv), see [10, Chapter 5] . HereẆ p k are homogeneous Sobolev spaces, and (iii) includes, in particular, the fact thatḞ
2.2. Sharp maximal functions. Let P i be the space of algebraic polynomials of degree strictly less than i. We agree that P 0 = {0}.
Let h be a measurable function on R. We define the maximal function M p i, s h by the formula
where the supremum is taken over all the intervals containing x and the infimum is taken over all the polynomials P ∈ P i .
We can extend this definition toĊ s ∞ . It is known (see [1, 4] and the exposition in [3] ) that the quantities M p i, s f L ∞ are equivalent for various p, and so we put
We have (see [1, 3, 4] 
Following Triebel [11, 1.7 .2], we put
and state the following fact. This proposition is a consequence of [7, Theorem 1] .
3 A wider range of parameters p and s can be considered in this context, but those that are indicated here suffice for our goals.
2.3.
Interpolation. The interpolation between Triebel-Lizorkin spaces is one of the main components of our subsequent considerations.
Proposition 3. Interpolating betweenḞ
s pq -spaces, we can obtain another TriebelLizorkin space as well as a Besov space depending on the interpolation method we use.
(
, and
Applying the complex interpolation method, we have 
We leave the reader to determine what will be the norm in X * if we put X =Ḃ Since there is no difference whether we deal with absolute values or with lengths of finite-dimensional vectors, we can assert the following. Next, since the l 2 -norm is a limit of an increasing non-negative sequence, we have {f m } m∈N X * = lim
and, therefore, it suffice to deal only with the spaces X N . Namely, we can state the following fact. are bounded from X to X N uniformly in N and I, then this remains true for countable collections I: the families S ϕ and S ϕ are uniformly bounded from X to X * .
Using considerations from [3, 5] , we can prove the following proposition. Proposition 4. Suppose 2 ≤ p < ∞, i ∈ Z + , and s ∈ [0, i). If f is a measurable function such that M p i, s f is finite at least at one point, then f ∈ S and we have the following pointwise estimate:
where the constant C does not depend on I or f .
In [5] , a similar estimate is proved for p = 2 and for non-smooth multipliers ϕ m . But Rubio de Francia's [6] theorem allows to prove that the same method can be employed for all p ≥ 2; and the smoothness of ϕ m simplifies the arguments. Also we note that this is the very place where we need the set supp ϕ to be separated from 0 and 1.
Relations (10) and (13) together with Facts 1 and 2 imply the following consequence.
Proposition 5. Let 2 ≤ p ≤ ∞ and s > 0. If we put X =Ḟ s p∞ , then the family S ϕ will be uniformly bounded from X to X * .
We also have (see [5] again) the following proposition. 
Formulation of the results
Definition 5. We say that γ ∈ L 1 is non-degenerate if
The following fact justifies the term "non-degenerate".
is a non-zero function such that γ is non-negative and supported in [0, 1], then γ is non-degenerate.
Since γ ≥ 0 and does not vanish on [0, 1], we get Φ γ (0) = 0 and γ is non-degenerate. Now we are ready to present our results. Theorem 1. Let X =Ḟ s pq . We determine various ranges for p, q, and s for each case considered below.
(i) Let 2 ≤ p ≤ ∞, 2 ≤ q ≤ ∞, and s > 0. We modify this domain as follows (see also Figure 1 ):
• if q = 2, then for p = ∞ we consider all s ≥ 0;
• if q = 2 and p = ∞, then we consider only s = 0;
• if p = ∞, then we exclude q ∈ (2, ∞) from consideration. If p, q, and s belong to the domain just described, then the family S ϕ is uniformly bounded from X to X * .
(ii) For 2 ≤ q ≤ p < ∞ and s ≥ 0 (see Figure 3) , the family S ϕ is uniformly bounded from X to X * . is not bounded from X to X * provided ϕ is non-degenerate.
So there are Triebel-Lizorkin spaces where only the family S ϕ is uniformly bounded as well as spaces where both families S ϕ and S ϕ are uniformly bounded (in spite of the fact that the corresponding norms are not rotation-invariant).
Similar result holds for the Besov spaces. Namely, we have the following theorem.
and s > 0. If p = ∞, then we exclude all q = ∞ from consideration (see Figure 2 ). For such p, q, and s, the family S ϕ is uniformly bounded from X to X * . (ii) For 2 ≤ p < ∞, 0 < q ≤ ∞, and s ≥ 0, the family S ϕ is uniformly bounded from X to X * . is not bounded from X to X * provided ϕ is non-degenerate.
As we will see, there is a deep connection between Theorems 1 and 2. The point is that in order to prove their first parts, we will, in fact, interpolate between the same spaces, but applying two different methods of interpolation.
We also mention the following non-linear quadratic operator that transform scalar-valued functions to scalar-valued functions:
It is a more "rough" operator: treating it, we deal with expressions of the form |a| l 2 − |b| l 2 instead of |a − b| l 2 (it becomes clear what we mean if we put, e.g., X =Ċ s ). We also note that in order to study the operator G 
The proofs
In order to prove parts (i) and (ii) of Theorems 1 and 2, it suffices (due to Fact 2) to consider finite collections I of intervals that determine the operators. In this case, Fact 1 allows to employ the whole theory of Triebel-Lizorkin and Besov spaces. , k ∈ Z + , then the family S ϕ is uniformly bounded from X to X * .
Proof. Let f ∈ X. We put
(i.e., we have {g m } = S ϕ I f ), and by the Plancherel theorem, we can write
where l m = b m − a m . Rewrite each term with a m ≥ 0 as
In this case we have |ξ − a m | ≤ |ξ|, and, therefore, it can be estimated by
For all the remaining terms in (14), we have b m ≤ 0, because 0 / ∈ (a m , b m ) for all m. In this case, we rewrite the discussed terms as
and get rid of l m in the last factor. 4 For this we verify that for ξ ∈ (−l m , 0), we have
where C k does not depend on m. We have ϕ m (ξ + b m ) = ϕ(1 + ξ/l m ), and in order to prove (16), we only need to verify that
But this is true because ϕ equals zero at 1 with all its derivatives.
5 Thus, we have that (15) can be estimated by
But since we consider the terms where b m ≤ 0, the last expressions are lesser than Combining it all together, at least for finite collections I we obtain
Due to Fact 2, the lemma is proved.
We know that S ϕ is bounded onḞ 0 ∞2 ∼ = BMO (see Proposition 6) and oṅ as an interpolation couple, we come to the desired result (see Figure 2 ). 
and multiplying by 2 sj and taking l q norms we obtain the required boundedness.
4.4.
Proof of Theorem 1, part (ii). First, consider the spaces
Suppose f ∈ X. By Rubio de Francia's [6] theorem, we have
Therefore, in the case being considered, we have the desired result. But due to part (ii) of Theorem 2, we also know that S ϕ is uniformly bounded on the spaces X =Ḟ s pp =Ḃ s pp , 2 ≤ p < ∞, s ≥ 0. Using the complex interpolation method (11) (also see Figure 3) , we conclude the proof.
Proof of Theorem 2, part (iii).
Suppose that ϕ is non-degenerate and set
Now consider our functions φ j that are generated by the function φ and form a resolution of unity (see (6) ). Due to (7) we have
Without loss of generality we can additionally assume that φ ≡ 1 on [−3/2, 3/2]. Then we also have
We define
By (7) 
