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The field of neuroscience may be one of the last great frontiers of human medicine. Much of the 
rest of mammalian physiology has been understood at the macromolecular level with regards to 
anatomical form and function as well as how organ systems functions. Although gross 
anatomical form and function of the nervous system is understood, much still needs to be 
learned about neural development and how cognition and memory function and integrate 
through neurons. A key part of this will be understanding the emergent properties and 
development of neuronal circuits and networks. Research has found that neurons respond to a 
variety of endogenous and extracellular cues in order to develop their specific and unique 
morphologies. Additionally, many extracellular cues have been found to guide the development 
of neuronal circuits through neurite differentiation, guidance, and branch and the subsequent 
formation of functional synapses. We know many of the proteins and other small molecules that 
play a role in neuronal function, but what has yet to be understood is how all these work in 
synchrony to create a thinking a processing unit like the central nervous system. The thesis 
work presented here attempts to fill this gap in our knowledge by using a variety of engineering 
tools to analyze and guide the development of active neuronal networks. First, glia are analyzed 
for their role in how functioning neuronal networks develop. Using novel imaging techniques, 
overall network connectivity is examined to show that glia plays an important role in the 
development of active networks. Additionally, the role of tension in the developing neural 
network is examined. Clustering of neuronal bodies has been observed but underreported in 
many studies. We have found that neurons generate tension upon the substrate and between 
cells to actively migrate in vitro. These findings may help to explain brain development and 




Beyond understanding self-guided behaviors of neurons, we looked at the role of the 
extracellular microenvironment in determining the properties of developing neuronal networks. 
Using a novel 3D engineering scaffold constructed of alginate hydrogels with directed porous 
alignments, we cultured central and peripheral nervous system neurons. We found that the 
physical microenvironment plays an important role in the emergent morphological features of 
neural tissue. By directing neurite outgrowths using an aligned porous hydrogel, we were able to 
take a step towards creating biomimetic neural tissue that was physiological active. This is a 
major step towards engineered nervous system tissue that can be used to study neural 
degenerative diseases, development of neurons, and possible therapies for treatment of 
diseases.  
Using extracellular chemoattractants, we also engineered 2D microenvironments for guiding 
neurite development. We found that a variety of shapes and chemical cues were able to guide 
axons and dendrites into specific orientations. Neurons followed along vertices of protein-
patterned polygons, and along stamped lines of a variety of proteins. Previously, a variety of 
extracellular cues have been found to either repel or attract axons and dendrites. Using 
signaling molecules such as semaphorin 3a, a strong repellent of axons and attractant of 
dendrites, we showed that when given no choice, axons will still grow these proteins as 
opposed to a generally inhospitable glass surface that has been traditionally used for cell 
culture. We found that these cultured neuronal networks were still physiologically active through 
synaptic signal transduction. This work illustrates the complexity of neuronal development and 
neurite differentiation. No single factor has been shown to account for the bipolar morphologies 
of neurons and disruption of a single factor, where it is intracellular of extracellular, is not 
enough to prevent neuronal network formation and function.  
The end-product of understanding emergent properties of neuronal network formation is to 




information towards creating a programmed response. Previously studies have engineered 
integrated machines with a soft polymer skeleton and either cardiomyocytes or skeletal muscles 
for actuation. These machines used optogenetics as a means of external control of force 
generation but have lacked neuronal control. Towards this goal, this research has taken a 
significant step in the development of “smart” biological machines containing a neuronal 
oscillator. After extracting the lumbar region of a spinal cord, we have combined it with a 
muscle-containing biobot and formed active neuromuscular junctions. We found that stimulation 
of the spinal cord neurons either chemically or electrically is enough to generate force and 
movement of the machine. This biobot is a novel development in the area of tissue engineering 
and has potential to be used as a device in health, security, and medicine.  
The thesis work presented here has made significant advancements in understand the 
emergent properties of developing neuronal networks. It has examined the role of glia and 
tension in network formation. The extracellular microenvironment has also been found to play a 
significant role in the development of neuronal networks to create functional biomimetic tissue 
and guidance of neurites in creating active neuronal networks. We have incorporated this 
understanding of the properties of network development in engineering a novel biological 
machine that is neuronally mediated and capable of generating force and move in response to 
electrochemical stimulation of its spinal cord. This work helps to advance neuroscience towards 
a greater understanding of nervous system development and utilizing this knowledge for a 
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Chapter 1 – Introduction 
An emergence in biological systems is defined as a global or systemic consequence that results 
from local interactions in the system’s population (Bill Graham – Nature’s Patterns).  Essentially, 
the whole of the system is greater than the sum of its parts. Population modeling in Isaac 
Asimov’s The Foundation series is based on the concept of emergent behaviors even though 
it’s not explicitly mentioned. The protagonist of the series finds that understanding a set of 
simple rules about a single planet and the human interactions on that scale allow him to model 
the behaviors of humans on the galactic scale. Emergent properties exist throughout nature in 
“super organisms” such as bee hives, bird flocks, and coral reefs. All of these systems exhibit 
dynamic and unexpected patterns that one cannot predict based on the behavior of a single 
member. The self-organization that is evident in these populations exists because there is a 
fixed set of rules governing their behaviors. Thus, complex behaviors can emerge from a simple 
set of rules. In this system, I define the single entity as a neuron. The dynamics of a population 
of neurons leads to the formation of a neuronal network, which leads to a dynamic system 
capable of governing the behavior of a larger machine.  
My research is intimately tied to the National Science Foundation Science and Technology 
Center on the Emergent Behaviors of Integrated Cellular Systems (NSF STC EBICS). As the 
name indicates, we are focused on studying the emergent behaviors of homo- and 
heterogeneous populations of cells for the creation of biological machines. 
The recent advent in biological machines, or biobots, has shown us the future for medicine, 
technology, and engineering1–3. These machines will be applied to a wide variety of tasks 
including drug and toxin detection and movement in biological systems. Currently, these 
machines have been engineered to move autonomously, but they lack any endogenous control 




Neurons govern how animals sense, process, and 
react to external stimuli in a complex world. 
Understanding the emergent behaviors of neurons 
is critical to connecting cellular activity to the 
behavior of organisms as a whole. At a higher level, 
the organization of neurons into functional networks 
is key to understanding how organisms behave in a 
constantly evolving biosphere. A precise 
understanding of neuronal networks will be integral 
in creating these biological machines. Researchers 
have approached studying neuroscience through 
two methods: 1) a top-down approach of looking at 
coarse anatomical features and the respective 
circuitry and 2) a bottom-up method of analyzing 
neuronal behavior at the molecular and single-cell 
level.  Understanding emergence requires insights 
into the rules and parameters governing how individual neurons behave and how they behave in 
a self-organized network.  
There exists a gap in our knowledge of understanding how neurons self-organize into a larger 
network using extracellular chemical and physical cues. How do neurons know where to extend 
processes to synapse with other neurons? What are the cell-cell interactions involved between 
glia, neurons, and myocytes that lead to network formation? Answering these questions will be 
crucial to developing an integrated multi-cellular neuronal circuit capable of interfacing with 
biological machines.   
Fig 1.1 Top image is a fluorescent stain of neurons 
(green) and glia (red) after 13 DIV. Bottom image is 
a simulation of dark matter distribution throughout 





Issues raised by our attempts to define and harness the emergent properties of cells in order to 
synthesize biological machines are similar to problems posed in physics. Metaphorically, our 
knowledge in physics is very insightful at a quantum level and at a higher level for solid-state 
mechanics. However, physicists have long tried to bridge the gap between Newtonian and 
quantum mechanics. In my mind, this is reflected in the recent illustrations of the known 
universe (Fig. 1.1)4. When I first encountered the image, I was instantly struck by how similar 
the universe looked to my fluorescent staining of a neuronal network in vitro. I believe that this 
serves to emphasize how important emergent behaviors are to understanding a wide variety of 
fields, and not just neuroscience.  
Emergent Properties of Neuronal Networks 
The first part of my thesis consists of understanding and manipulating neuronal network 
development. By examining neuronal properties in vitro my goal was to characterize how 
neurons functioned outside of the body and then apply this knowledge towards creation of a 
designer neuronal network. This understanding of networks would serve as the basis for 
creating a sensory and information processing complex capable of integrating with biological 
machines. Toward achieving this, I have examined synapse formation, the role of glia in neural 
activity and maintenance, extracellular influences, and differentiation of neurites into axons and 
dendrites.  
Emergent Properties in the Brain Rely on Many Types of Cells 
Fast neuron-neuron communication takes place at junctions called synapses between the axon 
of a presynaptic and dendrite of a postsynaptic cell. Depolarization of the presynaptic neuron at 
the synaptic bouton leads to the release of neurotransmitters that bind to postsynaptic 
receptors. One of the key known proteins needed for the maturation of synapses is neuroligin. It 
is a target-derived postsynaptic signal that is necessary for presynaptic development. This 




When neurexin and neuroligin meet, they will “shake hands” and bind to form the synapse5. 
Other synaptogenic molecules have also been discovered, such as SynCAM and Netrin-G-
ligand, both of which have similar functions to neuroligin in terms of inducing presynaptic 
development6–8. Even though scientists have identified some of the mechanisms involved in 
formation of the synapse, details remain to be elucidated. The mechanism does not explain how 
such an enormous number of proteins and vesicles can be assembled in such a rapid manner 
(10-20 min) and how the active zone of the axon initiates its action before formation of a 
functional synapse9. Some studies have identified upstream molecules involved in molecular 
reshaping of the cytoskeletal structure of the neuron. These include WNT-7a and FGF22, where 
both reduce the amount of presynaptic shuffling of vesicles and development needed for 
junction formation10–12.  
While in the postsynaptic development of the neuromuscular junction (NMJ), the myotubes 
secrete a basal lamina primarily composed of laminin that reinforces synaptic differentiation, the 
same does not occur in CNS synaptic development. This allows for more plasticity and 
remodeling of neural networks. A major player in postsynaptic differentiation is PSD-95, which 
binds to neuroligins and Netrin-G-ligand to form the postsynaptic scaffold13,14. This scaffold 
allows for NMDA-R recruitment. Stargazin is another postsynaptic protein that  can interact with 
PSD-95 to form a scaffold needed for AMPA-R recruitment15–17. Other scaffolding proteins 
include gephyrin at GABAergic sites18 and glycine receptors. Other molecules like EphB and 
Narp are necessary for interacting with the extracellular matrix of the neuron and forming a pre-
post-neuron+astrocyte complex with NMDA-R and AMPA-Rs respectively18,19. 
In the last few decades, increasing importance has been placed on a second type of cell of the 
nervous system, glia. Astrocytes, or astroglia, are named after the Greek root word “astro” 
meaning “star”, which refers to the stellate morphology of these cells in the early Golgi stains20. 




of extracellular concentrations of excess ions and neurotransmitters, such as potassium and 
glutamate, contribution to the blood-brain barrier formation, delivery of glucose and metabolic 
substrates as energy sources to neurons, communication with neurons through release of 
gliotransmitters and trophic factors to help promote synapse formation and function, modulation 
of synaptic transmission and plasticity, regulation of blood flow, and stimulation of neuronal 
survival21,22. Therefore, it is not surprising that astrocytic morphology and function is extremely 
diverse between different brain areas, perhaps as diverse as the morphology of neurons, and 
that even different subtypes of astrocytes exist within the same brain region.  
One type of glia, the astrocyte, has been found to play a major role in the development and 
maintenance of synapses. Astrocytes help to modulate neuronal activity through a variety of 
functions23. Astrocytes are closely involved with synapses at all stages of development and 
during adult life24. They not only induce synaptogenesis through secretion of synaptogenic 
substrates, but also coordinate neuronal network formation through synaptic regulation by 
directing pre- and postsynaptic innervation bidirectionally25,26. 
One of the signals released by astrocytes that helps promote synaptogenesis in the central 
nervous system is a large matrix-associated protein,  thrombospondin. Thrombospondins are 
astrocyte-secreted proteins that promote central nervous system synaptogenesis both in vivo 
and in vitro. It has been shown that thrombospondin can induce synapses that have normal 
presynaptic and postsynaptic clustering of proteins, such as synapsin and PSD-95, 
respectively27. In addition, the number of synapses decrease significantly in thrombospondin-
knockout mice brains compared to controls, suggesting that astrocytes play a role in promoting 
synapse formation28. It has also been reported that the secretion of thrombospondins by 
immature astrocytes is controlled by ATP and other neurotransmitters, such as glutamate, 





Ephrin/Eph receptors are capable of guiding axonal development, which in turn can regulate 
synapse formation and neuronal plasticity. Ephrin is expressed on astrocytic processes, which 
can subsequently interact with neuronal processes leading to a down-regulation of dendritic 
spine formation. Astrocytes need to surround the dendritic spine in order to initiate the 
necessary Eph signaling for further development of the spine. Thus, astrocytes play a role in 
long-lasting changes associated with memory formation, such as long-term depression 
(LTD)29,30. 
Astrocytes are also capable of remodeling their structure in response to neuronal network 
reordering and have been shown to be plastic in nature31. Bioactive molecules released from 
neurons, such as neurotransmitters, peptides, and lipids, can bind to astrocytic receptors and 
modify the activity of connexin channels. They modulate primarily CX30 and CX43 that are 
involved in gap junction formation and intracellular Ca2+ signaling. This can reinforce synapse 
formation32. In contrast, destruction or injury to neurons can lead to alteration of gap junction 
expression and signaling within astrocytes through connexin redistribution33,34. 
Astrocytes can package neurotransmitters and release them intercellularly. This is a Ca2+-
dependent process. Glutamate is correlated with intracellular Ca2+ release through the IP3 
pathway. Panatier et al. found through confocal imaging that stimulation of single synapses 
induced local changes in Ca2+ compartments within astrocytes. This correlated and occurred 
simultaneously with postsynaptic glutamate transmission35. This process was dependent on 
mGluR5 activation in astrocytes that led to a release of adenosine, which then acted on 
presynaptic A2a receptors that modulated basal excitatory synaptic transmission. Other recent 
studies have found Ca2+ signaling and release within microdomains of astrocytes that can 
interact with neurons at synaptic clefts 36. 
Astrocytes communicate with each other through gap junctions using intracellular Ca2+  waves37. 




preparations38–40. Two types of intracellular  Ca2+ signaling have been reported: one is 
spontaneous and autonomous, and the other is dependent on the neuronal circuit. Traditionally,  
Ca2+ signaling was thought to be independent of neuronal activity; rather occurring  relatively 
slow and local intracellular waves41,42.  There are two models that describe how this would 
happen. One involves cytosolic transfer of IP3 through gap junctions43. The other requires ATP 
release and diffusion, leading to activation of purinergic P2YRs on astrocytes and downstream 
signaling of IP344. The two pathways are not mutually exclusive and most likely share some 
overlap. However, more research needs to be done in order to elucidate the specifics of each 
pathway and their interplay.  
The brain uses about 20% of the total circulating glucose in the body45. This is mainly for 
supporting neuronal activity through the Na+/K+ ATPase pump, leading to maintenance of the 
ion gradients, including in the synaptic cleft. Astrocytic end-feet interface with blood vessels and 
are able to uptake glucose and deliver it to neurons at the tripartite synapse. They are critically 
important as an energy source for neuronal activity and the establishment of the membrane 
potential in neurons46.  
Astrocytes use the astrocyte-neuron lactate shuttle, which depends on glutamate and glucose 
uptake. Astrocytes take up glutamate through sodium-coupled glutamate channels after its 
release in the synaptic cleft. The ATP-dependent Na+/K+ ATPase pump then restores the 
membrane potential sodium gradient. This is energy-dependent through ATP production from 
glucose by the biochemical process of glycolysis and the electron transport chain. Astrocytes 
take up glucose through the GLUT-1 transporter47, which restores the energy balance. Lactate 
is also made via lactate dehydrogenase from pyruvate and can be transported through the 
astrocytic proton-linked monocarboxylate transporter (MCT1 and 4 transporters) to the neuronal 
MCT2 48. Lactate is released by the astrocytes into the extracellular space and gets picked up 




glucose, as a rapid source of energy49. This serves to demonstrate the complex regulatory 
interactions that astrocytes play in the brain through the interface of neurons with each other 
and with blood capillaries. Astrocytes provide, not so much the glue of the neuronal network of 
the brain, as its dynamic, self-organizing, and plastic scaffold. 
 
Neuron-Extracellular Matrix Interactions  
In the CNS, there is no single essential molecule for synaptic regulation, but instead, a variety of 
extracellular matrix (ECM) proteins have been implicated as necessary players. The proteins 
are located mainly in perineuronal nets that surround the cell bodies and proximal dendrites in a 
mesh-like network that regulates synaptic contacts50. These nets are heterogeneous and can 
both promote and inhibit development of synapses, thus leading to plasticity.This has been 
regarded as long-term potentiation and depression (LTP/LTD), respectively. At a high level, both 
mechanisms involve presynaptic neuron depolarization, release of a neurotransmitter such as 
glutamate from the presynaptic membrane, binding of the neurotransmitter to a postsynaptic 
receptor like AMPA-R or NMDA-R, and an influx of Ca2+ through NMDA-R, AMPA-R, and/or 
voltage-gated  Ca2+ channels. The  Ca2+ leads to a downstream signaling cascade that can 
either lead to additional clustering of NMDA and AMPA receptors or their removal 51. The 
expression of these receptors depends on intracelullar neuronal remodeling from the 
membrane; however, the ECM plays a major role in this as well.  A review article by Dityatev 
and Schachner in 2003 established a set of 10 criteria to demonstrate the ECM proteins and 
molecules are necessary for synaptic plasticity52. Many of these criteria rely on specific 
experimental techniques using electrophysiology, molecular biology, and biochemistry to 
elucidate the functions of various molecules in synaptic regulation. The authors show that no 




experimentally significant in synaptic regulation, such as laminin, reelin, pentraxins, the tenascin 
(TN) family, thrombospondins, and various other molecules.  
These molecules are released primarily by astrocytes, implicating their importance in, not only 
neurotransmitter release and reuptake, but also synaptic development and remodeling53–55. 
Many ECM proteins play a role in neuron development, with a few being directly associated with 
glia. The release of thrombospondins (TSPs) from astrocytes plays a key role in the 
development of synapses56,57. During synaptogenesis, astrocytes secrete TSP1 and 2, leading 
to an increase in excitatory synapses at the presynaptic membrane27. In vitro hippocampal 
neuron experiments show that TSP1 leads to formation of immature synapses in coordination 
with neuroligin158. These synapses lack AMPA-Rs5. TSPs also interact with type IV collagen 
bound to α1β1 integrins59 and bind to apolipoproteinE receptor 2 (ApoER2) and very low density 
lipoprotein receptor (VLDLR) in the reelin pathway60. Thus, TSP is an important molecule in the 
development of immature synapse to functional mature synapses. 
The ECM glycoprotein, reelin, regulates neuronal migration and synapse development and 
function. As mentioned above, reelin binds to VLDLR and ApoER2, which is secreted by 
GABAergic interneurons in the adult neocortex61,62. The loss of this glycoprotein decreases 
dendritic arborization in the hippocampus, and reduces dendritic spine density63–65. 
Overexpression of reelin leads to increases in synaptic contacts and higher chances of LTP 
occurrence, with a decrease in LTD66,67. The ApoER2 exon plays an important role in reelin-
mediated LTP through alternative splicing of a single exon in an activity-dependent manner. 
This allows reelin to bind to the receptor, inducing a tyrosine kinase phosphorylation of NMDA-
R62,67,68. 
Laminins are also major players in regulation of the synaptic cleft in the CNS. They are very 
important in the peripheral nervouse system (PNS) at the NMJ, but recent research has found 




plasmin, which may be necessary for the maintenance of LTP71. Laminin bound to the β1 
subunit of integrins is also important in stabilizing LTP. Studies have found that blockage of the 
interactions and toxins inhibiting β1 all destabilize LTP52,70,72,73. 
Another mechanism that regulates synaptic plasticity at the postsynaptic membrane involves 
neuronal activity regulated pentraxin (Narp), a lectin, interacting with AMPA receptors. Narp is 
highly enriched at excitatory dendritic shafts of spiny and aspiny hippocampal interneurons in 
vitro and leads to clustering of AMPA-Rs by coaggregation19,74. However, it is not present on 
dendritic spines in vivo. Experiments with Narp-transfected cells have found that the protein 
binds to itself and forms large clusters. If a dominant-negative form of the Narp mutant is 
introduced, then there is a marker decrease in the accumulation of GluR1 clusters. Narp also 
plays a role in clustering of NMDA-Rs on interneurons in culture hippocampal cells19. The 
indirect mechanism involves recruitment of NMDA-Rs bound to PSD-95 (membrane-bound 
protein), which then binds with stargazing, an AMPA-R binding protein. The deposition of Narp 
increases during LTP in excitatory synapses of interneurons75. However, all these experiments 
have been done in vitro, and the significance of Narp has yet to be established in vivo.  
Tenascin-C and TN-R are also found to be important in synaptic plasticity. TN-R is enriched at 
the nodes of Ranvier and plays a major role in the formation of perineuronal nets. Loss of TN-R 
leads to an increase in the baseline excitatory synaptic transmission, a reduction in GABAergic 
inhibition, and a decrease in LTP. This has been linked to HNK-1, its associated  carbohydrate, 
that together modulate perisomatic inhibition and LTP in CA-176. The loss of TN-C leads to 
decreased LTP and abolishment of LTD77.  
Tension-mediated neuronal interactions 
An emerging question on neuron-glia interactions is the role of tension in neuronal network 
development. Previous work has shown that neurons in culture will exert a greater force upon 




This tension could also contribute to the organization of the nervous system: the cerebral and 
cerebellar cortex, especially in humans, which contain extensive convolutions that allow for a 
large surface area to fit into a small volume79. Neurites of chick sensory neurons generate a 
substantial amount of mechanical tension when grown on an adherent substrate of around 150 
microdynes 80, which translates to around 1% of the tension exerted by skeletal muscle79. This 
tension allows for axonal regrowth after injury81.Additionally, this tension governs the elasticity in 
the brain such that when it deforms due to an intracranial mass, it will “bounce back” to its 
original form once the tumor is removed79.  
The role of glia in maintaining the tension in neuronal networks has not been fully investigated. 
Glia secrete a variety of extracellular matrix compounds including glycoproteins and 
thrombospondins as mentioned above27.Therefore, it could be anticipated that glia contribute to 
tension forces in the brain.  
Neurite Guidance Cues for Axon/Dendrite Polarization 
The hallmark and distinctive features of neurons compared to other cells are their polarized 
morphology with highly elongate extensions specialized for rapid signal transmission. No other 
cell is capable of receiving multiple chemical inputs at the post-synaptic dendrite and then 
initiating, conducting, and delivering output signals through the axon to stimulate presynaptic 
vesicle release of neurotransmitters. These electrochemical signals form the basis of sensory 
input, processing, and motor output through the nervous system. With regards to developing 
biological machines, understanding the development and regulation of neurite outgrowths into 
specific axons and dendrites is critical to creating or re-creating a biobot capable of 
autonomously sensing, processing, and generating output upon its environment. Thus, 
understanding the emergent properties of axon and dendrite development through molecular 
mechanisms and extracellular cues will be critical to understanding and manipulating to our 




We can trace the this idea of the chemical basis of morphogenic cues back to Alan Turing’s 
1952 paper on how distinct patterns can emerge from relatively homogeneous structures 
leading to symmetry-breaking through reaction-diffusion processes82. Unique and stable 
patterns could form in animals due to local release of diffusive factors leading to catalytic 
reactions with different activation and inhibition mechanisms. Slow-diffusing activation 
molecules and long-range inhibitors could act together to produce stable symmetry-breaking 
patterns in biological systems.  
One of the earliest applications of Turing’s hypothesis was in modeling and studying 
spontaneous regeneration in hydra83. This model has been subsequently affirmed through 
numerous mathematical and real-world studies84–86. Using Turing’s principles, a model has also 
been proposed for pattern formation and axonal growth cone guidance by extracellular cues87. 
The activation-inhibitor complex based on Turing’s model is the basis for investigating and 
understanding symmetry-breaking and neurite polarization. 
Caenorhadditis elegans has been an important model system for studying neurite development 
through extracellular factors such as Wnt and Netrin/Unc6, which have been previously 
mentioned 6,7,11,12,88–92. These cues help with axonal guidance, growth cone formation, and ECM 
interactions with laminin93. There have also been axon-inhibiting molecules identified in recent 
years that fit under the Turing model of long-range repellents coupled with local activation 
through molecular mechanisms. These include semaphorin 3a and slit-robo that act as axon 
growth deterrents and dendrite promotors based on studies in hippocampal neurons94–97. Even 
in culture though, hippocampal neurons still polarize and form a single thin and long axon with a 
complex dendritic arbor. This indicates that there is an endogenous signal transduction process 
at the molecular level that underlies axon/dendrite polarization.  
An early cellular property that may serve to guide neuronal development rests in the inherited 




start with centrosome and Golgi complexes that are unbalanced within the cytoplasm of cultured 
hippocampal neurons. They have been found to localize near the hillock of a neurite with a high 
probability of becoming an axon 98. The centrosome anchors microtubules and creates 
intracellular pulling forces as it migrates through the early developing neuron. However, 
although centrosomes have been implicated in determining neuron morphology, subsequent 
work has found that laser ablation of the fully developed axon leads to conversion of an existing 
dendrite to an axon99,100. Thus, the exact role that centrosomes play in neuron polarization 
remains unclear.  
Neurons assume a bipolar morphology with neurite differentiation soon after birth101–103. 
Dissociated hippocampal neurons from early postnatal rat pups begin as spheroids with no 
gross cytoplasmic asymmetries. Only by day 4-5 after seeding do neurites become fated as an 
axon or dendrite103–106. However, neurons and their neurites still retain the ability to convert 
dendrites to axons long after differentiation has happened in vitro suggesting that asymmetrical 
differences in protein expression and a bipolar morphology is a fluid and dynamic process95,99. 
This has been demonstrated through laser axotomy of differentiated axons where a new axon 
begins its outgrowth from a previously differentiated dendrite107. 
Many extracellular factors contribute to neurite determination. Some of these I have previously 
mentioned. Briefly, Netrin and Wnt help to regulate polarity in C. elegans; lamin, BDNS, Wnt5A, 
NgCAM, and Netrin-1 all have been shown to play roles as substrates of diffusible factors that 
control neurite development108–110. Repelling factors, such as Semaphorin 3a, ephrins, TGF-β, 
and slit-robo, serve to attract dendrites while inhibiting axon growth as demonstrated on 
patterned substrates with cultured hippocampal neurons94,96,97. Knockout mice models of these 




Engineering a Biological Machine with Neuronal Input 
There have been major recent advances in research involved bio-mimetic and bio-inspired 
machines capable of autonomous movement1,3,111–113. These machines can be thought of as a 
combination of living cells ordered around an engineered microenvironment that is capable of 
performing specific, prescribed tasks114. This includes sensing the surrounding environment, 
information processing, protein expression, actuation, and delivery of payloads. There is a 
potential for the use of these biological machines in studying health, as platforms to test against 
and for biosecurity, and engaging with the external environment. The goal of my thesis and 
subsequent research in EBICS and related fields is to create cellular machines that are capable 
of dynamically sensing and, through sensory input and processing, responding to a range of 
complex signals.  
The present study builds on previous work in EBICS from the Bashir and Saif labs, which have 
created biobots using clusters of cardiac cells and C2C12 skeletal muscle1,2,111. These 
machines are capable of autonomous movement, particularly when using cardiac muscle due to 
its inherent properties to maintain continuous actuation. Recent advances have enabled 
optogenetic activation of skeletal muscle. In parallel, tissue-engineered biomimetic jellyfish and 
soft-robotic rays have been developed using cardiac muscle combined with optogenetic 
activation3,113. What these novel biobot are lacking is an intrinsic mechanism for bioactuation 
through neuromodulation. The crux of my graduate research has been to understand 
emergence in neuronal networks in order to direct and integrate neuromodulatory activity into 
tissue-engineered biobots. A part of this requires understanding the emergent properties of, not 
only neuronal networks, but growth of neurite processes, synapses, and development of the 
neuromuscular junction as well. In order to induce a sustained behavior, I have utilized previous 
work on central pattern generators and half-cell oscillators as a basis for engineering a more 




properties has assisted with the final goal of creating a biological machine with neural input and 
muscle actuation. 
The Neuromuscular Junction 
The overarching aim of my thesis work is to create or isolate a central pattern generator (CPG) 
for integration with a biological machine. The typical mechanism for central pattern generation 
involves a positive feedback system where the firing of one neuron inhibits and hyperpolarizes a 
partner until it has a chance to recover115. The building block and basic type of CPG is the half-
cell oscillator. With respect to creation of a biological machine that can generate either a basic 
swimming or walking motion, looking for inspiration from non-mammalian or simpler organisms 
is a good place to start. Model systems such as Pleurobranchia, Aplysia, and lamprey and well-
mapped out and understood behavioral models derived from neuroethological studies. These 
organisms use central pattern generators (CPGs) to generate endogenous motor motions like 
swimming or other basic reflexes. These CPGs are relatively isolated and autonomous neural 
networks. In vertebrates, CPGs usually reside in the spinal cord and produce rhythmic motor 
patterns that are complex, causing alternating movement across the bilateral body structure. 
The main requirements for a rhythm are that two or more processes interact in such a way that 
each process sequentially increases and decreases. Furthermore, the processes need to be 
cyclic.  This is composed of two coupled neurons that reciprocally inhibit one another. 
Individually, these neurons possess no inherent rhythm, but as an example of an emergent 




The question then becomes, how does one reconstruct a half-cell oscillator in vitro. Syed, et al. 
accomplished the reconstruction of the respiratory CPG of the mollusk Lymnaea over 20 years 
ago 117.This was groundbreaking in the field of neuroethology and greatly enhanced our 
understanding of the neural basis of pattern formation. The experiment isolated two respiratory 
interneurons, one for inspiration and one for expiration, and a third 
regulatory giant dopaminergic cell. The two respiratory 
interneurons were mutually inhibitory like a half-cell oscillator in 
vivo, while the giant dopaminergic neuron inhibited both while 
receiving the only excitatory signal from the expiratory 
interneuron. In contrast, the inspiratory interneuron sent an 
inhibitory signal to the dopaminergic neuron (Fig. 1.2). In well-
studied model systems such as the Lymnaea or lamprey, many of the CPGs and their neurons 
have been extensively characterized. Furthermore, the neurons are relatively large and easy to 
extract and culture compared to smaller neurons from more complex mammalian systems.  
Another classic example is the CPG controlling the heartbeat in leeches118. The key ionic 
currents involved are a hyperpolarization-activated, inward current and a low-threshold 
continuous sodium current. As an inhibited neuron becomes more hyperpolarized, the inward 
current gets turned on and leads to subsequent depolarization of the off-neuron until it escapes 
inhibition and begins to fire. This, in turn, leads to inhibition of the partner neuron that was just 
firing until it too crosses the threshold for firing. Although this is a common arrangement for half-
cells to function, neurons could also fire in phase119. Also, there does not need to be an escape 
mechanism for alternating patterns where the active neuron simply stops firing and allows the 
off-neuron to begin to fire. This exists in the pyloric network of lobsters and crabs120. The phase 
is determined by the synaptic connections between neurons in the CPG, which are so complex 
Fig 1.2: I.P3.I and V.D4 are mutually 
inhibitory interneurons and RPe.D1 
is the giant dopaminergic neuron of 
the respiratory CPG of the pond 




that one cannot separate out the neurons involved only in creating the pattern or the rhythmic 
firing.  
Endogenous Spinal Cord Central Pattern Generators 
This complexity among CPGs of model systemswith relatively simple neuronal networks 
extends to mammalian CPGs. In addition to comprising a complex network of neurons for each 
CPG, each one is connected to others for multi-output coordination. These behaviors in 
mammals, like in invertebrates, can be isolated from sensory feedback to produce rhythmic 
pattern generation through autonomous CPGs115. Ideally, a mammalian CPG could be isolated, 
such as those involved in deep tendon reflexes for knee jerk and other activities, which would 
be located in the spinal cord. The CPGs should be relatively isolated from other limb 
movements and should be hard-wired for a specific task121. To date, there has been no 
evidence of isolation and culture of a mammalian CPG in vitro. A better route would be to take 
the pre-established wiring and integrate it into a biological machine. Areas containing CPGs 
would include the spinal cord and peripheral ganglia such as the superior cervical ganglia, 
which help to govern the activity of cardiomyocytes122.  
With regard to mammalian CPGs, they are most likely found in the spinal cord. The earliest 
studies found that transections of the thoracic spine in cats still generated spontaneous, 
rhythmic activity leading to coordinated movements in the hindlimbs116,123–125. Additionally, 
isolation of the brainstem/spinal cord of neonatal rats at the lumbar level led to generation of 
locomotor patterns 123. Application of serotonin and NMDA led to rhythmic locomotor firing at the 
ventral roots. However, further studies have found that locomotor CPGs can be extrinsically 
affected by sensory nerves and areas of the basal ganglia through the thamalus in the 
mammalian brain126. More work needs to be done in order to fully understand how CPGs 




With regard to the biobots project, the main question becomes, what type of neurons are 
necessary to form an in vitro CPG capable of generating spotaneous locomotor actions in a 
directed manner in response to a sensory input? Based on previous efforts, the easiest method 
would be to isolate well-known CPGs similar to the work done by Syed, et al. and interface 
these neurons with a muscle strip. However, there is no published work showing the efficacy of 
a heterogeneous neuromuscular junction made of invertebrate neurons and mammalian muscle 
strips (the current type of myocytes used in this project and among collaborators). This would 
prove to be a difficult task due to the inherent difference in how motor units are organized in 
invertebrates or vertebrates. In invertebrates, there are a small number of heterogeneous motor 
neurons in each motor unit, and each motor unit is innervated by multiple neurons, both 
excitatory and inhibitory. In contrast, vertebral motor units consist of many homogeneous motor 
neurons where each neuron innervates one myotube and force depends on the number of 
activated units127. Thus, in terms of engineering force generation in our biobots, using similar 
cells derived from similar species would be much easier than trying to engineer a heterozygous 
NMJ.  
For the purposes of this study, understanding the exact location and functional interplay 
between multiple CPGs within a spinal cord or ex vivo may not be important. Instead, the 
present study is based on the well-known CPG underlying alternating limb movement in 
locomotion. A single lumbar section of spinal cord (L1-5) with a functional CPG will be isolated, 
integrated with a biobot leading to NMJ formation, and tested for the degree of bioactuation 
upon neuronal stimulation. This integration of CPGs, emergent neuronal network activity, and 






1. Determine the role of glia in the emergent behaviors of neuronal networks 
a. Glia effects on network morphology 
b. Glia effects on the electrophysiological activity of neurons 
c. The role of tension in neuronal network development 
2.  Engineer and characterize a 3D microenvironment for biomimetic neuronal network 
formation 
a. Compare morphological characteristics of neuronal networks developing on 
3D substrates with those in vivo  
b. Compare electrophysiological properties of neuronal networks developing on 
3D substrates with those in vivo 
3. Polarize neurons on an engineered substrate 
a. Engineer substrates to direct axonal growth 
b. Engineer substrates to direct dendritic growth 
4. Engineer a biological machine with neuronal input through spinal cords 
a. Characterize spinal cord activity and CPG function 
b. Integrate a spinal cord onto an engineered biobot 
c. Characterize the emergent properties of the biobot 
 
From this work, we expect to have a better understanding of how the emergent properties of 




manipulated to control network formation. This knowledge will enable us to engineer a neuronal 
circuit, which will lead to broader insights on the factors that govern neuronal networks. We then 
plan to integrate our neuronal circuit with other cell types, including myocytes and endothelial 
cells, to create a functional biological machine capable of biosensing and bioactuation. These 
biological machines may have therapeutic uses as organic insulin pumps or as toxin detectors 
and cleaners.  
Chapter 2 focuses on Aim 1 in characterizing the emergent properties of neuronal networks and 
the role glia play in the morphology and functionality of the neurons. Using immunofluorescent 
antibody labeling for neuronal and glial cytoskeletal elements, we examined temporal and 
spatial changes of the neuronal network with and without glial inhibition. Additionally, we used a 
novel imaging technique, spatial light interference microscopy (SLIM), to conduct label-free, live-
cell analysis of the power spectrum light scattering from the neuronal cultures. This allowed us 
to infer how glia affect the overall organization of the neuronal network. Using whole-cell patch 
clamping, we looked at the electrophysiological properties of the neurons in order to glean 
information about the membrane excitability of these neurons in the presence or absence of 
glia. This work led us to examining the phenomenon of clustering and network organization of 
neuronal cultures. Clustering has never been previous studied in depth and we believe that in 
vitro neuronal clustering can give indication of how structural organization occurs in the brain. 
Using tension force microscopy, we measure soma and neurite forces exerted upon a soft 
polyacrylamide substrate, as well as neuron-neuron intercellular forces.  
Chapter 3 focuses on the behavior of neurons developed in 3D scaffolds. We use a novel 3D 
alginate hydrogel as a platform for culturing hippocampal and dorsal root ganglia (DRG) 
neurons. Hippocampal neurons are a well-studied neuronal subtype model. Previous research 
has demonstrated that hippocampal neurons will respond to a variety of extracellular cues for 




hard edges similar to those found within the microporous structure of the hydrogels130–132. 
Similarly, DRG neurons’ pseudounipolar axons will also follow along the pores within the gels. 
The long-term goal of using these two neuronal subtypes is to have a model sensory neuron 
sub-type (DRG neurons) and intermediate processing neurons (hippocampal neurons) that can 
process information. These neurons would be used in biological machines and combine with 
motor neurons and myocytes to induce controlled movement in response to external stimuli.  
Through a glacier moraine-forming process developed by the Kong lab to align the hydrogen 
scaffolds133, we were able to orient neurons and direct neurite outgrowths uniaxially. This culture 
system serves as an effective environment for creating the laminar morphology of neurons like 
that found in the CA1 region of the hippocampus and nerve tracts extending from DRGs of the 
peripheral nervous system. In addition to their morphological similarity to tissue explants, the 
neuronal development in the 3D hydrogels also displayed robust Ca2+ fluxes upon electrical 
stimulation. Due to the physical properties of the gels and neuronal migration deep into the gels, 
patch-clamping individual neurons was not possible, and, thus, we used an indirect method to 
measure neuronal network activity. The robust Ca2+ fluxes in stimulated neurons serves as an 
indicator of network activity.  
The first two aims address the emergent properties of neurons through their interactions with 
glia and the extracellular spatial microenvironment. Understanding the principles governing self-
organization of neurons will be built upon in fulfilling the third aim (Chapter 4) of engineering a 
CPG and eventually an integrated neuronal circuit. As mentioned before, neurite differentiation 
is still an unexplored field and many factors appear to coordinate axon and dendrite 
development. I have found it difficult to selectively polarize neuronal processes in specific 
directions and orientations. Although physical cues appear to be the best way to guide 




The crux of my work was to create a platform that contains sensory, motor, and processing 
neurons that can transduce a signal. My work has shown the potential of reimagining emergent 
in vivo systems, such as spinal cord CPGs with engineering biobots. In Chapter 5, my final, 
fourth aim, showed the capabilities and potential for a neuromodulated biobot. We have 
achieved functional integration of rat spinal cords with C2C12 skeletal muscle on soft-robotic 
skeletons that are capable of actuation and continued oscillatory activity with a small stimulus. I 
have found that these bots can respond to a variety of extracellular chemical cues and then 
generate a response. This was groundbreaking work that advanced the field of tissue-
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Abstract 
The first autonomous biological machines have been created1–3; however, these machines lack 
endogenous biological control. The critical next step in engineering living systems with designed 
movement functions is to integrate a neuronal control network. Pursuant to this goal, we seek to 
understand how neuronal networks self-organize, and how network formation is influenced by 
glial cells.  Outcomes will improve our understanding of the emergent properties of integrated 
neuronal networks and brain development, and our ability to create controllable biological 
machines. To analyze cellular behavior, we used a real-time, non-invasive quantitative phase 
imaging technique, Spatial Light Interference Microscopy (SLIM), in conjunction with 
conventional fluorescence immunohistochemistry. We examined the development of mixed 
neuron-glia cultures from post-natal day 1 (P1) rat hippocampi in the presence or absence of 
cytosine β-D-arabinofuranoside (Ara-C), a mitotic inhibitor that restricts glial proliferation. We 
found that glia enhanced neuronal network formation by increasing connectivity between 
neurites. Glia promote the formation of neuronal clusters and enhance neurite extension 
between clusters. Additionally, overall network complexity, as measured through light scattering 
using SLIM, showed overall network consolidation in the presence of glia. Finally, using single-




treatment with Ara-C. In culture where glia were permitted to proliferate, we found enhanced 
excitability based on multiple measures together with more robust neuronal activity patterns. 
Our findings offer insights into the self-organizing characteristics of neuron-glial cultures into 
dynamic multicellular clusters. This will contribute to developing a controlled neuronal oscillator, 
a key component for controlling actuation in a biological machine.  
Introduction 
Significant advances have been made in the creation of biological machines. These include 
machines that walk and swim similar to invertebrate animals like inchworms  and jellyfish, as 
well as flagellated sperm cells1–3. A key aspect in creating these biological machines is to 
understand the emergent behaviors governing integrated cellular systems. In the animal 
kingdom, a neuronal network underlies the behavior processing of animals ranging from the 
nerve nets of jellyfish to humans135. Although the current biological machines are autonomous 
and capable of self-actuation, they are not capable of sensing and responding to their 
environment. The primary cell type used in these biological machines has largely been 
cardiomyocytes. They are capable of spontaneously contracting and generating force 
autonomously with little neuronal input apart from sympathetic activation from peripheral 
ganglia, such as the superior cervical ganglion136. Recent work has used skeletal muscle cells 
from the C2C12 cell line to demonstrate contractile forces using external electrical stimulation1. 
None of these machines contain endogenous control mechanisms to govern their movements; 
they rely upon either the inherent properties of the cells or exogenous excitation to generate 
movement.  Thus, creation of a control mechanism to govern the behaviors of the machines 
through neuronal network biosensing and bioactuation, similar to the central nervous system for 
animals, is integral to this goal.  
The first step to engineering a neuronal network is to understand the self-organizing properties 




stem cells has been created with discrete brain regions and neuronal subtypes illustrating the 
emergent behaviors self-evident within biological systems137. In biological machines, neurons 
would be the primary signal transducers, actuators, and sensors of the environment. We seek to 
understand and create an integrated neuronal network capable of interfacing with biological 
machines that have been created or are currently being developed.  
A fundamental component of neural networks is glial cells. Glia are known to play an important 
role in maintenance and activity of neuronal networks and signaling in the brain. They contribute 
to synaptic activity, creation of synapses, guidance of neurons, and have been shown to be 
precursors to a variety of neuronal subtypes20, 22-23. Glia have been shown to consolidate 
dendritic spines and preserve synaptic connectivity during development138,139.  
Less is known about how glia influence the self-organization of neuronal network architecture. 
Alan Turing in 1952 hypothesized that substances he termed “morphogens” act together and 
guide morphogenesis in biological systems (REF). Glia are known to secrete factors like 
SPARC, GF beta, TNF beta, and BDNF that regulate synaptic function and plasticity140. These 
trophic factors may be the ones that Turing implicated in morphogenesis with respect to the 
development of the nervous system. More work needs to be done on understanding the self-
organizing properties of neuron-glial systems and the role that glia play in governing the 
emergent properties of neuronal networks.  
The present study probes potential roles of glia in regulating neuronal network development in 
primary rat hippocampal cultures through fractal indexing, mapping of neuronal architecture, 
and examining post-synaptic potentials. We traced neuronal processes grown with glia and with 
mitotic inhibition which limits glial proliferation in cultures. We found that robust glial numbers 
increase the morphological complexity of neuronal network. Glia also helped to consolidate the 
overall neuronal network as evidenced in a stronger fractal patterning. We also used spatial light 




found that glia influence self-organization of neuronal networks as measured through light 
diffraction correlated to fractal patterning. Regarding functionality, primary co-cultures with glia 
enhanced the richness of neuronal excitability, while diminished numbers of glia led to 
decreased firing of neurons measured by single-cell patch clamping. 
. My work suggests that there is an increase in neuron clustering when glial mitosis is inhibited. 
This indicates that glia may play a regulatory role in governing neuronal interactions. The 
enhanced clustering happens both in 2D and 3D environments. There is no evidence that this 
type of clustering exists in the brain. The clustering may only be due to cell-cell forces exerting a 
stronger pull through neurites as compared to cell-substrate forces that are relatively weaker. 
Another hypothesis is that clustering in in vitro cultures may serve to protect the cells based on 
the electrophysiological properties of the neurons within the clusters, where neurons generate 
strong action potentials and long trains of spiking activity.  A phenomenon similar to clustering 
that exists in the brain is development of specialized sub regions, such as the suprachiasmatic 
nucleus and other nuclei, that are known to have specialized functions for behavior141. There is 
no direct evidence that neurons actively cluster during brain development to form these nuclei, 
however this is an interesting hypothesis as to how the brain develops. Based on this thesis 
work in understanding neuronal-glial cultures, a future step would be to use this knowledge to 
try and model brain development by extrapolating cell-cell forces between neurons and glia to 
analyze how the morphology of the brain emerges.  
 
Results  
The clustering phenomenon was first characterized using confocal microscopy of an 
immunocytochemistry fluorescent staining of P1-2 rat hippocampal neurons in culture. A depth-




stack (Figure 2.1). There was a large aggregation of neuronal bodies into a large, globular 
structure, while neurites extended from the cluster in a plane closer to the level of the glass 
substrate. 
Inhibition of glial proliferation using the mitotic inhibitor, Ara-C, altered the morphology of the 
concurrently growing neuronal network (Fig. 2.2). In the untreated condition, we found that the 
average process extensions from both glia and neurons increased significantly over the course 
of 11 days, with significant jump measured at days 5 and 11. We also treated a separate set of 
hippocampal cultures with a mitotic inhibitor, Ara-C, which stopped glial cell division. There were 
markedly fewer glia in the culture compared to the untreated control. Both conditions exhibited 
increased neurite length/cluster of cells over 11 days in culture. After 5 DIV and continuing to 
the end of the experiment, neurons grown with glial inhibition displayed a significant decrease in 
the number of attachment and branching points, which could result in a decrease in the amount 
of crosstalk between neurons and consequently a lower degree of network and electrical activity 
(Fig. 2.3).  
Glia have been shown to play a prominent role in the tripartite synapse and regulation of 
neuronal functions142. Concurrently, inhibition of glial mitosis with Ara-C led to a significantly 
larger number of free neurite processes (endpoints) than in the control sample (Fig. 2.3a). This 
could imply that there is an increased number of neurite processes emerging from the cells that 
are not attaching to other processes to form a complete neuronal network. This could result in a 
decrease in the amount of network activity and less communication between neurons. These 
data support the importance of glia in the emergence of neuronal networks during development. 
In addition to examining process extension and network formation using immunocytochemistsry 
(ICC), we utilized SLIM to study network development and cell clustering. Figure 2.2 shows 
sequential images of the same area seeded in vitro of P1/2 rat hippocampal neurons over 12 




frequency domain of the light scattering to determine differences between dishes treated with 
Ara-C against the control. At the 1 m length-scale, which is comparable to the average width of 
neuronal processes, the neuronal network in the culture where glial cells proliferate showed less 
light scattering compared to the Ara-C condition. This is indicative of an increased consolidation 
of the neuronal processes and clusters in the presence of glia. At the 10 m length-scale, which 
is comparable to the size of the cell body, we observed the same trend where there was less 
light scattering of the network in the presence of glia. Based on previous work using SLIM, this 
significantly diminished light scattering is indicative of network consolidation 143,144. These 
findings suggest that glia play a significant role in regulation of the emergent self-organization of 
both neurites and cell somas.   
We used SLIM to examine cell cluster formation over 12 days. We found that the total number 
of clusters decreased (Fig. 2.5c), while the size of each cluster increased (Fig. 2.5d) for both the 
control and treated conditions. This reinforces our earlier observation showing that small, 
nascent cell clusters migrate towards each other to form larger clusters (Fig. 2.5a). Glia do not 
significantly alter the parameters of neuronal clusters in culture over 12 days. We believe that 
there are fewer numbers of clusters immediately after treatment with Ara-C due to a decrease in 
the number of initial glial mitoses. Regression analysis of both trend lines showed no 
significance in the rate of clustering in either condition (Fig. 2.4c). This phenomena of clustering 
has been observed in cell culture and is proposed to be related to the tension of neurons and 
glia interacting with the glass substrate of the cell culture145. 
Single-cell patch clamping of neurons grown in the presence of glia exhibited significantly larger 
spike amplitudes and frequencies compared to neurons grown with glial inhibition (Figure 2.6a, 
b). A single spike train trace from the control condition exhibited a larger number of action 
potential discharges with higher amplitudes as compared to the spike train from cultures treated 




between the two conditions. There were significantly more action potentials in each spike train 
for neurons from the control condition vs. Ara-C-treated condition with glial mitotic inhibition. 
With increased spike frequencies, there is a greater chance of signal propagation to neighboring 
neurons. Each action potential from a neuron that is synapsed onto adjacent neurons will 
release synaptic vesicles that have the potential to induce an excitatory post-synaptic potential 
(EPSP). A high frequency spike train can induce summation, increase the likelihood of a post-
synaptic action potential, and initiate feedforward propagation146. There was no significant 
difference in action potential threshold between the control and treated conditions. However, 
measures of the overall shape of the action potentials were significantly different for the control 
and the treated condition (Table 2.1). A representative schematic trace (Fig. 2.6c) shows that 
the peak amplitude, the afterhyperpolarization, and the half-width of the spike were smaller in 
neurons that were grown in the treated condition as compared to the control. Additionally, the 
time to rise and decay to the half-amplitude were significantly longer; the time to maximum rise 
slope was 3 times longer in neurons with Ara-C treatment as compared to the control, whereas 
the maximum rise slope was three times higher in the control condition—conditions that imply 
changes in the underlying currents that together diminish excitability. These parameters are 
indicative of sharper and faster spikes in the control vs. the treated condition. Taken together, 
this electrophysiological data of the action potential spike trains illustrates that neurons grown in 
the presence of uninhibited glia are functionally more robust.  
Discussion 
By characterizing several key variables, we have shown the importance of glia in promoting the 
emergent properties of neuronal networks. This is the first analysis demonstrating the 
importance of glia in affecting the self-organizing properties of neurons. Enhanced glial 
presence increased the complexity and interconnectivity of the neuronal network. We found that 




over the course of their growth. Additionally, SLIM imaging found that the overall network 
complexity and consolidation increased. This suggests that glia help to strengthen the 
connections and synapses that form during network development. Additionally, through single-
cell path clamping, we found that neurons with glia display a more robust action potential firing 
pattern of spike trains. This suggests that the neurons in the network that include adequate 
number of glia will be able to induce signal transduction to downstream neurons with a higher 
probability than neurons grown with limited numbers of glia146.  
This work demonstrates the importance of glia in governing the function of self-organizing 
neuronal networks. We can apply these findings to integrate neuronal circuits and networks 
within biological machines. The central processing and sensory integration of the machines with 
the external environment will depend heavily on the robustness of the integrated neuronal 
network. A stronger network capable of faster processing will allow for increased activity and 
enhanced information flow. Specifically, we have demonstrated that glia will improve the 
development of these machines. Techniques to grow neuron-based modules will require the 
presence of glia to facilitate neuronal network organization and development. Glia assist in the 
spatial organization of neurons during network formation at multiple scales. Future work 
combining biological machines with neuronal networks will need to place an emphasis on the 
emergent properties governing cellular and tissue development of both the neuronal and glial 
components.  
Materials & Methods 
Spatial Light Interference Microscopy (SLIM) imaging and analysis was done in collaboration 
with Taewoo Kim and Mustafa Mir in Gabriel Popescu’s lab. Electrophysiology and statistical 




Primary Hippocampal Neuron Culture 
All animal procedures were done in accordance with guidelines for the humane treatment of 
animals established through the University of Illinois at Urbana-Champaign Institutional Animal 
Care and Use Committee under the Vice Chancellor for Research. We cultured primary 
hippocampal neurons from P1-2 Long-Evans BluGill rats from our inbred colony from previously 
established protocols in our lab131.  Following enzymatic digestion papain (23units/mL activity), 
cells were counted and seeded at a density of 250 cells/mm2 onto Corning No. 1 22 x 22 mm 
glass coverslips with 2 mL of Neurobasal media. Media changes were done every 3 days until 
the end of the experiment.  
Glial Inhibitory Treatment 
In order to inhibit glial proliferation in cell culture, we added cytosine-d-arabinofuranoside (Ara-
C), a mitotic inhibitor. 1 M of Ara-C was added to the culture 24 h after cell seeding, while 
vehicle was added to the control. The treatment media was left on the culture for 24 h and then 
washed-off with fresh Neurobasal media plus 2% B27, 1% Penicillin/streptomycin, and 0.25% 
Glutamax.  
Spatial Light Interference Microscopy Imaging 
Spatial Light Interference Microscopy (SLIM) imaging has been described previously143,144. 
Briefly, it is a white-light, common-path, phase-shifting interferometer that is an add-on to 
commercially available phase contrast microscopes. It can quantitatively control the phase shift 
between scattered and unscattered light and record 4 intensity images at 0, π/2, π, and 3π/2 in 
order to calculate the amount of phase shift between cells and the surrounding media. Using 
white light, SLIM is extremely sensitive and stable and able to obtain resolutions of cells at a 
resolution similar to that of atomic force microscopy. Additionally, this sensitive technique is 




Cell cultures were imaged every 24 h in an incubator kept at 37 C at 9% air and 5% CO2 on a 
heated-stage insert (Zeiss). Each sample was imaged in a 7 x 7 tile pattern with a Zeiss EC 
Plan-Neofluar 10x/0.3 Ph1 objective for a total field view of 2.8 x 2.1 mm2. The exposure time 
was 15ms for each image at full lamp power (3,200 K or 10.7 V). Samples were imaged every 
24 h   from day 2 - 11. Power Spectrum Analysis followed that from previously published 
work143. 
Immunofluorescence Labelling and Image analysis 
Cell cultures either with Ara-C treatment or control were fixed with 4% paraformaldehyde in PBS 
for 15 min after 2, 5, 8, or 11 days in culture. After washing with PBS, the samples were pre-
permeabilized with 0.3% Triton-X in PBS for 5 min and blocked for 30 min at room temperature 
in 0.3% Triton-X in PBS containing 5% normal goat serum (NGS). Samples were then labelled 
for either III tubulin (1:1000, Millipore) or glial fibrillary acidic protein (GFAP, 1:5000, Millipore), 
which label neurons or glia, respectively. Following antibody labeling, samples were rinsed with 
PBS and DI water, dehydrated, and mounted ProLong Gold anti-fade agent (Molecular Probes) 
before imaging to prevent photobleaching.  
Samples were imaged with a Zeiss Axiobserver Z1 microscope in a 6 x 6 tile pattern with a 
Zeiss EC Plan-Neofluar 10x/0.3 Ph1 objective for a total field view of 2.4 x 1.8mm2. 
Fluorescence images were then analyzed using ImageJ with the NeurphologyJ Plug-in to 
quantify neurite length, attachment points, and endpoints147.  
Electrophysiology   
Whole-cell patch clamp recording was performed on hippocampal cell cultures 14-15 DIV. The 
cultures were transferred to a submersion-type recording chamber continuously superfused with 
a HEPES-buffered physiological saline solution saturated with 100% O2 at 35° C. The 




HEPES, and 10.0 glucose. The pH was adjusted to 7.3 using NaOH and the osmolarity was 
adjusted to 300-310 mOsm. 
Intracellular recordings of hippocampal neurons were obtained with the visual aid of a high-
power water-immersion objective (X40) on a Nikon Eclipse E600FN fixed stage microscope 
equipped with infrared differential interference contrast (DIC) optics. Patch pipettes with tip 
resistances of 4-7 MΩ were filled with an intracellular solution containing (in mM): 117.0 K-
gluconate, 13.0 KCl, 1.0 MgCl2, 0.07 CaCl2, 0.1 EGTA, 10.0 HEPES, 5.0 Na2-
phosphocreatine, 2.0 Na2-ATP, 0.4 Na-GTP (pH 7.3 using KOH; osmolarity 290-300 mOsm). A 
Multiclamp 700B amplifier was used for current-clamp recordings. Data were stored on 
computer for further analyses using the pClamp 10 software. Only neurons with initial access 
resistances ranging from 10 to 25 MΩ and remaining stable throughout the recoding were 
included in analysis. 
Under current-clamp mode, the voltage response of individual neurons were recorded by 
applying a current-steps protocol (duration 600 ms) from -100 pA to +160 pA with 20 pA 
increments and were used for assessing the pattern of action potential discharges. 
Statistical Analysis 
For analyzing neurite processes by immunocytochemistry (ICC) and the SLIM power spectrum, 
statistical analysis was performed with GraphPad Prism 5.0 using unpaired t test and two-way 
ANOVA for repeated measures with Tukey’s post-hoc test. SLIM clustering and 
electrophysiological analysis were performed using SAS statistical software (University Edition). 
Linear regression was done on the clustering data. To represent multiple cells/dish/group, one-
way mixed-model ANOVA was used with Tukey’s post-hoc comparison for the 
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Figures and Table 
  
 
Figure 2.1 – Example of clustering aggregate. Neuron cluster has been stained for beta-III tubulin and visualized with 
a depth coded image showing the 3D structure of the cluster. The yellow region indicates a thicker part of the cluster, 





Figure 2.2 – Inhibitory glial mitosis during the development of hippocampal-cell cultures diminishes the [what? Size, 
robustness?] of multicellular clusters. Glia mitosis was inhibited when hippocampal cell cultures were treated with 
Ara-C. In the control (a) glia stained for GFAP (green) went through mitosis over 11 days. After treatment with Ara-
C after 1 DIV (b), glial mitosis was decreased over 11 days. P1/2 rat hippocampal neurons were seeded at a 
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Figure 2.3 – Inhibition of glial mitosis using Ara-C led to significant changes in neuronal and glial network 
morphology. Ara-C treatment led to a significant increase in neurite length per cluster after 11 DIV (a), a significant 
decrease in attachment and branch points per cluster after 5 DIV (b), and a significant increase in endpoints per 
cluster after 8 DIV (c). In glial network morphology, Ara-C treatment led to a significant increase in glial process 
length per cluster after 11 DIV (d), significantly less attachment and branch points per cluster at day 2 (e), and 
significant more endpoints per cluster after 11 DIV (f). n = 3 culture dishes for each day p < 0.05, error bars are 
standard error of the mean (SEM) 
  
a b c 








Figure 2.4 -  Live-cell SLIM imaging of rat hippocampal cell cultures showed an increase the light-scattering of the 
neuronal network over 12 DIV in cultures when there was a decreased population of glia. SLIM images were taken 
every 24 h for 12 days from control cultures or cultures treated with Ara-C (a, c). At the 1 μm length scale, light 
scattering increased over 12 days in cultures treated with AraC (b). This length scale corresponded to fine 
processes extending from neurons and glia. The 10 μm length scale also showed that light scattering was higher in 
cell cultures treated with Ara-C, which approximately corresponds to the size of cell somas. n = 3, p < 0.05, error 








Figure 2.4 (cont.) -  Live-cell SLIM imaging of rat hippocampal cell cultures showed an increase the light-scattering 
of the neuronal network over 12 DIV in cultures when there was a decreased population of glia. SLIM images were 
taken every 24 h for 12 days from control cultures or cultures treated with Ara-C (a, c). At the 1 μm length scale, 
light scattering increased over 12 days in cultures treated with AraC (b). This length scale corresponded to fine 
processes extending from neurons and glia. The 10 μm length scale also showed that light scattering was higher in 
cell cultures treated with Ara-C, which approximately corresponds to the size of cell somas. n = 3, p < 0.05, error 





Figure 2.5 – Neuron and glia cells in culture exhibit clustering behavior over 11 days. This clustering behavior is present in both 
cultures treated with Ara-C and in the control condition (a, b). The number of cluster decreased (c) on both the AraC and control 
conditions are similar rates as evidenced by the slope of the trend lines. Similarly, the number of cells/cluster increased over time 
at similar rates in both conditions. These two figures taken together and supported by imaging indicate that existing clusters were 









Figure 2.6 – Inhibition of glial mitosis significantly alters the action potential and bursting activity of neurons in culture 
(Is this also true of neurons in clusters? Were all the neurons measured in clusters?). Neurons in the control condition 
exhibited robust spike trains after whole-cell patch clamping with voltage response to current steps (a). In contrast, 
the voltage response to current steps in neurons grown in culture with glial mitotic inhibition exhibited shorter spike 
trains with smaller amplitudes (b). Single trances show representative examples of the difference in the pattern of 
action potentials in a train of spikes (c, d).  An example trace shows the average action potential curve for neurons 










Table 2.1 – The electrophysiological properties of the spike trains from single neurons are significantly different in the 
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Abstract  
Engineered 3D microenvironments enable the creation of designer neuronal networks that 
approximate neuronal tissue geometry. Here we use 3D peptide-functionalized alginate 
hydrogels to direct neuronal process growth and shape developing network formation. Through 
a process mimicking glacial moraine formation, poly-lactic-co-glycolic acid microparticles were 
freeze-dried creating uniaxially aligned porous microchannels within the gels. We grew early 
postnatal rat hippocampal neurons and adult rat dorsal root ganglia (DRG) in these gels. Neurite 
processes were significantly more aligned on the aligned hydrogels compared to those grown in 
random-pored gels. The morphologies of the neuronal networks grown in the uniaxial gels 
resemble the laminar neurite alignments in the hippocampal CA1 region or the nerves extending 
from DRGs. To examine the functionality of the network, we monitored intracellular Ca2+ 
dynamics. After stimulating the non-conductive gel locally, we observed Ca2+ fluxes in adjacent 
and downstream cells. This indicates activation and communication between neurons within the 
hydrogel. This demonstrates the efficacy of porous 3D alginate hydrogels as scaffolds for 




tailoring neuronal circuit microstructures during neuronal repair and directing emergent 
behaviors in regenerating neuronal networks. 
Introduction 
As biological systems develop, neuronal networks emerge within complex 3D 
environments composed of other types of cells, vascular tissue, and extra-cellular matrices.  
Studies involving neuronal cultures in vitro conventionally use 2D mono-cultures on rigid, glass 
substrates. Tissue engineering research has long been interested in recreating 3D 
microenvironments that more closely approximate the in vivo milieu 148–151. The 3D 
microenvironments typically enable neurons to maintain a more spherical soma and exhibit far 
greater complexity in their processes, which extend in multiple directions as they do in vivo. This 
results in greater cell-cell, cell-extracellular matrix, and cell-substrate interactions  and gives rise 
to opportunities for creating substrates with mechanical moduli closer to those in the brain152. 
The 3D environments have been shown to enable cultured neurons to extend morphologically 
more complex neurites with better survival rates as compared to 2D cultures148–153. Thus, 
consideration of the complexity and flexibility of the natural environment of neuronal circuits is 
important to building intentional circuits in vitro.  
To this end, we chose primary neurons from two distinct structures of the nervous 
system; the hippocampus and the dorsal root ganglia (DRG). The laminar CA1 to CA3 region of 
the hippocampus in the central nervous system is a well-studied area with a high proportion of 
homogeneous neurons and few glia 154–156 . The link between CA1 and CA3 is the main conduit 
for establishing long-term potentiation (LTP), which is critically important for learning and 
memory 157–159. The hippocampal dentate gyrus maintains adult neuoregenerative capabilities 
that are capable of responding to stimuli such as learning , novel environmental cues and 
exercise 160–162. Detrimental insults to the brain such as hypoxia, ischemia, seizures, and 




hippocampal CA1-CA3 learning and memory capabilities through DG neurogenesis function 
upon neurological injury. A part of this process is new neurite regrowth in order to maintain the 
morphological and functional capabilities of the hippocampus. Our system can serve as an 
important tool for studying and modeling hippocampal neurogenesis and network formation and 
regrowth after injury or during development. 
We also cultured neurons from the DRG in the peripheral nervous system. This is the 
main nexus of aligned sensory neurons163. These neurons are susceptible to injury and damage 
due to the highly fenestrated capillary network that surrounds them. This loose blood-nerve 
barrier is the conduit for adverse exposure of DRGs antibodies and toxins164,165. The DRG 
neurons are pseudo-unipolar with a bifurcating axon that divides into a proximal and distal 
process. The large myelinated axons from DRG neurons conveying sense and position are 
frequently damaged164. Sensory neuropathies resulting from damage to the DRG neurons have 
been associated with acute and persistent pain, as well as pathologies of hepatitis, Celiac 
disease, a variety of cancers, diabetes, and vitamin deficiencies (Ref). Sensory neuropathies 
due to DRG damage affect millions of Americans annually and are comorbid with underlying 
pathologic etiologies leading to debilitating pain and loss of sensation (Ref). Understanding the 
organization of neurons into functional networks is key to ameliorating or treating neurological 
disorders. Previous research has found that neurons are capable of responding to a variety of 
extracellular chemical and physical cues in response to injury (Ref). While researchers have 
identified numerous regeneration-associated inhibitors and promoters, what has not been 
accomplished is a controlled mechanism to direct regrowth of neuronal processes and to study 
network formation and functionality. Thus, our system can be applied to a wide variety of 
neuronal growth paradigms in different parts of the body.  
Here we demonstrate that both central and peripheral neurons form aligned networks on 




3.1a-b)133. The hydrogels prepared in sterile conditions are minimally toxic. Similar to 
microfluidic guidance of neurite processes, multiple number of microchannels within the 
hydrogel are capable of directing and supporting survival of axons and dendrites132,134,166–170. 
Morphological and physiological studies suggest that these neurons more closely resemble the 
parallel organization of their original structure in vivo. The 3D microenvironment provides 
protective surface area for growth while allowing for diffusion of nutrients and cellular waste. We 
seeded postnatal day 1-2 (P1-2) rat hippocampal neurons and adult rat DRG neurons. We 
fluorescently labeled and traced the emerging neuritic processes and were able to induce 
directional growth of processes along the pores. Furthermore, the central and peripheral 
neurons grown in the aligned gels are morphologically similar to hippocampal brain slices or 
DRG explants. We also examined the functionality and activity of the neurons in the gel using 
Ca2+ imaging. After current stimulation, neurons in the gel exhibited a robust and acute Ca2+ flux 
indicative of electrical activity and neurotransmitter release171–174. This work demonstrates the 
efficacy of the 3D alginate hydrogels with aligned microchannels as scaffolds for developing 
neurons.  
Results 
We seeded postnatal day 1-2 rat hippocampal neurons into porous alginate hydrogels 
with either random or uniaxial directed pores and found that they aligned themselves strongly 
with the edges of the pores (Fig. 3.2a, b). Neuronal growth filled the entirety of the gels after 
seeding. To analyze the amount of alignment, we conducted neurite tracings using ImageJ 
(Supplemental Fig. 3.1) and analyze the data using vector graph reconstructions of the length 
and radial distribution of the processes (Fig. 3.2c, d). The neurites from hippocampal neurons 
were significantly more aligned in gels with uniaxial pores as compared to gels with random 
pores (p<0.05). We also seeded DRG neurons taken from adult 2-3-month-old rats onto uniaxial 




uniaxial porous gels (p <0.05, Fig. 3.2e-f). Both CNS and PNS neurons exhibit similar 
morphologies in these gels and respond to the extracellular environment by aligning themselves 
with the microchannels within the gel. 
The growth of all cells is shaped by their environment, and this is especially true of 
highly polarized cells such as neurons 108,154. To create networks with intended directional 
informational flows, cellular microenvironments should approximate this in nature. We found that 
neurons grown on bioactive hydrogels with uniaxial pores exhibited morphologies like tissue 
explants. Immunocytochemistry revealed that hippocampal neurons taken from the CA1-3 
regions aligned themselves directionally in an approximately parallel pattern which was 
morphologically similar to the laminar organization in the hippocampus from which the cells 
were originally derived from (Fig. 3.3a, b). Similarly, DRG neurons seeded onto the uniaxial 
hydrogels exhibited alignment similar to DRG axonal processes from in situ preparations (Fig. 
3.3c, d).  
DRG and hippocampal neurons grown in the porous aligned hydrogels exhibited long 
neurite extensions. In particular, DRG neurites formed long, complex branching patterns as 
visualized using scanning electron microscopy (SEM) (Figure 3.4a). Neurite tracings of anti-
Beta-III tubulin in DRG neurons found no significant difference in length between neurons grown 
in the porous aligned or random hydrogels (p > 0.05) (Figure 3.4b). The length of DRG neurites 
was not normally distributed (Supplemental Fig. 3.2). Qualitatively it appeared that DRG 
neurites were longer in the porous aligned hydrogels. However, we found that the overall 
distribution of neurites skewed towards short length processes in both types of gels. Looking at 
only the longest processes of each sample, porous aligned hydrogels displayed significantly 
longer maximum DRG neurite lengths as compared to random porous hydrogels (Figure 3.4c).   
Neurons seeded in these gels were functionally active. We observed Ca2+ currents in 




(Fig. 3.5). Because neurons seeded on the hydrogels migrated deep into the intricacies of the 
gel structure, they were inaccessible to glass electrodes used in determining 
electrophysiological activity. Instead, we used an indirect method to measure neuronal activity 
by using the Ca2+ indicator dye, fluo-4 AM172,174. A tungsten electrode was placed within 10-20 
m of visible neurons. When current was injected into the region, neurons in the vicinity 
exhibited Ca2+ fluxes, a correlative measure for neuronal activity.  Neurons 100-200 m away 
from the electrode also exhibited Ca2+ fluxes after electrical current was applied to the gel. We 
conducted a Fast Fourier Transform (FFT) of the data to show the cell activation in a time-
independent manner to assess that the network is appropriately responding to the applied 
stimulus. This analysis showed that the region of interest (ROI) and cell that received direct 
stimulation from the electrode generated a large flux and change in power (Fig. 3.5b red circle). 
Also visible were smaller fluxes in nearby cells in the ROI. The large red areas in the FFT are a 
direct result of bubbles of gas forming due to current injection through the tungsten electrode. 
Analysis of the on the neuron that was directly stimulated showed a large Ca2+ flux in the cell 
soma after each current injection (Fig. 3.5c). In contrast, an empty control area near the cell of 
interest showed no Ca2+ flux after current injection (Fig. 3.5d).  
Discussion 
We have engineered a novel 3D microenvironment for directing the growth of neurons 
and their processes. Previous studies have demonstrated the importance of using a 3D 
microenvironment for neuronal culture148–151,175,176. As opposed to planar 2D cultures, somas 
stay more spherical, neurite outgrowth is not restrained in any direction, and cell-cell 
interactions lead to more realistic gene expression and behavior. Neurons extend longer 
processes, have higher levels of survival, and exhibit different patterns of differentiation in 
3D151,177,178. We found no significant difference in the average lengths of neurites between 




significantly longer in the aligned porous hydrogels. We believe this is because the length of the 
pores in the aligned hydrogels extends through most of the gel and allows for unrestricted 
growth of neuronal processes. Whereas in the random porous hydrogels, neurite growth is 
restricted by the physical microenvironment.  Thus, neuronal processes are allowed to achieve 
much longer outgrowths in the aligned porous hydrogels. Neurons also maintain their 
endogenous morphological properties in the aligned hydrogels. Rat hippocampal neurons are 
multipolar with a single long axon and a large dendritic arbor51. DRG neurons are 
pseudounipolar and extend a bifurcating axon51. These respective morphologies are maintained 
in the aligned hydrogels as evidenced by the vector plots which show a more unipolar 
orientation for hippocampal neurons with longer neurites weight in one direction and a more 
bipolar neurite orientation for DRG neurons with equal lengths in two directions.  
Our work reinforces the use of physical cues for axons and dendrites and the ability to 
direct neurite outgrowths in a more physiologically realistic fashion. Uniaxially aligned porous 
microchannels exhibited significant alignment of neurons as compared to random pores for both 
hippocampal and DRG neurons. Additionally, when compared to neuronal morphology in the 
brain and peripheral nervous system, we found that neurons grown in the uniaxial hydrogels 
exhibited a similar aligned pattern. Neurites have been previously shown to prefer growth along 
hard edges and preferring to maintain as much contact as possible with their extracellular 
environment130,131,179. The neurons did not remain on the gel surface; they migrated down into 
the crevices of the pores131,132. Whereas the brain provides scaffolds to direct neuronal 
processes through extracellular cues such as trophic factors and radial glia180,181, we were able 
to use the 3D microenvironment of the alginate scaffold to generate a similar morphological 
result. It is noteworthy that neuronal morphology is complex within the 3D hydrogels. This 




on both endogenous and exogenous cues, there may be chemical communication during 
neuronal network formation.  
 Previous work has shown the importance of neurite guidance cues such as semaphorin 
3a and the slit-robo complex 89,92,94,96,97,182 for CNS and PNS neuronal development. In the 
absence of exogenous chemical cues, we show that neurite development is strongly influenced 
by the physical extracellular environment. A future study would be to examine the role of 
extracellular chemical cues within the 3D microchannels.  
Neurons cultured in this 3D microenvironment were competent to generate Ca2+ fluxes in 
response to electrical stimulation. These fluxes are well-known to be associated with action 
potential spiking in neurons171,174. Electrical stimulation elicited a Ca2+ flux in multiple neurons 
within the gel, indicative of excitability and possible signaling of neurons within the network. The 
neuron that was directly stimulated by the electrode generated a large Ca2+ flux, suggesting 
multiple spikes or action potentials. The Ca2+ fluxes in nearby cells that did not receive direct 
stimulation could be due to signal transduction through synapses with the main cell that was 
stimulated. The fluxes were smaller and thus could be single or a few spikes rather than 
multiple. However, the current generated by the electrode could also have stimulated the 
neurons in the surrounding regions and led to the Ca2+ fluxes. It would be hard to parse out 
synaptic activity using this method because the tungsten electrode would send out a current in 
all directions from the tip, which is minimized by the ground as the least resistive path for current 
to flow. Blocking the synaptic activity as a control would not stop general current stimulation of 
the surrounding cells but could show weaker Ca2+ fluxes and by association, fewer spikes. This 
would also not block direct stimulation through the electrode. Stimulation using glutamate 
uncaging would be a better method to examine synaptic and network connections, allowing a 




Combined with the biocompatibility of the hydrogel, the properties and principles of this 
novel platform for directing and aligning neuronal cell growth can be applied to future tissue 
regeneration in the CNS after neurological insult. CNS neuronal injury resulting from hypoxia, 
ischemia, seizures, and traumatic brain injury stimulates adult neurogenesis in the brain. What 
is not known is how the resulting neuronal networks formed after regrowth function integrate into 
the adult brain. The 3D hydrogel system would be able to act as a platform for testing the 
incorporation of important chemical cues to direct neurite outgrowths as well as utilizing the 
endogenous tendency for neurons to follow aligned microchannels. This would give medicine 
the ability to create designer neuronal networks that are more biomimetic to the natural structure 
of the nervous system. 
Materials and Methods 
Alginate Hydrogel Fabrication 
Hydrogels were made based on a previously published protocol133. Briefly, alginate 
hydrogels formed from a covalent cross-linking of alginate substituted with cell adhesion 
peptides containing Arg-Gly-Asp sequence were frozen uniaxially. The resulting ice crystals in a 
columnar form were removed by freeze drying process to create a microchanneled hydrogel. 
Adipic acid dihydrazide was used as a cross-linker for forming the gel. The dehydrated matrix 
was then rehydrated with aqueous cell suspension media. The resultant gels were in a form of 
flat discs with a 5mm diameter, and 0.5mm thickness with pore sizes ranging from 100-200µm. 
For a control experiment, the same alginate gel was frozen to induce randomly oriented 
micropores of similar size, followed by freeze drying process. The resulting dehydrated gel was 
rehydrated to form the “random” gel. 
Neuronal Cell Culture 
Animal procedures were in accordance with guidelines for the humane treatment of 




Care and Use Committee under the IACUC. We cultured primary hippocampal neurons from 
postnatal day 1-2 Long-Evans BluGill rats from our inbred colony according to previously 
established protocols131. Briefly, P1-2 rat pups were decapitated with sharp surgical scissors 
and their brains were extracted. Using a brush, the cortex was separated from the rest of the 
brain to expose the hippocampus. Microsurgery scissors were used to cut and remove the CA1-
CA3 regions. The hippocampal explants were placed in cold Hibernate (Brainbits) before 
digestion with papain (20units activity/mL, Roche) for 30 minutes. The tissue was triturated with 
a fire-polished glass pipette and spun down for 5 min at 0.6rcf to remove debris and 
resuspended in fresh cell culture media. After trituration, cells were counted and 1x106 cells/gel 
in 30 L cell culture media composed of Neurobasal media 2% B27 (Gibco), 0.25% Glutamax 
(Invitrogen), and 1% penicillin/streptomycin (Invitrogen) were seeded onto the alginate 
hydrogels in a 12-well plate. The cells were then incubated for 1hr at 37˚ C before an additional 
1 mL of the cells culture media was added to the wells.  
Dorsal root ganglia (DRG) neurons were extracted from post-weaned adult Long-Evens 
BluGill rats about 2-3 months old. Rats were sacrificed by decapitation using a sharp guillotine. 
Scissors were used to create a single cut along the dorsal midline of the rat to remove the skin 
and fur. The spinal vertebrae were then extracted and cut from the thoracic rib cage. The 
vertebral column was cut longitudinally on the dorsal side and the spinal cord was removed. 
DRGs were then extracted with high precision tweezers and placed in Hibernate media 
(BrainBits) on ice. For cell culture, the DRGs were digested in Hibernate media containing 
0.25% w/v collagenase for 1.5 h at 37˚ C. To remove chunks of tissue, the preparation was then 
spun at 0.6 RPM for 5 min and washed and resuspended in fresh Hibernate two times. After the 
second spin, the supernatant was removed, 0.25% trypsin with EDTA was added, and the 
tissue was incubated for 15 min at 37˚ C. The sample was then spun down again and 




tissue was allowed to settle and then triturated with a fire-polished Pasteur pipette 10-12 times. 
After the debris was allowed to settle, the supernatant was removed and transferred to a new 
tube. The supernatant was spun for 5 min at 0.6 rcf and washed with fresh Neurobasal. The 
cells were then washed, counted, and seeded at a density of 1x106 cells/gel in 30µL of media 
on the gels as above-mentioned. The DRG growth media contained Neurobasal with 2% B27 
supplement (Gibco), 1% Pen/strep (Invitrogen), 0.25% glutamax (Invitrogen), 0.05% NGF 
(Invitrogen), and 0.05% hBDNF (Prospec).  
Immunohistochemistry and Image analysis 
To evaluate the native organization of neurons in the regions of interest, 
immunohistochemistry was performed as previously described183. Briefly, subjects were 
perfused transcardially with 4% paraformaldehyde. Brains were sliced coronally after 
paraformaldehyde fixation using a cryostat to obtain hippocampal region slices of 20um thick. 
DRGs were removed as described above. Cell cultures of 14-15 days in vitro (DIV), adult 
hippocampal brain slices, and adult DRG explants were fixed with 4% paraformaldehyde in PBS 
for 15 minutes (DIV). After washing with PBS, the samples were pre-permeabilized with 0.3% 
Triton-X in PBS for 5 minutes and blocked for 30 minutes at room temperature in 0.3% Triton-X 
in PBS containing 5% normal goat serum. Samples were then incubated with either anti-beta-III 
tubulin (1:1000, Millipore) or anti-glial fibrillary acidic protein (1:5000, Millipore). Following 
antibody labeling, samples were rinsed with PBS and DI water, dehydrated, and mounted using 
ProLong Gold anti-fade agent (Molecular Probes) to prevent photobleaching.  
Samples were imaged with a Zeiss LSM 510 confocal microscope fitted with a Zeiss EC 
Plan-Neofluar 20x/0.3 Ph2 objective. Fluorescence images were then analyzed using ImageJ 
with the neuron plug-in to trace neurite processes. The x-y vectors were then plotted in 
MATLAB on a radial graph to evaluate the directionality of the neurites. Due to the fact that 




mixed-model ANOVA with Tukey’s post-hoc comparison was used. Neurite lengths were log-
transformed to achieve normality, allowing for parametric tests.  
Scanning Electron Microscopy  
Gels were fixed in 2% paraformaldehyde and 2.5% glutaraldehyde in phosphate buffer 
at pH 7.4 for 30 min. After rinsing 3 times with PBS, the samples were treated with 1% osmium 
tetraoxide for 1 h and rinsed with PBS. The sample was then dehydrated through an ethanol 
series with 10%-90% and then 3 times at 100% over 30 min. The dehydrated sample was dried 
in a critical point dryer and sputter-coated with 2nm of gold-palladium. SEM images were taken 
with an LEO Gemini 1530.  
Calcium Imaging 
After 14-15DIV, DRG neurons on hydrogels were incubated for 15 minutes at 37˚C with 
1µM fluo-4 AM (Life technologies) and 1µM Pluronics F-127 (Life). The media was aspirated 
and washed with fresh Neurobasal. The gels were then placed in a submersion-type recording 
chamber continuously superfused with artificial cerebrospinal fluid (ACSF) made up of (in mM): 
NaCl 126.0, KCl 2.5, MgCl2 1.25, CaCl2 2.0, NaH2PO4 1.25, NaHCO3 26.0, and glucose 10.0 
saturated with 95% O2/5% CO2 at room temperature with an osmolarity of 300 mOsm.  
The neurons were electrically stimulated by placing a tungsten microelectrode (FHC 
Corporation) near a cluster with 500 A at 0.2 Hz, 1 ms duration, through the gel. The Ca2+ flux 
was recorded with the fluorescent microscope (Olympus BX51WI) using 488 nm excitation and 
510 nm emission wavelengths using StreamPix 6 software (NORPIX). Images were captured at 
10 Hz with Retiga EXi or QIClick. Data were plotted along the intensity axis using ImageJ. 
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Figure 3.1 – SEM images of the alginate hydrogels show the pattern of pores for the aligned gels (a) and the 






Figure 3.2 – Hippocampal (a, b) and DRG (e, f) neurons grown on the hydrogels align to the porous microarchitecture 
of the gels. Vector plots of the tracings of the neuronal processes show that they are significantly more aligned to the 
uniaxial pores (hippocampal - c, d; DRG - g, h). Hippocampal neurons in the hydrogels were stained for beta-III 
tubulin, a marker of neuronal processes, GFAP, a glial marker, and DAPI, a nuclear marker. DRG neurons in the 







Figure 3.3 – Neurons grown in the hydrogels (b, d) were morphologically similar based on the laminar growth of 
processes as compared to neurons within hippocampal brain slices (a) and DRG explants (c). Fluorescent staining 
for beta-III Tubulin, a marker of neuronal processes, and GFAP, a glial marker, show the similarities between 
neurons in the CA1 region of the hippocampus (a) vs. hippocampal neurons grown in the hydrogels. The nerve 








Average Maximum DRG Neurite Length 
a 

















Figure 3.4 – (a) SEM imaging of dorsal root ganglion neurons grown in the aligned porous alginate hydrogel are 
shown after 14 days in vitro. The gel was sliced axially to reveal neurons buried within. The DRG axons grow to over 
400μm in length and follow along the contours of the pores within the gel. (b) A log transformation to normalize 
neurite lengthsfound that there was no significant difference in the average length of DRG neurites in either porous 
aligned (n = 5) or random hydrogels (n = 3). Mixed model ANOVA with log transformation: p > 0.05. (c) The average 
maximum length of neurites was significantly longer in porous aligned gels as compared to random gels. Student’s T-





Figure 3.5 – Neurons grown in the aligned hydrogels exhibit a Ca2+ flux when stimulated electrically. A tungsten 
electrode was placed close to the labelled neurons and 500μAmps of current was injected into the region (a). A Fast-
Fourier Transform of image (5a) shows the Fourier power. The dark red areas with high power represent 
artifacual(artefactual?) bubbles from current injection through the tungsten electrode. Many cells in the region of 
interest are responding afterf (to?) stimulation. Ca2+ imaging with fluo-4 AM showed that neurons have a sharp rise in 
Ca2+ after stimulation in the cell soma (c) (red circle in 4a-b). There is no change in Ca2+ flux in the region around the 
















Supplemental Figure 3.2: Normal box-plot data before log transformation of the distribution of neurite 
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Abstract 
Axons and dendrites can be guided in culture through a variety of extracellular protein factors. 
The creation of a platform to direct axons and dendrites in a controlled manner would be a 
significant step towards creating designer neuronal circuits for use in drug testing and as 
disease models. Neurons extracted from primary tissue do not retain their unique axonal and 
dendritic processes after digestion and seeding. Within 4-5 days in culture, neurite processes 
begin differentiating into unique axons and dendrites as evidenced through 
immunocytochemical staining. Here we find that neurite processes can be guided and respond 
to a variety of triangular patterns with different acute angles. We created a 2-step seeding 
mechanism with a PDMS block and a protein-patterned coverslip in order to direct axon and 
dendritic extensions in a bipolar manner. We found that early postnatal rat hippocampal neurons 
seeded onto these platforms did not display significant neurite differentiation into axons and 
dendrites until 5 days in culture. After 8 days in culture, neurites expressed unique markers 
identifying them as axons or dendrites. Using single-cell patch clamping or a neuron and 
uncaged glutamate stimulation of an adjacent neuron, we found that neurons growing on our 




known axonal chemorepellent when given no choice and will not fully differentiate into axon as 
compared to axons growing on a control surface. This work has revealed the difficulty in bipolar 
directing of axons and dendrites using a variety of extracellular substrate cues. 
Introduction 
 Axon-dendrite differentiation is a well-studied phenomenon. The polarization of neurites into a 
long axon for long-distance transduction of electrical signals and presynaptic formation and 
dendrites into postsynaptic receivers of neurochemical stimulation is critical for neurons to act 
as the basic computational subunits of the nervous system. Recreating neuronal circuits in vitro 
is critical for use as a platform to study network formation and as models of disease to 
determine the efficacy of pharmaceuticals. The factors that initiate neuron polarization and 
contribute to its eventual form may begin with intrinsic determinations through intracellular 
signaling pathways184. Stochastic fluctuations allow for local accumulation of intrinsic factors 
asymmetrically after the last round of mitosis leading to an unbalanced distribution of 
cytoplasmic material185. This serves as the initial step to begin polarization of neurons. An 
intracellular signal transduction pathway has been found to trigger axon differentiation. 
Beginning with activation by PI3-kinase of cAMP/PKA, there is a cascade of signaling through 
plasma membrane ganglioside, shootin1, and LKB198,184,186–189. This leads to downstream 
activation of elements that locally regulate the cytoskeletal dynamics, including 
PAR3/PAR6/aPKC complexes, GSK-3β, Rho family GTPases, CRMP2, and PAR-1-related 
kinases, leading to axon outgrowths186,187,190–192.  
Beyond intracellular signaling pathways, a variety of extracellular cues have been found to 
direct neurite differentiation and growth. These include semaphorins, the slit/robo complex, 
laminin, Netrin/Unc6, and BDNF7,94–97,108–110,132,193–197. These cues have been used as guidance 
factors on engineered microenvironments to direct axons and dendrites in specific orientations. 




substrates for neuronal cell cultures154,156. Recent studies have found semaphorin 3a (Sema3A) 
to be a strong mediator of neurite growth and development94,95. Sema3A has been found to be a 
factor that promotes dendritic differentiation by suppressing axon development. In the 
developing cortex, Sema3A is expressed in a decreasing gradient from the pial layer inwards. 
This gradient has been found to be a strong chemoattractant for orienting apical dendrites of 
cortical pyramidal neurons towards the superficial surface of the brain and guiding migration of 
the same neurons94. In culture, Sema3A has been shown to suppress axon formation and 
promote dendritic outgrowths of cultures on glass surfaces with strips of the protein95. In 
developed neurons, Sema3A turned away axons but guided dendrite growth towards patterned 
regions containing the protein. 
As a counter to Sema3A axon suppression, laminin has been found to promote axonal 
outgrowths109,110,132. Laminin is an extracellular matrix protein (ECM). Neurites have a high 
probability of differentiating into axons when exposed to laminin198. Axons have also been 
shown to grow towards higher concentration gradients of laminin in 2D cultures132.  
Using these two proteins, we have developed a system to polarize a population of neurons in 
vitro. By combining protein patterning of Sema3A, laminin, and PDL, we attempted to direct 
neurite outgrowths from early postnatal rat hippocampal neurons to create a bipolar neuronal 
network with axons extending in one direction along laminin patterns and dendrites extending 
along Sema3A patterns while the cell soma sit on a PDL space. 
What we found was unexpected and does not reflect the current literature surrounding neurite 
differentiation and polarization.   Neurite differentiation into axons and dendrites does not occur 
until 4-5 days in vitro (DIV)199 and we found that neurons grown onto either laminin or Sema3A 
did not express unique immunocytochemical labelled markers for axons and dendrites until 
5DIV. Additionally, only neurons grown on PDL or laminin were significantly differentiated with 




We also found that neurons that were seeded directly onto Sema3A would still extend axons 
after 8DIV along the supposedly chemorepellent protein pattern. Frequently the axons would be 
closely parallel and touching a dendrite while growing on Sema3a. Thus, when given no choice, 
axons will still grow along a protein substrate that is chemorepellent as opposed to untreated 
glass in culture. Even though these neuronal processes did not follow the expected extracellular 
cues, the resultant network was still synaptically active. These results show that neuronal 
polarization and neurite differentiation is a complex process that cannot be governed with only a 
few extracellular cues. Engineering a designer neuronal circuit with polarized axon-dendrite 
outgrowths will require further research into understanding the intricacies of early neuron 
development and neurite differentiation.  
Results 
We first developed a protein pattern to direct neurite outgrowths on glass coverslips. Using an 
array of patterned triangles, we were able to direct axonal outgrowths of neurons isolated from 
the dorsal root ganglion (DRG). We stamped patterns of equilateral laminin and FITC-PDL 
triangles ~ 10μm along each side. The triangles were equally spaced about 3μm apart. We 
seeded DRG neurons on these glass coverslips stamped with protein patterns. DRG neurons 
are pseudounipolar, meaning they extend a single axon from the soma that branches into an 
afferent and efferent process going towards the superficial layers of the body or back to the 
spinal cord. The axons, stained with beta-III tubulin, were found to follow along the vertices of 
triangles after 4DIV (Fig. 4.1a-c). By making a single vertex of the triangles more acute, we 
found that the neurite extensions had a higher probability of following along the sharpest vertex.  
Although we found that neurites can be directed with triangles, we thought a more effective 
means would be to pattern lines of substrate protein. To this end we developed a 2-step 
process for seeding 2 separate populations of neurons to create a synaptic interface (Fig. 4.2a). 




axon and dendrite in vivo. These two populations of cells were seeded into two separate wells 
of a PDMS block bound to a glass coverslip stamped with protein patterns. The wells allowed 
for initial physical separation of the cells. The glass coverslip was separately patterned with two 
blocks of PDL connected with thin lines of 3μm thickness and spaced 3μm apart made of 
Sema3A or laminin. The cell bodies were seeded onto the PDL blocks at either end of the 
device. A hole was punched into the PDMS at the center of the block in order to not smudge the 
protein patterned during the seeding process. We found that the neurons seeded on these 
platforms remained primarily on the PDL blocks and sent outgrowths along the protein patterned 
lines of Sema3A (Fig. 4.2b).  
We observed the growth and differentiation of neurites from these neurons over 2-5 DIV. As 
reflected in previous literature99, neurites did not being to differentiate fully until 4-5 DIV. We 
found this to be the case for both neurons that were growing on the PDL blocks in all directions 
as well as on the laminin or Sema3A lines (Fig. 4.3a-c). Neurites were labelled with MAP2 for 
dendrites and SMI-312 for axons. In early days of the culture (2-4 DIV) there was no significant 
amount of neurite differentiation into axons or dendrites. By day 5, neurites on the laminin and 
PDL substrates had begun to significantly differentiate into axons and dendrites as compared to 
2 DIV (Fig. 4,3d). However, neurites extending from neurons on Sema3A patterning were not 
significantly differentiated as compared to 2 DIV. We found no significance between the 
treatment groups of PDL, Sema3A, and Laminin in determining neurite differentiation. 
Additionally, there was no significant interaction effect between the protein patterning used and 
the number of DIV.  
After 8 DIV, Sema3A neurite differentiation led to no co-localization of MAP2 and SMI-312 for 
dendrite and axon labelling, respectively (Fig. 4.4). We observed that axons and dendrites grew 
flush against each other on the Sema3A lines. Axons (green) were characteristically longer than 




patterning until reaching the PDL blocks, where they would begin to path find in a more 
stochastic manner. Axon extensions on the Sema3A lines were generally straight and were on 
the chemical cue as opposed to the untreated glass. The axons also followed with dendrites 
when on the Sema3A lines and would only diverge in the region with PDL blocks. Thus, when 
given no other path, axon grew along a well-known repellant towards a region more hospitable 
to them. 
Even on these Sema3A lines, we found that neurons formed networks of communication. The 
axons and dendrites growing next to each other were capable of synaptic communication. We 
used single-cell patch-clamping to record from one neuron and stimulated a neighboring neuron 
growing on the Sema3A lines with caged-glutamate (Fig. 4.5a). The average current trace of the 
patched neuron showed a response after glutamate stimulation of the adjacent neuron (Fig. 
4.5b). Upon blocking of AMPA-R with bath-applied DNQX, this response was eliminated in the 
patched neuron after glutamate stimulation of the nearby neuron (Fig. 4.5c). After washout, the 
response in the patched cell returned in the current trace upon glutamate stimulation (Fig. 4.5d). 
The communication between neurons on Sema3A patterns had not been diminished even 
though axons have been shown to not prefer it.  
Discussion 
Our work has added to the field on neurite differentiation and the development of axon-dendrite 
polarities of neurons in culture. However, we did not establish an effective method for polarizing 
a population of neurons to create a bipolar morphology capable of signal transduction similar to 
the hippocampal neuronal signaling pathway. We were able to use multiple types of protein 
patterning to direct neurite outgrowths in a linear orientation. Neurites from both the 
hippocampus and DRG respond to extracellular surface cues that are chemical and physical in 
nature. Vertices of triangles constrained neurites to mainly grow towards the sharp points while 




grown on PDL, laminin, and Sema3A patterns all generally stayed within the boundaries of the 
protein patterns.  
We have also shown that in the first few days, neurites emerging from the soma do not exhibit a 
specificity in morphology or protein expression characterizable as axon or dendrite. This 
reinforces previous work showing that neurite differentiation of hippocampal neurons in culture 
happens gradually199. Neurites have been found to initially express both axonal and dendritic 
markers in our work due 2-5 DIV. Interestingly, at 5 DIV, there was significant changed in axon-
dendrite expression and a higher ratio of dendrites to axons only for neurons cultured on PDL 
and Laminin. In contrast, on Sema3A, there was no difference in the ratio of neurites expressing 
only MAP2 or SMI-312 after 2 DIV vs 5 DIV. This suggests that Sema3A may inhibit axonal 
differentiation when neurites have no other place to grow. However, we found no differences in 
the ratio of axons to dendrites between neurons cultured on each type of protein substrate. By 8 
DIV, axons and dendrites were fully differentiated and there was no co-localization of 
processes. This suggests that eventually a single neurite will become the axon based on length 
and microtubule assembly. Thus, neurons are forced to differentiate a neurite into an axon even 
in the presence of an inhospitable substrate that in vivo serves as a chemorepellent for 
developing axons.  
Even on this relatively inhospitable environment, we found that the neuronal network was active 
through electrophysiological recordings. Stimulation of an adjacent neuron that appeared to be 
synapsed onto a neighboring neuron when both were growing on Sema3A lines led to a change 
in current in the second neuron under voltage-clamp. This response was eliminated after DNQX 
application and returned after washout suggesting that the response was mediated by 
glutamate stimulation of the presynaptic neuron. This illustrates the axons that were slower to 




Although we did not accomplish our initial goal of polarizing neuronal populations, we found that 
previously established repellents of axon growth will not force neurite differentiation into a 
specific pathway. Instead, Sema3A may serve as a strong chemorepellent of fully differentiated 
axons while doing little to influence the bipolar morphology of hippocampal neurons. Intracellular 
signaling pathways may instead be the main or sole effectors of neuronal process polarization 
during development. In order to polarize neurons, establishing a chemical extracellular gradient 
after neurite differentiation would be more feasible to create an engineered neuronal circuit. 
Based on the large number of extracellular cues that have been found to guide neurite path-
finding, using only a few may not lead to a high efficacy. Further works needs to be conducted 
to understand the intricacies and role that ECM proteins play in neurite differentiation and 
guidance.  
Materials and Methods 
Fabrication of culture platforms 
All chemicals were purchased from Sigma Aldrich unless otherwise noted. 
Polyacrylamide (PA) hydrogel substrates were prepared as described previously(1). Briefly, 
18mm circular coverslips (Fisher Scientific) were sonicated in ethanol and DI water for 15 
minutes each and then treated with 0.5% aminopropyl(triethoxysilane) for 3 minutes followed by 
washing with DI then treated with 0.5% glutaraldehyde to activate the coverslip to facilitate 
covalent conjugateion to PA. Hydrogels of stiffness ~0.5 kPa were made by preparing a pre-
polymer solution of 3% acrylamide and 0.06% bis-acrylamide. To initiate gelation, 0.1 % 
ammonium per sulphate and 0.1% Tetramethylethylenediamine were added to the prepolymer 
solution and the gel was cast between the activated coverslip and a hydrophobically treated 





To pattern the PA gels, polydimethylsiloxane (PDMS, Polysciences, Inc.) stamps were 
fabricated by polymerizing PDMS on a silicon master patterned with SU-8 ( MicroChem) through 
UV photolithography through a laser printed mask (Photosciences inc). To functionalize PA 
gels, gels were treated with 55% hydrazine hydrate for 2 hours to form hydrazide groups, 
followed by a 1 hour treatment in 5% glacial acetic acid and then finally washed in DI water for 
one hour. Prior to patterning, PA gels were dried for 1h to improve patterning fidelity.  Sodium 
periodate (3.6 mg/mL) was incubated with the desired protein ligands for at least 30 minutes to 
yield free aldehydes that are reactive with the hydrazide groups. Then, 50 mg/mL of PDL, 
laminin, or semaphorin 3A in PBS was pooled on the surface of patterned or unpatterned PDMS 
for 30 minutes, and then dried under air, and applied to the surface. Hydrogels were then stored 
under PBS until use in cell culture. 
Neuronal Cell Culture 
Animal procedures were in accordance with guidelines for the humane treatment of 
animals established through the University of Illinois at Urbana-Champaign Institutional Animal 
Care and Use Committee under the IACUC. We cultured primary hippocampal neurons from 
postnatal day 1-2 Long-Evans BluGill rats from our inbred colony according to previously 
established protocols131. Briefly, P1-2 rat pups were decapitated with sharp surgical scissors 
and their brains were extracted. Using a brush, the cortex was separated from the rest of the 
brain to expose the hippocampus. Microsurgery scissors were used to cut and remove the CA1-
CA3 regions. The hippocampal explants were placed in cold Hibernate (Brainbits) before 
digestion with papain (20units activity/mL, Roche) for 30 min. The tissue was triturated with a 
fire-polished glass pipette and spun down for 5 min at 0.6 rcf to remove debris and resuspended 
in fresh cell culture media. After trituration, cells were counted and 1x106 cells/gel in 30 L cell 
culture media composed of Neurobasal media 2% B27 (Gibco), 0.25% Glutamax (Invitrogen), 




plate. The cells were then incubated for 1 hr at 37˚ C before an additional 1 mL of the cells 
culture media was added to the wells.  
Dorsal root ganglia (DRG) neurons were extracted from post-weaned adult Long-Evens 
BluGill rats about 2-3 months old. Rats were sacrificed by decapitation using a sharp guillotine. 
Scissors were used to create a single cut along the dorsal midline of the rat to remove the skin 
and fur. The spinal vertebrae were then extracted and cut from the thoracic rib cage. The 
vertebral column was cut longitudinally on the dorsal side and the spinal cord was extruded by 
mild pressure from a pair of forceps. DRGs were then extracted with high precision tweezers 
and placed in Hibernate media (BrainBits) on ice. For cell culture, the DRGs were digested in 
Hibernate media containing 0.25% w/v collagenase for 1.5 h at 37˚ C. To remove chunks of 
tissue, the preparation was then spun at 0.6 RPM for 5 min and washed and resuspended in 
fresh Hibernate two times. After the second spin, the supernatant was removed, 0.25% trypsin 
with EDTA was added, and the tissue was incubated for 15 min at 37˚ C. The sample was then 
spun down again and Neurobasal (Invitrogen) media with 1% FBS was added for 50 sec to 
inactivate the trypsin. The tissue was allowed to settle and then triturated with a fire-polished 
Pasteur pipette 10-12 times. After the debris was allowed to settle, the supernatant was 
removed and transferred to a new tube. The supernatant was spun for 5 min at 0.6 rcf and 
washed with fresh Neurobasal. The cells were then washed, counted, and seeded at a density 
of 1x106 cells/gel in 30 µL of media on the gels as above-mentioned. The DRG growth media 
contained Neurobasal with 2% B27 supplement (Gibco), 1% Pen/strep (Invitrogen), 0.25% 
glutamax (Invitrogen), 0.05% NGF (Invitrogen), and 0.05% hBDNF (Prospec).  
Immunohistochemistry and Image analysis 
Cell cultures of 2-5 days in vitro (DIV) and 8 DIV rat hippocampal neurons and 4 DIV rat 
DRG neurons were fixed with 4% paraformaldehyde in PBS for 15 min. After washing with PBS, 




at room temperature in 0.3% Triton-X in PBS containing 5% normal goat serum. Samples were 
then incubated with either a dendritic marker, anti-beta-III tubulin (1:1000, Millipore), an axonal 
marker, anti-SMI-312 (1:1000 abcam), or anti-microtubulue-associated protein 2 (1:2000, 
Millipore). Following antibody labeling, samples were rinsed with PBS and DI water, dehydrated, 
and mounted using ProLong Gold anti-fade agent (Molecular Probes) to prevent 
photobleaching.  
Samples were imaged with a Zeiss LSM 510 or LSM 700 confocal microscope fitted with 
a Zeiss EC Plan-Neofluar 20x/0.3 Ph2 objective. Neurites stained positive for either SMI-312 or 
MAP2 were then counted in multiple images at 2-5DIV to examine colocalization of markers. A 





Whole-cell patch clamp recording was performed on hippocampal cell cultures. The cultures 
were transferred to a submersion-type recording chamber continuously superfused with a 
HEPES-buffered physiological saline solution saturated with 100% O2 at 35° C. The 
physiological solution contained in mM: 115.0 NaCl, 2.0 KCl, 1.5 MgCl2, 3.0 CaCl2, 10.0 
HEPES, and 10.0 glucose. The pH was adjusted to 7.3 using NaOH and the osmolarity was 
adjusted to 300-310 mOsm. 
Intracellular recordings of hippocampal neurons were obtained with the visual aid of a high-
power water-immersion objective (X40) on a Nikon Eclipse E600FN fixed stage microscope 
equipped with infrared differential interference contrast (DIC) optics. Patch pipettes with tip 
resistances of 4-7 MΩ were filled with an intracellular solution containing (in mM): 117.0 K-
gluconate, 13.0 KCl, 1.0 MgCl2, 0.07 CaCl2, 0.1 EGTA, 10.0 HEPES, 5.0 Na2-
phosphocreatine, 2.0 Na2-ATP, 0.4 Na-GTP (pH 7.3 using KOH; osmolarity 290-300 mOsm). A 
Multiclamp 700B amplifier was used for current-clamp recordings. Data were stored on 
computer for further analyses using the pClamp 10 software. Only neurons with initial access 
resistances ranging from 10 to 25 MΩ and remaining stable throughout the recoding were 
included in analysis. 
Under current-clamp mode, the voltage response of individual neurons were recorded by 
applying a current-steps protocol (duration 600 ms) from -100 pA to +160 pA with 20 pA 
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Figure 4.1 – When DRG neurons are 
grown on substrate triangles patterned 
with varying degrees of sharpness,the 
neurons send out axonal processes 
along the vertices of the triangle. 
Neurons were labeled with Tuj1/beta-III 
tubulin in green (false color). The 
triangles (see red examples of shapes 
used) are made of Laminin and FITC-
PDL (false color). Neurons were grown 
on equlateral (a), sharp (b), and sharper 
(c) triangles. Neurite extensions tended 
to follow along the sharper vertices of 














Figure 4.2: Protocol for 2-step seeding technique and placement of neurons on protein patterns. (a) Holes were 
punched in a 1cm thick PDMS block. The PDMS was extracted to remove toxins and then autoclaved to provide a 
clean surface for adherence to the protein-patterned glass coverslip. The coverslip was patterned with blocks of 
PDL and interconnecting lines of semaphorin 3a or laminin. After adhering the PDMS block to the patterned 
coverslip, cells and media were placed into the outside chambers and only media was placed in the middle 








Figure 4.3: Neurite differentiation into axons and dendrites occurred after 5 DIV. (a) P1-2 rat hippocampal neurons 
seeded on PDL did not extend neurites after 2DIV with separate axons and dendrites. Axons were stained with SMI-
312 and dendrites were stained with MAP2. Nuclear labelling with DAPI. By Day 5 axon and dendrite protein 
expression had begun to separate. (b) Hippocampal neurons grown on laminin lines extended neurites that followed 
the lines but did not separate expression of SMI-312 and MAP2 until 5 DIV. (c) Hippocampal neurons grown on 
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Figure 4.3 (cont.): Neurite differentiation into axons and dendrites occurred after 5 DIV. (d) quantitative ratio of 
neurites expressing SMI-312 to MAP2. Axon, labelled with SMI-312, and dendrites, labelled with MAP2, did not begin 
to significantly and uniquely express their markers until day 5 when grown on PDL or laminin. * p < 0.05 two-way 





Figure 4.4: Axon-dendrite expression is uniquely labelled by ICC markers after 8 DIV. Axons labelled with SMI-312 
and dendrites labelled with MAP2 are selectively marked with ICC antibodies against their targets after 8 days in 
culture. (a) Neurons growing on the sema3a lines have extended axons flush to dendrites that are extending towards 
the PDL region. (b) Once the axon of a neuron growing on sema3a reaches the PDL region, it diverges from its 
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Figure 4.5: Evidence of synaptic neuronal network activity on cells grown on sema3a lines. (a) Patched neuron 
dye-filled with alexafluor 568. (b) Area of stimulation (yellow block) for an adjacent neuron next to the patched 
neuron. (c) change in current of the patched neuron under voltage-clamp after stimulation of neighboring neuron 
with glutamate uncaging. (d) application of DNQX blocked synaptic transmission between the two neurons and no 
current change was observed in the patched neuron. (e) washout of DNQX restored the current response in the 
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Abstract 
We have successfully created an in vitro 3D bioactuator using rat spinal cord tissue and C2C12 
skeletal muscle cells. This is a major step towards enabling the fabrication of biological 
machines capable of sensing, processing the input, and exerting a force upon the surrounding 
environment. Whereas, previous studies have successfully created neuromuscular junctions in 
static 2D cultures, here we show dynamic activation of culture muscle strips due to neuronal 
input on a recently developed 3D platform. Skeletal muscle strips were created on a 3D printed 
flexible skeleton in order to engineer a muscle actuator. Spinal cord sections taken from the 
postnatal day 3-5 rat pups were then placed onto the muscle strip and allowed to grow in a 
50/50 mixed spinal cord and muscle differentiation medium. The spinal cord tissue adhered well 
to the muscle strip and sent out substantial extensions into the surrounding myotube bundles. 
Using immunohistochemistry, we examined the efficacy of neurite outgrowths from the spinal 
cord and subsequent innervation into the muscle strips, leading to neuromuscular junction 
formation. We also examined functionality of the 3D engineered biological machine using 
glutamate stimulation to specifically excite neurons of the spinal cord and patch-clamp 
electrophysiology to demonstrate robust electrical activity and health in the nascent biological 
machine. This system realizes the goal of creating a functional, biomimetic machine with 




neuromuscular junction. This achievement advances us along toward the eventual goal of 
realizing a forward-engineered, autonomous integrated cellular machine and system with a host 
of applications for tissue engineering, drug testing, and a better in vitro model for studying 
development of nervous and musculoskeletal systems.  
Introduction 
There have been major recent advances in research on bio-mimetic and bio-inspired machines 
capable of autonomous movement1,3,111–113. These machines can be thought of as a system of 
living cells ordered around an engineered microenvironment that acts as a unit to performing 
specific, prescribed tasks114. This includes sensing the surrounding environment, information 
processing, protein expression, actuation, and delivery of payloads. There is a potential for the 
use of these biological machines in studying health, as platforms to test against environemental 
toxins, for biosecurity, and engaging with the external environment. The goal of my thesis and 
subsequent research in EBICS and related fields is to create cellular machines that are capable 
of dynamically sensing and, through processing and integrated output, responding to a range of 
complex signals.  
The present study builds on previous work from the Bashir and Saif labs that created biobots 
using clusters of cardiac cells or C2C12 skeletal muscle combined with abiotic structures1,2,111. 
These machines are capable of autonomous movement, particularly when using cardiac muscle 
due to its inherent properties to maintain continuous actuation. Recent advances have enabled 
optogenetic activation of skeletal muscle. In parallel, tissue-engineered biomimetic jellyfish and 
soft-robotic rays have been developed using cardiac muscle combined with optogenetic 
activation3,113. What these novel biobot are lacking is an intrinsic mechanism for bioactuation 
through neuromodulation. The crux of this has been to understand emergence in neuronal 
networks in order to direct and integrate neuromodulatory activity into tissue-engineered 




networks, but growth of neurite processes, synapses, and development of the neuromuscular 
junction as well In order to induce a sustained behavior, we have utilized previous work on the 
neurobiology of central pattern generators and half-cell oscillators as a basis for engineering a 
more independent biobot capable of sustained movement115–117. The discovery of neuronal 
network properties in cultured spinal cord has enabled the final goal of creating a biological 
machine with neural input and muscle actuation. 
Mammalian spinal cords contain central pattern generators (CPGs) capable of generating 
rhythmic neuronal activity that translates into repetitive movement or actions from rhythmic 
muscle activity. The typical mechanism for central pattern generation involves a positive 
feedback system where the firing of one neuron inhibits and hyperpolarizes a partner until it has 
a chance to recover115. The building block and basic type of CPG is the half-cell oscillator. 
Invertebrates use CPGs to generate endogenous rhythmic motions like swimming or other basic 
reflexes. These CPGs are relatively isolated and autonomous neural networks. In vertebrates, 
CPGs usually reside in the spinal cord and produce rhythmic motor patterns that are complex, 
causing alternating movement across the bilateral body structure. The main requirements for a 
rhythm are that two or more processes interact in such a way that each process sequentially 
increases and decreases. Furthermore, the processes need to be cyclic.  This is composed of 
two coupled neurons that reciprocally inhibit one another. Individually, these neurons possess 
no inherent rhythm, but as an example of an emergent property, the combination of these two 
neurons leads to alternating rhythmic firing.  
Syed, et al. accomplished the in vitro reconstruction of an respiratory CPG of the mollusk 
Lymnaea over 20 years ago 117. The experiment isolated two respiratory interneurons, one for 
inspiration and one for expiration, and a third regulatory giant dopaminergic cell. The two 
respiratory interneurons were mutually inhibitory like a half-cell oscillator in vivo, while the giant 




expiratory interneuron. In well-studied model systems such as the Lymnaea or the cartilaginous 
jawless fish lamprey, the CPGs and their neurons have been extensively characterized. It is 
noteworthy that the neurons of invertebrates are relatively large and easy to extract and culture 
compared to smaller neurons from vertebrate systems.  
This complexity among CPGs of model systems with relatively simple neuronal networks 
extends to mammalian CPGs. In addition to comprising a complex network of neurons for each 
CPG, each oscillatory unit is connected to others for multi-output coordination. As in 
invertebrates, these behaviors in mammals can be isolated from sensory feedback to produce 
rhythmic pattern generation through autonomous CPGs115.  Mammalian CPGs, such as those 
involved in walking and deep tendon reflexes for knee jerk are located in the spinal cord122. 
Each CPG  is relatively isolated from other limb movements and  hard-wired for a specific 
task121. To date, there has been no evidence of isolation and culture of a mammalian CPG in 
vitro 
Studies of surgically reduced CPGs in vivo revealed the intrinsic oscillatory nature of the spinal 
CPGs. The earliest studies found that transections of the thoracic spine in cats still generated 
spontaneous, rhythmic activity leading to coordinated movements in the hindlimbs116,123–125. 
Additionally, isolation of the brainstem/spinal cord of neonatal rats at the lumbar level led to 
generation of locomotor patterns 123. Application of serotonin and NMDA led to rhythmic 
locomotor firing at the ventral roots. Locomotor CPGs can be extrinsically affected by sensory 
nerves and areas of the basal ganglia through the thalamus in the mammalian brain126. More 
work needs to be done in order to fully understand how CPGs function in mammals and the 
interplay between the mammalian brain and multiple CPGs.  
Understanding the exact location and functional interplay between multiple CPGs within a spinal 
cord or ex vivo may not be important to harness the power of one. Instead, the present study is 




lumbar section of spinal cord (L1-5) with a functional CPG was isolated, integrated with a 
muscle-bearing biobot, leading to NMJ formation, and tested for the degree of bioactuation upon 
neuronal stimulation. We found that electrical and chemical stimulation of the spinal cord was 
effective at mediating biobot actuation. Additionally, the spinal cord-muscle interaction forms 
NMJs that can be blocked upstream in spinal cord neurons or at the NMJ to stop muscle 
contractions even when the spinal cord is stimulated. Our work is a critical step in creating an 
autonomous biological machine capable of sensing and acting upon it’s environment with the 
potential to solve real-world problems in health, security, and medicine. 
Results 
We first examined the characteristics of rat spinal cord sections that we planned to use as 
effectors of the biobots. Motor neurons for skeletal muscle are located in the ventral root of the 
spinal cord 200,201. In order to confirm the location of motor neurons within the lumbar sections of 
spinal cord, we extracted lengths of rat spinal cord sections from L1-5 of postnatal day 6 (P6) rat 
pups. The lumbar section of the spinal cord in rats has been found to exhibit the type of strong 
oscillatory patterns that we predict should drive the muscle units on the biobots202–204. We 
stained 40 μm transverse slices from this lumbar section with MAP2, a dendritic neuronal 
marker, and MO-1, a motor neuron marker. Immunohistochemistry (IHC) images from these 
sections showed positive expression of MO-1 in the ventral root of the spinal cord and little to no 
expression of MO-1 in the dorsal, posterior region of the spinal cord (Fig.  5.1).  
Next, we examined the functionality of neurons within the lumbar region of the extracted rat 
spinal cord. Using single-cell patch clamping, we dye-filled neurons from lumbar section of P1-2 
rat pups with sulfarhodamine-B to visualize the cells (Fig. 5.2a). Using a current-step protocol, 
we recorded a voltage-response curve from the patched neuron of interest and found that the 
cell exhibited robust response of action potentials upon reaching the threshold for depolarization 




postsynaptic potentials under current clamp with occasional action potentials (Fig. 5.2d). This 
indicated that the neurons were active. We also found that these patched neurons had inhibitory 
postsynaptic currents, indicative of inhibitory inputs from other cells (Fig. 5.2e). After patch-
clamping, we used IHC to label the patched and dye-filled neuron with MO-1 to verify that it was 
a motor neuron. We found that the sulfarhodamine-B fluorescence was extremely high and 
appeared to leak into the green channel labelling for MO-1, thus obscuring the verification of the 
patched neuron as a motor neuron (data not shown). The sulfarhodamine-B labeling was bright 
and long-lasting and allowed for a depth-coded projection of the 3D structure of the motor 
neuron (Fig. 5.2b). Thus, it is unclear where the patched neurons were motor neurons.  
In order to determine the viability of the spinal cord in an ex vivo environment, we extracted P1-
3 rat spinal cords, cut the lumbar region, L1-5, from the rest of the spinal cord, and embedded 
them into an 80:20 collagen-matrigel mixture in order to provide a hospitable extracellular 
environment. The spinal cords were cultured for 7-10 days in this extracellular matrix gel and 
subsequently fixed and stained for beta-III tubulin, a neuronal marker, and MO-1. Using 
immunofluorescence, we imaged the spinal cords as z-stacks. There were significant neuronal 
outgrowths extending from the spinal cords into the extracellular environment (Fig. 5.3a-d). 
These outgrowths were stained positive for MO-1, showing that motor neurons were extending 
processes from the spinal cord.  
We then co-cultured P1-3 rat spinal cords with a monolayer culture of C2C12 skeletal muscle 
cells. The cultures were allowed to grow in a mixed spinal cord-muscle media. Within 3 days, 
the spinal cord extended processes onto the bed of skeletal muscle (Fig. 5.4a). The extensions 
from the spinal cord were considerably longer after 7 days in co-culture. Both neuron and 
muscle cells grew well in co-culture as evidence by the extensions of spinal cord outgrowths 




After demonstrating the viability of a spinal cord and skeletal muscle co-culture, we proceeded 
to create a biological machine or biobot on an engineered 3D hydrogel skeleton previously 
developed1,111 (Fig. 5.5a). The C2C12 skeletal muscle was allowed to differentiate into muscle 
strips on the biobot skeleton for 2 weeks before we placed a P1-3 rat spinal cord from the 
lumbar region onto the bot (Fig. 5.5b-d). The biobot either contained matrigel to facilitate 
adherence to the muscle (Fig. 5.5b) or no matrigel as a control (Fig. 5.5c-d). We found that the 
spinal cord effectively adhered to the biobot and muscle strip in both cases. We incubated the 
spinal cord at 37°C for 2 hr before flooding the culture well with a 50:50 spinal cord-muscle 
media. Over the next 48hrs, the spinal cord appeared to wrap around the muscle of the biobot 
(Fig. 5.5e). This demonstrated that the engineering 3D co-culture system was an effective way 
to create a neuron-muscle biobot. Scanning electron microscopy imaging of the zoonotic biobot 
showed neurons and myotubes in close physical apposition on the hydrogel platform (Fig. 5.6a). 
Neurons from the spinal cord extended thin neurite processes into thicker myotubes. 
Immunohistochemistry staining of the biobots for MF-20, a myosin marker, and beta-III tubulin, 
for neurons, showed an intimate interaction of the two cell types (Fig. 5.6b).  
We then evaluated the zoonotic biobot for neuron-driven functionality. After culturing the biobots 
for 7-10 days, we stimulated them with 300 μM of glutamate (bath-applied) and found that they 
responded with both small and large contractions (Fig. 5.7a). Measurement of the displacement 
of the bot found many small local contractions that were punctuated by two very large twitches 
[measure of displacement] (Fig. 5.7b). Contractions after glutamate stimulation (Fig. 5.7c) were 
significantly diminished upon application of 10 μM DNQX, an AMPA-R antagonist (Fig. 5.7d). 
We then used a bipolar electrode to apply a range of 10-100 μA of electrical stimulation to the 
spinal cord on the biobot (Fig. 5.7e). This stimulus generated contractions that were blocked 
upon application of TTX, which blocks voltage-gated Na+ channels (Fig. 5.7f). Chemical 




of 30 μN with a high frequency (Fig. 5.7h). The application of 25 μM curare, which blocks 
nicotinic acetylcholine receptors on the muscle, decreased the number and amplitude of 
contractions. The biobots were then placed in an electrical field and given 1 or 2 Hz frequency 
stimulations. Contractions of the biobots matched the stimulation frequency of the applied 
electric field (Fig. 5.7i-j).  
Discussion 
This study has demonstrated the first engineering zoonotic biobot with neuronal control. 
Previous biological machines consisted solely of either cardiomyocytes or skeletal muscle 
attached to an abiotic skeleton1–3,113,114. These bots were controlled through applied electric field 
stimulus that led to muscle contraction or optogenetic control of muscle with light activation. 
Although these methods have been extremely useful in generating extraneous control of the 
bots, we have developed a biobot with endogenous neuronal control. Using early postnatal rat 
spinal cords of the lumbar region, we verified that the ventral root is the main location for motor 
neurons and that the neurons in that region are robust and electrophysiologically active in the 
excised lumbar sections. We have also cultured spinal cord explants of the lumbar region in a 
soft microenvironment consisting of collagen and matrigel and found that nerve roots extend 
from the body of the spinal cord while expressing markers for motor neurons. This demonstrates 
the viability of rat spinal cords ex vivo1,111,205.  
A novel feature of our study is co-culture of spinal cord and muscle so that both types of cells 
mature and interact robustly. A 2D co-culture of spinal cord tissue and C2C12 skeletal muscles 
found that a mixed spinal cord-muscle media fostered nerve extension from the spinal cord and 
myotube formation in the muscle cells. We interpret the physical interaction and robust 
differentiation of the two cell types as mutually beneficial, possibly due to the release of trophic 
factors that enhance their respective growths. This method does not rely on separately culturing 




medias. Instead, the medias have been mixed together and the spinal cord and muscle tissue 
are allowed to grow together in a more biologically relevant way that reflects the natural in vivo 
environment. Our method is simple and does not rely on the use of engineered microfluidic 
platforms to culture the spinal cord and muscle separately, while containing a small space for 
axons from the neurons to pass. Additionally, there is no need to use neural stem cells or 
embryoid-body differentiation as another step to create these constructs177. Instead, a simple 
extraction of spinal cord and differentiation of a muscle cell line is enough to generate an active 
neuromuscular construct that generates substantial contractile force.  
Co-culture of rat spinal cord and muscle strips on a 3D engineered hydrogel skeleton led to 
generation of contractions upon chemical and electrical stimulation. These contractions were 
easily visible and we found a change in tension of 30 μN. Before chemical or electrical 
excitation, we found that the muscles did not twitch or spontaneously contract, which occurred 
on muscle strips without spinal cord co-cultures. We believe that the spinal motor neuron NMJs 
help to regulate the muscles and inhibit spontaneous twitching without excitation. Upon 
stimulation with a glutamate bath application, the biobot and muscle strip contractions were 
initiated. The addition of specific antagonists dampened or completely stopped the twitching and 
contractions. DNQX, an AMPA-R antagonist, blocks a receptor of glutamate on neurons that 
depolarizes them and leads to action potentials. Blockage of AMPA-R with DNQX diminished 
contractions and twitching of the biobot. We also used TTX, which blocks voltage-gate sodium 
channels present on neurons, and again stopped contractions of the biobot. In both cases, 
further stimulation with either more glutamate or electrical stimulation did not lead to more 
contractions. After washout, we found that chemical or electrical stimulation of the biobots led to 
the resumption of contractions. We found that electrical stimulation produced a more localized 
contraction of muscle that was within a couple hundred microns to the area of spinal cord tissue 




that generated a large force and caused movement of the biobot. Using curare, which 
specifically blocks the nicotinic acetylcholine receptor present on muscles at the NMJ, led to a 
dampening of the response to glutamate and reduction in frequency of the contractions in the 
biobot. We blocked synaptic activity on the spinal cord neurons using DNQX, overall neuronal 
activity with TTX, and NMJ synaptic activity with curare and found that all 3 methods led to a 
reduction in contractions in the biobot. This reinforces the evidence that the contractions of the 
muscle strip on the biobot were regulated by neurons from the spinal cord via an NMJ. 
Our research has shown the efficacy of a zoonotic engineering biobot that has endogenous 
neuronal control. This is the first instance of using a spinal cord on an engineered 3D platform to 
control biological machine activity. Engineering optogenetic control of spinal cord neurons would 
further reinforce the idea that neuronal activity controls muscle contractions. Additionally, 
optogenetic activation of the spinal cord would lead to more widespread depolarization of 
neurons and activation of more muscle units on the biobot. This would allow for greater force 
generation and a higher rate of movement from the biobot. If the channel-rhodopsins were 
present only on motor neurons, it would allow for the processing components of the spinal cord 
to be unaffected and generate a more physiologically relevant platform of muscle activation.  
Further work will need to be conducted to create a sensory mechanism for the biobot. Using 
dorsal root ganglia (DRGs), the sensory components of the peripheral mammalian nervous 
system, would allow for a mechanism to sense gradients of stimuli, such as extended thermal or 
chemical variations. Previous work has demonstrated robust DRG cultures163,206. These DRGs 
would be engineered onto the same 3D biobot and allowed to interface with the spinal cord in a 
similar way as what occurs in the body. These DRGs would ideally synapse with the spinal cord 
only, and not muscle, and retain the ability to extend their pseudounipolar axons bidirectionally, 
both towards the periphery of the bot as well as back to the spinal cord. This would allow for the 




processing, leading to generation of motor activity in response to natural stimuli such as heat or 
a toxin. Creating a biobot capable of sensing information, integrating it, and then initiating a 
motor response would have potential uses in medicine, drug testing, and as a biological sensor. 
We can imagine engineering a more natural way of sensing the environment that would 
generate a physiological response that better appreciates the specificity and sensitivity of 
humans and animals experience and generates a repertoire of responses. A fully autonomous 
biobot capable of responding to sensory stimuli would have a wide variety of applications. We 
can envision deployment of autonomous biobots into harsh environment around the world and 
in space to act as biosensors. The biobots could also serve as a platform for drug development 
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Figure 5.1: Ventral root expression positive for motor neurons. 40μm slices of spinal cord sections from the lumbar 
region of rat spinal cords were stained for MAP2 to label neurons, MO-1 to label motor neurons, and DAPI as a 
nuclear stain. Motor neurons were localized to the ventral region of the spinal cord with little positive MO-1 











Figure 5.2: Electrophysiological recordings of spinal cord neurons revealed robust activity. Dye-filling of the single-
cell patched neuron (a) showed robust action potentials upon current-step (b) with a long train of EPSPs (c) and 
occasional action potentials. Under voltage-clamp we found the presence of IPSCs (e) demonstrating inhibitory 
input to the patched neuron of interest. A post-hoc IHC fluorescent image of the cell reveals the 3D depth-coding 


















Figure 5.3: Neuronal outgrowths extending from the body of the spinal cord. Neurons were labelled with beta-III 
tubulin and motor neurons were labelled with MO-1. Processes extended outwards from spinal cord cultures after 7-
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Figure 5.4: Spinal cords extended processes in a co-culture with a bed of 2D skeletal muscle cells. After 3 DIV 
(a), P1-3 rat spinal cords extended outgrowths onto the bed of the C2C12 skeletal muscle cells. The processes 












Figure 5.5: Spinal cords C2C12 skeletal muscle co-cultured on the biobot skeleton. Skeletal muscle was 
differentiated into myotubes on the biobot skeleton to form muscle strips (a). Rat spinal cords from the lumbar 
region were added with (b) and without matrigel (c-d). The spinal cord adhered to the biobot muscle after a 2-hour 
incubation period and wrapped around the bot (e).  
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Figure 5.6: Neurons and muscles on the biobot interacted closely at the microscopic level. Scanning 
electron microsopy of the zoonotic biobots revealed interactions between neurite extensions and 
myotubes (a). IHC fluorescent images showed that neurons, staining in green for beta-III tubulin, and 

















Figure 5.7: Stimulation of the neuron-muscle zoonotic biobot showed active contractions of the muscle. 
Glutamate stimulation of 100μM of the zoonotic biobot show large initial contractions (a) as measure through 
displacement (b). 100μM Glutamate (C) and electrical stimulation (d) with a bipolar electrode of 50μA showed 









Figure 5.7 (cont.): Stimulation of the neuron-muscle zoonotic biobot showed active contractions of the muscleThis 
blockage of potassium and sodium channels of neurons lead to downstream regulation of muscle activity. Image 
of the whole zoonotic biobot at low magnification (g) that was stimulated with glutamate or an external electric 
field. 200 μM Glutamate stimulation (h) of the bot led to large contractions with changes in tension of 30μN. The 
contraction frequency decreased with the addition of 25μM of curare (i). An external electric field was applied to 





Chapter 6 – Conclusions and Future Directions 
The research presented here has explored the properties governing the emergence and 
development of in vitro neuronal networks. Understanding the mechanisms endogenous to 
neuronal cell and tissue cultures as well as extracellular factors governing their development 
has led to the creation of the first integrated neuron-muscle zoonotic biological machine.  
This thesis work first looked at the phenomenon of clustering in primary cultures of rat early 
postnatal hippocampal neurons. Glia were found to play a significant role in the spatial 
organization of the cultured neuronal network. Neuronal network complexity was higher when 
glial growth was not inhibited. Electrophysiological recordings of neurons using single-cell patch 
clamping revealed that glia promote longer trains of action potentials with larger amplitudes and 
more robust signals. Cellular clustering in culture was not affected by the presence or absence 
of glia. This suggested that neuron-glia interactions played a large role in the development 
clusters in culture. Time-lapse imaging of brain cell cultures has shown that the network is a 
dynamic system with constant movement of cells. It has been hypothesized that neurite tension 
between cells becomes stronger than cell-substrate tension and leads to the aggregation of 
cells into clusters145,207. A method to elucidate the effects neurite tension on cluster formation 
would be traction force microscopy (TFM). Extensive research has been conducted on using 
TFM to analyze axonal growth cones and the role of tension in pathfinding for neurite 
development in vitro as well as vesicle transport in axons208–212. Using TFM could be an 
important tool to measure overall tension between 2 neurons in order to calculate the cell-
substrate forces of the two-neuron system and the neuron-neuron tension generated through 
neurite interactions. This method would allow for testing and possible confirmation of the 
hypothesis that neurite tension leads to clustering of neuronal soma in culture.  
A now disproved theory regarding neuronal tension hypothesized that cortical folding into sulci 




axonal tension does not play a causal role in cortical folding. However, the mammalian brain 
does organize into specialized sub-regions, especially in the hypothalamus, with clusters of 
neurons involved in one task. Thus, a physiological consequence of neuronal clustering in vitro 
can be reflected in vivo through the generation of specialized regions of the brain such as the 
suprachiasmatic nucleus or supraoptic nucleus. A future step would be to measure neurite 
tension and cell-substrate tension using TFM and then use these forces to model the 
development of sub-cortical brain regions of the hypothalamus or brainstem.  
A significant advancement has been made in this thesis work involving the creation of 
biomimetic 3D engineered neuronal tissue. Using an engineering aligned porous hydrogel as a 
culture platform, neurons from the rat postanatal hippocampus and adult dorsal root ganglia 
were directed to elongate and mature to create morphologically similar structures to those 
present in vivo. Neurons that develop under this 3D physical microenvironment recapitulate key 
features of the region of origin including electrical membrane properties and morphological 
similarities. This platform has potential for use in therapeutics and medicine as an environment 
for understanding axon and dendrite regrowth after injury. The biomimetic culture system could 
also be used as a drug testing platform. Neuronal tissue in a 3D microenvironment might 
respond differently to external chemical application. Small peptides or other molecules could 
also be linked to the alginate hydrogel to test for new therapies and insights into neurite 
regrowth. This work continues on the path towards engineering living neural tissue to help fight 
neurodegenerative diseases.  
Protein patterning has served as an effective method for directing neurite processes in 2D110,197. 
This work has found that a variety of extracellular cues, such as laminin, semaphorin 3a, and 
poly-d-lysine, can be effectively stamped as 2D patterns to guide neuronal processes. Neurons 
grown on the patterned protein extended processes along the patterns. The neurons also 




caged-glutamate stimulation. Sema3A has been found to be a strong dendritic attractant and 
axon repellent, while gradients of laminin have been found to direct axons94,95,132,170,215. No 
previous study has attempted to combine both a dendritic guidance cue and axonal guidance 
cue onto the same substrate in order to polarize neurons. This work found that using multiple 
proteins to attempt to differentially direct axon and dendrite outgrowths in opposing directions 
was not effective. Neurite differentiation in culture required 4-5 days before there was unique 
expression of axonal and dendritic markers such as SMI-312 and MAP2 respectively. This work 
found that initial neurite extension on 2D protein patterns of either Sema3A or Laminin was non-
specific and neurites expressed both axonal and dendritic markers up to 5 days in culture. After 
5 days, there was significant differentiation of neurites into axons and dendrites on laminin and 
poly-d-lysine patterns. However, it appears that Sema3A inhibited neurite differentiation. After 8 
days in vitro, neurites had differentiated into axons and dendrites without any co-localization of 
SMI-312 and MAP2 expression. Interestingly, axons grew well on sema3a without avoidance 
and were guided by the protein pattern in a linear manner. Frequently axons on sema3a would 
align closely with the dendrites of another cell before deviating once the sema3a pattern ended. 
This illustrates that extracellular cues such as sema3a or laminin were not enough to effectively 
direct axons and dendrites in opposing directions. Because neurite differentiation is not 
specified at seeding, neuronal cultures are a dynamic system. Neurons move and neurites can 
change from an axon to a dendrite99,199,216. Controlling and manipulating the emergent behaviors 
of neuronal cultures has proven to be difficult and a deeper understanding of the mechanisms 
governing neurite development is needed. Creation of designer neuron circuits similar to basic 
central pattern generators, such as those found in invertebrates, will not be a simple task117. 
Instead, we have found that co-opting existing circuitry from developed mammalian systems 




Endogenous oscillators have been found and characterized in mammalian spinal 
cords116,124,203,204,217,218. Oscillations of neuronal circuits from the lumbar region of the spinal cord 
control hindlimb locomotor activity123,217,219. The present study took early postnatal rat spinal 
cords from the lumbar region and grew them ex vivo. Motor neurons in the ventral root of the 
mammalian spinal cord were identified through immunohistochemistry techniques and the 
activity of neurons from the ventral root was characterized. Neurons of the spinal cord 
generated robust electrophysiological signals through long trains of action potential spikes and 
inhibitory post-synaptic currents that are indicative of inhibitory circuits within the tissue. Ex vivo 
spinal cord cultures also extended neurites from the body of the tissue. Spinal cord sections 
cultured with C2C12 skeletal muscle cells were healthy in a mixed media. Nerve bundles 
extended from the spinal cord in these co-culture systems within 3 days and continued to grow 
through 7 days. When placed upon engineered biobots with differentiated muscle strips, the 
extracted spinal cord section adhered well to the myotubes and appeared to innervate it based 
on immunohistochemistry and scanning electron microscopy images. Neuronally innervated 
biobots generated contractions upon stimulation of the spinal cord either chemically with 
glutamate or electrically with a bipolar electrode. This motor movement was reduced or 
eliminated upon application of DNQX, an AMPA-R antagonist, TTX, a voltage-gated sodium 
channel blocked, and curare, a neuromuscular junction antagonist at the nicotinic acetylcholine 
receptor. AMPA-Rs and voltage-gated sodium channels have been found on neurons and are 
involved in synaptic transmission and the generation of action potentials. Blockage of either type 
of ion channel led to diminishment of contractions in the biobot even with electrical or chemical 
stimulation. Blockage of the NMJ with curare also led to decreased contractions of the zoonotic 
biobot.  
This work has shown, for the first time, an engineered biological machine with neuronal input 




human control. The future biobots would be capable of sensing external stimuli, processing the 
input, and generating an appropriate motor response. The addition of dorsal root ganglia 
explants to the spinal cord-muscle biobot could serve as the appropriate sensory apparatus. 
The ganglia could respond to a temperature or chemical gradient and send a signal to the spinal 
cord to generate a reflexive response to either move towards or away from the stimulus. This 
would be a major step towards engineering biological machines that could have a wide variety 
of applications as biosensors in health, medicine, and security for humanity.  
Overall, this thesis work has accomplished a major stated goal of developing a biological 
machine with neuronal control. This was made possible through the research on understand 
emergent properties and behaviors of neuronal networks.  
Understanding and manipulating neuronal network development could have future use in tissue 
engineering and neuronal regeneration. Traumatic brain injury, necrotic neuronal tissue after 
infarcts, neurodegenerative diseases, and regrowth of limbs with proper motor and sensory 
innervation could all be potential applications for this thesis research. Understanding clustering 
of neurons in the brain could have applications in engineering neural tissue with the proper 
organization to functionally integrate with established neuronal networks. Creation of biomimetic 
neural tissue is a step towards developing new regenerative medicine techniques to regrow 
nerve tracts loss from sensory neuropathies or even motor neuron degeneration resulting from 
autoimmune diseases or external trauma. Creation of designer neural circuits could be used as 
small-scale processing units that could be faster than current silicon microchips. These circuits 
could serve as a platform for drug testing and understanding disease progression. This work 
could further advance research into artificial intelligence and aid in the future design of robots.  
My vision and hope for this research is that the study of emergence in mammalian cellular 
systems and development of bigger, faster, and stronger biobots will develop into a new field of 




at the cutting-edge of scientific research and push towards new boundaries while creating new 
disciplines. While I have a number of short-term goals in mind for the future of this research, the 
future of research into biobots remains unknown and extremely exciting. My dreams with this 
work consist of armies of autonomous biological machines that have been engineered for 
deployment in many hostile situations. Life of all forms exists in extremely hostile conditions 
throughout the earth. Fish live in the deep depths of the ocean experiencing extreme pressures, 
bacteria live in extreme heat and cold. Currently, our tools for studying these conditions remain 
limiting. Biobots may be able to fill this particular scientific niche. By engineering biobots that 
mimic the emergent properties of organisms that currently exists in extreme and largely 
inaccessible environments around the world, researchers would be able to use biobots to 
remotely go to these places to collect data and explore. Another potential area for exploration 
would be space. Biobots could accompany spaceship launches and be deployed to new planets 
as sentinels to test for the viability of new planets to support life. The biobots could also be 
engineered to deliver payloads of material into tough areas on earth or other planets to act as 
the seeds for civilization. Closer to home, biobots could be used in agriculture as pest control 
against insects. If an autonomous biobot can be engineered in the near future, then the 
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Abstract 
Circadian rhythms are maintained through regulators that function in a transcriptional-
translational feedback loop. The suprachiasmatic nucleus (SCN) is the body’s “master clock” 
that manages the endogenous oscillators present in the cells of all organisms, ranging from 
cyanobacteria to mammals. Recent research has shown that metabolic oscillators exist 
independent of the transcription-translation feedback loop. In human red blood cells, incapable 
of transcription, non-transcriptional events were capable of maintaining a 24-hour oscillation of 
redox cycles through peroxiredoxins 220. Using a mouse model, we have found that the SCN is 
fundamentally capable of redox oscillations. After knocking out the clock gene, Bmal, this 
oscillation disappears. Traditional methods of periodogram-based analysis of oscillatory data 
have been applied to our data. However, these methods in general fail to estimate the true 
period from short-length datasets. To address this issue, we developed a novel statistical 
method to detect the periodic signal in noise and to measure the period and phase based on the 
minimum length description viewpoint. The proposed method is provably good and worked well 
for small data sets such as our measured redox oscillations. Additionally, we examined 
oscillations in the clock gene, PER2. With luciferase linked to PER2, we measured the 
bioluminescence of rat SCNs and the paraventricular nucleus, which is linked to the SCN. This 




sample size. We have used this statistical model for further analysis of a wide variety of 
circadian rhythm data to test coupling between the SCN, peptide secretions, and downstream 
regulation of astrocytes. This model has helped us analyze the phase shift between coupled 
cells and the effects of peptides on circadian rhythms.  
Introduction 
Circadian rhythm research has made great progress in the past 20 years. We have discovered 
the presence of a master clock in mammals located in the suprachiasmatic nucleus (SCN), 
which self-regulates in the absence of extrinsic signals221. The basis of the self-regulation of the 
SCN is due to the transcription-translation negative feedback loop of the neurons. Recent 
research has indicated the existence of independent factors that regulate circadian rhythms, 
such as cAMP, Ca2+, and protein kinase C. Furthermore, metabolism is strongly circadian, 
which is exemplified by the release of hormones like leptin, ghrelin, and orexin. Metabolic 
breakdown of food to energy results in the release of free energy radicals. Since it has been 
established that our metabolic processes undergo a daily circadian cycle, and a product of 
metabolism is the release of free radicals, we have recently discovered that the redox state also 
exhibits a circadian rhythm221. By monitoring the auto-fluorescent emissions from the cofactors, 
FAD (at 500+nm) and NAD(P)H (at 400+nm) after excitation by a laser at 730nm, we found that 
a continuous redox oscillation in the SCN. 
  Circadian rhythms are generally noisy or irregular.  As such, the data analysis by human vision 
can be easily corrupted by the inspector’s subjective biases. Therefore, we need a reliable data 
analysis procedure independent of human inspector. Statistical analysis of biological oscillation 
data has been the subject of debate in the past. Several studies have compared various 
methods for analyzing circadian rhythms222,223,224.  The two most commonly used methods are 
Fourier/spectral analysis and Enright’s (chi-square) periodogram. James Enright first developed 




distribution in 1978222. The theory behind this method is that we can break up our data into 
smaller segments in test period of length p, and then we get the average waveform of the 
segments of length p. If the test period differs from the true period of data, the average 
waveform tends to be the flat, and if the test period is closer to the true period, the average 
waveform tends to be more periodic. The chi-square periodogram based on the average 
waveform obtained at each test period P has been widely used in the circadian rhythm analysis. 
It can also determine the statistical significance of the computed period; however, it typically 
requires at least 10 days of data.  Our dataset was even shorter than datasets used in earlier 
papers that utilized chi-square analysis. 
Since it is one of the most widely applied signal analysis methods, we also attempted to use 
Fourier analysis due to its simplicity and computation speed. A long-running circadian rhythm is 
essentially a combination of pure sine and cosine waves. It measures the multiple periods in a 
set of circadian data that produces a periodogram, where each peak corresponds with a specific 
rhythm. Thus, if there are any other oscillations (ultradian, noise) besides the circadian rhythms, 
they were exhibited as well. This allowed for all possible periods to emerge from the analysis. 
However, it has several drawbacks when applied to circadian rhythm analysis. First, when the 
periodic components are not at Fourier frequencies, the detection performance is substantially 
reduced225 . The frequency resolution of Fourier analysis is determined by the reciprocal of the 
duration of data collected226. Thus when we don’t have enough data points, the frequency 
resolution becomes low, which increases a possibility that the periodic components are not at 
Fourier frequencies. Additionally, the temporal resolution of the analysis is low for low 
frequencies, which may also lead to an unacceptable temporal resolution on the test periods 
around 24 hrs. Secondly, in noisy data sets, Fourier analysis suggests some spurious periods, 




significant or not. This was noted several times in our analysis of redox state data and 
PER2:LUC bioluminescence data. 
Generally, Fourier analysis has been used to analyze datasets of at least 7-10 days 222. Due to 
inherent biological constrictions due to slice culture techniques, real-time redox imaging, and 
patch clamping, it is difficult for us to obtain data longer than 3-5 days. Additionally, our redox 
data possesses a low signal-to-noise ratio. These two problems make it prohibitively difficult to 
develop and effective periodogram using Fourier analysis. 
 
These methods have been used to analyze various forms of circadian data, including actogram 
wheel-running data and PER2:LUC expression in brain slices227223   The main caveat with using 
the aforementioned methods is that the data needs to be at least 7-10 days in length with a high 
signal-to-noise ratio 222228. However, due to inherent constraints in analyzing redox states in the 
SCN, we are only able to obtain, at a maximum, five days of data with a low signal-to-noise 
ratio. This significantly hinders the effectiveness spectral and periodogram-based analysis of 
our data.  
The bottom line is that we needed to develop a novel statistical model that is capable of relating 
short datasets and periodicity in a statistically significant manner. Recently, a statistical analysis 
of the problem of detection of sinusoidal signal embedded in additive white noise, along with its 
amplitude, frequency, and phase, was presented225. Here, we adapt this minimum description 
length (MDL) viewpoint  to select which class of statistical models from a family of possible 
models best describes the observed data229. This MDL framework enables us to perform a 
hypothesis testing to detect a sinusoidal signal with a new penalty term for finite data points, 




from the low resolution issue regardless of the duration of the data. Here, we also extended this 
framework to any periodic signal beyond sinusoid. 
Nadler’s model proved that they can generate an accurate model for a finite set of data with a 
number of samples (n) of only 150225. Essentially, this model was perfect for analyzing short 
time series, such as redox states, and was able to tell us if our data contained a statistically 
significant circadian oscillation. We have applied the MDL viewpoint to not only our redox data, 
but also to PER2:LUC mice SCNs. In each case, our method was able to generate a statistically 
significant analysis and accurate measure of the circadian state of the data.  
Methods 
Animals and Brain slice preparation 
All experiments and protocols were approved by the Institutional Animals Care and Use 
Committee at the University of Illinois, Urbana-Champaign. 57BL6 mice from Jackson 
Laboratory were used for redox state measurements and were maintained under a 12:12 hour 
light/dark (L/D) lighting schedule. Bmal1 -/- mice were bred from heterozygous mice from 
Jackson Labs and were maintained under the same lighting schedule. PER2:LUC knock-in mice 
were also maintained under a L/D 12:12 lighting schedule.  
Redox state data 
Mice were sacrificed at P21 to P28 at ZT5 to ZT-7. After decapitation, a 400 um slice containing 
the SCN was obtained and transferred to a Millipore tissue culture insert with DMEM (0.5% B27, 
1.0mM glutamine, 25ug/mL pen/strep). The slices were cultured for 2 days and then transferred 
to a heating chamber on a microscope stage and continuously perfused with EBSS. A Zeiss 
LSM 510 confocal laser-scanning microscope with a MaiTai laser and a 20X 0.8NA objective 
was used to conduct two-photon imaging at a depth of 15um. The excitation wavelength was 




4s/frame with a 356s interval over 720 frames for a capture time for 72 hours. Zeiss LSM 
software was used to capture and analyze the region of interest at 400+ and 500+nm for each 
frame. The relative redox state was calculated by the ratio of the emissions at 500+nm 
compared to 400+nm.  
Biolouminescence imaging of the SCN and PVN in PER2:LUC mice 
PER2:LUC mice were sacrificed and brains removed after decapitation. The brains were sliced 
at 4C in HBSS (10mM HEPES, 2% B27, and 2.5mL/L pen/strep) using a motorized vibratome 
into a 300um thick section. The slice was then transferred to a Millipore membrane in a sealed 
dish containing 1.2mL of DMEM (10mM HEPES, 2% B27, 2.5mL/L pen/strep,  and 0.1mM 
luciferin). The slice was conditioned at 37C to ensure periodicity for 10 days, with a media 
change every three days. Afterwards, the dish was transferred to a custom-built dark box where 
it was imaged using a Zeiss AxioObserver Z1 microscope with a 5X Fluar objective lens, 
Marzhauzer scanning stage with LUDL Mac 5000 controller, and a Stanford Photonics XR Mega 
10Z cooled intensified charge-coupled camera. The data was obtained using Piper software. 
Images were collected at 55 frames/sec every 6 minutes with 2x2 binning for variable lengths of 
time.  
Statistical analysis 
Collected data was transferred to MATLAB and analyzed using custom-written code. Spectral 
analysis using the Fourier transform was coded while utilizing the built-in fast Fourier transform 
(FFT) function. Given a series of data X = [x0, x1, … , xN−1], its periodogram based on the Fourier 
transform is as below 
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Enright’s (chi-square) periodogram was derived as follows: First, we broke up X into the 
segments of length p. We used X̅, {X̅h}h=1
p
, and K to represent the mean of X, the average 
waveform of the segments of length p, and the number of the segments, respectively. The chi-
square periodogram is given by the ratio of the variance of the average waveform of the 
segments to the variance of X, which is given by 
𝑄𝑝 =
𝐾 ∑ (?̅?ℎ − ?̅?)
2𝑝
ℎ=1




 It should conform approximately to a chi-square distribution with (P-1) degrees of freedom 
[Bell]. Thus we can establish the statistical significance of a Qp periodogram peak to detect the 
presence or absence of periodicity in the data. 
The proposed model selection approach for periodic signal embedded in noise is given as 
follows. Let xn denote an one-dimensional real-valued periodic signal at frequency  (or period 
p=1/), amplitude a, and phase shift , corrupted by additive noise of variance . In our data 
analysis, we add a linear trend term, which is observed in our SCN data.  
𝑥𝑛 = 𝑎𝑓(𝑛; 𝜔, 𝜙) + 𝑐𝑛 + 𝑑 + 𝜎𝜉𝑛  
where 𝑎, 𝑓(𝑛; 𝜔, 𝜙), 𝑐𝑛 + 𝑑, and 𝜎𝜉𝑛 represent amplitude, arbitrary periodic function, linear 
trend, and additive Gaussian noise with variance 𝜎, respectively. Before performing the 
circadian analysis, we “detrend” our data first to remove the best straight-line fit linear trend from 
the data. Let us denote L0 and L1 the likelihoods of the data under the assumptions of no and 
one period present, respectively. When the noise variance  is unknown, the log-likelihood ratio 
(LLR) statistic to detect the presence of period is given by 




















where p̂, and  φ̂ are the ML estimates. A new penalty term, which plays a role as a threshold for 
the hypothesis testing, is given by 










where  represents the false detection probability 
Results  
Our general method for analyzing the data follows a flow-chart (Fig. A.1) where we first collect 
raw data and “detrend” the data is necessary (Fig. A.2). This is a function built into MATLAB that 
removes the best straight line fit linear trend from the data by computing the least-squares fit of 
a line and subtracting it from the original data. For some data sets, this is not necessary since 
there is not linear regression inherent in the sample. After pre-processing the data, we 
evaluated the sample using the three methods previously mentioned: Fourier analysis, Chi2 
periodograms, or the MDL viewpoint. If the sample size was large enough, then these analysis 
methods generated an estimate of the period. Additionally, the Chi2 periodogram and MDL 
viewpoint were capable of generating a significance measurement that allowed us to determine 
if a valid period measurement was generated.  
Our first goal was to analyze the redox state data to objectively determine if there was a 
circadian period. We employed the Chi2 periodogram as our first method of analysis on a 
wildtype mouse SCN organotypic slice. The sample size had only 609 samples with a sampling 
rate of 6 minutes, which is equivalent to ~2.5 days (Fig. A.3a). This data set clearly was much 
shorter most data that has been analyzed using the Chi2 periodogram. However, the analysis 
still generated a significant period estimate of 29.0 hrs (Fig. A.3b). Our estimated period was 
above the dotted line, which indicates that the value was significant. The estimate was much 




compared this method to Fourier analysis, which yielded an approximation of 25.6 hrs (Fig. 
A.3c). The limitation of the Fourier transform was the lack of hypothesis testing that we were 
able to do with only one data set. The only feasible that we could have used to generate a 
significance value was through acquired multiple data sets (n>3) and using a t-test. Acquiring a 
large number of redox state measurements was difficult and infeasible because of the delicate 
nature of organotypic slice culture and measuring data from the culture. Thus, we turned to the 
MDL viewpoint to get a better period estimate with statistical significance. Analysis of the mouse 
wildtype data yielded a period estimate of 26.2 hrs with a statistical significance at Cn<0.05 (Fig. 
A.3d). We visualized this using a heat map where the best period estimate corresponds with the 
dark red on the plot. If the dark red estimate is above the white line, which established 
significance at Cn<0.05, then our estimate was considered valid. 
We applied the same technique to a negative control of a bmal -/- mouse, which did not have a 
periodic circadian rhythm based on wheel-running behavior. It appeared that the redox state 
measurements were not periodic as well (Fig. A.4a). The chi2 periodogram showed that there 
was no significant period (Fig. A.4b). Fourier analysis estimated a period of 51.2 hrs, which was 
not circadian (Fig. A.4c). Again, the issue was that this method was not capable of hypothesis 
testing. The MDL viewpoint heat map generated a period of 73.9 hrs but without any 
significance since the red area stretched below the white line of demarcation for Cn<0.05 (Fig. 
A.4d). This indicated that all three methods did not generate false positives in circadian data 
without a period. 
Bioluminescence measurements of luciferin from PER2:LUC organotypic mouse slices of the 
suprachiasmatic nucleus (SCN) showed a strong rhythmicity out to seven days (Fig. A.5a). 
There was a clear linear regression in the data, so we conducted a “detrend” to remove it. Since 
this data had a high signal-to-noise ratio and a strong rhythmicity over 7 days, it was useful as a 




yielded an estimated period of 25.5 hrs (Fig. A.5b). This value was significantly above the dotted 
line for significance and was close similar to the estimates we obtained using the MDL viewpoint 
of the redox state data from the wildtype mouse. Furthermore, this value was close to the 
behavioral data taken from this same line of mice. Fourier analysis revealed a period of 24.4 hrs 
(Fig. A5c). As shown in the figure, this value was much higher power (100 dB/hr-1) than the 
mouseWT estimate, indicating that the approximation is relatively stronger. However, this still 
did not guarantee statistical significance, only a more robust approximation. The MDL viewpoint 
gave us the same period estimate of 25.5 hrs as the Chi2 analysis (Fig. A.5d), showing us that it 
is robust compared to the well-established and traditional method. Here, we found that the red 
area of the heat map far exceeded the significance threshold.  
We then wanted to examine the stoutness of the MDL viewpoint when evaluating decaying 
waveforms. We measured PER2:LUC bioluminescence from the paraventricular nucleus (PVN) 
of mouse organotypic slices. This data set exhibited a decaying rhythm because it was 
uncoupled from the SCN central clock (Fig. A.6a). There was a visible period over the first three 
days of the culture, but it looked to approach noise by day 7. After “detrending” the data, we 
applied the chi2 periodogram, which did not give a significant period (Fig. A.6b). Fourier analysis 
produced a period estimate of 28.4 hr, which is different from the wheel-running actogram 
period. Finally, we applied the MDL viewpoint to the PVN data and got an estimated period of 
26.5 hrs, which was much closer to the behavioral data (Fig. A.6c). Here, the red areas of the 
heat map are above the white line, indicated statistical significance of Cn<0.05 using hypothesis 
testing. In this data, the MDL viewpoint excelled relative to the other methods. The chi2 
periodogram was unable to gauge any significant from the data, and thus, could not estimate a 
period. Fourier analysis was able to generate a period that was not close to a circadian rhythm, 




Our final test of the MDL viewpoint was to analyze the single-unit activity of an organotypic slice 
with only a sample length of 31.5 hrs (Fig. A.7a). This data set was so short that we were 
unable to generate a chi2 periodogram (Fig. A.7b). Fourier analysis did lead to a periodogram, 
but the estimated period was 12.8 hrs (Fig. A.7c). Here, the highest peak of the periodogram 
was fairly similar to the next highest peak, suggesting that the sample size was too small for 
effective analysis. The MDL viewpoint was the only method that was capable of objectively 
analyzing the single-unit activity with an accurate period with statistical significance. The 
estimated period was 24.4 hrs, which is the same as the peak to peak measurements of the 
data (Fig. A.7d). Here, the dark red of the heat map is above the white line for significance, 
meaning the Cn<0.05. The robustness of this method even extends to very short datasets 
spanning less than a day and a half.  
Discussion 
In the field of circadian research, there have been many established methods used to analyze 
the period of rhythms obtained from biological data. However, we have found no evidence that 
these methods work with very short datasets (3-5 days in length) with a low signal-to-noise ratio. 
We found that the “minimum description length” viewpoint for analyzing circadian data was a 
robust method for generate an accurate estimate of periods in circadian rhythm data. MDL also 
addressed a major weakness of the Enright periodogram, which was its lack of strength in 
measure rhythms with a variable period (Table A.1).  
Sokolove’s paper on the robustness of the chi-square analysis indicated that it was useful for 
determining significance of the data and can determine arrhythmic from rhythmic data, even if 
the length of the dataset is not long enough for effective analysis. Although this holds true, we 
believe that the MDL viewpoint can supersede the chi-square analysis since it provides all the 




Additionally, the MDL viewpoint is capable of analyzing a variety of data. We utilized it in our 
redox state data, which consisted of a short time-scale with a low signal-to-noise ratio. We also 
utilized it in similar data measuring luciferase expression from the SCN and PVN of PER2:LUC 
mice. Both types of data are sinusoidal, but our method is also able to accurately gauge the 
period of single-unit activity data with only two peaks. It generates a robust estimation of period 
with a high degree of significance. We have already demonstrated the viability of the MDL 




















Figure A.2 – Example of detrended data. This method removes the best linear trend from the data, allowing for 





Figure A.3 – Wild-type mouse redox oscillations appear to be rhythmic based on the raw data (a). The Chi2 analysis 
estimated a period of 29.0hrs (b). fourier analysis estimated a period of 25.6hr (c). The MDL viewpoint estimated a 







Figure A.4 – Per2 -/- mice do not appear to show any redox oscillations (a). Chi2 analysis was not 
capable of estimating a period (b). Fourier analysis estimated a period of 51.2hrs (c) and the MDL 





Figure A.5 – Control data of PER2:LUC bioluminescence from an SCN mouse brain slice. The 
oscillations appear very periodic (a). The Chi2 analysis estimated a period of 25.5 hrs (b) and 
the Fourier analysis estimated a period of 24.4 hrs(c). The estimated period using the MDL 





Figure A.6 – For less ideal PER2:LUC bioluminescence data from the PVN with a decaying 
oscillation and less apparent period after 3 days in culture (a) the Chi2 analysis was not able to 
generate a significant period (b). Fourier analysis estimated a period of 28.4 hrs (c) while the MDL 




Figure A.7 – Traditional measure of periodicity in brain slices usually only contain 2 data points 
(a). Chi2 analysis is unable to analyze the data (b). Fourier analysis estimated a period of 12.8 hrs 





Table A.1 – Summary of the relative strengths and weaknesses of the traditional Fourier and 
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