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Abstract. We incorporate a physically derived parameterization of gravity drainage,
in terms of a convective upwelling velocity, into a one-dimensional, thermodynamic sea-
ice model of the kind currently used in coupled climate models. Our parameterization
uses a local Rayleigh number to represent the important feedback between ice salinity,
porosity, permeability and desalination rate. It allows us to determine salt fluxes from
sea ice and the corresponding evolution of the bulk salinity of the ice, in contrast to older,
established models that prescribe the ice salinity. This improves the predictive power of
climate models in terms of buoyancy fluxes to the polar oceans, and also the thermal
properties of sea ice, which depend on its salinity. We analyze the behaviour of exist-
ing fixed-salinity models, elucidate the physics by which changing salinity affects ice growth
and compare against our dynamic-salinity model, both in terms of laboratory experiments
and also deep-ocean calculations. These comparisons explain why the direct effect of ice
salinity on growth is relatively small (though not always negligible, and sometimes dif-
ferent from previous studies), and also highlight substantial differences in the qualita-
tive pattern and quantitative magnitude of salt fluxes into the polar oceans. Our study
is particularly relevant to growing first-year ice, when gravity drainage is the dominant
mechanism by which ice desalinates. We expect that our dynamic model, which respects
the underlying physics of brine drainage, should be more robust to changes in polar cli-
mate and more responsive to rapid changes in oceanic and atmospheric forcing.
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terization of gravity drainage for sea-ice modeling, J. Geophys. Res. Oceans, 119, 55995621,
doi:10.1002/2013JC009296. An edited version of this paper was published by AGU. Copy-
right (2014) American Geophysical Union.
1. Introduction
1.1. Sea ice in coupled climate models
Sea ice forms a dynamic interface between the ocean and
atmosphere and so constitutes an integral aspect of any cou-
pled climate model [Gent , 2012]. Although only a few me-
ters thick, sea ice plays a significant role in the coupling
between ocean and atmosphere because it reflects a higher
proportion of solar radiation than open water, insulates the
polar oceans, and stores latent heat [reviewed in Weeks,
2010]. As well as these thermal considerations, sea ice has
important implications for the transport of salt in the polar
regions. Sea ice grows as a porous matrix in which salty
brine is held in the interstices of the ice. Thus it is a mushy
layer [Feltham et al., 2006]. The seasonal desalination of sea
ice is a crucial salt flux for the polar oceans, comparable to
the (negative) salt fluxes from rivers and ice-sheet melting,
and drives vertical mixing of the upper layer of the ocean.
The surface salt flux from sea ice has been measured to be
as high as 1–2 kg/m2/day for new ice [Notz and Worster ,
2008]. Salt fluxes are known to be sensitive to short-term
changes in the external forcing [Widell et al., 2006; Jardon
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et al., 2013]. Consequently, the representation of salt fluxes
significantly affects the salinity structure of the ocean in cli-
mate models [Vancoppenolle et al., 2005, 2009b].
Within coupled climate models, sea ice is typically ac-
counted for by using a small modeling component that is
coupled to ocean and atmosphere models. The sea-ice com-
ponent accounts for the thermodynamic growth and melting
of ice, the movement of ice due to wind stress, its response
to internal stresses, lateral melting and the formation of
pressure ridges [e.g. Hunke and Lipscomb, 2008; Vancop-
penolle et al., 2009a, b]. In this article, we restrict atten-
tion to the thermodynamic growth of ice and analyze a one-
dimensional, thermodynamic model of ice growth that calcu-
lates the change of an ice-thickness distribution. Thermody-
namic growth accounts for much of the change at the thin-ice
end of this distribution, which is particularly important for
salt fluxes, as these are much greater for thinner ice. The
dynamic-salinity model we introduce is structurally similar
to fixed-salinity models currently used in many coupled cli-
mate models. Fixed-salinity models solve a heat equation
in which the thermal properties of ice, its heat capacity and
conductivity, depend on the temperature and salinity of the
ice. They are deficient in that, while the temperature is
determined as part of the solution, the salinity field is pre-
scribed. By contrast, in our new model (as well as in the
other new models discussed below), the salinity is deter-
mined dynamically.
There has been much recent interest in determining the
salinity of sea ice dynamically. Some studies are at a small
scale and resolve gravity drainage in two-dimensional nu-
merical simulations [Oertling and Watts, 2004; Wells et al.,
2011]. Other studies are at the polar-ocean scale and param-
eterize gravity drainage [Vancoppenolle et al., 2009b, 2010;
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Jeffery et al., 2011; Saenz and Arrigo, 2012; Turner et al.,
2013; Griewank and Notz , 2013]. Their parameterizations
variously involve, sometimes in combination, relaxation of
the salinity profile, enhanced molecular diffusion, mixing
length diffusion, empirical formulae based on Cox and Weeks
[1988], and a local Rayleigh number. Our approach is
to take a simple theoretical model of gravity drainage in
terms of a Rayleigh number derived from small scale models
[Rees Jones and Worster , 2013a, b], and cast it in a form
appropriate to these large scale models. Our model can be
considered one of a new generation of dynamic-salinity sea-
ice models and is most similar to Turner et al. [2013] and
Griewank and Notz [2013]. We discuss how our model com-
pares to those two models in section 2.3.
In section 2, we develop our model starting with the
phase-averaged mushy-layer equations for heat and salt con-
servation in one spatial dimension. In the case of non-
convecting sea ice, Feltham et al. [2006] have shown that
these equations are essentially equivalent to those used in
generations of models derived from the fundamental descrip-
tion given byMaykut and Untersteiner [1971], including Bitz
and Lipscomb [1999] which is used in CICE: the Los Alamos
Sea Ice Model [Hunke and Lipscomb, 2008]. Our model de-
velops these further by determining a convecting upwelling
velocity internal to the sea ice.
1.2. Desalination of sea ice: modeling gravity
drainage
A number of different mechanisms lead to the desalination
of sea ice observed over time in field measurements [Nakawo
and Sinha, 1981; Eicken, 1992]. Untersteiner [1968] re-
viewed and estimated the strength of brine-pocket migra-
tion, brine expulsion, flushing and gravity drainage. Brine-
pocket migration [Whitman, 1926], in which the temper-
ature gradient establishes an interstitial salinity gradient
down which salt diffuses, is very slow and accounts for little
salt transport, so we neglect it in this article. Brine expul-
sion [Bennington, 1963], caused by the smaller density of
solid ice compared to liquid water, redistributes salt within
the ice. However, this mechanism causes no net salt flux
from ice to the ocean [Notz and Worster , 2009] and our
study strongly suggests that it would have only a marginal
influence on ice growth rate (see section 4.3). Flushing by
meltwater that ponds on the surface of the ice, the magni-
tude of which is estimated by Untersteiner [1968] and ana-
lyzed in terms of Darcy flow by Eicken et al. [2004], is very
significant in the summer when water from melt ponds can
lead to rapid desalination of ice. But here we focus on grav-
ity drainage [Eide and Martin, 1975; Cox and Weeks, 1975],
which is a convective process caused by density gradients
dominated by vertical salinity variations in the interstitial
brine, established as the interstitial brine becomes increas-
ingly saline as the ice continues to solidify. It is the domi-
nant process of salt release while ice grows during the winter
[Notz and Worster , 2009].
We base our modelling approach on a recently devel-
oped Channel-Active-Passive (CAP) model [Rees Jones and
Worster , 2013a, b] in which we divide up a section of sea ice
into a brine channel, an active region where horizontal den-
sity gradients sustain a convective flow, and a passive region
that is horizontally uniform. The CAP model allows us to
parametrize the convective upwelling velocity in a way that
captures the underlying physics, using a Rayleigh number
to represent the relative strength of the interstitial salinity
gradient that drives convection and the effects of viscous
dissipation, which depends on the permeability of sea ice.
The vertical structure of the convective upwelling is deter-
mined as part of the solution. The CAP model includes
the flow and viscous dissipation in the brine channel, and
in this aspect is more complete than, for example, Turner
et al. [2013] in that it determines rather than prescribes
the channel width, which depends on the strength of con-
vection. The interstitial brine is relatively saline compared
with the ocean, so the convective upwelling amounts to a net
freshening. This is balanced by downward flow in the brine
channels and results in brine fluxes into the ocean. Two
parameters in our model – a critical Rayleigh number and
a proportionality constant between upwelling velocity and
effective Rayleigh number – have been calculated in ideal-
ized situations [e.g. Wells et al., 2010, 2013; Rees Jones and
Worster , 2013a]. However, in this paper, we treat them as
tuning parameters that we adjust to describe the laboratory
experiments of Wettlaufer et al. [1997] and Notz [2005].
Convection is sometimes confined to a layer at the bottom
of sea ice. For example, Eide and Martin [1975] observed
dye being ‘entrained’ into the ice, an observation that we at-
tribute to convection. That the dye height tends to a max-
imum less than the total thickness of the ice (evident from
the exponential fits in the original paper and interpreted in
Rees Jones and Worster [2013b]) points to convection be-
ing confined. Confinement of convection arises where there
is insufficient gravitational potential energy within the com-
positional density gradient to overcome thermal diffusion
and viscous dissipation. This competition can be described
by a mush Rayleigh number: the upper part of the mushy
layer has a Rayleigh number below the critical value required
for convection and so is stagnant, whereas the lower part of
the mushy layer has a Rayleigh number above the critical
value and so convects. The brine in the stagnant layer is not
necessarily ‘trapped’ in the sense of the ice being imperme-
able. Indeed, the permeability of sea ice remains a major
open question [Freitag , 1999; Petrich et al., 2006; Golden
et al., 2007] to which we return in section 5. There we apply
our model to a wide range of problems in order to analyze
indirectly the relationship between the porosity and perme-
ability of sea ice, highlighting the distinction between local
and bulk permeability.
It is now well established that a Rayleigh number governs
the onset and strength of convection in mushy layers such
as sea ice [Worster , 1992, 1997] and so we propose using a
local Rayleigh number to determine the thickness of the con-
vecting layer, as suggested by Notz and Worster [2008]. In
sea ice, strongly varying permeability is responsible for the
confinement of convection. In other physical systems, the
mechanism can differ. For example, in experiments analo-
gous to sea ice but using sugar instead of salt [Aussillous
et al., 2006] and in the ‘stagnant-lid’ mode of convection in
magma chambers [Davaille and Jaupart , 1993], confinement
is thought to be caused by the strong variation of viscosity
with temperature. Our approach here, which is based on
fundamental physical principles, should be generalizable to
such systems.
In principle, the parameterized convective upwelling ve-
locity could also be used to calculate the transport of nutri-
ents and trace gases in climate models [Vancoppenolle et al.,
2010]. In order to test the predictive ability of our model
in terms of sea-ice growth and salt fluxes, we compare its
results with measurements from laboratory experiments in
section 3. We discuss the implications of our parameter-
ization for climate modelers in section 4 by analysing the
behaviour of a fixed-salinity model in comparison with our
dynamical-salinity model, both theoretically and by apply-
ing them to a range of scenarios.
2. Formulating a one-dimensional model of
sea ice
2.1. Model configuration
We consider ice grown from an upper cold plate of temper-
ature TB(t), as shown in figure 1. This configuration allows
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for comparison with experiments. Our model dynamically
evolves the internal temperature T and bulk salinity S of the
ice using a parameterized vertical Darcy velocity w. It is im-
portant to note that the bulk salinity is always less than the
interstitial salinity C (which is often called the brine salin-
ity), which is not an independent variable but coupled to
T through the liquidus relation C = CL(T ), since sea ice
can be assumed to be at local thermodynamic equilibrium
internally [Feltham et al., 2006]. We use T = TL(C) for
the inverse of this relationship. The salinities S and C are
related through the solid fraction φ by
S = (1− φ)C + φCs ≈ (1− φ)C, (1)
given that the salinity of solid ice Cs ≈ 0. We rearrange
equation (1) to determine the solid fraction
φ(T, S) = 1− S/CL(T ). (2)
Sea ice of thickness h(t) grows into a tank of fixed depth
H . We take the purely liquid region in the tank (which in
this paper we refer to as the ‘ocean’) to be well mixed, ow-
ing to thermal and compositional convective mixing, having
temperature Tl(t) and salinity Cl(t). This treatment of the
ocean is approximate but is appropriate for this study as it
is not part of the sea-ice component of a coupled climate
model.
2.2. Model equations
Sea ice is a multiphase, reactive porous medium and so is
an example of a wider class of systems called mushy layers
[Worster , 2000; Feltham et al., 2006; Hunke et al., 2011].
The mushy-layer equations for heat and salt conservation
in one spatial dimension can be used to derive our model
equations, generalizing Feltham et al. [2006],
ci
∂T
∂t
+ cww
∂T
∂z
=
∂
∂z
(
ki
∂T
∂z
)
, (3)
∂S
∂t
= −w
∂C
∂z
, (4)
in which the major novelty is that we determine a convective
Darcy velocity w due to gravity drainage based on the CAP
model discussed in section 1.2
w =


−αRae
kl
cl
z − zc
(h− zc)
2 if z ≥ zc
0 if z < zc
(5)
where α is a dimensionless prefactor [Rees Jones and
Worster , 2013a, b], Rae is an effective Rayleigh number
and zc is the position of the top of the convecting layer de-
termined in section 2.3 (cf. figure 1). Since we focus on
gravity drainage, we neglect diffusion of salt in (4), which is
small, and also brine expulsion.
Effective volumetric heat capacities ci and cw of sea ice
and brine transport respectively are determined (see ap-
pendix A for details) by averaging over the two phases and
accounting for the latent heat of fusion L per unit volume
of solid formed at 0◦C. In this, we generalize the ‘classical’
expression [Malmgren, 1927] to a nonlinear liquidus. We ne-
glect the difference between the heat capacities of the solid
and liquid phases (which is equivalent to a temperature-
dependent latent heat) and the heat of solution, as these
are both small (together they amount to about 1% of the
latent heat of sea ice, see Notz [2005] for details). Thus
ci(T, S) = cs − LSC
′
LC
−2
L , (6)
cw(T, S) = cl −
LC′L
CL
, (7)
where C′L denotes the derivative of CL with respect to T ,
and subscripts s and l represent properties of solid and liq-
uid phase respectively. We use a cubic fit for the liquidus
salinity of NaCl [Weast , 1971]
CL(T ) = −17.6T − 0.389T
2 − 0.00362T 3 . (8)
For natural sea ice, a fit to the data of Assur [1958] could
be used [Notz , 2005].
Likewise, the thermal conductivity of sea ice [Ono, 1968;
Batchelor , 1974]
ki(T, S) = ks − (ks − kl)SC
−1
L . (9)
Throughout this article, we take parameter values, named
and listed in table 1, appropriate to the solidification of
aqueous sodium chloride (NaCl), since it is the most abun-
dant salt in seawater and allows direct comparison with the
laboratory experiments discussed in section 3.1.
2.3. Parameterization of convective velocity w:
applying the CAP model
The key novelty in our model is that we determine the
convective velocity w dynamically from a simple physical
parameterization. In Rees Jones and Worster [2013b], we
applied a steady-state CAP model of mushy-layer convec-
tion in two or three dimensions [Rees Jones and Worster ,
2013a] to transient sea-ice growth, which we now apply to a
one-dimensional model as follows.
The thickness of the convecting layer and the strength of
convection are set by a depth-dependent local Rayleigh num-
ber introduced in section 1.2 [cf. Notz and Worster , 2008;
Vancoppenolle et al., 2010; Griewank and Notz , 2013]
Ra(z) =
clgβ
klν
[CL(T (z))− CL(Tl)] (h− z)K(z), (10)
based on the ratio of the potential energy difference from a
height z to the ice–ocean interface h relative to the thermal
diffusion and the viscous dissipation caused by the flow re-
quired to replace the fluid that moves into the ocean. When
this ratio is sufficiently large, there is enough potential en-
ergy for convection to occur. Note that the ratio of an ad-
vective to a diffusive timescale discussed in Griewank and
Notz [2013] is better thought of as Pe´clet number, which is
itself a function of the Rayleigh number.
We take the harmonic mean permeability
K(z) = K0
[
1
h− z
∫ h
z
1
Kl(φ(z′))
dz′
]−1
, (11)
where K0 is a dimensional constant (see table 1) and
Kl(φ) = (1 − φ)
3 is a dimensionless local relationship
between porosity and permeability. The latter was sug-
gested by Worster [1992] as a simplified form of the Kozeny
porosity–permeability relationship and used by various sub-
sequent studies of convection in a mushy layer [e.g. Am-
berg and Homsy , 1993; Schulze and Worster , 1998; Chung
and Worster , 2002; Wells et al., 2010, 2013]. The harmonic
mean in equation (11) reduces toK = K0(1− φ)
3 if φ is con-
stant, which is approximately the same as the experimental
fit to measurements of Freitag [1999], and is appropriate in
that it is the bulk permeability of a series of layers of vary-
ing permeability [Phillips, 1991], on the assumption that
the flow is dominantly vertical. This measure appropriately
accounts for the fact that a fluid parcel being replaced at
the top of the mushy layer requires a flow through all the
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layers beneath it. Note that Notz and Worster [2008] and
Vancoppenolle et al. [2010] take K(z) to correspond to the
least-permeable layer between height z and the ice–ocean
interface, which is comparable since the harmonic mean is
dominated by the least permeable region. From a computa-
tional perspective, their suggestion has the potential disad-
vantage of behaving very non-locally. However, we acknowl-
edge that our proposal (equation 11) is only tentative. The
uncertainty arises from difficulties in making direct measure-
ments of permeability, and we discuss recent suggestions and
our own contribution in section 5.
The local Rayleigh number defined by equation (10) is
used to determine both the region of convection (figures 1
& 2) and also an effective Rayleigh number governing the
strength of convection in equation (5) as follows. If Ra(z) is
everywhere less than a critical value Rc (figure 2a), there is
no convecting layer and Rae = 0. Otherwise, there is con-
vection in the region between the ice–ocean interface z = h
and some critical depth z = zc, which we determine as fol-
lows. If Ra(0) ≥ Rc, then the whole mushy layer convects
(zc = 0, figure 2c,d). Otherwise, if Ra(0) < Rc, there is a
first point zc such that Ra(zc) = Rc (figure 2b). A fluid
parcel at this depth has enough potential energy to convect
through the whole depth below it zc ≤ z ≤ h, being replaced
by fluid rising up through the rest of the layer.
Finally, motivated by Wells et al. [2010, 2011, 2013], we
define an effective Rayleigh number in terms of the degree
of supercriticality,
Rae = max
zc≤z≤h
Ra(z)−Rc, (12)
as marked in figure 2b. Other parameterizations are possi-
ble; in particular, we investigated both confining convection
in the case of figure 2c and also letting
Rae = max
zc≤z≤h
Ra(z), (13)
which shares with (12) the property that flux is proportional
to Rayleigh number at large Rayleigh number [Wells et al.,
2010, 2013; Rees Jones and Worster , 2013a] but found that
these parameterizations were less satisfactory.
Independently, Turner et al. [2013] and Griewank and
Notz [2013] have developed advective parameterizations of
gravity drainage that involve a Rayleigh number. As dis-
cussed in section 1.2, these are the most similar to our own
of the new generation of models. For example, the recently
proposed diffusive parameterizations of Vancoppenolle et al.
[2010] and Jeffery et al. [2011] differ more substantially and
we discuss these in Rees Jones and Worster [2013b]. Here we
focus on the several important respects in which our model
differs. Our single instantaneous effective Rayleigh number
captures the non-local nature of convection arguably bet-
ter than the more local ‘rapid mode of gravity drainage’
in Turner et al. [2013] and ‘convective’ parameterization in
Griewank and Notz [2013], since it applies to the whole flow
and means that the velocity at a given depth is related to the
velocity everywhere within the convecting layer, consistent
with the detailed calculations from which our model is de-
rived. By contrast the other proposals amount to adding up
a series of locally driven flows, which may have some nega-
tive features. For example, Griewank and Notz [2013] might
produce a relatively weak desalination of lower regions of
ice, since in their parameterization the brine flux (implicitly
vertical velocity) would not strictly increase with z there.
Likewise, the decision to moderate the velocity in terms of
a local Rayleigh number in Turner et al. [2013] might also
produce a relatively weak desalination of the lower regions
of the ice, since the local Rayleigh number approaches zero
at the ice–ocean interface. In Turner et al. [2013], the fact
that w is allowed to be non-zero at z = 0 might lead to
relatively strong desalination near the top of the ice.
Furthermore, our model is a single description of gravity
drainage derived from the physical CAP model, and avoids
relying on other mathematical descriptions that are less ob-
viously physically motivated, such as the ‘simple model’
used as a computationally cheap, stand-alone parameteri-
zation in Griewank and Notz [2013] and the ‘slow mode of
gravity drainage’ used as an additional part of the param-
eterization in Turner et al. [2013]. These extend (in sig-
nificantly different ways) the simple relaxation scheme for
gravity drainage of Vancoppenolle et al. [2009a].
2.4. Boundary conditions at the ice–ocean interface
We assume that the temperature of the interface is equal
to the liquidus temperature at the salinity of the well mixed
ocean [Worster , 1986] and that the bulk salinity is contin-
uous, which is equivalent to a zero solid fraction at the in-
terface, consistent with the field observations of Notz and
Worster [2008]. Therefore,
T = TL(Cl), S = Cl (z = h). (14)
The growth of sea ice is determined by conservation of
heat at the interface. A balance of heat fluxes across a con-
trol volume enclosing the interface and thin thermal bound-
ary layer in the ocean gives
cl [Tl − TL(Cl)]
(
h˙− w |z=h
)
+Lh˙φ |z=h+FT = km
∂T
∂z
∣∣∣∣
z=h
.
(15)
The first term is the advective heat flux across the thin ther-
mal boundary layer [Kerr et al., 1990], which is often small.
In laboratory experiments, the turbulent heat flux from
the ocean FT is caused by natural convection driven by the
density difference ∆ρ between fluid at the interface and fluid
in the interior, in which case
FT =
(
24/3λ
)
kl
(
αT gcl
klν
)1/3
[Tl − TL(Cl)]
4/3, (16)
where αT = αT (TL (Cl) , Cl) is a temperature and salinity-
dependent thermal expansion coefficient calculated from the
density measurements of Ruddick and Shirtcliffe [1979]. The
ocean is cooled by the turbulent heat flux and evolves ac-
cording to
cl(H − h)
dTl
dt
= −FT . (17)
For implementation in a climate model, a friction velocity
could alternatively be used in calculating FT [Maykut and
McPhee, 1995]. Indeed, the ice thickness after sufficiently
long times is known to be very sensitive to the parameter-
ization of oceanic heat flux [e.g. Maykut and Untersteiner ,
1971; Holland et al., 1997], and weaknesses in our parameter-
ization of FT may explain some of the discrepancy between
our model and experimental observations shown in section
3.3. Note that, in our model, the term for latent heat re-
leased at the interface in equation (15) Lh˙φ |z=h = 0, since
the solid fraction there is zero. However, we retain it to
accommodate fixed-salinity models, in which the solid frac-
tion at the interface is nonzero, for comparison in section 4.
In this, we differ significantly from Turner et al. [2013] in
that they treat the solid fraction at the interface as a tuning
parameter that they adjust to match ice-thickness data.
The salt flux from the sea ice to the ocean
FS = −
∫ h
0
∂S
∂t
dz + h˙∆S (18)
is caused by the net change in the internal salinity of the ice
and brine rejection at the ice–ocean interface associated with
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a salinity discontinuity ∆S there. In our model, ∆S = 0
(from equation 14) and the change to internal bulk salinity
is caused by gravity drainage alone.
As ice grows, the salinity of the remaining well mixed
ocean increases according to
(H − h)
dCl
dt
= FS. (19)
However, within our numerical scheme, we prefer to apply
global conservation explicitly by integrating the bulk salin-
ity of the sea ice numerically. Further details about our
numerical method are given in appendix B and Rees Jones
[2014].
2.5. Model calculations
In order to illustrate the general behaviour of our
model, figure 3 shows our results for a simulation in which
ice is grown from a cold plate at constant temperature
TB = −20
◦C. For this calculation, we fixed the salinity
Cl = 35.5 ppt and temperature Tl = −1.9
◦C of the ocean
to simulate a constant ocean heat flux of 29 W/m2, higher
than average for the central Arctic Ocean [Maykut and Un-
tersteiner , 1971]. As the sea ice grows, we continually up-
date the temperature and salinity fields within the ice and
use these to calculate the solid fraction (equation 2) and
local Rayleigh number (equation 10) used in our parameter-
ization of convection.
The temperature field (figure 3a) is approximately linear
with depth, so the sea ice grows approximately diffusively
(with the square root of time) with a balance between inter-
nal latent heat release and conduction to the cold plate. At
later times the temperature gradient reduces, so the heat
flux from the ocean becomes significant and slows the ice
growth, eventually leading to a steady state. In these re-
spects, our model differs little from other thermodynamic
sea-ice models.
However, by allowing the salinity field (figure 3b) to
evolve, our model captures the gradual desalination of sea
ice caused by convection, which leads to C-shaped salinity
profiles similar to those commonly observed in first-year ice.
The elevated near-surface salinities in our model arise be-
cause w = 0 at z = 0 in equation (5), in contrast to Turner
et al. [2013], which might explain their difficulty in obtaining
C-shaped profiles. Throughout the calculation, the salinity
at the interface with the ocean region remains constant. The
amount of desalination is controlled by the choice of critical
Rayleigh number Rc: at smaller Rc, the ice desalinates more
before convection shuts down. We explore this effect more
thoroughly in section 3, in which we compare predicted salt
fluxes against those observed in laboratory experiments. At
the ice–cold-plate interface, the salinity is steady, since the
vertical upwelling velocity associated with convective desali-
nation is zero there.
The desalination of the sea ice causes the local solid frac-
tion to increase over the course of the experiment (figure
3c). Note that the rapid change in solid fraction near the
ice–ocean region interface causes a rapid change in thermal
properties of the ice, causing some nonlinearity in the tem-
perature field (which is sometimes more pronounced than in
figure 3a).
The local Rayleigh number (figure 3d) typically peaks
around the chosen Rc because desalination causes the local
Rayleigh number to relax back towards this value. There is
usually one peak near the ice–ocean interface, and another
near the cold plate. We suspect the latter is a result of our
neglect of solar radiation, and brine expulsion, which would
transport salt downwards within the ice, increasing the solid
fraction in the upper ice and thereby reducing the permeabil-
ity and local Rayleigh number. We discuss its evolution fur-
ther when discussing convection in laboratory experiments
(section 3.2.2).
3. Results in comparison with laboratory
experiments
3.1. Discussion of experimental systems
We test our parameterization of gravity drainage by com-
paring its predictions to the results of two sets of labora-
tory experiments reported in Wettlaufer et al. [1997] and
Notz [2005]. The latter is reported in less detail in Notz
et al. [2005] and Notz and Worster [2008]. The basic sys-
tems are very similar: a coolant is circulated to maintain
at constant temperature a brass cold plate mounted at the
top of an insulated tank of horizontal size 20×20 cm and
vertical size 37.6 cm for Wettlaufer et al. [1997] and 39.5
cm for Notz [2005]. Temperature is measured with thermis-
tors, and salinity by measuring with an optical refractometer
small samples withdrawn from the tank using a hypodermic
syringe. The resolution of the refractometer used to mea-
sure salinity is approximately 1 ppt so measurements near
the onset of convection (when salinity begins to rise from
the initial value) are difficult. We also mention more briefly
the older experiments of Cox and Weeks [1975], which differ
more significantly from the other two sets. The most sig-
nificant difference for our purposes is the size and shape of
the tank, which is cylindrical, 14 cm in diameter and 69 cm
deep.
To make a fair comparison with our model, it is important
to be aware of experimental uncertainties. It is well known
that heat fluxes from the laboratory affect ice growth and
need to be minimized. In Wettlaufer et al. [1997] the in-
sulated tank was placed in a larger environment, held at
roughly 4◦C. In Notz [2005], the tank was placed inside a
freezer whose temperature was controlled to lie between 0◦C
and −1.5◦C. The other significant difference is that in Notz
[2005] a wire harp was fixed inside the tank to measure the
electrical impedance between pairs of wires to determine the
local solid fraction, while in Wettlaufer et al. [1997], mea-
surements of volume expansion were used to determine the
average solid fraction in the sea ice. The wire harp may af-
fect brine drainage. Other differences are either unspecified
or thought to be minor, at least at moderate to late times.
To some extent we privilege the experiments of Wett-
laufer et al. [1997], not because they are necessarily better,
but because they were conducted across a wider range of
experimental conditions, which gives a more thorough test
of our parameterization of gravity drainage.
Our approach complements the focus of Turner et al.
[2013] and Griewank and Notz [2013] in that they each con-
sider one laboratory experiment and one field experiment.
Taken together with our study, they show the predictive
capabilities of new parameterizations of gravity drainage.
Whereas the previous two of these studies focus on salin-
ity profiles take from the data of Notz [2005], we focus on
measurements of the salinity of the ocean as a measure of
the geophysically important salt flux from sea ice. Griewank
and Notz [2013] acknowledge that the profiles they use have
a typical uncertainty of around 5 ppt, and our independent
analysis of the same experimental data suggests that they
systematically underestimate the salinity of the ice. By com-
parison, we estimate that the uncertainty in the ocean salini-
ties corresponds to an uncertainty of around 2 ppt in average
ice salinity at the end of the experiment based on conserving
salt within the experimental system, but with a bias towards
overestimation caused by very salty water ponding at the
bottom of the tank. For example, Notz [2005] observed a
difference between measurements of salinity at the bottom
and middle of the tank (figure 4) that may indicate accumu-
lation, as well as some experimental scatter. By contrast,
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measurements of thickness are somewhat more repeatable.
If the average ice salinity is calculated without accounting
for the mass of salt contained in liquid that overflows due to
the lower density of ice (data for the overflow is not always
available to us, so we do not use it in our calculations), there
is a further overestimation of ice salinity by around 2–3 ppt
in our treatment of the experimental data.
There are inconsistencies between experiments carried
out at nominally equivalent conditions. Our comparison
(figure 4a) between the experiments suggests that the thick-
ness of sea ice observed byWettlaufer et al. [1997] is less (by
up to 15%) than that observed by Notz [2005] and Cox and
Weeks [1975]. There is also almost certainly some differ-
ences in ocean salinity (figure 4b), since the different depths
of the tank do not explain all the discrepancies between mea-
surements. The experimental inconsistencies and biases in
processing data must be remembered when comparing our
models and choice of tuning parameters. These uncertain-
ties should be addressed in future experiments.
3.2. Typical results for a fixed cold-plate temperature
We consider a constant cold-plate temperature of
TB = −20
◦C and initial salinity 35.5 ppt, and compare our
model results to the experimental observations ofWettlaufer
et al. [1997]. The relatively low temperature of the cold plate
means that heat gains from the laboratory are somewhat less
important than for higher temperatures.
3.2.1. Time evolution
We show results for a range of tuning parameters and dis-
cuss sensitivity to them below. In figure 5a we show that our
model predicts the approximately diffusive growth of sea ice
over time reasonably well. Our model also reproduces the
evolution of the ocean salinity well (figure 5b) for parameters
around Rc = 40, α = 0.03. (This choice is not particularly
well constrained by the experiments and we return to this
issue below.) However, it predicts a time for the onset of
convection that is somewhat too early.
The temperature of the ocean (figure 5c) has been dif-
ficult to model across all the experiments. This discrep-
ancy may arise owing to problems in our model, such as
the assumption that the ocean is well-mixed, or experimen-
tal problems such as heat gains from the laboratory. The
latter is suggested by the fact that the amount of super-
heat Tl − TL(Cl) increases after the first 10 hours, while our
model predicts that it remains roughly steady.
3.2.2. Parameterization of convection and sensitivity
to tuning parameters
In our parameterization of convection, a smaller value of
Rc (which corresponds to a smaller critical thickness of ice
for convection) means that convection begins earlier (figure
5b). However, Rc also determines the late-time evolution of
the salinity field. A smaller Rc means that the ice can de-
salinate more (corresponding to a higher solid fraction and a
smaller permeability) before convection shuts down, leading
to a more saline ocean.
The sea-ice thickness predicted by our model without con-
vection is consistently greater than that measured in ex-
periments (figure 5a). All the parameterizations that in-
clude convection do a better job of describing the thickness,
and can do so within the range of experimental uncertainty.
However, the thickness appears relatively insensitive to the
value of Rc because, although the thermal properties of ice
depend significantly on salinity, the reduced thermal con-
ductivity of more saline ice is almost balanced by the lower
latent heat release. The trend towards slightly thicker ice
when Rc is larger is consistent with the fact that more saline
ice is slightly thicker, as discussed in section 4.3.
More systematically, in figure 6 we consider how the pre-
dicted salinity of the ocean and sea-ice thickness after 30
hours (the end of the experiment) depend on the tuning pa-
rameters. Firstly, in figure 6a, the ocean salinity depends
strongly on the choice of parameters. The experimental un-
certainty in ocean salinity corresponds to a large uncertainty
in the choice of tuning parameters, and a significant area of
parameter space is consistent with the single measurement
of salinity at 30 hours. However, for there to be a signifi-
cantly delayed onset of convection (at least a few hours), the
critical Rayleigh number needs to exceed about 30. In this
region of parameter space, the dependence on α is rather
weak, so we fix α = 0.03, a typical value in the idealized
studies of Rees Jones and Worster [2013a]. There is some
early-time sensitivity to α, but very little sensitivity several
hours after the onset of convection because of the following
negative feedback. A greater initial desalination increases
the solid fraction, thereby reducing the Rayleigh number
and so reducing later desalination. While we suggest us-
ing Rc = 40 for the Wettlaufer et al. [1997] experiments, a
range 20 < Rc < 45 would be reasonable. Were we prepared
to relax the constraint that convection is delayed for a few
hours (such a delay is much less clear in the experiments of
Notz [2005], for example, shown in figure 4b, and may not be
so important geophysically), a rather different choice of pa-
rameters would be possible (such as, say, Rc = 5, α = 0.003
to give an illustrative example that we use later in figure
11). This is perhaps not unreasonable given that the CAP
model is based on fully developed channels and so may not
apply well immediately after the onset of convection. Inci-
dentally, using measurements of salinity at different times
(sufficiently long after the onset of convection) and different
experiments provides only a weak constraint on the choice
of parameters since, for example, this alternative choice of
parameters would also produce reasonable results in figure
8 given the experimental uncertainty. Secondly, in figure 6b,
the sea-ice thickness depends only weakly on the choice of
parameters. Therefore, observations of thickness are not a
suitable way to constrain the parameterization.
Our parameterization predicts that convection is confined
to a lower layer of ice for much of the time. The detailed
behaviour is sensitive to the precise details of the parame-
terization – using the approach described in section 2.3 leads
to cycles of full-depth and confined convection, at least for
the early part of ice growth in a confined tank (figure 7) for
sufficiently large α (note that, for example, α = 0.003 would
not exhibit this behaviour but full-depth convection would
persist for much longer). The basic mechanism driving these
cycles is as follows: a shift to confined convection reduces
the salt flux from the ice, leading to a slower increase in solid
fraction and slower decrease in permeability. However, the
growth rate is almost unchanged, so the local Rayleigh num-
ber can increase sufficiently to allow full-depth convection.
The more rapid desalination then decreases the permeabil-
ity faster, leading to convection being confined again. This
behaviour is quite common in our model and indeed the sig-
nature of these oscillations is shown in the Ra-profiles shown
in figure 3d for a deep tank with the Rayleigh number at the
top of the tank Ra(0) switching between being just super-
critical and just subcritical. This switching allows the up-
per regions of ice to desalinate slowly (cf. figure 3c) within
our single parameterization of gravity drainage, which may
have a similar effect to the additional ‘slow mode of gravity
drainage’ that Turner et al. [2013] introduce. We note in
passing that oscillations in gravity drainage have previously
been reported in experiments; for instance Eide and Martin
[1975] report oscillations with a period of roughly an hour
in 10 cm-thick ice.
3.3. Predictions of 1D model with fixed chill
The usefulness of our model does not depend on its ability
to predict a single experiment. Arguably, it is not surprising
that any reasonable model could achieve this by adjusting
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tuning parameters. Therefore, we run our model with the
same tuning parameters Rc = 40, α = 0.03 suggested by the
cold-plate temperature TB = −20
◦C over a range of fixed
TB = −10,−15,−20
◦C. There is a tendency to overesti-
mate sea-ice thickness in our model, which occurs to greater
extent at warmer TB (figure 8a). This seems likely to result
from heat gains from the laboratory discussed in section 3.1.
In terms of ocean salinity, the onset of convection is not
particularly well described by our model. According to our
model, the onset is earliest in the case TB = −10
◦C, which
is the reverse of the experimental observations (figure 8b).
Given that predictions of sea-ice thickness for early times
are reasonably accurate, this discrepancy is most likely to
be connected to difficulties in calculating the permeability
of mushy layers. There appears to be a systematic ten-
dency to overestimate the permeability of relatively porous
ice (TB = −10
◦C) but underestimate the permeability of less
porous ice (TB = −20
◦C). We return to this question in sec-
tion 5. Nevertheless, our model describes the evolution of
both the sea-ice thickness and salinity of the ocean across
all three experiments in a reasonably successful fashion.
3.4. Predictions of 1D model with variable chill
We compare our model to an experiment byNotz [2005] in
which the cold plate temperature was switched every twelve
hours, a timescale chosen to mimic a diurnal cycle. We
use tuning parameters Rc = 20, α = 0.03 suggested by the
equivalent experiment at fixed cold-plate temperature (cf.
figure 4, but note that the different Rc is associated with the
experimental inconsistency discussed in section 3.1). Our
model does a very good job of reproducing the observed sea-
ice thickness and desalination of the ice (figure 9). Although
these step changes in temperature are somewhat artificial,
very similar results were obtained in our model with a sinu-
soidally varying cold-plate temperature.
3.5. Discussion
Calculations of sea-ice thickness are sensitive to knowl-
edge of the thermal properties of ice. In our calculations,
we have made a number of approximations, such as ignor-
ing the variation in these properties with temperature. Nev-
ertheless, we are able to predict ice growth within exper-
imental uncertainty, albeit with a bias of over predicting
growth. Crucially, a single (but perhaps not unique) choice
of tuning parameters can successfully describe the evolution
of the salinity of the ocean in a range of experiments at
different conditions. Therefore, our parameterization rep-
resents promising progress in the accurate, time-dependent,
prediction of salt fluxes in sea-ice models.
However, there are differences between experiments
(which we do not fully understand) and biases in process-
ing experimental data that would lead to different (lower)
choices of critical Rayleigh number compared to those based
on the measured ocean salinity in the experiments of Wet-
tlaufer et al. [1997] on which we have focused. Taking into
account both the measurement uncertainty and processing
bias discussed in section 3.1, we estimate that the average
ice salinity implied by conservation of salt within the exper-
imental system could be as much as 5 ppt too high. This
crucial consideration must be remembered when we consider
the implications for climate models in the next section. Fur-
thermore, if we did not insist that convection was delayed
for several hours, a very different choice of tuning parame-
ters (with much lower α and Rc) is possible. The salinity
to which the sea ice desalinates is very sensitive to Rc, so
a possible approach is to constrain Rc using very late time
observations (from much longer experiments) and then use
the comparatively early experiments (for example the ex-
perimental curve in figure 6b) to determine α. Thus further
experiments are required to resolve the final choice of pa-
rameters.
4. Implications for climate models: comparison
with a fixed-salinity model
Having developed a functioning dynamic-salinity sea-ice
model, we assess the implications for climate models by com-
paring it with a fixed-salinity model. We use version 4 of
CICE: The Los Alamos Sea Ice Model [Hunke and Lipscomb,
2008] (henceforth referred to as ‘CICE’) for parameter val-
ues of such a model, but note that the more recent version
5 incorporates as an option the parameterization of Turner
et al. [2013]. It is important to note that CICE was not de-
signed to simulate small-scale experiments in which the ice
is relatively salty but rather for longer periods when the ice
is more desalinated as a result of not only gravity drainage,
but also other processes that affect ice salinity (section 1.2).
Nevertheless the comparison is instructive because it shows
the consequences of using a fixed-salinity model.
The thermodynamic modeling in Bitz and Lipscomb
[1999], incorporated into CICE, is approximately equiva-
lent to that derived from mushy-layer theory. In particular,
Feltham et al. [2006] show that if the liquidus relationship
is taken to be linear CL(T ) = −T/Γ, then equations (6, 9)
for the thermal properties of a mushy layer simplify to
ci(T, S) = cs + LΓ
S
T 2
, (20)
ki(T, S) = ks + Γ(ks − kl)
S
T
, (21)
which are exactly the same expressions used in CICE, ex-
cept for the small difference that Γ (ks − kl) is replaced
by a constant 0.0013 W/cm/ppt. In the case of CICE,
ki artificially drops to zero at the ice–ocean interface
where the temperature TO ≈ −2
◦C when the bulk salinity
S = ks(−TO)/0.0013 ≈ 33 ppt. By contrast, in our calcula-
tions ki is always greater than the thermal conductivity of
brine and so never drops to zero. In our comparisons, we use
equations (20) and (21) with the constant 0.0013 W/cm/ppt
as mentioned above and parameter values taken from the
CICE documentation for consistency. The most significant
difference is that the default option for the thermal conduc-
tivity of pure ice is 0.0203 W/cm/deg, which is lower than
most estimates, including that used in table 1 [cf. Pringle
et al., 2007] – which has the effect of reducing ice growth
slightly.
In this section, we perform a series of calculations (using
various boundary conditions) of the thermodynamic growth
of sea ice, in which the thermal properties are calculated
either as in CICE (described immediately above), or using
our full dynamic-salinity calculation (described in section
2). In all other respects (numerical method, treatment of
the ocean, including the relationship between its salinity
and melting temperature), our models are the same. This
isolates the importance of the salinity of sea ice for its ther-
modynamic growth.
4.1. Comparison with CICE for laboratory experiments
The default CICE option (CICE–def) is to use a fixed-
salinity profile Si(ζ) = 0.5 × 3.2
[
1− cos
(
piζ0.407/(ζ+0.573)
)]
,
where ζ = z/h, for thermodynamic growth, and a constant
reference salinity Si = 4 ppt for ice–ocean salt exchange. We
later consider the effect of using uniform salinities Si = 4
ppt (CICE–4) and Si = 25 ppt (CICE–25) for both thermo-
dynamic and ice–ocean salt exchange calculations. Si = 25
ppt is the average ice–salinity after 30 hours in the experi-
ment of figure 10.
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For a fixed cold-plate temperature, all the models do a
reasonable job of predicting sea-ice thickness (figure 10a),
but this is because growth depends only weakly on salin-
ity (section 4.3.1), with a progressively worse agreement for
low ice salinity. We show below (section 4.3.2) that CICE is
principally sensitive to salinity through changes to the ocean
salinity, so much of this discrepancy is explained by the very
large over prediction of ocean salinity (figure 10b). This is
a proxy for salt fluxes to the ocean, so the over prediction
of ocean salinity in the CICE calculations corresponds to
an over prediction of the initial salt flux, which arises from
excessively high brine rejection at the ice–ocean interface.
Although it is possible to choose a value of the ice salin-
ity Si to match an experimental result of ocean salinity at
a given time, CICE predictions are fundamentally inconsis-
tent with the time evolution of the salinity. Note that the
CICE–def and CICE–4 profiles give indistinguishable pre-
dictions. This suggests that using depth-dependent salinity
profiles does not affect the initial growth of sea ice, although
for late times the salinity at the interfaces matters. We also
tested the variable-cold-plate-temperature scenario of sec-
tion 3.4, which had a similar pattern of discrepancies, but
slightly greater, suggesting that our dynamic-salinity model
copes better with varying heat fluxes (cf. figure 15b).
In conclusion, the differences in predictions of sea-ice
thickness are relatively small and have a similar magnitude
to the uncertainties in experiments and material proper-
ties. However, the differences in predictions of salt fluxes are
large and systematic. Therefore, the greater success of our
dynamic-salinity model strongly suggests that it would im-
prove the representation of salt fluxes into the polar oceans.
4.2. Comparison with CICE for a deep ocean
Results for solidification into a deep ocean are arguably
more important than into a tank. However, lacking suffi-
cient experimental data to assess which model is superior, in
this section we show that our dynamic-salinity model gives
substantially different predictions of ice growth and discuss
possible implications for climate models.
To compare models, we assume the ocean is very deep
and hence that its temperature Tl = −1.9
◦C and salinity
Cl = 35.5 ppt are constant. These conditions impose a con-
stant ocean heat flux of 29 W/m2. Thus we explicitly ne-
glect changes to the salinity of ocean (which would other-
wise cause further differences between models in terms ice
growth). A more detailed ocean model is needed to assess
these feedbacks properly.
Initially our dynamic-salinity model predicts greater
growth than in CICE, as shown in figure 11a (inset). This is
exactly as we found in our tank experiments. The variation
with ice salinity observed is caused by the change in physical
properties (cf. section 4.3.1).
However, after longer periods (several weeks), this trend
is reversed and the CICE model predicts greater growth than
our dynamic-salinity model. At late times, growth depends
dominantly on the thermal conductivity near the ice–ocean
interface (cf. section 4.3.3). In our dynamic model, this is
always equal to the conductivity of the liquid phase (since
φ = 0 at the interface, independent of the mean ice salinity)
whereas in a fixed-salinity model (in which φ > 0 at the
interface) the conductivity will always be higher. Therefore,
our model’s continuous bulk salinity profile at the ice–ocean
interface makes a measurable difference to predictions. In
practice, the effect of thermal conductivity would need to
be considered alongside the effect of high-frequency forcing
and snow cover.
The difference in ice thickness is in addition to the differ-
ence between the models in average ice salinity (figure 11b),
which is a measure of the total salt flux into the ocean.
Note that the predicted sea-ice salinities in our model are
rather high for first-year ice [Weeks, 2010] using the high
choice Rc = 40 suggested by the experiments of [Wettlaufer
et al., 1997], which is partly a consequence of our constant
atmospheric temperature. Periods of warming (and the
absorption of shortwave radiation later in the Spring and
Summer) would result in a lower solid fraction and hence a
more permeable mushy layer that could desalinate further,
as was observed in the simulations of Turner et al. [2013]
and Griewank and Notz [2013] with realistic forcing. We
also include calculations with an alternative choice of pa-
rameters Rc = 5, α = 0.003. These parameters are also
consistent with the late-time aspects of laboratory experi-
ments (see section 3.2.2 and figure 6). With such param-
eters, the ice desalinates considerably more, and so similar
alternative choices could potentially be more appropriate for
climate models.
4.3. Discussion: physical mechanisms by which
salinity affects ice growth
In this section we present simplified calculations of ther-
modynamic growth using the CICE-type fixed salinity model
introduced previously. We use a constant, uniform ice salin-
ity Si in both the thermodynamic and ice–ocean salt ex-
change calculation. We separate the effects of variation in
the thermodynamic properties with Si and changes to the
environment over time that also depend on Si indirectly
through salt fluxes.
4.3.1. Effect of the thermodynamic properties of ice
More saline ice has a lower solid fraction and so has a
lower thermal conductivity. However, there is also less latent
heat of solidification, which counterbalances the decrease
in conductivity. We analyze this balance systematically by
considering an infinitely deep tank and neglecting any heat
flux from the tank.
In the solid t = 0 curve in figure 12a, we show that the av-
erage growth rate, measured in cm2/hour to reflect the fact
that the growth of ice is exactly diffusive in this scenario,
depends only very weakly on the prescribed salinity of the
ice. By ‘exact diffusive growth’ we mean that the sea-ice
thickness is proportional to the square root of the time for
which it has been growing. Indeed, this scenario can be ana-
lyzed asymptotically (we intend to publish details at a later
date) and this asymptotic analysis shows that this graph is
representative of a wide class of similar situations in which
the thermal properties of a material vary with salinity. In
particular, the weak increase in growth rate with increas-
ing salinity is generic across the entire range of TB relevant
to sea-ice formation. Therefore, vertical salinity variation
is not particularly important for the growth rate of first-
year ice. Our analysis constitutes a general explanation of
this effect noticed for first-year ice by Vancoppenolle et al.
[2005] and observed by Griewank and Notz [2013] in their
calculations.
4.3.2. Effect of changing ocean salinity over time
In a finite tank, using a lower ice salinity for the ice–
ocean salt exchange means that the ocean becomes more
saline over time because there is more segregation at the
interface. This depresses the freezing temperature of the
ocean TL (Cl), which is the temperature of the ice–ocean
interface, and thereby reduces the temperature difference
across the sea ice. The reduction decreases the conduction
of heat across the ice and causes slowing growth rates over
time as shown in figure 12a. Thus the dependence on ice
salinity caused by changes to the physical properties of ice
is still present, but at later times that effect is dominated
by changes to the ocean salinity.
4.3.3. Effect of prescribed heat flux from the ocean
We prescribe a fixed heat flux and salinity of the ocean.
The situation here is more complex: at early times, the re-
sults of section 4.3.1 apply, but at late times the heat flux
from the ocean will always be significant and balanced by
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the conductive heat flux from the relatively warm ocean.
This balance gives a steady-state thickness
h ∼ ki(z = h)∆T/FT . (22)
Although a steady state is certainly not achieved in (say)
30 days of growth, the balance of fluxes represented by
equation (22) is nevertheless important over this timescale.
Therefore, the dependence of the thermal conductivity near
the ice–ocean interface on salinity determines the growth
rate: ki decreases with Si (equation 21, reflecting the fact
that more saline ice has a lower solid fraction) so h decreases
with Si. Since the steady-state thickness is lower for higher
Si, the average growth rate at sufficiently late times must
also be lower, as shown in figure 12b. The trend is only en-
hanced at later times (figure 11). Note that this effect was
reported in terms of the bottom growth by Vancoppenolle
et al. [2005] for multi-year ice at a few values of Si; however,
in their calculations the effect was more than counteracted
by changes in surface melting, which we do not consider
in our test calculations. This suggests that our dynamic-
salinity model will cause additional differences when the ice
starts to melt in the summer.
5. Relationship between the porosity and
permeability of sea ice
Calculations of local Rayleigh number in our model (and
in other similar models) use a permeability that depends on
the porosity of the ice. The relationship between the poros-
ity and permeability of a reactive porous medium, such as
sea ice, is an intrinsically difficult problem because direct
measurements alter the structure of the medium. Some re-
cent progress, reviewed by Golden et al. [2007], has been
made by taking essentially microstructural models that have
some form of local permeability and using them to establish
a bulk permeability for a layer of sea ice [e.g. Petrich et al.,
2006; Zhu et al., 2006].
Our dynamic-salinity model of sea ice applies to a much
wider class of problems than simply those growing sea ice
from saltwater with a salinity of about 35 ppt, because it
is derived from fundamental physics and was not particu-
larly designed for sea ice (with the exception of the tuning
parameters Rc and α, which we do not use in this section
because here we only consider behaviour before the onset of
convection). Thus we have used it to investigate the full set
of experiments considered in Wettlaufer et al. [1997], which
were conducted at different initial saltwater salinities from
20 to 140 ppt. These lead to the formation of ice with differ-
ent porosities, allowing an indirect study of the relationship
between porosity and permeability.
Here, we extend a suggestion of Wettlaufer et al.
[1997, 2000]: the hypothesis of a constant critical Rayleigh
number can be used to collapse data from the full range of
experiments to a single curve and this curve used to infer the
(bulk) permeability. We extend this suggestion by inferring
a consistent local permeability.
Our procedure is as follows. We take the experimental
measurements in Wettlaufer et al. [1997] of ocean salinity
as a function of sea-ice thickness and use them to calcu-
late a critical thickness for the onset of convection (at which
the ocean salinity starts to increase from its initial value).
We then use our model, forced at the relevant experimental
conditions, to calculate the growth of the mushy layer until
the experimental critical thickness is reached. We calculate
the local Rayleigh number from equation (10) at the critical
thickness assuming a given relationship for the local perme-
ability Kl(φ) = (1− φ)
b in equation (11). We then plot the
maximum value of the Rayleigh number Ramax against the
calculated mean solid fraction φ. We look for a horizontal
line of best fit, because a constant Ramax with φ corresponds
to the hypothesis of a constant critical Rayleigh number.
In figure 13a, we show that local permeability
Kl(φ) = (1− φ)
3 does not appear consistent with a constant
critical Rayleigh number. The cubic relationship seems to
overestimate the permeability for low solid fraction and un-
derestimate it for high solid fraction, consistent with the
pattern observed in figure 8 and also the measurements of
Eicken et al. [2004]. A better choice, shown in figure 13b,
is Kl(φ) = (1− φ)
2, which successfully removes most of the
trend evident in figure 13a and is consistent with the hypoth-
esis of a constant critical Rayleigh number. It also corrects
the problems with predicting onset noted in figure 8b and
improves predictions throughout the range of times consid-
ered.
It is important to note that, in the interpretation of ex-
periments in figure 14, the hypothesis of a constant critical
bulk Rayleigh number is nevertheless consistent with a bulk
permeability that varies cubically with mean porosity, i.e.
K ∝ (1− φ)3, a relationship commonly suggested following
Freitag [1999]. This suggests that caution should be used
when calculating a local Rayleigh number using formulae
appropriate to the bulk permeability. A local permeability
Kl(φ) = (1 − φ)
2 corresponds to a microstructural model
of cylindrical tubes orientated parallel to the temperature
gradient [e.g. Phillips, 1991], which is plausible for sea ice.
Coupled with the promising results from our model, this
leads us to propose investigating this relationship in future
when calculating local Rayleigh numbers.
6. Conclusions
Our new dynamic-salinity sea-ice model contains a pa-
rameterization of gravity drainage derived from fundamen-
tal physical principles governing convection in a porous
medium. Thus it can account for important dynamical feed-
backs that regulate the desalination of sea ice, such as the
relationship between ice salinity, porosity, permeability and
the desalination rate (which we use a local Rayleigh num-
ber to represent), as well as varying external forcing from
the atmosphere and ocean. It incorporates the same physics
governing both the delayed onset of convection, and also
its subsequent confinement, which is certainly relevant on
geophysical timescales. Thus it could account for tempo-
rary intermittent salt fluxes to the ocean associated with,
for example, the sudden warming of sea ice.
Our simple parameterization benefits from being a single
governing equation for the vertical transport of heat and salt
caused by convection. We have expressed our parameteri-
zation in terms of the underlying partial differential equa-
tions, rather than a particular numerical scheme, such that
it can be implemented readily in climate models using any
desired numerical method. In general, the numerical cost
of using our parameterization should be comparable to, for
example, Turner et al. [2013], since our parameterization is
essentially a different way of calculating the advective trans-
port term due to gravity drainage. Our treatment of the
thermodynamics of sea-ice growth is based on mushy-layer
theory, accounting for a nonlinear liquidus relationship, and
is consistent with current sea-ice models. Our model can be
solved with a variety of boundary conditions; in particular,
the atmospheric and ocean heat fluxes ocean could be im-
posed. Thus our model could be incorporated into a fully
coupled climate model, with other desalination mechanisms
also represented to model growth over many seasons.
As well as being physically based (in common with some
of the other new generation of dynamic-salinity sea-ice mod-
els), our model has been thoroughly tested against a wide
range of published laboratory experiments. We have suc-
cessfully used a single choice of tuning parameters to predict
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the salt fluxes across a range of experimentally imposed ex-
ternal conditions. There are significant inconsistencies and
biases between experiments at nominally the same condi-
tions, which leads to some uncertainty in the final choice of
tuning parameters. In particular, if experiments were de-
signed to particularly measure the average ice salinity as a
function of time over a longer period, or if the experimen-
tally observed delay in the onset of convection were not used
to partly constrain the choice of parameters, rather differ-
ent parameters could be chosen with much smaller values of
critical Rayleigh number and proportionality factor. This
would lead to more desalinated ice in deep-ocean calcula-
tions, and therefore may be more appropriate for climate
models. Further laboratory experiments (and perhaps field
observations) are needed to resolve this choice.
Finally, we have shown that our dynamic parameteriza-
tion of ice salinity causes some differences from established,
fixed-salinity models in terms of predicted ice thickness and
much more significant differences in terms of the qualitative
pattern and quantitative magnitude of salt fluxes (shown in
figure 15). Prescribing a low ice salinity when calculating
ice–ocean salt exchange in climate models is equivalent to
predicting an excessive salt flux due to segregation at the in-
terface and is inappropriate for thinner, first-year ice. Thus
accounting for salt transport reduces salt fluxes, consistent
with the pattern found in previous studies [e.g. Vancop-
penolle et al., 2009b]. We have presented the different pre-
dictions in a number of ideal, representative scenarios. The
physical basis and success of our model in predicting labora-
tory experiments gives us reason to expect that it should be
more successful in predicting salt fluxes in climate models.
Therefore, we expect that our parameterization should im-
prove the predictive capabilities of sea-ice models, making
them more robust to climate change and more responsive to
short-term variability in external forcing.
Appendix A: Effective heat capacities
We derive expressions for the effective heat capacities
of sea ice and brine transport, generalizing Feltham et al.
[2006] to a nonlinear liquidus and giving a fuller deriva-
tion. A phase-averaged heat equation for a two phase porous
medium is
[csφ+ cl(1− φ)]
∂T
∂t
+clw
∂T
∂z
=
∂
∂z
(
ki
∂T
∂z
)
+L
∂φ
∂t
. (A1)
We use the expression for solid fraction in terms of bulk and
interstitial salinity 1− φ = S/CL (equation 2) to determine
the final term in equation (A1), which represents latent heat
release. In particular, taking the derivative with respect to
time, we find
−
∂φ
∂t
=
1
CL
∂S
∂t
−
S
C2L
∂CL
∂t
, (A2)
= −w
C′L
CL
∂T
∂z
−
SC′L
C2L
∂T
∂t
, (A3)
where we use salt conservation (4) to determine ∂S/∂t and
the chain rule for derivatives. Substituting into equation
(A1) and rearranging, we find
[
cs − (cs − cl)
S
CL
−
LSC′L
C2L
]
∂T
∂t
+
[
cl −
C′L
CL
]
w
∂T
∂z
=
∂
∂z
(
ki
∂T
∂z
)
.
(A4)
The first square bracket gives the required effective heat ca-
pacity of sea ice (equation 6) and the second for brine trans-
port (equation 7). Note that in equation (6), we neglect the
small term involving (cs − cl) as discussed in section 2.2.
Note also that C′L < 0 so both these heat capacities are
enhanced by latent heat release.
Appendix B: Solution method and initialization
A fuller description of our numerical method can be found
in Rees Jones [2014]. We non-dimensionalize the govern-
ing equations and boundary conditions for numerical con-
venience. Sea ice occupies the region 0 ≤ z ≤ h(t). It
is moderately difficult to accommodate a time-dependent
domain numerically, although this is sometimes done in so-
called ‘enthalpy-methods’ [e.g. Oertling and Watts, 2004;
Notz and Worster , 2006], including, for example, version 4
of CICE [Hunke and Lipscomb, 2008]. In this paper, we map
the sea ice to [0, 1] by changing variables ζ = z/h. This an-
alytic mapping avoids the need to re-map a numerical grid,
and the additional nonlinearity in the equations is not es-
pecially costly because the equations are already nonlinear.
It has the computational advantage that the temperature is
approximately steady in these changed coordinates. Rather
than directly calculating h(t), we calculate h2(t) to cope
better with the initial growth.
If we set w = 0, our equations reduce to equivalent equa-
tions in Kerr et al. [1990]. Therefore, we use the same type
of numerical method: a predictor-corrector generalization of
the second-order in space Crank-Nicholson routine [Ames,
1977] solves the partial differential equations (3, 4), and a
second-order Runge-Kutta routine solves the ordinary dif-
ferential equations governing the interface location (15) and
the temperature of the ocean (17). Our approach retains the
stability advantages of semi-implicit schemes while retaining
a linear tridiagonal system that can be readily solved.
In order to retain second-order spatial accuracy in extend-
ing this method to w 6= 0, we faced a number of challenges
arising from our parameterization of convection. If the max-
imum Rayleigh number and critical depth was at the end
point z = 0, there was no problem using a discrete grid.
However, otherwise we fitted piecewise quadratic curves to
each triplet of discrete values of the local Rayleigh num-
ber to maintain second-order spatial accuracy. Likewise, we
used Simpson’s rule when using quadrature to calculate the
salt flux to the ocean. We explicitly conserved salt globally.
The numerical method was tested against known solu-
tions for the linear and nonlinear heat equation without
convection, and tested for resolution sensitivity. In all our
calculations for the graphs in this paper we used 100 vertical
grid points. However, our model can certainly be run with
fewer grid points. For example, in calculations for figure 3,
after 20 days of growth into a deep ocean the use of 40 grid
points gives a difference of 0.7% in the change in average
sea-ice salinity, 10 gives a difference of 5% in the change in
average sea-ice salinity, and 5 gives a difference of 16% in
the change in average sea-ice salinity. The differences be-
tween sea-ice thickness were small (at most about 2% after
20 days, although higher for earlier times). This suggests
that it is practical to use our parameterization in climate
models with 5 or 10 grid points, although it may be nec-
essary to retune parameters for the smaller number of grid
points. We did not use a fixed time step but instead con-
trolled errors in time stepping by both imposing a Courant
condition and also by calculating the difference between two
time steps and a single time step of double the length. This
gives an estimate of the error, which we used to adjust the
time step such that the error remained below some speci-
fied tolerance. For example, in the calculation with 5 grid
points discussed above, the average time step was about 30
minutes.
The initial conditions depend on the situation modeled
and the following conditions are appropriate to the labora-
tory experiments in section 3. Initially the sea-ice thickness
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is zero and, before convection begins, the bulk salinity of the
ice has the same value as the initial salinity of the ocean so
h(0) = 0, S(0, z) = C0, Cl(0) = C0, Tl(0) = T0,
(B1)
where the initial salinity C0 and temperature T0 of the ocean
must be specified.
While the initial temperature profile T (0, z) appears ar-
bitrary, it can be uniquely specified such that h ∼ At1/2 as
t→ 0, for some constant A to be determined, which is exact
diffusive growth. Exact diffusive growth corresponds to the
initial temperature profile being steady in scaled coordinates
ζ. Initially there is no convection, as observed byWettlaufer
et al. [1997] (the initial Rayleigh number will be zero, since
the sea-ice thickness is zero). Then, asymptotically approx-
imating the boundary condition (15) to determine the ini-
tial growth rate in terms of the initial temperature profile,
the heat equation (3) becomes an ordinary differential equa-
tion, which we solve numerically using a shooting method
and Runge-Kutta routine to uniquely determine the initial
temperature profile.
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Figure 1. Schematic of the set-up considered in this
article. The sea ice is divided into a stagnant layer and a
convecting layer, as discussed in the text. Note that there
is a thin thermal boundary layer (exaggerated) at the
interface between the sea ice and the ocean (the purely
liquid region) across which the modeled temperature field
is discontinuous.
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Figure 2. The convecting layer (shaded blue) with
various types of local Rayleigh number profile. (a) No
convection, since Ra(z) is everywhere subcritical. (b)
A lower layer convects. The effective Rayleigh number
Rae is specified in equation (12) and used in equation
(5). (c,d) Full-depth convection. We also investigated an
alternative parameterization in which convection is con-
fined below the dashed red line in (c).
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Figure 3. A series of profiles through the sea ice of (a)
temperature, (b) salinity, (c) solid fraction and (d) local
Rayleigh number. The calculations were performed for
growth into a deep ocean with parameters Rc = 40 and
α = 0.03. The dashed curve gives profiles at the final
time (20 days) at Rc = 20 and α = 0.03.
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Figure 4. Experimental comparison in the case
TB = −10
◦C: (a) sea-ice thickness and (b) ocean salinity
measurements of Wettlaufer et al. [1997] (black circles),
Notz [2005] (blue triangles; in (b) upward triangles cor-
respond to samples from the middle of the tank, down-
ward from the bottom, where it appears some ponding of
more saline water may occur) and Cox and Weeks [1975]
(red, right-pointing triangles). For reference, we show
predictions of our model at Rc = 20 and α = 0.03. The
different depths of the tank H = 37.6, H = 39.5 and
H = 69 cm (dot–dashed, solid, dashed), corresponding
to the experiments above, give negligible differences in
sea-ice thickness but significant ones in ocean salinity.
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Figure 5. Results of our model at TB = −20
◦C: (a)
sea-ice thickness, and (b) salinity and (c) temperature
of the ocean. Open symbols are experimental measure-
ments from Wettlaufer et al. [1997]. Calculations are run
for the case of no convection (Rc =∞) and for three dif-
ferent values of Rc (indicated in b), at fixed α = 0.03.
Experimental results for salinity of the ocean after 30
hours agree well with Rc ≈ 40.
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Figure 6. Model sensitivity to tuning parameters af-
ter t = 30 hours of sea-ice growth at TB = −20
◦C. (a)
Predicted ocean salinity in solid contours of 2 ppt from
35.5 increasing from bottom right to top left. The black
dashed contours are at 42.5 and 44.5 ppt, and represent
uncertainty about the experimentally observed value of
43.5 ppt (labelled). The high estimate is perhaps more
likely given the bias towards underestimating the ocean
salinity associated with the ponding and overflow dis-
cussed in section 3.1. (b) Predicted sea-ice thickness in
contours of 1 cm from 16.5 cm increasing from top left to
bottom right. Except perhaps at very small α, the thick-
ness is largely insensitive to tuning parameters. The lack
of smoothness of some of the contours is an insignificant
consequence of the switches in the depth of the convecting
layer, figure 7. The solid star (Rc = 40, α = 0.03) is the
main choice of tuning parameters used when comparing
with the experiments of Wettlaufer et al. [1997]. In this
region, the parameterization is insensitive to the value of
α, as indicated by the approximately vertical contours.
The solid circle (Rc = 5, α = 0.003) is a possible alterna-
tive choice, consistent with observations sufficiently long
after the onset of convection.
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Figure 7. The depth of the convecting layer in the con-
ditions described in figure 5 for parameters Rc = 40,
α = 0.03. The frequency of these cycles is dependent
on α, which is not well constrained, but the behaviour is
generic for sufficiently large α.
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Figure 8. Model predictions of (a) sea-ice thickness
and (b) ocean salinity at Rc = 40 and α = 0.03 com-
pared to the experiments of Wettlaufer et al. [1997]
for TB = −20
◦C (diamonds), TB = −15
◦C (squares) and
TB = −10
◦C (circles). The inset in (b) shows the onset
of convection.
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Figure 9. Experiment in which TB is switched between
−5◦C to −10◦C every twelve hours. Symbols are as in
figure 4. The blue curve shows Rc = 20 and the black
dashed curve shows Rc =∞ (our model without convec-
tion).
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Figure 10. Experimental results of Wettlaufer et al.
[1997] at fixed TB = −20
◦C (diamonds) compared to
predictions of our dynamic-salinity model (solid black
curve) and fixed-salinity models at uniform CICE–25
(solid blue curve), CICE–4 (dashed red curve) and the
default CICE–def (dot-dashed green curve).
0 15 30 45 60
0
5
10
15
20
25
30
35
40
0 0.25 0.5
20
30
40
0 15 30 45 60
0
20
40
60
80
0 0.25 0.5
0
5
10h
(c
m
)
(a) (b)
S
i
(p
p
t)
CICE–def CICE–4
CICE–25
t (days) t (days)
Rc = 40,α = 0.03
Rc = 5,α = 0.003
Figure 11. Comparison between fixed and dynamic-
salinity models for a deep ocean at constant TB = −20
◦C,
Tl = −1.9
◦C and Cl = 35.5 ppt. Note the much longer
time scale than in previous figures. We include both the
results for Rc = 40, α = 0.03 and also the alternative
parameterization Rc = 5, α = 0.003 introduced in figure
6. The insets show initial 12 hours (0.5 days) including
the delayed onset of convection in our dynamic-salinity
model.
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Figure 12. CICE calculation of sea-ice growth into
(a) a tank of depth 37.6 cm and (b) a deep ocean with
TB = −20
◦C as a function of prescribed, uniform ice
salinity Si. Motivated by our definition of ‘exact diffu-
sive growth’, we plot the quantity h2/t at various times.
This quantity should be independent of time for diffusive
growth. The growth rate decreases over time, although
the common t = 0 curve would apply for all time if heat
and salt fluxes to the ocean were neglected. The rapid
decrease at large Si is caused by the CICE expression
for the thermal conductivity of ice dropping to zero (cf.
equation (21) and discussion there).
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Figure 13. Maximum Rayleigh number Ramax against
mean solid fraction φ for different initial salinities C0 (see
legend) calculated using our model on the experiments of
Wettlaufer et al. [1997] using the methodology discussed
in the text. We display the cases: (a) Kl(φ) = (1− φ)
3
and (b) Kl(φ) = (1− φ)
2. The dashed lines represent a
linear and constant fit respectively. Note that the differ-
ent scale on the Ramax has no physical significance since
any change could be incorporated in the reference per-
meability K0 in equation (11).
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Figure 14. Bulk permeability inferred from the
experiments of Wettlaufer et al. [1997] using equa-
tion (10) with a single bulk permeability K under
the hypothesis that the onset of convection is deter-
mined by a critical bulk Rayleigh number Rc = 40.
The legend is as in figure 13. The solid curve is a
best fit cubic K = 2.24× 10−5(1− φ)3, which is per-
haps a slightly better fit than the best fit quadratic
K = 1.48 × 10−5(1− φ)2, [cf. figure 7b in Wettlaufer
et al., 2000, for a complementary approach].
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Figure 15. Comparison between a fixed-salinity (CICE-
def, red squares) and our dynamic-salinity model (black
circles) of predicted salt fluxes from sea ice. (a & c)
provide an alternative interpretation of figures 10 & 11,
respectively. (b) corresponds to the experiments in fig-
ure 9. We define the salt flux (relative to a reference
salinity equal to the initial salinity of the ocean) as the
rate of change with time of (H − h)(Cl −C0), or equiva-
lently h(C0 − Si), and plot measurements averaged over
an hour (a, b), and 12 hours (c). Note that the salt flux
tends to infinity as t tends to zero for the CICE calcu-
lations and we have cropped this axis such that the first
few points are removed to give a more reasonable scale
for the rest of the measurements. The short-time vari-
ability in our model is usually associated with switches
between full-depth and confined convection.
