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a b s t r a c t
This paper deals with some sufficient conditions for the bounded oscillation criteria for the
second-order nonlinear delay difference equation
∆2xn =
m∑
i=1
pixn−ki + f
(
n, xn−l1 , . . . , xn−ls
)
, n = 0, 1, 2, . . . .
In addition, we generalize and improve the existing results, and then give some examples
of applications.
© 2008 Published by Elsevier Ltd
1. Introduction
Difference equations frequently arise in handling discrete sets of data occurringmainly in appliedmathematics, electrical
engineering, cardiology, optics, speech analysis, and management. In recent years, considerable attention has been given to
both linear and nonlinear delay difference equations and their properties because of a wide range of useful applications.
These equations often appear as discrete versions of differential equations. Above all, the study of difference equations, in
general and delay difference equations, in particular is important in their own merit.
Recently, several authors (see [1–11]) have studied bounded oscillations of the second-order delay difference equations
of different kinds. In particular, Lalli and Zhang [12] and Tang [13] have also investigated the existence of positive solution
and bounded oscillations of the second-order delay difference equations of neutral type and of unstable type. In spite of
these investigations, relatively less attention has been given to more general second-order nonlinear difference equations.
The main objective of this paper is to study the second-order nonlinear delay differential equations of unstable type and to
discuss the sufficient conditions for the bounded oscillations of these equations. In addition, we generalize and improve the
existing results and give some examples of applications.
We consider the second-order nonlinear delay difference equation
∆2xn =
m∑
i=1
pixn−ki + f
(
n, xn−l1 , . . . , xn−ls
)
, n = 0, 1, 2, . . . , (1)
where pi ∈ [0,∞), ∑mi=1 pi 6= 0, ki, lj ∈ {1, 2, . . . , }, i = 1, . . . ,m; j = 1, . . . , s, 0 < k1 ≤ k2 ≤ · · · ≤ km,
0 < l1 ≤ l2 ≤ · · · ≤ ls, km ≥ ls, f ∈ C ([0,∞)× Rs, R) and satisfy the following conditions:
(H) for all n ∈ {0, 1, 2, . . . , },
∗ Corresponding author.
E-mail addresses: debnathl@utpa.edu (L. Debnath), jianchujiang@yahoo.com.cn (J.C. Jiang).
0898-1221/$ – see front matter© 2008 Published by Elsevier Ltd
doi:10.1016/j.camwa.2008.04.006
1798 L. Debnath, J.C. Jiang / Computers and Mathematics with Applications 56 (2008) 1797–1807
(i) f (n, u1, u2, . . . , us) ≥ 0, u1, u2, . . . , us ≥ 0; f (n, u1, u2, . . . , us) ≤ 0, u1, u2, . . . , us ≤ 0;
(ii) f (n, u1, u2, . . . , us) is nondecreasing on each ui, ui = 1, 2, . . . , s.
The special case of Eq. (1) in the form
∆2xn = pnxn−k, n = 0, 1, 2, . . . , (2)
was investigated by Lalli and Zhang [12]. It is shown that Eq. (2) always has an unbounded and non-oscillatory solution
which has many useful properties. Tang [13] further investigated (2). Another special case of (1) is
∆2xn =
m∑
i=1
pi (n) xn−ki , n = 0, 1, 2, . . . , (3)
and he obtained the following theorem.
Theorem A. Assume that 0 <  < 1 and that for large n,
an ≡ pn − 4k
k
(k+ 2)k+2 ≥ 0. (4)
Then every solution of the second-order self-adjoint difference equation
∆2yn + (1− )
(
k+ 2
k
)k+1
anyn = 0, n = 0, 1, 2, . . . , (5)
oscillating implies that every bounded solution of (2) oscillates.
Theorem B. If
lim inf
n→∞
m∑
i=1
(ki + 2)ki+2
4kkii
pi (n) > 1. (6)
Then every bounded solution of (3) oscillates.
2. Some auxiliary lemmas
Lemma 2.1. Let F (λ) = (λ− 1)2 −∑mi=1 piλ−ki . If there is a λ0 ∈ (0,∞) such that
F (λ0) = 0 and F (λ) > 0, for all λ 6= λ0, λ > 0, (7)
then
m∑
i=1
pikiλ
−ki−1
0 = 2 (1− λ0) . (8)
Lemma 2.2. Assume that {xn} is a sequence and λ0 satisfies (7). Let
vn = xnλ−n0 ,
then
∆2
(
vn −
m∑
i=1
piλ
−ki−2
0
ki∑
l=1
(ki + 1− l) vn−l
)
= λ−n−20
(
∆2xn −
m∑
i=1
pixn−ki
)
.
Proof. We have
∆2
(
vn −
m∑
i=1
piλ
−ki−2
0
ki∑
l=1
(ki + 1− l) vn−l
)
= ∆2vn −
m∑
i=1
piλ
−ki−2
0
ki∑
l=1
(ki + 1− l)∆2vn−l
= λ−n−20 xn+2 +
(
−2λ−n−10 −
m∑
i=1
pikiλ
−ki−2
0 λ
−n−1
0
)
xn+1
+
(
λ−n0 +
m∑
i=1
pi (ki + 1) λ−ki−20 λ−n0
)
xn − λ−n−20
m∑
i=1
pixn−ki .
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It follows from Lemma 2.1 that
−2λ−n−10
m∑
i=1
pikiλ
−ki−2
0 λ
−n−1
0 = −2λ−n−10 − 2 (1− λ0) λ−n−20 = −2λ−n−20 ,
λ−n0 +
m∑
i=1
pi (ki + 1) λ−ki−20 λ−n0 = λ−n0 + λ−n−10
[
2 (1− λ0)+ λ−10 (λ0 − 1)2
] = λ−n−20 .
Thus, proof of Lemma 2.1 is complete. 
Lemma 2.3. If xn > 0 eventually holds and {xn} is decreasing, then, for large n,
vn −
m∑
i=1
piλ
−ki−2
0
ki∑
l=1
(ki + 1− l) vn−l < 0. (9)
Proof. We have
vn −
m∑
i=1
piλ
−ki−2
0
ki∑
l=1
(ki + 1− l) vn−l = xnλ−n0 −
m∑
i=1
piλ
−ki−2
0
ki∑
l=1
(ki + 1− l) xn−lλ−(n−l)0
≤ xn
[
λ−n0 −
m∑
i=1
piλ
−ki−2
0 λ
−(n−ki)
0
ki∑
l=1
(ki + 1− l) λl−ki0
]
.
Using the identity
1+ 2x+ 3x2 + · · · + kxk−1 ≡ 1− (k+ 1) x
k + kxk+1
(1− x)2 , for x 6= 1,
and Lemma 2.1, we obtain
xn
[
λ−n0 −
m∑
i=1
piλ
−ki−2
0 λ
−(n−ki)
0
ki∑
l=1
(ki + 1− l) λl−ki0
]
= xn
λ−n0 − λ
−n
0
(
m∑
i=1
pi
(
1− (ki + 1) λ−ki0 + kiλ−ki−10
))
(1− λ0)2

= xn
λ−n0 − λ−n0

m∑
i=1
pi
(1− λ0)2
−
m∑
i=1
pikiλ
−ki
0
(1− λ0)2
−
m∑
i=1
piλ
−ki
0
(1− λ0)2
+
m∑
i=1
pikiλ
−ki−1
0
(1− λ0)2


= xn
λ−n0 − λ−n0

m∑
i=1
pi
(1− λ0)2
− 2λ0 (1− λ0)
(1− λ0)2
− (1− λ0)
2
(1− λ0)2
+ 2 (1− λ0)
(1− λ0)2


= −xn
m∑
i=1
pi
(1− λ0)2
λ−n0 < 0. 
Lemma 2.4 (See Tang [13]). Assume that λ > 0 and that
xn > 0, ∆xn < 0, ∆2xn > 0, n ≥ N, lim
n→∞ xn = limn→∞∆xn = 0,
and
∆2xn ≥ λ2xn, for n ≥ N.
Then
∆xn + λxn ≤ 0, for n ≥ N.
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Lemma 2.5. Assume that λ > 0 satisfies (7) and (8). Then
4
k2m
≤
(
1− λ0
λ0
)2
≤ 4
k21
. (10)
Proof. In view of (7) and (8), we have
(1− λ0)2 =
m∑
i=1
piλ
−ki
0 ,
and
2 (1− λ0) =
m∑
i=1
pikiλ
−ki−1
0 ≤
km
λ0
m∑
i=1
piλ
−ki
0 .
It follows that
k1
k1 + 2 ≤ λ0 ≤
km
km + 2 .
Hence
1+ 2
km
≤ 1
λ0
≤ 1+ 2
k1
,
and result (10) follows.
It is convenient to adopt the notation:
L (λ0) =

1+ λ0
λ0
, for k1 = km = k,
(1− λ0)2
[
1+
(
1−β
λ0
)km (
km
(
1−β
λ0
)
− (km + 1)
)]
(λ0 − 1+ β)2
, for k1 6= km,
where β is the smallest real root of the equation
x = (1− λ0) λ
km
2
0 (1− x)−
k1
2 . 
Lemma 2.6. L (λ0) ≥ 2(km+1)km > 2.
Proof. If k1 = km = k, we have λ0 = kk+2 , L (λ0) = 1+λ0λ0 =
2(k+1)
k > 2. If k1 6= km, then
L (λ0) =
(1− λ0)2
[
1+
(
1−β
λ0
)km {
km
(
1−β
λ0
)
− (km + 1)
}]
(λ0 − 1+ β)2
= (1− λ0)
2
λ20
[
1+
(
1−β
λ0
)km {
km
(
1−β
λ0
)
− (km + 1)
}]
(
1− 1−β
λ0
)2 .
Since β < 1− λ0, hence, 1−βλ0 > 1, so[
1+
(
1−β
λ0
)km {
km
(
1−β
λ0
)
− (km + 1)
}]
(
1− 1−β
λ0
)2 = km∑
i=1
i
(
1− β
λ0
)i−1
>
km (km + 1)
2
.
Using Lemma 2.5 gives
L (λ0) >
(
4
k2m
)
km (km + 1)
2
= 2 (km + 1)
km
> 2. 
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3. Main results
Theorem 3.1. Suppose (7) holds for 0 < λ0 < 1. Then, for 0 <  < 1, every oscillatory solution of the second-order self-adjoint
difference equation
∆2yn + λ−n−20 f
(
n, (1− ) λ
n−l1
0
L (λ0)− 1yn, . . . , (1− )
λ
n−ls
0
L (λ0)− 1yn
)
= 0, n = 0, 1, 2, . . . , (11)
implies that every bounded solution of (1) oscillates.
Proof. If possible, assume that (1) has an eventually positive bounded solution {xn}. It is not difficult to show that there
exists a positive integer N0 such that
xn > 0, ∆xn < 0, ∆2xn > 0, n ≥ N0 − km, (12)
and
lim
n→∞ xn = limn→∞∆xn = 0. (13)
Set vn = xnλ−n0 . Then vn > 0 for N0 − km, it follows from (1) and Lemma 2.2 that
∆2
(
vn −
m∑
i=1
piλ
−ki−2
0
ki∑
l=1
(ki + 1− l) vn−l
)
= λ−n−20 f
(
n, λn−l10 vn−l1 , . . . , λ
n−ls
0 vn−ls
)
, for all n ≥ N0. (14)
Let
un = vn −
m∑
i=1
piλ
−ki−2
0
ki∑
l=1
(ki + 1− l) vn−l, n ≥ N0. (15)
Then
∆2un = λ−n−20 f
(
n, λn−l10 vn−l1 , . . . , λ
n−ls
0 vn−ls
)
, n ≥ N0. (16)
This inequality together with Lemma 2.3 yields
un < 0, ∆un < 0, ∆2un > 0, n ≥ N0. (17)
We next prove that, for large n,
xn−km ≥ −λn−k0
(1− )
L (λ0)− 1un, (18)
that is,
vn−km ≥ −
(1− )
L (λ0)− 1un. (19)
It follows from (1) and (H) that
∆2xn ≥ xn
m∑
i=1
pi, n ≥ N0, (20)
and
λ
−km
0
m∑
i=1
pi ≥
m∑
i=1
piλ
−ki
0 = (1− λ0)2 . (21)
It also follows that
∆2xn ≥ xn
m∑
i=1
pi ≥ xn (1− λ0)2 λkm0 , n ≥ N0. (22)
Using Lemma 2.4, it follows from (22), (12) and (13) that
∆xn + (1− λ0) λ
km
2
0 xn ≤ 0, n ≥ N0. (23)
1802 L. Debnath, J.C. Jiang / Computers and Mathematics with Applications 56 (2008) 1797–1807
Consequently, we have
xn−k1 ≥ (1− β0)−k1 xn, n ≥ N0 + km, β0 = (1− λ0) λ
km
2
0 . (24)
From (1) and (24), we get
∆2xn ≥ xn−k1
m∑
i=1
pi ≥ (1− λ0)2 λkm0 (1− β0)−k1 xn, n ≥ N0 + km. (25)
An argument similar to (24) together with (12) and (13) leads us to conclude that
xn−k1 ≥ (1− β1)−k1 xn, n ≥ N0 + 2km, β1 = β0 (1− β0)−
k1
2 . (26)
By induction, we can easily show that
xn−k1 ≥
(
1− βj
)−k1 xn, n ≥ N0 + (j+ 1) km, (27)
where
βj = β0
(
1− βj−1
)− k12 , j = 1, 2, . . . . (28)
Obviously, we have
0 < β0 < β1 < β2 < β3 < · · · < 1,
hence, limj→∞ βj exists, it is the small root of the equation
y = β0 (1− y)−k1/2 , 0 < y < 1, β0 = (1− λ0) λkm/20 . (29)
Let
lim
j→∞βj = β. (30)
Set
R (θ) =
(1− λ0)2
[
1+
(
1−βθ
λ0
)km (
km
(
1−βθ
λ0
)
− (km + 1)
)]
(λ0 − 1+ βθ)2
. (31)
If k1 = km, it follows from (28) and (29) that
β = 1− λ0, λ0 = kmkm + 2 .
We obtain limj→∞ R (θ) =
(
1−λ0
λ0
)2
km(km+1)
2 = 2(km+1)km = 1+λ0λ0 and R (θ) >
(
1−λ0
λ0
)2
km(km+1)
2 for 0 < θ < 1.
Let θ0 ∈ (0, 1) such that
2−  < R (θ0) < 1+ 1
(1− ) λ0 = 1+
L (λ0)− 1
1−  . (32)
If k1 6= km, the use of (28) and (29) gives, β < 1 − λ0. Since R (θ0) is deceasing in θ0, so by Lemma 2.6, there exists
θ0 ∈ (0, 1) such that
1+ L (λ0)− 1
1−  ≥ R (θ0) ≥
(1− λ0)2
[
1+
(
1−βθ
λ0
)km {
km
(
1−β
λ0
)
− (km + 1)
}]
(λ0 − 1+ β)2
= L (λ0) > 2− . (33)
In view of (30), there exists a positive integer N such that
βθ0 < βj < 1, j ≥ N. (34)
It follows from (27) and (28) that
xn−k1 ≥
(
βθ0
β0
)2
xn, n ≥ N0 + Nkm. (35)
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It also follows that
∆xn + βθ0xn ≤ 0, n ≥ N0 + Nkm. (36)
Thus, we obtain
xn−i ≤ xn−km (1− βθ0)km−i , 1 ≤ i ≤ km, n ≥ N0 + (N + 1) km. (37)
Hence, we have, for n ≥ N1 = N0 + (N + 1) km,
un = vn −
m∑
i=1
piλ
−ki−2
0
ki∑
l=1
(ki + 1− l) vn−l
= vn −
m∑
i=1
piλ
−ki−2
0
ki∑
l=1
(ki + 1− l) λ−(n−l)0 xn−l
≥ vn −
m∑
i=1
piλ
−ki−2
0
km∑
l=1
(km + 1− l) λ−(n−l)0 (1− βθ0)km−l xn−km
= vn − xn−km
m∑
i=1
piλ
−ki−2
0 λ
−(n−km)
0
km∑
l=1
(km + 1− l)
(
1− βθ0
λ0
)km−l
= vn − xn−km
m∑
i=1
piλ
−ki−2
0 λ
−(n−km)
0
1− (km + 1)
(
1−βθ0
λ0
)km + km ( (1−βθ0)λ0 )km+1(
1− 1−βθ0
λ0
)2
= vn −
{
(1− λ0)2
λ20
} {1− (km + 1) ( 1−βθ0λ0 )km + km ( 1−βθ0λ0 )km+1
}
(
1− 1−βθ0
λ0
)2 vn−km
= vn − R (θ0) vn−km .
This equality combined with (32) and (33) leads to(
1+ L (λ0)− 1
1− 
)
vn−km ≥ vn − un, n ≥ N1. (38)
It follows that
vn−km ≥ −
∞∑
j=0
un+jkm(
1+ L(λ0)−11−
)j+1 ≥ − (1− )L (λ0)− 1un, n ≥ N1. (39)
Since km ≥ ls, we have
v (n− li) ≥ − (1− )L (λ0)− 1un+km−li ≥ −
(1− )
L (λ0)− 1un. (40)
Set yn = −un. Then, yn > 0 for n ≥ N1. Thus, we obtain from (16) and (40) that
∆2yn + λ−n−20 f
(
n, (1− ) λ
n−l1
0
L (λ0)− 1yn, . . . , (1− )
λ
n−ls
0
L (λ0)− 1yn
)
≤ 0, n ≥ N1. (41)
This shows that inequality (41) has an eventually positive solution. Using a proof similar to that in Hooker and Patula [3],
we conclude that the corresponding Eq. (1) also has an eventually positive solution, leading to a contradiction. The proof is
complete. 
Suppose f
(
n, xn−l1 , . . . , xn−ls
) =∑sj=1 pj (n) xn−lj , we have
Corollary 3.1. Assume that there is a λ0 such that 0 < λ0 < 1 satisfies (7). Then, for 0 <  < 1, every oscillatory solution of
the second-order self-adjoint difference equation
∆2yn + (1− )
(
s∑
j=1
λ
−lj−2
0
L (λ0)− 1pj (n)
)
yn = 0, n = 0, 1, 2, . . . , (42)
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implies that every bounded solution of the equation
∆2xn =
m∑
i=1
pixn−ki +
s∑
j=1
pj (n) xn−lj = 0, km ≥ ls, n = 0, 1, 2, . . . , (43)
oscillates.
Let p1 = p2 = · · · = pm = p = 4kk
(k+2)k+2 , k1 = k2 = · · · = km = k, f
(
n, xn−l1 , . . . , xn−ls
) = bnxn−k (bn ≥ 0), then
λ0 = kk+2 , L (λ0)− 1 = 1/λ0 = kk+2 , we find:
Corollary 3.2 (See TheoremA in Tang [13]). Assume that 0 <  < 1 and that for large n, bn ≥ 0. Then every oscillatory solution
of the second-order self-adjoint difference equation
∆2yn + (1− )
(
k+ 2
k
)k+1
bnyn = 0, n = 0, 1, 2, . . . , (44)
implies that every bounded solution of equation
∆2xn =
(
bn + 4k
k
(k+ 2)k+2
)
xn−k, n = 0, 1, 2, . . . , (45)
oscillates.
By Corollary 3.1 and well-known oscillation theorem of second-order difference equation, we have the following
theorems:
Theorem 3.2. If
lim inf
n→∞ n
2
(
s∑
j=1
λ
−lj−2
0
L (λ0)− 1pj (n)
)
>
1
4
, (46)
then every bounded solution of Eq. (43) oscillates.
Theorem 3.3. If
lim inf
n→∞ n
∞∑
l=n
(
s∑
j=1
λ
−lj−2
0
L (λ0)− 1pj (l)
)
>
1
4
, (47)
then every bounded solution of Eq. (43) oscillates.
Theorem 3.4. If
lim inf
n→∞
[
1
n
n∑
l=1
l2
(
s∑
j=1
λ
−lj−2
0
L (λ0)− 1pj (l)
)]
>
1
4
, (48)
then every bounded solution of Eq. (43) oscillates.
4. Some new oscillation criteria for Eq. (43)
We now give some sufficient conditions for bounded oscillation of Eq. (43) by employing Corollary 1 and existing
oscillating criteria. Here (47) and (48) do not hold.
For the sake of convenience, we adopt the notations
p∗ = lim inf
n→∞ n
∞∑
l=n+1
pl, pl ≥ 0,
p∗ = lim sup
n→∞
n
∞∑
l=n+1
pl, pl ≥ 0,
q∗ = lim inf
n→∞
1
n
∞∑
l=n+1
l2pl, pl ≥ 0,
q∗ = lim sup
n→∞
1
n
∞∑
l=n+1
l2pl, pl ≥ 0.
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In view of inequalities (10) and (11), we obtain
Lemma 4.1. Let p∗ ≤ 14 and q∗ ≤ 14 . If
p∗ >
1
2
(
1+√1− 4q∗) ,
then equation
∆2xn + p (n) xn = 0, n ≥ 0, p (n) ≥ 0, (49)
admits oscillatory solutions.
Lemma 4.2. Let p∗ ≤ 14 and q∗ ≤ 14 . If
q∗ >
1
2
(
1+√1− 4p∗) ,
then the solution of (49) is oscillatory.
From Lemmas 4.1 and 4.2 and Corollary 3.1, we have the following:
Theorem 4.1. Let
lim inf
n→∞
[
n
∞∑
l=n+1
(
s∑
j=1
λ
−lj−2
0
L (λ0)− 1pj (l)
)]
≤ 1
4
and
lim inf
n→∞
[
1
n
n∑
l=1
l2
(
s∑
j=1
λ
−lj−2
0
L (λ0)− 1pj (l)
)]
≤ 1
4
.
If
lim sup
n→∞
[
n
∞∑
l=n
(
s∑
j=1
λ
−lj−2
0
L (λ0)− 1pj (l)
)]
>
1
2
1+
√√√√1− 4 lim inf
n→∞
1
n
n∑
l=1
l2
(
s∑
j=1
λ
−lj−2
0
L (λ0)− 1pj (l)
) .
Then the solution of (43) is oscillatory.
Corollary 4.1. Let
lim inf
n→∞
(
n
∞∑
l=n
bl
)
≤ 1
4
(
k
k+ 2
)k+1
and
lim inf
n→∞
(
1
n
n∑
l=1
l2bl
)
≤ 1
4
(
k
k+ 2
)k+1
.
If
lim sup
n→∞
(
n
∞∑
l=n
bl
)
>
1
2
1+
√√√√1− 4 lim inf
n→∞
1
n
n∑
l=1
l2bl
 ,
then the solution of (45) is oscillatory.
Theorem 4.2. Let
lim inf
n→∞
[
n
∞∑
l=n
(
s∑
j=1
λ
−lj−2
0
L (λ0)− 1pj (l)
)]
≤ 1
4
and
lim inf
n→∞
[
1
n
n∑
l=1
l2
(
s∑
j=1
λ
−lj−2
0
L (λ0)− 1pj (l)
)]
≤ 1
4
.
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If
lim sup
n→∞
[
1
n
n∑
l=1
l2
(
s∑
j=1
λ
−lj−2
0
L (λ0)− 1pj (l)
)]
>
1
2
1+
√√√√1− 4 lim inf
n→∞ n
∞∑
l=n
(
s∑
j=1
λ
−lj−2
0
L (λ0)− 1pj (l)
) ,
then the solution of (43) is oscillatory.
Corollary 4.2. Let
lim inf
n→∞
(
n
∞∑
l=n
bl
)
≤ 1
4
(
k
k+ 2
)k+1
and
lim inf
n→∞
(
1
n
n∑
l=1
l2bl
)
≤ 1
4
(
k
k+ 2
)k+1
.
If
lim sup
n→∞
1
n
n∑
l=1
l2bl >
1
2
1+
√√√√1− 4 lim inf
n→∞ n
∞∑
l=n
bl
 ,
then the solution of (45) oscillates.
5. Some examples of applications
Example 5.1. Consider the equation
∆2xn = 4k
k
(k+ 2)k+2 xn−k +
1
4n2
xn−l, k > l, n = 0, 1, 2, . . . , (50)
where p1 = p2 = · · · = pm = 4kk
(k+2)k+2 , λ0 = kk+2 , p1 (n) = p2 (n) = · · · = ps (n) = 14n2 . Theorem 3.2 shows that every
bounded solution of (50) oscillates. But Theorems 3.1 and B (Theorem 4.1) of Tang [13] cannot be applicable to this equation.
Example 5.2. Consider the equation
∆2xn = 116xn−2 +
1
n3 − 1xn−2 +
n2
n4 − sin nxn−1, n = 0, 1, 2, . . . , (51)
wherem = 1, s = 2, p1 = 116 , λ0 = 12 , p1 (n) = n
2
n4−sin n , p2 (n) = 1n3−1 .
Theorem 3.2 shows that every bounded solution of (51) oscillates.
Example 5.3. Consider the equation
∆2xn =
(
bn + 4k
k
(k+ 2)k+2
)
xn−k n = 0, 1, 2, . . . , (52)
where
bn =

3kk+15−m
4 (k+ 2)k+1 , n = 5
m,
0, n 6= 5m,
m = 0, 1, 2, . . . .
For 5m − 1 < n < 5m+1 − 1,m = 0, 1, 2, . . . ,we have
n
∞∑
l=n+1
bl = n
∞∑
l=m+1
3kk+15−l
4 (k+ 2)k+1 =
3kk+1n
16 (k+ 1)k+1 × 5m >
3kk+1
16 (k+ 1)k+1 .
For n = 5m − 1,m = 0, 1, 2, . . . ,we have
n
∞∑
l=n+1
bl =
(
5m − 1) ∞∑
l=m
3kk+15−l
4 (k+ 2)k+1 =
3kk+1 (5m − 1)
16 (k+ 2)k+1 × 5m−1 ∈
(
3kk+1
16 (k+ 2)k+1 ,
15kk+1
16 (k+ 2)k+1
)
.
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It follows that
lim inf
n→∞
(
n
∞∑
l=n+1
bl
)
= 3k
k+1
16 (k+ 2)k+1 <
1
4
(
k
k+ 2
)k+1
,
lim sup
n→∞
(
n
∞∑
l=n+1
bl
)
= 15k
k+1
16 (k+ 2)k+1 .
Similarly, we also have
lim inf
n→∞
(
1
n
n∑
l=1
l2bl
)
= 3k
k+1
16 (k+ 2)k+1 <
1
4
(
k
k+ 2
)k+1
,
and
lim sup
n→∞
(
1
n
n∑
l=1
l2bl
)
= 15k
k+1
16 (k+ 2)k+1 .
It is easy to see from (53)–(56) that conditions in Corollary 3.3 and Corollary 3.4 are satisfied. Thus, every solution of (52)
oscillates. However, Theorem 3.1 of Tang in [2] is not applicable.
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