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Abstract 
We present a methodology for signal classification 
for NASA's autonomous space systems. Individual 
"models," described as sets of classifier rules, are 
used to interpret input signals. The input signals are 
ubiquitous in nature and frequently occur in space 
phenomena. Our model-combining method scores 
rule sets generated from multiple training sets on 
their ability to classify input signals. High scoring 
rule sets represent the input signals better and have 
more weight when classifying subsequent input 
signals. Our model-combining method doubled   
classification accuracy compared to classifying 
without the model-combining method. 
1 Introduction 
In this paper we describe a model-combining method used 
to improve the results of a classifier system. TOFU, or Type 
Odds and Fuzzy Uncertainty, is a signal classifier for NASA 
to be used on a remote spacecraft. Its function is to classify 
natural signals. TOFU will interface with a rational science 
agent (S-Agent) [Siregar, 2002, 2003a, 2003b], designed to 
make autonomous science assessments of complex natural 
phenomena. Due to its remote location in space, the system 
must be autonomous, i.e., it must classify signals and 
analyze phenomena with little input from human experts. 
Descendents of TOFU and S-Agent research will enable 
NASA missions to autonomously perform scientific 
assessments in highly complex and uncertain space 
environments. TOFU must interpret imprecise and varying 
information, from which it generates results as likelihoods 
or probabilities. 
An onboard classifier and situation analysis tool will 
benefit NASA for two reasons. First, it will increase 
scientists’ understanding of complex solar and space 
phenomena. Second, it can detect situations in space that 
may damage expensive equipment and cause 
communication outages in enough time to allow the 
spacecraft to adapt to the situations. In Section 2 we 
describe what the signals represent and how they are 
generated.  
TOFU began as a traditional classifier using a genetic 
algorithm to generate an appropriate rule set, or “model” for 
recognizing an input domain. A classifier is a system that 
evolves knowledge of a domain by generating and adapting 
a set of rules, or classifiers, which are evaluated and 
rewarded for their ability to represent a domain. Each rule 
contains a condition and action pair. The rule action is 
“fired” if the condition holds [Wilson, 1999]. A single rule 
or a set of rules can act as a classifier. At the University of 
Michigan, John Holland introduced the former approach in 
which each rule works individually to determine a class. 
This method has since been named the “Michigan” 
approach [Holland, 1986]. The latter approach uses a set of 
rules to represent one class. This method, developed by De 
Jong and Smith at the University of Pittsburgh, has been 
named the “Pitt” approach [Smith, 1980; Corcoran and Sen, 
1994]. TOFU follows the Pitt approach, creating one or 
more sets of rules for each class.  Our classifier must 
distinguish several signal classes, each signal composed of a 
number of features. 
Fuzzy set theory is used in TOFU to discretize the 
continuous signals into patterns approximating the signals, 
which are then modeled as antecedents in sets of rules, or 
classifiers. Fuzzy set theory includes “possibility theory,” 
allowing an element to belong to one or more sets to a 
certain degree [Yager and Zadeh, 1992; Ross, 1995]. In 
TOFU, rules represent fuzzy regions that tessellate a 2-
dimensional product space. A rule is passed into a 
membership function to indicate the likelihood of a signal 
point (x, y), or feature, being in the rule’s region. Figure 1
1 
shows a grid representing fuzzy regions. The rules are 
shown in large dots near the center of a region. The input 
data from a dataset is shown a small dots. Rules are 
discussed further in Section 3.  
Model-combining, also known as combining multiple 
models  [Witten and Frank, 2000], was used in TOFU to 
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improve the results of the traditional classifier. In model-
combining, a number of models or classifiers are combined 
to yield results that may be more accurate than a single 
model. Several model-combining methods have been 
developed including bagging, boosting, and stacking 
[Witten and Frank, 2000].  Methods related to boosting and 
stacking are used in TOFU but the scoring and classification 
methods were modified to be more applicable to the 
problem.  We compare our method to boosting and stacking 
in section 4. 
We call our model-combining method Model-
Combining by Conditioning Rule Sets. It is based on the 
theory that different training sets may generate rule sets that 
more or less accurately describe the behavior of actual data.  
Our model-combining method doubled the classification 
accuracy compared to not using model-combining and 
yielded a successful classification rate of up to 88.5% when 
using 27 classes. Benchmarking classification rates is 
discussed in section 5. Our model-combining method can be 
used with any rule-learning algorithm that uses the Pitt 
approach so it also has the benefit of being generalizable. 
Currently we use two different rule learners. We discuss 
further our model-combining approach in Section 4 and our 
empirical results in Section 5. 
We used a prototyping methodology to develop the 
described model-combining method.  Our goal was to 
improve upon the traditional classifier in ways most 
appropriate for the domain that would yield an acceptable 
classification rate of input signals.  The problem is difficult 
for a number of reasons. First, some of the signal classes are 
difficult to distinguish from each other. A slight variation in 
signal parameters could make one signal appear much like 
another. Also, some signals are highly susceptible to change 
in parameters. This means that we must generate subclasses 
to capture the behavior of the signal given a range of 
parameters. The number of classes in the problem then 
becomes large, making classification more difficult 
[Allwein et al. 2000]. Finally, the ubiquitous presence of 
noise in natural signals adds further variation. Initially, we 
believed these issues could be overcome by using adaptive 
fuzzy discretization, or “tuning” [Ross, 1995]. After 
prototyping this approach we determined that it was 
inappropriate for the problem. In Section 6 we describe our 
experience with adaptive fuzzy discretization and how it led 
us to the model-combining method.  
2 Input Signals 
The input signals in TOFU represent natural signals seen in 
space, planets and stars. In the deployed system they are 
passed into TOFU from onboard sensors including radio, x-
ray and visual sensors. Seven signal types are classified by 
TOFU; stationary, white noise, n-periodic, quasi-periodic, 
power law, turbulent, and chaotic.  We now discuss the 
separation of signals into these scientifically important 
classes, as well as their significance in the study of space 
phenomena. 
 
2.1  Signal Classes 
If we were to put a signal detector in a natural setting, we 
would usually see signals that look like noise. These classes 
are defined in TOFU as noise and turbulent classes.  Noise 
can have features like peaks and bumps that can be detected 
by Fourier transforms or wavelet transforms, but there is 
also a constant background mix of random and non-random 
noise. So the fundamental question is how can we separate 
the signals to help analyze and predict phenomena in space? 
Natural and artificial systems are full of cycles, multi-
cycles and quasi-periodic patterns corresponding to 
periodic, n-periodic and quasi-periodic signal emissions. In 
addition, power law distributions occur universally, making 
them a fundamental class. Power law distributions are 
ubiquitous, occurring in systems where processes involving 
rupture, fracture, propagation, transport, conduction, 
communication, clustering, branching, avalanches, 
fragmentation, turbulence, coagulation, crashes, signaling, 
failure, and phase transitions occur. This ubiquity of power 
law statistics strongly suggest that universal classes of 
underlying processes can be found.  Power laws are closely 
associated with scale-invariance, self-similarity, nonlinear 
interactions, and collective processes such as percolation, 
criticality, and self-organization. Understanding how a 
power-law generating process is selected by the physical 
laws is an active field of research, given their importance. 
A power law signal indicates one or more types of 
approximate scale-invariance, so detecting a noise or 
turbulent signal, and separating the type of noise gives an 
indication of the types of correlations involved.  TOFU is 
useful for classifying temporal correlations, it can 
distinguish pink, brown and black noise. For spatial 
correlations within a 'system', more elaborate reasoning is 
needed than just classifying signals. This reasoning will be 
done by S-Agent, with TOFU classifiers giving us a 
preliminary indication of the underlying scale-invariance   
and correlations, by virtue of the class of the signal.   
The turbulence class is also fundamental because it is 
several power laws combined, and will arise anytime 
nonlinear interactions between any kind of waves occur, 
such as; electromagnetic, plasma, water, atmospheric, 
gravity, acoustic, phonons, and wave-particle interactions. 
Turbulence is also a ubiquitous signal class, since any 
medium can support waves and most nonlinear waves 
interact. Turbulence is also considered the hardest, most 
complex problem of classical physics because of the 
intimate mixture of random and non-random dynamics at all 
inertial scales. In the interest of science, defining these 
signals and being able to classify them is crucial. The other 
classes, such as n-periodic, quasi-periodic and chaotic, are 
both easier to classify, and rarer. N-periodic is also a route 
to chaotic, so detecting n-periodic gives a strong indication 
that chaotic may also be seen. 
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2.2 Signal Correlations and Complex Systems 
Correlations between signal classes indicate a variety of 
events in natural systems. Complex systems composed of 
vast numbers of interacting 'elements' can be viewed as 
dynamically evolving networks of interactions between 
nodes. Complex connected systems can show extreme 
ranges of behaviors, from random near-equilibrium states, 
to surprising non-equilibrium states that can include self-
organization, cooperation and synchronization, all without 
the need for a central authority, but emerging from the 
interactions between the basic elements of the system. Most 
systems found in nature are non-equilibrium driven open 
systems. These include galaxies, stars, planets, atmospheres, 
oceans, waves, ecosystems, species, organisms, networks of 
neurons, and cells, all exhibiting approximate scale-
invariance, criticality and even self-organized criticality. 
Complex systems with many degrees of freedom, such 
as fluids, plasmas and solids, require statistical descriptions, 
since the exact configuration of all degrees of freedom is not 
known. In such systems, power law distribution and scale 
invariance frequently occur. Power laws are the hallmark of 
scale-invariance (invariance over a scale of observation of 
the process). Scale invariance can occur in the equations 
governing the process, a physical quantity describing the 
process of statistical invariance in the probability density 
functions (PDFs) or correlation functions. Power laws are 
also associated with self-similarity fractals and critical states 
(states with scale-invariant properties).  
The processes governing the collective behavior of 
systems composed of many degrees of freedom are studied 
in part by studying the correlations in the sums of relevant 
random variables. Correlations can be the signatures 
informing us of possible underlying collective processes. In 
non-equilibrium systems, the presence of correlations can 
lead to violations of the central limit theorem. Violations 
following a power law signal can indicate a great deal about 
the nature of the events, the physical states of the system, 
and the predictability of the system.  
Large-scale catastrophic events often emerge from 
collective processes involving the repeated action of 
nonlinear interactions on many scales, which lead to large-
scale correlations, and ultimately a large event. In self-
organizing systems, the spatial and temporal correlations 
result from repetitive interactions occurring in the entire 
system. The repeated interactions scale upwards towards 
larger scales. Many complex systems, consisting of 
nonlinearly coupled subsystems or components, can self-
organize and show coherent collective behavior at macro-
scales (space/time). This occurs in mathematics, fluid 
dynamics, biology, optics, and chemistry. Bifurcations 
between stable behavior to novel behavior via a large event 
can be used as signatures to predict new behavior. The 
bifurcation signals the transition between two qualitatively 
different regimes. Signatures of such bifurcations can be 
used as classes of precursor signals anticipating a change of 
behavior in the system under study. 
S-Agent in conjunction with TOFU will be used to 
study the behavior of complex systems in nature. It will 
reason about correlations in signal types to distinguish rare 
events from common situations and to anticipate critical 
phenomena. The next subsection describes the method used 
to generate signals for TOFU. 
2.3 Generating Signals for TOFU 
The signals used in TOFU are generated using Matlab. We 
create raw temporal and/or spatial data for each signal type 
and then do a Fourier transform on the data to get the 
frequency/wavenumber. The real and imaginary parts of the 
Fourier transform are then used to get the power spectrum: 
 
power_spectrum = sqrt(real
2 + imag
2) 
 
All data is then normalized to be in the range [0,1]. The 
result is a 2-dimensional product space X: 
 
X=X1 * X2 where X1=frequency , X2= power 
 
Normalization allows us to map the signals onto 2-
dimensional fuzzy regions, also in the range [0,1]. Fuzzy 
regions are described in the next section. 
We break the seven signal types, or classes, into 
subclasses because of the high variation in some of the 
signals. Chaotic is the most variable signal, with a 
bifurcation parameter,  p,  introducing the variation. We 
generated the chaotic signals with p in the range [1,4], using 
signals at 0.1 intervals in this range. Figure 2 shows some of 
the subclasses representing the chaotic signal layered on top 
of each other to show the large variation in the chaotic 
signal class. We prototyped several iterations of subclasses 
before finding a set of classes that were both distinguishable 
and represented realistic behavior of the signal. Currently 
there are 27 classes, 17 of which are chaotic. TOFU uses ten 
training datasets, each of which contains a typical signal for 
each class. The training datasets are used to generate the 
rule sets, described in the next section. Classification in 
TOFU is done on two separate datasets, each set contains 
ten signals per class.  
The stochastic component of noise is also a factor in the 
input signals. A signal with a low signal-to-noise ratio has a 
high rate of noise. We use varying signal-to-noise ratios in 
our training and test data in order to capture realistic 
behavior of the signals. Figure 3 shows one chaotic subclass 
with varying signal-to-noise ratios.  
3 Rules and Rule Learning 
This section describes the contents of rules and how they are 
used to determine the membership of features in regions 
defined as fuzzy sets.  It also describes two learning 
algorithms used to generate rule sets. 
A signal is composed of a number of features, each of 
which contains an (x, y) pair indicating the location of the 
feature in a two-dimensional space with x, y in [0,1].  Each 
signal is also associated with a signal class.  The mapping is 
as follows: 
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C is the class of a signal with N features, each containing 
two values in the range [0,1]. For the sake of generality, we 
will call a signal a feature set and a signal class a class.  In 
TOFU, a training set contains one feature set for each class.  
Each feature set is used to generate a rule set for its class.  A 
rule is composed of an antecedent and a consequent.  The 
antecedent contains a pair of fuzzy labels, (fx,  fy), that 
defines a region in the two-dimensional space based on a 
membership function, mu.  Each fuzzy region contains one 
rule. The mu function returns a value indicating the 
likelihood that a real valued pair, (x, y) is  in the region 
defined by the fuzzy labels. The rule consequent is the class 
of the rule.  A rule is fired on a given feature and the mu 
function computes the likelihood that the feature is in the 
rule’s fuzzy region, or equivalently, that the feature is of the 
rule’s class. A decoded rule can be written as follows: 
 
 if  x ≈ fx and y ≈ fy then  
  class = c with likelihood l 
 
The number of fuzzy labels in the range [0,1] is variable.  
TOFU is tested with 5, 15 and 25 labels.  Figure 4 shows the 
behavior of the mu function using 5 labels between [0,1] at 
(0, .25, .5, .75, 1). An input on the x axis will return a value 
on the y axis. Regions defined by the labels can overlap 
when using fuzzy sets [Ross,  1995]. 
An intrinsic part of a classifier system is a learning 
algorithm that generates a set of rules, what we call a 
“model.”  John Holland’s original classifier used a genetic 
algorithm coupled with a bucket brigade algorithm for 
computing rule strength [Holland, 1986]. The original 
learner in TOFU also uses a genetic algorithm, called the 
Learning Evolutionary Algorithm (LEA). A class is defined 
by a set of rules that all contain the same consequent. Figure 
5 shows a set of rules generated by the LEA using 15 labels. 
The LEA was used to distinguish turbulent from noise. The 
smaller dots are features and the larger dots are rules. 
We also developed a second learning algorithm to 
compare results with the genetic algorithm, and to show that 
our model-combining method can be generalized for use 
with different learning algorithms.  The second algorithm is 
called the Probabilistic Learning Algorithm (PLA), and it 
uses a histogram to create rules in fuzzy regions where 
training features exist. Rule weight depends on the number 
and weight of features in a region and feature weight is 
specified by the mu function.  Figure 6 shows a number of 
rule sets generated by the PLA in a multi-class problem 
using 25 labels.  
4 Model-Combining by Conditioning Rule Sets 
This section describes the model-combining methods used, 
in particular, how models are derived, how models are 
scored, and how scoring is used to help classify the test 
features.  We then compare the methods used with known 
model-combining methods such as boosting and stacking 
[Witten and Frank, 2000]. 
4.1 Rule Sets as Models 
In this subsection we describe how a rule set is considered a 
model. Each rule set contains a number of rules generated 
by a rule learner.  The learner uses a training dataset to 
create a rule set specific to each class.  Upon completion of 
the rule generation process, we will have m rule sets per 
training set; one for each of the m classes.  Figure 7 shows 
how rule sets are generated from training sets. Each of the n 
training sets contains m feature sets. These are given to the 
rule learner to generate a rule set for each of the feature sets. 
The result is a matrix of m x n rule sets. 
Given that each training set is unique, we can conclude 
that if n training sets are used and the learners are run 
independently on each training set, then the learners will 
generate up to n different rule sets for a specific class.  In 
theory, some training sets may be better than others at 
capturing the behavior of test and actual feature sets.  It may 
be the case that some training sets contain feature sets that 
are more or less typical of a class than other feature sets. 
The model-combining method used is based on this theory.  
We also consider that a training set i may capture the 
behavior of class j well, but may do poorly at capturing 
class k.  Therefore, we will create a matrix of rule sets given 
m classes and n training sets. Each rule set [i,j] with i ≤ m, j 
≤ n, is considered a unique model and that model is scored 
individually based on how well it classifies test features. 
Test feature sets are composed of a number of signals for 
each class, each signal containing N features. In Section 5 
we show that some training sets do yield better performing 
rule sets than others. 
4.2 Scoring Rule Sets 
The first step in the model-combining method is to classify 
the test feature sets using rule sets generated from individual 
training sets and use the classification results to score the 
rule sets. Each learner has a classification function that takes 
a feature set and set of m rule sets, and returns a vector of m 
weights, called w, with w[i] indicating the likelihood in [0, 
1] that the feature set is of class i.  These weights can then 
be used on their own to determine the class of the feature 
set, or they can be combined with scores to get more 
accurate results.  The latter method will be described later.  
The former method is used to score the rule sets. 
We now describe the method of scoring rule sets. Our 
classifier has m classes and n training sets yielding m*n rule 
sets. The algorithm used to generate and score the rule sets 
is as follows: 
 
for each training set j 
    for each test feature set k 
  for  each  class  i 
   Generate  rule  set  [i,j] using learner 
  e n d  
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vector w = Use rule sets to classify (without 
using score) feature set k 
 end 
  for each class i 
Score rule set [i,j] based on its performance in 
classification using w 
 end 
end 
 
Scoring is based on punishing rule sets when they 
incorrectly classify a feature set.  We punish the false 
positives, or the rule sets that classify a feature set into the 
incorrect classification.  Initially, each rule set is given a 
perfect score (1.0).  The found class of the feature set, f, is 
then given as ARGMAX(w), where w is the vector of 
weights from classification.  The actual class of the feature 
set is given as a. When classifying a feature set using the m 
rule sets for training set j, a vector counts of m values is 
initialized to some maximum value max_count. If  f ≠ a then 
counts[f] is decremented by a value punish, determined 
through testing. Once all feature sets have been classified 
the score for each rule set in training set j is calculated as 
follows: 
  
scores[i,j]=scores[i,j]+counts[i]/max_count 
 
The scores are then normalized to be in the range [0,1]. Rule 
set [i,j] is given a perfect score if, given training set j, class i 
is never found such that i ≠ a where i is the found class and 
a is the actual class of a feature set. Figure 8 shows the 
scoring process graphically using one feature set and a 
vector of rule sets from training set j.  The result is a score 
vector that is put into column j of the scores matrix. The 
next subsection describes how the scores are used in 
classification. 
4.3 Classifying with Scoring 
Once we have generated the m*n rule sets and scored them 
according to their classification results we are ready to re-
classify the test feature sets used for scoring. We also 
classify a second test dataset in order to show that 
classification works well on an independent test dataset that 
was not used in the scoring process. We see in Section 5 that 
the classification results from the re-classification and 
classification of new feature sets are significantly higher 
than the initial classification results that did not use scoring.  
We now describe the methods used to find the class of a 
feature set using the previously generated scores. 
When we score the rule sets we classify feature sets 
using the rule sets generated from one training set, but now 
we combine rule sets from all training sets and their scores 
to find the class. We use two different methods that will be 
described in detail later; the first assigns the class to the 
class with the highest value in a matrix of m*n values, and 
the second uses weighted voting to find the class c such that, 
given the n training sets, c is the class that is determined by 
the majority of the n weighted training sets.  
The first step in classification with scoring is to build an 
m*n matrix called weights.  Weights is equal to the weights 
found in the classification step times the computed scores. 
The algorithm for this step is as follows: 
 
for each feature set k 
 Initialize  an  m*n matrix weights to 0 
  for each training set j 
rule_sets = m rule sets generated from training 
set j 
  vector  w = classifyFeatureSet(k, rule_sets) 
  for  each  rule  class  i 
   weights[i,j]=w[i]*scores[i,j]; 
  e n d  
 end 
Determine class c of feature set k using weights. 
end 
 
Figure 9 shows the algorithm graphically. Weights is now 
used in two different ways to determine the class. The first 
is to pick the class of the highest value in the matrix: 
 
Let c = argmax i  maxj weights[i,j],  
 1  ≤  i ≤ m, 1 ≤  j ≤ n 
 
Figure 10 shows a weights matrix with classes 1, 2 and 3. 
The maximum value is .9 with class 1, so the resultant class 
c = 1. The second method is for the j training sets to vote on 
the most likely class for the feature set. Recall that we have 
a matrix of m*n rule sets. All rule sets at column j ≤ n were 
found using training set j. Therefore, if the highest value at 
column j is at row i then we say that training set j votes for 
class i. A vector votes of m values initialized to 0 is created. 
Each training set j then increments the votes for the class it 
finds to be most likely. The votes are weighted because the 
scores used to find the values in weights are higher for some 
rule sets than others. The algorithm is as follows: 
 
Given a feature set k 
  for each training set j 
  vector w = weights[j] 
  let  max_class = i such that max(w) == w[i] 
  votes[max_class]++ 
 end 
 let  c=i such that max(votes)=votes[i] 
 
If a tie between two or more classes exists, then the winning 
class is chosen randomly from the tied classes. The two 
methods described were found to be the most accurate in 
classifying the correct classes.  The first method allows one 
rule set to dominate the results of the classification, while 
the second method uses a more democratic approach. Both 
methods have yielded the highest classification rates in 
different situations. We call the first method the highest 
value method and the second is the voting method. 
This and the previous subsections have described our 
model-combining method, Model-Combining by  6
Conditioning Rule Sets. The next two subsections compare 
our approach with other known model-combining methods. 
4.4 Comparisons with Boosting 
Boosting is a model-combining method that combines the 
results of a number of weak learners or classifiers together 
to produce one highly accurate classifier. Boosting was 
popularized by Freund and Schapire’s AdaBoost program 
[Freund and Schapire, 1999; Schapire, 2002]. The AdaBoost 
algorithm iteratively modifies the distribution of a training 
set in order for the learning algorithm to focus on the harder 
problems. AdaBoost assigns weights to classifiers based on 
their performance. A higher weight (or score) is assigned to 
better performing classifiers. It then determines the final 
classification result by compiling “votes” from the weighted 
classifiers.  
Other model-combining methods, such as bootstrap 
aggregating, use unweighted voting [Witten and Frank, 
2000]. In unweighted voting each classifier’s vote has the 
same value whereas in weighted voting better performing 
classifiers’ votes count more than the votes of poor 
performers. Our model-combining method borrows the 
concept of weighting classifiers from AdaBoost. Finding the 
best performing classifiers is the primary concept in our 
approach. Our voting classification method also determines 
the class of a feature set from the weighted votes.   
Our model-combining method does not use the iterative 
approach to modifying the distribution of the training set in 
order to focus on the hard problems. The reason is that our 
classifiers do not provide for a weighted distribution on the 
training sets. Instead, we generate different classifiers from 
a number of unique training sets. 
Another deviation from the AdaBoost algorithm is the 
method used to weight, or score, the classifiers. AdaBoost 
scores methods using the equation: 
 
score = -log e/(1-e), where e= classifier error 
 
If the error is 0, then the resultant score would be undefined 
[Witten and Frank, 2000]. The AdaBoost algorithm stops 
iteration on a classifier that has error = 0 so this is not an 
issue. In our model-combining method we score individual 
rule sets. It is not uncommon to have a rule set that scores 
perfectly, e.g., it never incorrectly classifies a feature set. 
Therefore, this method of scoring does not apply to our 
problem and instead we use the scoring method described  
in Section 4.2.  
4.5 Comparisons with Stacking 
Stacking, or Stacked Generalization, is another model-
combining method that also has some similarities to our 
method. Stacking was developed by David Wolpert [1992] 
and uses a meta-learner instead of voting to determine the 
overall result. A meta-learner uses the results of weighting 
the classifiers and combines them using a separate learning 
technique to determine the result [Witten and Frank, 2000]. 
Likewise, our highest value method does not use voting, but 
instead uses a very simple meta-learner involving choosing 
the highest value out of a matrix of weights.  
Stacking employs a two-level strategy using different 
datasets at each level. At the bottom level it uses a dataset, 
or subset of the original dataset, to weight the learners. At 
the top level, it uses the weighted results with the remainder 
of the dataset to determine a more realistic result. The result 
is considered more realistic because it is based on results 
from a dataset that the learners were not trained with 
[Wolpert,  1992]. We use a similar strategy by scoring with 
an initial dataset and then classifying with the original set 
and an independent set. Then we compare the results. The 
primary difference between stacking and our method is that 
stacking is generally used with different types of learners. 
This is beneficial in situations where the abilities of the 
learners may not be comparable, making it difficult to 
compute a fair vote, which is not an issue in our situation 
[Witten and Frank, 2000]. 
5 Empirical Results 
We now show the results of the model-combining methods, 
indicating the improvements over classifying without 
model-combining. First we discuss the qualitative results, 
showing the differences between learning algorithms and 
classification methods. Then we analyze the results by 
discussing behavior in the system that led to the results. 
5.1 Benchmarking 
Benchmarking TOFU against humans is somewhat 
irrelevant. Humans do poorly classifying raw signal data but 
are near 100% successful on power spectra. Power spectra 
shows recognizable peaks, slopes and other patterns, 
whereas raw data contains patterns that humans have 
difficulty separating from random fluctuations. Since TOFU 
is an autonomous system, any correct classification rate 
better than random is an improvement over having no 
classifier. An unmanned spacecraft without a signal 
classifier would need to rely on human classification from 
earth with an extremely long delay. Instead of 
benchmarking against humans, we compare classification 
results between a base classifier and a classifier that uses 
our model-combining methods.  
5.2 Qualitative Results 
The model-combining method can be used with any 
learning algorithm that generates sets of rules.  In our 
experiments we used the two learners described in earlier 
sections.  Classification rates improved on both learners. 
The LEA was run five times on 5, 15 and 25 labels. 
Averages of the results were then used. The PLA was also 
run five times on the same labels, but results were taken 
from only one run because deviation between runs was 
negligible.  Deviation occurs only when a tie exists between 
two classes and the result is chosen randomly. This occurs 
infrequently and therefore did not effect the overall results. 
The results show the combined successful classification 
rate for all signal classes. Table 1 shows the results of the  7
LEA on 5, 15 and 25 labels. The first row is the average 
classification rate of the training sets classified without 
using model-combining. The second row uses model-
combining with the highest value method. The dataset used 
is the same one used to calculate the rule set scores. The 
third row is with an independent dataset. The fourth and 
fifth rows use the voting classification method with the 
scoring and independent datasets, consecutively. The top 
classification rate for the LEA was 52.4% using the voting 
method. 
Table 2 lists LEA results for mean deviation and 
improvement over classification without model-combining. 
The third row shows the improvement of the highest 
classification rate over not using model-combining. Table 3 
shows the results for the PLA learner. The top classification 
rate was 88.5% using the highest value method. Table 4 lists 
PLA results for mean deviation and improvement over 
running without model-combining. 
 
 
LEA  5 labels  15 labels  25 labels 
Individual 21.6% 19.9% 25.3%
highest 1
st 31.1% 36.5% 43.3%
highest 2
nd 31.0% 35.6% 42.2%
vote 1
st 35.0% 39.3% 52.3%
vote 2
nd 35.3% 39.3% 52.4%
Table 1: Classification rates of the LEA learner. The 
columns indicate the number of fuzzy labels and the rows 
indicate the different classification methods. 
 
 
Mean deviation without model-combining:  28.1% 
Mean deviation with model-combining:  20.2% 
Best improvement with model-combining:  207.1% 
Mean improvement with model-combining:  176.8% 
Table 2: Mean deviation and classification improvement of 
model-combining method over single model for LEA 
learner. 
 
 
PLA  5 labels  15 labels  25 labels 
individual 42.4% 69.8% 72.6%
highest 1
st 53.3% 80.0% 88.5%
highest 2
nd 53.3% 77.0% 85.6%
vote 1
st 53.7% 75.9% 81.5%
vote 2
nd 55.6% 74.8% 79.6%
Table 3: Classification rates of the PLA learner. The 
columns indicate the number of fuzzy labels and the rows 
indicate the different classification methods. 
 
Mean deviation without model-combining  0.0-1.0% 
Mean deviation with model-combining  0.0-1.0% 
Best improvement with model-combining  121.9% 
Mean improvement with model-combining  117.7% 
Table 4: Mean deviation and classification improvement of 
model-combining method over single model for PLA 
learner. 
5.3 Analysis of Results 
The Probabilistic Learning Algorithm (PLA) generated 
better classification results than the Learning Evolutionary 
Algorithm (LEA). A number of reasons could be sited for 
the differences, however, analysis of the individual learning 
algorithms is not the focus of this paper.  The key 
observation to be made is that our model-combining method 
improves the classifying results for both learners.   
Improvement was better when classification rate was lower, 
particularly with the LEA. The LEA tends to generate a few 
rule sets that dominate many other rule sets, causing the 
same class to be found for several similar classes. In other 
words there are a lot of false positives. Punishing the rule 
sets that generate false positives improves the results when 
using model-combining.  However, sometimes the model-
combining method over-compensates. The rule sets that 
were dominant are scored low enough not to count in 
classification. Instead some of the rule sets that previously 
scored high now tend to dominate, again generating many 
false positives.  
In the LEA, the voting method yielded higher 
classification rates than the highest value rate. However, in 
two of three of the PLA runs, the highest value method 
yielded better results. Further testing and analysis will need 
to be done to determine whether this is related to the 
learning algorithm or to the initial classification rates. 
Perhaps the improvement of the voting method levels off 
sooner than the highest value method. In all cases, 
classification rates of the second dataset were comparable to 
the first dataset, indicating that the model-combining 
method generalizes well. This is important for TOFU since 
scoring cannot be done on data in space when the actual 
class is not known.  
It is important to note that the definition of 
classifications is critical to the results. In particular, 
distinctions between subclasses of the chaotic signal are 
sometimes not clear, causing the classifier to classify one 
chaotic signal for another. For the purposes of TOFU, it is 
sufficient to consider a chaotic classification correct if it is 
found to be any chaotic subclass because there are no 
scientifically interesting distinctions in chaotic variation. 
However, we are ignoring the relationships between 
subclasses and keeping the classifications separate in order 
to demonstrate the abilities of our model-combining 
methods.  
TOFU’s training and test datasets contain signals with 
varying signal to noise ratios.  Our model-combining 
method works well with the variation because it finds the 
training datasets that work best with the test datasets. The 
best training set may be difficult to determine by a human  8
trainer, as John Holland states, “Modeling ... is an art form.” 
[Holland, 1995] Finding a single training set that models 
real data in all cases is not a realistic expectation. However, 
using multiple training sets means that each training set 
does not have to represent actual data perfectly. Scoring the 
rule sets generated from the training sets based on their 
performance determines the best rule sets. Combining 
multiple rule sets yields better classification results than a 
classifier that generates its rule set from one training set. 
These concepts are fundamental to our model-combining 
method. 
6 Prototyping Methodology 
Our model-combining method was developed by 
prototyping different approaches. Once the classifier was 
developed, we began researching ways to improve the 
classification results.  One approach was to test different 
types of learners, such as the probabilistic learner used.  We 
also desired more general methods that would work on 
different types of learners. This section describes the 
prototyping process we used to develop our model-
combining method.  
6.1 Adaptive Fuzzy Discretization 
Initially we ran the classifier with a low resolution of fuzzy 
labels, e.g.,  using five intervals between [0,1] as opposed to 
ten or more. It was clear that the lower resolution was not 
sufficient to capture differences in signals. Figure 11 shows 
three signals, all of which have values near zero. The lines 
indicate fuzzy boundaries between rule regions. Each region 
can contain at most one rule. All the signals lie in the same 
regions, making it difficult to distinguish the different signal 
classes.  
We had planned on using “adaptive fuzzy 
discretization,” or “tuning” [Ross, 1995], increasing 
resolution in areas where it was needed, and leaving lower 
resolution where it was not needed. We thought that having 
high resolution where it was not necessary would cause 
over-fitting, making rule sets that are too specific to the 
dataset. We prototyped this solution but found that it was 
difficult and expensive to determine where increased 
resolution was needed.  It was also the case that most fuzzy 
regions needed to be increased anyway. In favor of 
simplicity, we decided to increase the resolution everywhere 
without using the adaptive strategy.  A large improvement 
was found using the PLA when resolution was increased to 
25 labels and over-fitting did not occur. 
6.2 Combining Multiple Models 
Originally we used a number of training datasets but merged 
the resultant rule sets together to form one rule set. While 
investigating this area, we discovered that some training sets 
generated rule sets that had higher weights on certain classes 
than other rule sets. Figure 12 shows the results of 
classifying one class with rule sets generated from six 
different training sets. The vertical axis shows the number 
of feature sets out of ten that the rule set correctly classified. 
Variation in performance between rule sets was very high.  
This high variation brought to mind the model-
combining strategies used in the field of machine learning. 
We found no existing method that was exactly suited to our 
needs, but were inspired by the boosting and stacking 
methods. We then investigated a number of ways to score 
the rule sets. The first was to reward rule sets if they 
correctly classified a feature set. The problem with this 
method was that it scored the over-dominant rule sets well 
when they should have instead been punished. We then 
designed and tested punishment methods instead of 
rewarding. Three methods were tested. Given a feature set 
with class found to be f and actual class a. The methods 
were as follows: 
 
1. Punish  class  f if f≠a 
2. Punish  class  a if f≠a 
3. Punish  both  a and f if f≠a 
 
The first method was found to work best overall and we 
adapted it. Table 5 shows the classification rates found 
using prototype training and test feature sets. At this point 
we also investigated the different classifying methods; 
highest value and voting. Highest value performed slightly 
better than voting but we decided to continue testing with 
both methods. As was shown in the empirical results 
section, voting did yield better results in some situations. 
 
Punish class f if f ≠ a 91.0% 
Punish class a if f ≠ a 83.9% 
Punish both a and f 88.5% 
Table 5: Classification rates of three different scoring 
methods. 
7 Summary 
Our model-combining method improved the results of the 
TOFU signal classifier considerably, yielding a 
classification rate increase of 21.9% over a base classifier at 
the highest classification rate. Results between a training 
dataset and independent dataset were comparable. Table 6 
summarizes the best results for the LEA and PLA learners 
using 25 labels. The first column is the average 
classification rate of the individual training sets without 
model-combining. The second column is the results of using 
model-combining on the dataset used to score the rule sets.  
The third column is using model-combining on an 
independent dataset.  
The model-combining method works by using a 
number of training sets, each of which generates a rule set 
for each class in a multi-class problem. These rule sets are 
considered the models in our model-combining method. A 
matrix of the rule sets is then scored and the scores are used 
in conjunction with the results of the base classifiers to 
determine the class of a feature set. The best scoring 
technique is to punish the incorrect found class, thereby 
punishing the false positives. Once the scores are  9
determined, two classification methods are used, voting and 
highest value.  Highest value gave the best overall 
classification rate, but in some situations voting was better.  
A prototyping methodology was used to develop our 
model-combining method. Initially, we planned to use 
adaptive fuzzy discretization; increasing the resolution of 
the fuzzy labels where needed.  We determined that this was 
too expensive to achieve, with not enough improvement on 
results. Instead, we increased resolution uniformly and 
investigated the model-combining techniques. The 
techniques used have some similarities to boosting and 
stacking, both of which are model-combining techniques 
that have been developed in the last decade. 
  
 Individual  Highest  rate  1
st Highest  rate  2
nd 
PLA  72.6% 88.5% 85.6% 
LEA  25.3% 52.3% 52.4% 
Table 6: Best classification rates using 25 labels for PLA 
and LEA learners. 
8 Conclusions and Future Work 
Our model-combining method is a useful extension to rule-
based classifier systems. By conditioning rule sets generated 
from multiple training sets, we are able to determine the best 
performing classifiers and have achieved more than 200% 
increase in successful classification compared to classifying 
input with single models. Model-combining is an active 
topic in the machine learning community. Our research 
contributes to its advancement by applying it in a practical 
application for NASA in the study of solar and space 
phenomena.  
TOFU is the first component of a two-part project. 
TOFU will pass its classification results onto a rational 
science agent called S-Agent. S-Agent’s reasoning 
capabilities depend on independent cognition, reason, and 
sensing engines supported by knowledge networks, used to 
construct inductive arguments in support of various classes 
of conclusions [Siregar 2002, 2003]. Our continued work on 
TOFU will depend on the requirements of S-Agent. One 
requirement for S-Agent is more formal analysis of signal to 
noise ratios. 
There are a number of possible extensions to the TOFU 
system. Computational geometry algorithms can be studied 
for their efficiency in the signal or image classification 
problems. Such algorithms include the Medial-Axis 
Transformation (for thinning polygons and finding shape 
skeletons) to extract simpler classes of shapes. Polygon 
partitioning and convex hull algorithms could be used to 
extract the rough shapes of the data. Simplifying polygons 
algorithms could be used to clean up noisy signals and 
images. Shape similarity algorithms could be used to test an 
unknown shape against a dictionary of known shapes. 
Minkowski sum convolution algorithms could be used to 
study shape implications by convolving a complex signal 
shape with a simple shape, therefore smoothing out the 
boundaries. More generally, an abstraction hierarchy can be 
established for classifying patterns according to Euclidean, 
differential, conformal, affine, projective, and topological 
properties of the objects to be classified.  Most of the 
classification schemes in this hierarchy remain unresolved. 
  Three classifications; chaotic, noise, and n-periodic 
have some arbitrariness to them since the route to chaos is 
n-periodic, and chaos could be said to be a form of noise.  
Much finer measures would be needed to classify the signal 
attractors, such as Haussdorf dimensions, Lyapunov 
exponents, and Hurst exponents. These can be computed to 
separate attractors. Methods of determining how chaotic an 
attractor is, and along which dimensions it occurs would be 
another extension. Of primary importance for all remote 
sensed applications is to incorporate the classification of 
time series of 2D patterns as image sequences. Finally, two 
additional classes would be important for classifying natural 
signals: discontinuities and precursors.  
Our model-combining method scores the rule sets once 
while a test dataset is classified. In theory, we could update 
the scores for the rule sets with each new set of test features. 
This may allow for changes in feature behavior over time, 
and would be more similar to the iterative algorithm used in 
boosting.  
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Figure 1:  Grid indicates fuzzy regions with large dots as 
rules representing a region. Small dots indicate toy input 
data. 
 
 
Figure 2: Subclasses representing the chaotic signal layered 
on top of each other to show the large variation in the 
chaotic signal class. The x axis represents frequency and the 
y axis represents power. 
 
 
Figure 3: Signal to noise variance in one chaotic subclass. 
Signals layered on top of each other. 
 
 
Figure 4: Fuzzy regions defined by mu function; y axis 
indicates likelihood of input on x axis being in region 
defined by triangles. For example, x=.3 is in the red region 
represented by label, .5, at approximately .3 likelihood, and 
is in the green region represented by label, .25 at 
approximately .6 likelihood. Other shapes could be used to 
define regions.  12
 
Figure 5: Rules generated by LEA. Small dots indicate an 
input signal and large dots represent rules. Black indicates 
the signal class and red represents noise. Rules roughly 
follow the input signals. 
 
 
Figure 6: Rules generated by PLA on a number of input 
signals. A greater number of rules closely follow the input 
signals. 
 
Figures 7-10 follow figure 12. 
 
Figure 11: Three signals near zero and rule regions.   
Indicates that there is difficulty in distinguishing some 
signal classes when using a low resolution of fuzzy regions, 
in this case 5. 
 
 
Figure 12: Variation in classification performance on one 
class; the x axis indicates the training set used to generate a 
set of rules, the y axis indicates the number of input signals 
out of ten that were correctly classified by the rule sets. 13
 
Figure 7: n training sets (Tr1..Trn) each contain m feature 
sets (fs1..fsm). The learner generates a rule set for each 
feature set, resulting in a matrix of m x n rule sets. 
 
 
 
Figure 8: The scores for the rule sets from training set j are 
found by classifying a feature set with the rule sets from 
training set j resulting in a weights vector, w, containing the 
likelihoods that the feature set is of classes 1..m. The found 
class, f, is then given as argmax w. The score for the rule set 
[i,j] is then found depending on whether f = the actual class, 
a.  
 
 
Figure 10: A weights matrix showing the results for classes 
1, 2 and 3 (rows) from different training sets (columns). The 
highest value classification method chooses the class that 
has the highest value in the matrix. Since the highest value  
is .9 in the row for class 1, then the resultant class c = 1.
 
 
Figure 9: The process of generating the weights matrix used to classify a feature set. A feature set is run through the classifier 
with all rule sets in the rule set matrix. This results in a weights matrix containing likelihoods of the feature set belonging to 
classes 1..m, for each vector of rule sets generated from each of the n training sets. The adjusted weights matrix is then found 
by multiplying each value in weights by the corresponding value in scores: weights[i,j] = scores[i,j] * weights[i,j]. 