We consider a smooth area-preserving Anosov diffeomorphism f : T 2 → T 2 homotopic to an Anosov automorphism L of T 2 . It is known that the positive Lyapunov exponent of f with respect to the normalized Lebesgue measure is less than or equal to the topological entropy of L, which, in addition, is less than or equal to the Lyapunov exponent of f with respect to the probability measure of maximal entropy. Moreover, the equalities only occur simultaneously. We show that these are the only restrictions on these two dynamical invariants.
Introduction
The aim of the flexibility program is to study natural classes of smooth dynamical systems and to find constructive tools to freely manipulate dynamical data inside a fixed class. The result described in this paper is another example demonstrating the flexibility principle in dynamical systems. This paper is the two-dimensional version of [Erc19] . The flexibility principle in dynamical systems was first put forward in [EK19] , where flexibility for a dynamical system of a different sort is proved. Flexibility of the Lyapunov exponents with respect to the volume measure on any manifold with an Anosov diffeomorphism has been studied in [BKRH19] . Restricting to the case of T 2 , this work differs from [BKRH19] by considering flexibility for a pair of exponents instead of a single exponent and by using a more explicit construction.
Formulation of the result
Let T 2 = R 2 /Z 2 . Let f be a smooth (C ∞ ) area-preserving Anosov diffeomorphism on T 2 homotopic to an Anosov automorphism L. By [KH95, Theorem 18.6.1], f is topologically conjugate to L. Thus, the topological entropy h top (f ) of f coincides with the topological entropy h top (L) of L.
Let Leb be the normalized Lebesgue measure and ν f be the measure of maximal entropy of f . The tangent bundle of T 2 splits as a direct sum T T 2 = E u ⊕ E s of two one-dimensional Df -invariant subbundles E u (unstable) and E s (stable) such that E u is uniformly expended by Df and E s is uniformly contracted by Df . By [AS67] and [Bow71] , respectively, Leb and ν f are ergodic. Applying the Oseledets Multiplicative Ergodic Theorem, we obtain that for any f -invariant ergodic Borel probability measure µ the limit lim n→∞ log D x f n v v v n exists for µ-almost every x ∈ T 2 and all non-zero v v v ∈ T x T 2 . Moreover, the value of the limit depends only on whether v v v ∈ E s or v v v ∈ E s and is independent of x for µ-almost every x. Thus, we assign to each f -invariant ergodic Borel probability measure µ two numbers, called the Lyapunov exponents of f with respect to µ. Moreover, the sum of these numbers is 0 because f is area-preserving. Since f is Anosov, we have that one of the Lyapunov exponents is positive and the other is negative. Let λ abs (f ) and λ mme (f ) be the positive Lyapunov exponents of f with respect to Leb and to the measure of maximal entropy ν f , respectively. Moreover, from the uniqueness of the measure of maximal entropy for smooth Anosov diffeomorphisms [Bow71] and analysis of when the Pesin entropy formula holds [LY85] , we have that the equalities in (1.1) happen simultaneously. Thus, for a smooth area-preserving Anosov diffeomorphism f on T 2 homotopic to an Anosov automorphism L we have two possibilities: The natural question is if the above relations are the only relations between λ abs and λ mme . Our main theorem shows that this is indeed the case. Theorem 1.1. Suppose L A is an Anosov automorphism on T 2 which is induced by a matrix A ∈ SL(2, Z) with |trace(A)| > 2. Let Λ = h top (L A ). For any Λ abs , Λ mme ∈ R such that 0 < Λ abs < Λ < Λ mme , there exists a smooth area-preserving Anosov diffeomorphism f : T 2 → T 2 homotopic to L A such that λ abs (f ) = Λ abs and λ mme (f ) = Λ mme .
The shaded area plus its lower right corner in Figure 1a shows the set of all possible values for pairs (λ abs , λ mme ) in the setting of Theorem 1.1.
Our result also says something about flexibility for the pressure function among smooth area-preserving Anosov diffeomorphism homotopic to a fixed Anosov automorphism.
Let φ f t (x) = −t log Df | Eu(x) for any x ∈ T 2 . This is called the geometric potential. The pressure function for the potential φ f t is defined by
where the supremum is taken over all f -invariant probability measures on T 2 and h µ (f ) denotes the measure theoretical entropy of f with respect to µ. It is known that P (φ f 0 ) = h top (f ) and P (φ f 1 ) = 0. Also, P (φ f t ) is a convex real analytic function of t (see for example [Rue78b, Sections 0.2 and 4.6] and [BG14] ). Since 0) , and F (t) has asymptotes as t → ±∞. Does there exist a smooth area-preserving Anosov diffeomorphism f homotopic to L such that P (φ f t ) = F (t)? The answer to the above question will require different techniques than presented in this paper. If the answer is negative then it would be interesting to determine which extra conditions on the function must be satisfied. For example, do the higher derivatives of the pressure function [KS01] provide any additional restrictions? Is there a finite list of conditions that must be added in order to obtain flexibility?
We can also consider a rigidity problem connected to the pressure function. Let f be a smooth areapreserving Anosov diffeomorphism homotopic to an Anosov automorphism L. By work of de la Llave [dlL87] and of Marco and Moriyón [MM87] , we have that if λ abs (f ) = h top (L), then f and L are C ∞ conjugate. By the properties of the pressure functions discussed above, we have that if P (φ f t ) = P (φ L t ) for all t ∈ R, then f and L are C ∞ conjugate. A natural question is if L can be replaced by any smooth area-preserving Anosov diffeomorphism.
Question 2. Let f and g be smooth area-preserving Anosov diffeomorphisms on T 2 that are homotopic. Assume P (φ f t ) = P (φ g t ) for all t ∈ R. Does this imply that f and g are C ∞ conjugate?
Outline of the proof
We construct (large) smooth (area-preserving) homotopic deformations of Anosov automorphisms, i.e., deformations preserving the homotopy class, estimate λ abs and λ mme of the resulting Anosov diffeomorphisms, and use continuity of Lyapunov exponents of Anosov diffeomorphisms in the smooth topology. We refer to Figure 1b in what follows.
1. In Section 2, we describe a homotopic deformation that produces for any given positive number N and any small positive number γ a curve in the set of possible values of (λ abs , λ mme ) γ-close to Side B with one end point at (Λ, Λ) and the other end point corresponding to a smooth area-preserving Anosov diffeomorphims with λ mme larger than N . The resulting diffeomorphisms have a large twist on a thin strip. In Section 2.2, we find a lower bound on λ abs . In Section 2.3, we provide a lower bound on λ mme by controling the measure of maximal entropy of the constructed diffeomorphisms through Markov partitions.
2. In Section 3, starting from the Anosov diffeomorphisms from the first construction with λ mme in some range of values, we modify them in a smooth way by a slow-down deformation near a fixed point to get Anosov diffeomorphisms realizing a curve in the set of possible pairs (λ abs , λ mme ) arbitrarily close to Side C (see Lemma 3.5). In this construction, we are able to keep the lower boundary of the realized pairs of exponents arbitrarily close to Side A (see Lemma 3.7) and the upper boundary above a line λ mme = M (see Lemma 3.10), where M depends on the initial range of values of λ mme for the diffeomorphisms coming from the first construction. As a result, we produce a two-parametric family of Anosov diffeomorphisms coming from homotopic deformations covering any given rectangle within the semi-infinite strip that is the set of possible values of (λ abs , λ mme ).
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Construction I
In this section we prove the following theorem.
For any positive number γ, there exists a smooth family {f t } t∈ [0, 1] of area-preserving Anosov diffeomorphisms on T 2 homotopic to L A such that f 0 = L A and the following hold:
Since λ mme varies continuously with the parameter, the intermediate values theorem implies
Throughout this section we assume that trace(A) > 2 and use the standard basis in R 2 unless otherwise specified. Notice that it is enough to prove Theorem 2.1 in that case because of the following. Assume that B ∈ SL(2, Z) with trace(B) < −2. Then, −B ∈ SL(2, Z), trace(−B) > 2, and h top (L B ) = h top (L −B ) = Λ. Assume that Λ abs , Λ mme ∈ R such that 0 < Λ abs < Λ < Λ mme and there exists an area-preserving Anosov diffeomorphism f : T 2 → T 2 homotopic to L −B such that λ abs (f ) = Λ abs and λ mme (f ) = Λ mme . Let
such that λ abs (L −I • f ) = Λ abs and λ mme (L −I • f ) = Λ mme .
Construction I: Anosov twist diffeomorphisms
Suppose L A is an Anosov automorphism on T 2 which is induced by a matrix A ∈ SL(2, Z) such that
Let m ∈ (0, 1), l ∈ (0, 1 − m), and δ ∈ (0, l). Choose β ∈ (0, 1) such that a + d − |b|β > 2. Notice that such β exists because a + d > 2.
Define a function f l,δ : [0, 1] → [0, 1] (see Figure 2 ) in the following way:
x otherwise.
(2.1)
The following lemma allows us to obtain a smooth function that coincides with the given continuous piecewise linear function outside small neighborhoods of points of non-smoothness. 
Proof. See the proof of Lemma 3.1 in [Erc19] .
We define f 0 l,δ = f l,δ . For any sufficiently small w ≥ 0, we consider a family of maps F w l,δ :
By the choice of β, Lemma 2.3, and Lemma 2.5 below, we have that for all l ∈ (0, 1 − m), δ ∈ (0, l), and sufficiently small w > 0 the map F w l,δ is an area-preserving Anosov diffeomorphism homotopic to L A . We will need the following general facts.
where a, b, c, d, t ∈ R, ad − bc = 1, and a + d + (t − 1)|b| > 2. Then, det(A) = 1 and the eigenvalues of A(t) are
Proof. Follows from straightforward computations. 
Define a map F : T 2 → T 2 in the following way:
Then, F is a smooth area-preserving Anosov diffeomorphism on T 2 . Moreover, letα > 0 such thatα < α 1 and a + d + (α − 1)|b| > 2. Define the following vectors:
,
where φ ± as in Proposition 2.4 and t > 2−(a+d)
|b|
. Let C ± be the union of the positive cone spanned by v v v ± min (α−1) and v v v ± max and its symmetric complement with vertex at (0, 0) in R 2 , respectively. Then, the cones C ± in T (x,y) T 2 for all (x, y) ∈ T 2 define a system of invariant cones for F . Also, there exist µ > 1 > ν > 0 that depend only on the entries of A andα such that for all v Proof. Notice that F is a smooth map from T 2 to T 2 with Jacobian equal to 1, so it is an area-preserving diffeomorphism.
We show that F is Anosov using invariant cones [KH95, Corollary 6.4.8].
Define
. In particular, we have D (x,y) F = A(D x f ) for any (x, y) ∈ T 2 .
We point out some properties of φ ± . First, we have that φ + (u) is monotonically increasing and φ − (u) is monotonically decreasing for u > 2. In particular, 2(d − 1) ≤ φ + (u) < 2d for u > 2. Also, both functions are smooth for u > 2. Moreover, lim u→+∞ φ + (u) = 2d and lim u→+∞ φ − (u) = −∞. Therefore, we obtain that C + ∩ C − = ∅. Moreover, for any t ≥ α 1 >α, we have
and
where Int stands for the interior of the set. See Figure 4 for an example of C ± . We consider the inner product of
. Moreover, using that ad − bc = 1, d ∈ Z, and a + |b|(t − 1) + d > 2 for any t >α, we have
In particular,
By the properties of φ + and the fact that trace(A(t)) > 2 for t >α, we have that the expanding eigenvectors of A(t) for any t >α belong to C + (see (2.5)). Moreover, for any t >α, if the set of all vectors in R 2 that expand at least µ times by A(t) is non-empty, then it is a cone containing an expanding eigenvector of A(t).
Similarly, it can be shown that there exists ν ∈ (0, 1) such that for all
Since D (x,y) F = A(D x f ) for any (x, y) ∈ T 2 and D x f ≥ α 1 >α, by the criterion for map to be Anosov using invariant cones, we obtain that F is Anosov.
e e e + (1)
e e e − (1) C − Figure 4 : The cones C ± for F obtained from A = ( 2 1 1 1 ) withα = 0.5. Here e e e ± (1) are eigenvectors of A.
Estimation of λ abs in Construction I
We are in the setting of Section 2.1. Consider the smooth area-preserving Anosov diffeomorphisms F w l,δ : T 2 → T 2 defined in (2.3). In this section, we show that for any ε > 0 there exists l ε = l ε (β) > 0 such that for any 0 < l < l ε , any δ ∈ (0, l), and any w
By Lemma 2.5, we have the following. For each point p ∈ T 2 , let C ± p be the union of the positive cone in the tangent space at p spanned by v v v ± min (−β) and v v v ± max (see (2.6)) and its symmetric complement. Then,
.
(2.9)
Moreover, there exists µ > 1 that depends only on A and β such that
Let v v v u = e e e + (1) and v v v s = e e e − (1) (see (2.5)). Then,
By the Oseledec multiplicative ergodic theorem, we obtain that
for almost every p ∈ T 2 with respect to the Lebesgue measure and v v v ∈ C + p .
We have Leb(S) = l + 2w, where Leb is the normalized Lebesgue measure. Consider p ∈ T 2 and a natural number n. We write
where n 1 ∈ {0} ∪ N and the numbers n j ∈ N for j = 1, . . . , s are chosen in the following way:
2. The number n 2 is such that the number n 1 + n 2 is the first moment when F w
3. The rest of the numbers are defined in the same way. For any k ∈ N, the number n 2k+1 is such that the number 2k+1 j=1 n j is the first moment when F w l,δ 2k+1 j=1 nj (p) ∈ S, and the number n 2k+2 is such that
In particular, v v v j = 1 for j = 1, . . . , s. Using (2.10) and (2.12), we obtain for k ∈ N
As a result,
Since F w l,δ is a smooth Anosov diffeomorphism, by Birkhoff's Ergodic Theorem we obtain, that 1 n
Moreover, each visit to S is at least one iterate, so lim sup
Estimation of λ mme in Construction I
We are in the setting of Section 2.1. Consider the smooth area-preserving Anosov diffeomorphisms F w l,δ :
The key ingredient to estimate λ mme is the construction of a Markov partition, which allows us to represent dynamical systems by symbolic systems (see [KH95, Section 18 .7] for more details). We use the Adler-Weiss construction of a Markov partition [AW67] to construct a Markov partition of F w l,δ . Let p ∈ T 2 . Then,
are the stable and unstable manifolds of F w l,δ at p, respectively. Moreover, for any (1) and v v v s = e e e − (1) (see (2.5)). Since F w l,δ = L A in a neighborhood of (0, 0) by the construction of F w l,δ , there exists κ > 0 such that for any sufficiently small w ≥ 0, we have
Markov partition for F l,δ .
Let us draw segments of W u ((0, 0)) and W s ((0, 0)) until they cross sufficiently many times and separate Figure 5 for an example. For n ∈ N let R n be the partition into rectangles generated by
Note that the R n depend on A, β, m, l, and δ even though we do not emphasize this in the notation. By the construction, for each R ∈ R n , we have that two opposite boundaries of R are contained in W u ((0, 0)) and the other two are contained in W s ((0, 0)). We have the following property for the constructed partition.
Lemma 2.6. There exists β 0 ∈ (0, a+d−2 |b| ) and there exists δ 0 (β 0 ) ∈ (0, l) such that there exists n 0 ∈ N with the following property. Let δ ∈ (0, δ 0 ) and R be the Markov partition for F l,δ (described above) with β = β 0 . Then, there exists R ∈ R n0 such that R ⊂ {(x, y) ∈ T 2 |x ∈ (m + l − δ, m + l)}. Lemma 2.6 will follow from the lemmas below. First, we introduce some notation and definitions. Denote
Definition 2.7. Let n ∈ N and R n be as described above. Let R ∈ R n . The s-size of R, denoted by d s (R), is the distance in the v v v s direction between the two opposite boundaries (or their extensions) of R that are contained in W u ((0, 0) ). The s-size of R n isd s (R n ) = max R∈R n d s (R).
Definition 2.8. Let n ∈ N and R n be as described above.
Lemma 2.9. Consider the setting above. Then, there exists β s ∈ (0, a+d−2 |b| ) such that for any β ∈ (0, β s ) there exists δ s = δ s (β) ∈ (0, l) such that there exists a constant ν s ∈ (0, 1) with the following properties. Let δ ∈ (0, δ s ) and R be the partition for F l,δ . Then, for any n ∈ N, and any R ∈ R n we have
Proof. Let δ ∈ (0, l) and β ∈ (0, a+d−2 |b| ). Consider the partition R for F l,δ . Let R ∈ R n and d s (R) = r. Define p 1 , p 2 ∈ W u ((0, 0)) be the points on the opposite boundaries of F l,δ (R) such that the segment [p 1 , p 2 ] has direction v v v s . Partition [p 1 , p 2 ] into the minimal number of segments such that each segment is fully contained in one of the regions F l,δ (S 1 ), F l,δ (S 2 ), and F l,δ (S 3 ).
Recall that F l,δ is linear in S 1 , S 2 , and S 3 , so it takes a piece of a line to a piece of a line. First, we find the directions of lines in S 1 and S 2 that are taken to lines with the direction v v v s . Let A(t) be as in Proposition 2.4. By the definition of F l,δ , we have DF l,
As a result, for any ε 1 > 0 there exists β 1 = β 1 (ε 1 , A) ∈ 0, a+d−2 |b| such that for any β ∈ (0, β 1 (ε 1 )) we have v v v s u u u(1−β) < e −Λ + ε 1 . Moreover, for any ε 2 > 0 there exists δ 1 = δ 1 (ε 2 , A, l, β) ∈ (0, l) such that for any
Also,
According to the definition of F l,δ , the construction of R n , and (2.9), W u ((0, 0) ) is a piecewise linear curve with linear pieces having directions in the cone spanned by v v v + min (−β) and v v v + max . Denote by L(I) the length of I ⊂ R 2 in the standard Euclidean metric. We estimate L([p 1 , p 2 ]). In the following discussion the phrase "a side has direction v v v" means "a side is contained in a line with direction v v v".
Case 2: Assume [p 1 , p 2 ] ⊂ F l,δ (S 1 ). Let ∆D 1 D 2 D 3 be a triangle such that the following hold:
. Then, for sufficiently small β which depends only on A,
Let ∆T 1 T 2 T 3 be a triangle such that the following hold:
Then, for sufficiently small β which depends only on A,
such that there exists ν 2 = ν 2 (β 2 ) ∈ (0, 1) such that for any β ∈ (0, β) we have L([p 1 , p 2 ]) ≤ ν 2 d s (R n ). Case 3: Assume [p 1 , p 2 ] ⊂ F l,δ (S 2 ).
Let ∆D 1 D 2 D 3 be a triangle such that the following hold:
In particular, for any fixed β, there exists δ 3 = δ 3 (β, A, l) ∈ (0, l) such that for any δ ∈ (0, δ 3 ), we have
Case 4: Assume [p 1 , p 2 ] ⊂ F l,δ (S 1 ) ∪ F l,δ (S 3 ) and [p 1 , p 2 ] ∩ Int(F l,δ (S i )) = ∅ for i = 1, 3. Combining Cases 1 and 2, we obtain that there exists β 2 ∈ 0, a+d−2 |b| and ν 2 = ν 2 (β 2 ) ∈ (0, 1) such that for any β ∈ (0, β 2 )
we have L([p 1 , p 2 ]) ≤ max{e −Λ , ν 2 }d s (R n ).
Case 5: Assume [p 1 , p 2 ] ⊂ F l,δ (S 2 ) ∪ F l,δ (S 3 ) and [p 1 , p 2 ] ∩ Int(F l,δ (S i )) = ∅ for i = 2, 3. Combining Cases 1 and 3, we obtain that for any β ∈ (0, β 2 ) (where β 2 defined in Case 4) we have that there exists δ 3 = δ 3 (β, A, l) ∈ (0, l) such that for any δ ∈ (0, δ 3 ) we have L([p 1 , p 2 ]) ≤ e −Λ d s (R n ).
Case 6: Assume [p 1 , p 2 ] ⊂ F l,δ (S 1 ) ∪ F l,δ (S 2 ) and [p 1 , p 2 ] ∩ Int(F l,δ (S i )) = ∅ for i = 1, 2. There is a piece of a line with direction v v v s that intersects two opposite boundaries of a rectangle in R n that are contained in W u ((0, 0) ) and passes through a point of (F l,δ ) −1 ([p 1 , p 2 ]) that belongs to the line x = m + l − δ (on T 2 ). Then, using Cases 2 and 3, we obtain that L([p 1 , p 2 ]) ≤ max{ν 2 , e −Λ }d s (R n ).
Case 7:
Recall that since F l,δ = L A on S 3 and F l,δ is a piecewise linear map, if two segments γ 1 , γ 2 ⊂ F l,δ (S 3 ) ∩ [p 1 , p 2 ], then the segments (F l,δ ) −1 (γ 1 ) and (F l,δ ) −1 (γ 2 ) are subsets of a line with direction v v v s connecting the opposite boundaries of a rectangle in R n that are contained in W u ((0, 0) ).
Let Q i be the maximal segment in [q 1 , q 2 ] such that Q i ⊂ S i , where i = 1, 2. We denote r 1 = L(Q 1 ) and
. By the definition of F l,δ and (2.16), we have |b| ) such that for any β ∈ (0, β 7 ) there exists δ 7 = δ 7 (β, K, A, l) ∈ (0, l) such that for any δ ∈ (0, δ 7 ) we have L(F l,δ (Q ′ i )) ≤ r i ν 7 for i = 1, 2 because we have (2.17) and (2.18). Combining this with Case 1 and the fact that L([q 1 , q 2 ]) ≤ d s (R n ), we obtain that for the specified choice of β 7 and δ 7 , we have that L([p 1 , p 2 ]) ≤ ν 7 d s (R n ) for any δ ∈ (0, δ 7 ).
Subcases 7.2-7.3 Let Q ′ i be the maximal piece of (F l,δ ) −1 ([p 1 , p 2 ]) in S i for i = 1, 2, 3. Notice that Q ′ 3 has direction v v v s . Let Q be a piece of a line with direction v v v s connecting the opposite boundaries of a rectangle in R n that are contained in W u ((0, 0)) which passes through a point of (F l,δ ) −1 ([p 1 , p 2 ]) that belongs to the line x = m + l − δ.
Subcase 7.2: Assume q 1 ∈ S 3 and q 2 ∈ S 2 . Let Q 1 be the maximal piece of Q in (x, y) ∈ T 2 |0 ≤ x ≤ m + l − δ and
. Moreover, to have a trapezoid for our choice of z z z, we should have
. Then, we obtain
In particular, for sufficiently small β > 0 (depending on A), we have
(2.20)
Let ν ′ 7 ∈ (e −Λ , 1). Combining (2.19 ) and (2.20), we obtain that there exists β ′ 7 = β ′ 7 (A, ν ′ 7 ) such that for any β ∈ (0, β ′ 7 ), L(F l,δ (Q ′ 3 ∪ Q ′ 1 )) ≤ ν ′ 7 L(Q 1 ). Also, for any β ∈ (0, β ′ 7 ) there exists δ 3 = δ 3 (β, A, l) ∈ (0, l) such that for any δ ∈ (0, δ 3 ) we have L(F l,δ (Q ′ 2 )) ≤ e −Λ L(Q 2 ) (see Case 3). Then, for the above choice of parameters, we have
Subcase 7.3: Assume q 1 ∈ S 1 and q 2 ∈ S 3 . Let Q 2 be the maximal piece of Q in (x, y)
. Moreover, to have a trapezoid for our choice of z z z,
Thus, we obtain
Then, for the choice of parameters as in Case 7.1, we have
Let ν ′′ 7 = max{ν 7 , ν 2 } and β ′′ 7 = min{β 2 , β 7 }. Then, for any β ∈ (0, β ′′ 7 ) there exists δ 7 = δ 7 (β, K, l, A) ∈ (0, l) such that for any δ ∈ (0, δ 7 ) we have L([p 1 , p 2 ]) ≤ ν ′′ 7 d s (R n ). Combining Cases 1-7, we obtain the statement of the lemma.
Similarly to Lemma 2.9, we can obtain the following lemma.
Lemma 2.10. Consider the setting above. Then, there exists β u ∈ (0, a+d−2 |b| ) such that for any β ∈ (0, β u ) there exist δ u = δ u (β) ∈ (0, l) and ν u = ν u (δ u ) ∈ (0, 1) with the following properties. Let δ ∈ (0, δ u ) and R be the partition for F l,δ . Then, for any n ∈ N, and any R ∈ R n we have
Proof of Lemma 2.6. First, let β 0 = 1 2 min{β s , β u }, where β s and β u are as in Lemmas 2.9 and 2.10. Then,
Thus,
Therefore, there exists δ 0 ∈ (0, δ ′ ) such that the following holds. Let δ ∈ (0, δ 0 ) and I be a segment of W s ((0, 0)) contained in S 2 (δ) with endpoints (m + l − δ, y 1 ) and (m + l, y 2 ) on its boundary. Then, |y 2 − y 1 | ≥ 1 2 β 0 l. Let R be the Markov partition for F l,δ . Denote by ∂ j (R) the boundary of R that is contained in W j ((0, 0) ), where j = s, u. By Lemmas 2.5 and 2.10, there exists n 1 = n 1 (δ 0 ) ∈ N such that there are two distinct segments I, J ⊂ ∂ s (R n 1 ) ∩ S 2 (δ) with the end points (m + l − δ, y I 1 ), (m + l, y I 2 ) and (m + l − δ, y J 1 ), (m + l, y J 2 ), respectively, with the property that min{|y I 1 − y J 2 |, |y J 1 − y I 2 |} ≥ 1 4 β 0 l. Then, using Lemma 2.9, there exists also n 2 = n 2 (δ 0 ) ∈ N such that there are two distinct segments W, V ⊂ ∂ u (R n 2 ) ∩ S 2 (δ) with the end points (m + l − δ, y W 1 ), (m + l, y W 2 ) and (m + l − δ, y V 1 ), (m + l, y V 2 ), respectively, with the property that W ∩I = ∅, W ∩J = ∅, V ∩I = ∅, V ∩J = ∅, and the intersection does not contain the end points of I, J, W, V . Thus, for n 0 = max{n 1 , n 2 } there exists R ∈ R n0 such that R ⊂ {(x, y) ∈ T 2 |x ∈ (m + l − δ, m + l)}.
Markov partition for F w l,δ when w > 0. We construct the Markov partition for F w l,δ in the same way as for F l,δ . We quickly recall it while introducing some notations. Let us draw segments of W u w ((0, 0) ) and W s w ((0, 0)) until they cross sufficiently many times and separate T 2 into two disjoint (curvilinear) rectangles R 1 , R 2 . Define R w to be the partition into rectangles determined by R i ∩ F w l,δ (R j ), where i, j = 1, 2. For n ∈ N let R n w be the partition into rectangles generated by F w l,δ i (R) ∩ F w l,δ j (T ), where S, T ∈ R w and i, j = −n, −n + 1, . . . , n − 1, n. Let R 0 = R. Lemma 2.11. Let β 0 , δ 0 , and n 0 be as in Lemma 2.6. Let S w 2 (δ) = {(x, y) ∈ T 2 |x ∈ (m+l−δ+w, m+l−w)}. Then, for any δ ∈ (0, δ 0 ) there exists w 0 = w 0 (δ) ∈ (0, δ 4 ) such that there exists R ∈ R n0 w0 such that R ⊂ S w0 2 (δ), where R w0 is the Markov partition described above for F w0 l,δ with β = β 0 . In particular, there exists Q = Q(β 0 , δ 0 ) > 0 such that if ν w0 l,δ is the measure of maximal entropy for F w0 l,δ , then ν w0 l,δ (S w0 2 (δ)) ≥ Q. Proof. Recall that in a neighborhood of (0, 0) we have F l,δ = F w l,δ = L A for w ∈ (0, δ 4 ). In particular, the corresponding stable and unstable manifolds coincide in a neighborhood of (0, 0). Let R be the constructed Markov partition for F l,δ . From (2.14), there exists N = N (n 0 , κ) ∈ N such that for any point p ∈ ∂ j (R n0 ) for j = s, u there exist q ∈ W j w ((0, 0) , κ) = W j 0 ((0, 0) , κ) and n ∈ Z such that |n| ≤ N and p = (F l,δ ) n (q).
Moreover, F w l,δ n (q) ∈ W j w ((0, 0) ). By Lemma 2.3, we obtain that dist p, F w l,δ n (q) can be made arbitrarily small by choosing a sufficiently small w, and this choice can be made in a uniform way on compact sets for |n| ≤ N . Therefore, using Lemma 2.6, we obtain that there exists a sufficiently small w 0 > 0 such that there exists R ∈ R n0 w0 with R ⊂ S w0 2 (δ). The statement about the measure of maximal entropy follows from the facts that F w0 l,δ is topologically conjugate to L A and the measure of maximal entropy is mapped to the measure of maximal entropy under a topological conjugacy.
Lower bound on λ mme (F w l,δ ). We are in the setting of Lemma 2.11. We will use the same notation as in Proposition 2.4 and Lemma 2.5. As a result, if δ is sufficiently small, then for any
, where α 1 α 2 ≥ 0 and α 2 1 + α 2 2 = 0, we have for any n ∈ N
22)
where C = |b| min
. Let S w0 2 (δ) be as in Lemma 2.11. Then, ν w0 l,δ (S w0 2 (δ)) ≥ Q. Similarly, as in Section 2.2, replacing S by T 2 \ S w0 2 (δ) and Leb by ν w0 l,δ and using Birkhoff's Ergodic Theorem for ν w0 l,δ , we obtain that
since Q = Q(β 0 , δ 0 ) ∈ (0, 1) and is independent of δ while w 0 depends on δ.
Construction II
In this section, we show how to decrease the Lyapunov exponent with respect to the Lebesgue probability measure while controlling the Lyapunov exponent with respect to the measure of maximal entropy starting from the Anosov diffeomorphisms in Theorem 2.1. In this section, we use the construction described in [HJJ17] while providing estimates of the Lyapunov exponents.
The linear map x → Ax is the time-one map of the local flow generated by the following system of differential equations in D r1 :
Let α ∈ (0, 1 3 ) and ε ∈ (0, 1) such that . See Figure 6a for an example of ψ 0 (u). 
Figure 6
Define a one-parameter family of C ∞ functions ψ η :
for u ∈ (0, 1); 7. ψ η (u) → ψ 0 (u) as η → 0 pointwise on [0, 1];
Notice that ψ 2r 2 0 (u) ≡ 1 for u ∈ [0, 1]. See Figure 6b for an example of ψ η (u). Also, we have
du diverges and
Consider the following slow-down deformation of the flow described by the system (3.1) in D r0 :
Let g η be the time-one map of this flow. Observe that g η is defined and of class C ∞ in D r1 , and it coincides with L A in a neighborhood of ∂D r1 by the choice of ψ η , r 0 , and r 1 . As a result, for sufficiently small r 0 we obtain a C ∞ diffeomorphism
Using (3.2) for η > 0, we can define a positive C ∞ function
otherwise, and its average
For η > 0 and s ∈ [0, 1], the diffeomorphism G s,η preserves the probability measure dµ η = K −1 η κ η d Leb, i.e., µ η is absolutely continuous with respect to the Lebesgue measure.
Let p ∈ T 2 . Consider the cones Proof. The cases for K + (p) and K − (p) are similar. Thus, we restrict ourselves to the inclusion for K + (p).
Notice that the vector 0 1 in the standard Euclidean coordinates is equal to
As a result, using (2.11), we obtain that C + p ⊂ K + (p) and C − p ⊂ K − (p) (see Lemma 2.5 for notation). By the constructions of f s,0 and G s,η and Proposition 2.4, the desired inclusion holds outside of the disk D r1 .
The system of variational equations corresponding to the system (3.3) implies that the following equation holds for the tangent ζ η :
Since ψ η (s 2 1 + s 2 2 ) > 0 in D r1 for η > 0, substituting ζ η = 1 and ζ η = −1 in (3.6) gives, respectively,
Thus, the result about the desired inclusion follows. The statement that E + s,η (p) and E − s,η (p) are one-dimensional subspaces follows from the argument in [Kat79, Proposition 4.1]. Lemma 3.3 and the fact that G s,η preserves a smooth positive measure imply the following.
Corollary 3.4. G s,η is a C ∞ Anosov diffeomorphism on T 2 for any η > 0.
By the Dacorogna-Moser theorem [HJJ17, Theorem, Appendix A], there exists a C ∞ family {Ψ η } of C ∞ diffeomorphisms on T 2 satisfying Ψ * η µ η = Leb. LetG s,η = Ψ η G s,η Ψ −1 η where η ∈ (0, r 2 0 ], then G s,η is a C ∞ family of Anosov diffeomorphisms on T 2 that preserve Leb. Since the conjugacy is smooth, we obtain λ abs (G s,η ) = λ abs (G s,η ) and λ mme (G s,η ) = λ mme (G s,η ). Therefore, it is enough to obtain the estimates on the Lyapunov exponents for G s,η with respect to µ η and the measure of maximal entropy.
Estimation of λ abs in Construction II
We use the notation introduced in Section 3.1. The estimation of λ abs (G s,η ) follows from the estimation of metric entropy in [HJJ17, Section 3] which we provide here for completeness. From the following lemma, we can guarantee (2) in Theorem 3.1.
Lemma 3.5. For any γ > 0 there exists η 1 such that for any 0 < η < η 1 and s ∈ [0, 1] we have λ abs (G s,η ) = λ µη (G s,η ) < γ.
Proof. Let U be any fixed neighborhood of (0, 0) and U ⊂ D r1 . By (3.2) and properties 5 and 7 of the family of positive functions {ψ η } η∈[0,r 2 0 ] defined above, applying the monotone convergence theorem, we have
and lim
Therefore, we have the following equalities: Recall that, by the ergodicity of µ η for G s,η for η > 0, we obtain
where E u x (G s,η ) is the unstable subspace at x with respect to G s,η . By property 2 of ψ 0 and the property 8 of ψ η , we obtain that for any γ > 0 there exists ρ > 0 and η 0 > 0 such that DG s,η is close to the identity map and log DG s,η | E u x (Gs,η) < γ 2 in D ρ for s ∈ [0, 1] and 0 < η < η 0 . Therefore, for any s ∈ [0, 1]
(3.8)
Moreover, by property 8, we have that log DG s,η | E u x (Gs,η) is uniformly bounded. Therefore, there exists η 1 < η 0 such that for any 0 < η < η 1 we have
(3.9) By (3.8) and (3.9), we obtain the lemma.
Estimation of λ mme in Construction II
We use the notation introduced in Section 3.1.
Upper bound on λ mme
The main ingredient is to estimate the consecutive time each trajectory spends in the annulus D 2Λr0 \ D r 0 2Λ independent of r 0 and η.
Lemma 3.6. (cf. Lemma 5.6 in [PSZ19] ) There exists T 0 > 0 depending only on Λ and α such that for any solution s η (t) = (s 1 (t), s 2 (t)) η of (3.3) with s η (0) ∈ D r1 , we have
Proof. We omit the dependence of s 1 and s 2 on η in the notation below. Let u = s 2 1 + s 2 2 . Assume s 2 1 ≤ s 2 2 . Then, by (3.3), we have
Lemma 3.7. Let x ∈ T 2 and v v v ∈ T x T 2 with v = 0. For any χ > 0 there exists r χ ∈ (0, 1) such that for
In particular, λ mme (G 0,η ) < Λ + χ for all η ∈ (0, 2r 2 0 ].
Proof. Consider x ∈ T 2 and v v v ∈ T x T 2 with v = 0. Let n be a natural number. We write
where the numbers n j ∈ {0} ∪ N are chosen in the following way:
1. The number n 1 is the first moment when G n1 0,η (x) ∈ D r1 \ D r 0 2Λ ; 2. The number n 2 is such that the number n 1 + n 2 is the first moment when G n1+n2
2Λ ; 3. The number n 3 is such that the number n 1 +n 2 +n 3 is the first moment when G n1+n2+n3
2Λ ; 4. The number n 4 is such that the number n 1 + n 2 + n 3 + n 4 is the first moment when G n1+n2+n3+n4
5. The rest of the numbers are defined following the same pattern.
Assume the G 0,η -orbit of x enters into D r1 . By the definition of λ(G 0,η , x, v v v), in that case it is enough to consider the case when G −1 v v v j = 1 for j = 1, . . . , s. Notice that for any R ∈ N, there exists a positive number θ = θ(R, Λ) such that if r 1 < θ, i.e., r 0 < θ 2Λ , then for any y such that G −1 0,η (y) ∈ D r1 but y ∈ D r1 we have G n 0,η (y) ∈ D r1 for any η ∈ (0, 2r 2 0 ] and 0 ≤ n ≤ R. Therefore, if r 0 is sufficiently small, then n 1 ≥ R.
The coefficient matrix of the variational equation (3.3) is
Let s η (t) = (s 1 (t), s 2 (t)) η be the solution of (3.3) with initial condition s η (0) = x. Denote by A η (t) a 2 × 2-matrix solving the variational equation
with initial condition A η (0) = Id. Then, A η (1) = D x G 0,η .
Moreover, by (3.14) and the Cauchy-Schwarz inequality, we have for any vector v v v
where · op is the operator norm. By (3.15), (3.13), the definition of ψ η , and property 5 of ψ 0 , we have that there exists a positive constant M independent of r 0 and η such that A η (t)v v v ≤ e Mt v v v for any t and any vector v v v. In particular,
2Λ . Note that, by (3.3), we have that for any t ∈ , η], we can guarantee that 0 ≤ ψ η (u) ≤ 2 −2−2α and 0 ≤ ψ ′ η (u) ≤ 1+α
Thus, using (3.12), and Lemma 3.6, we obtain that for any χ > 0 there exists sufficiently small r χ such that for any r 0 ∈ (0, r χ ), η ∈ (0, 2r 2 0 ], x ∈ T 2 , and v v v ∈ T x T 2 with v v v = 0,
Lower bound on λ mme Lemma 3.8. For any α ∈ (0, 1 3 ) and ε ∈ (0, 1) such that 1+α (1−ε) 2(1+α) < 4 3 there exists ρ = ρ(α, ε) ∈ (0, 1) such that for every s ∈ [0, 1], η > 0, and p ∈ D r1 we have DG s,η K + ρ (p) ⊂ K + ρ (G s,η (p)),
where K + ρ (p) is the cone of size ρ in T p T 2 , i.e.,
Moreover, ρ can be expressed in the following way:
ρ(α, ε) = −((1 − ε) 2(1+α) + 1 + α) + ((1 − ε) 2(1+α) + 1 + α) 2 − (1 + α) 2 (1 + α) .
(3.16)
Proof. As in Lemma 3.3, using the system of variational equations corresponding to the system (3.3), we look at the following equation for the tangent ζ η : dζ η dt = −2Λ((ψ η (s 2 1 + s 2 2 ) + (s 2 1 + s 2 2 )ψ ′ η (s 2 1 + s 2 2 ))ζ η + s 1 s 2 ψ ′ η (s 2 1 + s 2 2 )(ζ 2 η + 1)).
(3.17)
First, observe that if (s 1 , s 2 ) ∈ (D r1 \ D r0 ) then ψ η is constant, in particular, ζ η is decreasing when ζ η > 0 and increasing when ζ η < 0. Also, if s 1 s 2 = 0, then we have the same conclusion about ζ η . Thus, we can assume in the consideration of the further cases that s 1 s 2 = 0. Due to symmetry, it is enough to analyze the case s 1 , s 2 > 0. Let s 1 , s 2 > 0. Then, ζ η is decreasing when ζ η > 0, so we consider the case ζ η < 0. Moreover, let k = s1s2 s 2 1 +s 2
2
. Notice that k ∈ (0, 1 2 ]. Assume (s 1 , s 2 ) ∈ D r0 . By properties 5 and 6 of ψ η , we have It is easy to see that dζη dt ≥ 0 if ζ η ∈ [ζ − (k), ζ + (k)], where ζ ± (k) = −((1 − ε) 2(1+α) + 1 + α) ± ((1 − ε) 2(1+α) + 1 + α) 2 − 4k 2 (1 + α) 2 2k(1 + α) .
Also, ζ + (k) ≥ ζ + 1 2 and ζ − (k) ≤ ζ − 1 2 for k ∈ (0, 1 2 ]. Thus, ζ η is non-decreasing for ζ η ∈ ζ − 1 2 , ζ + 1 2 . As a result, using that ζ η is smooth and the above analysis, we obtain that ρ(α, ε) = ζ + ( 1 2 ) gives the desired cone. ≥ 2Λ(ψ η (s 2 1 + s 2 2 ) + 2s 2 1 ψ ′ η (s 2 1 + s 2 2 ))ξ 2 2 ρ −2 (α, ε) − 1 + 2
Recall thatβ,δ, andw are the values of the parameters in the construction of f 1,0 . Let D r be a disk of radius r centered at (0, 0) andS = {(x, y) ∈ T 2 |x ∈ (m + l −δ +w, m + l −w)}. Denote by ν G1,η the measure of maximal entropy for G 1,η .
Lemma 3.10. Let α ∈ (0, 1 3 ) and ε ∈ (0, 1) such that 1+α (1−ε) 2(1+α) < 4 3 . LetQ = ν f1,0 (S). Then, for any σ > 0 there exists r σ such that for all sufficiently small r 0 ∈ (0, r γ ) and for all η ∈ (0, 2r 2 0 ] the following hold for G 1,η obtained in Construction II with the parameters α, ε, r 0 , and η: 
where C is a constant that depends only on A andβ (see (2.22) ). As a result,
