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Abstract
We give the following characterization of sofic (weakly sofic) groups: a group
G is sofic (weakly sofic) if and only if any system of equations solvable in any
alternating group (any finite group) is solvable over G.
Keywords: sofic groups, equation over groups.
1 Introduction
We give the following characterization of sofic (weakly sofic) groups: a group G is sofic
(weakly sofic) if and only if any system of equations solvable in any alternating group
(any finite group) is solvable over G, see Definition 4 for details. The “only if” part
of the statement is almost trivial and an analogous statement is valid for hyperlinear
and linear sofic groups. The “if” part of the statement is more interesting. Our
approach is an elaboration of the one of [9]. Let 〈a¯〉 be a free group and N its normal
subgroup. We include 〈a¯〉 in a group A defined in the section 3, in such a way, that
〈a¯〉/N is sofic if and only if N = 〈a¯〉 ∩ 〈〈N〉〉A, where 〈〈N〉〉A is the normal closure of
N in A.
We use following notations: F < G – “F is a subgroup of G”. F ⊳ G – “F is a
normal subgroup of G”. Let X ⊆ F and F < G. 〈X〉 – “the subgroup generated by
X”; 〈〈X〉〉F – “the normal subgroup of F , generated by X”. For a¯ = (a1, a2, . . . , ak)
not in a group, 〈a¯〉 denotes the free group (of rank k) freely generated by a¯. As usual,
X ⊂fin Y means “X is a finite subset of Y ”.
2 Metric approximation of groups
Our exposition follows the lines of [16].
Definition 1. Let G be a group. An invariant (pseudo) length function is a map
‖ · ‖ : G→ [0,∞[ such that
• ‖1‖ = 0
• ‖gh‖ ≤ ‖g‖+ ‖h‖
• ‖h−1gh‖ = ‖g‖ (‖ · ‖ depends, in fact, on conjugacy class)
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(This is the definition of pseudo length function of [16]. The difference is not
essential for us, so we use just “length function”.)
Definition 2. Let K be a class of groups with invariant length functions. (The
elements of K are pares: a group and a length function on it. All length functions we
denote by ‖ · ‖, it should not lead us to misunderstanding.) We say that a group G is
approximable by K if
• there exists α : G→ R, α1 = 0 and αg > 0 for g 6= 1
• for any Φ ⊂fin G for any ǫ > 0 there exists a function φ : Φ → H ∈ K such
that
– φ(1) = 1
– ‖φ(g)‖ ≥ αg for any g ∈ Φ
– ‖φ(gh)(φ(g)φ(h))−1‖ < ǫ for any g, h, gh ∈ Φ.
Let ω be a non-principal ultrafilter over N and Hi ∈ K. Let N ⊳
∞∏
i=1
Hi be defined as
(h1, h2, . . . ) ∈ N ⇐⇒ lim
ω
‖hi‖ = 0.
Denote
∏
ωHi =
∏
iHi/N . The group
∏
ωHi = is called the metric ultraproduct of
Hi (with respect to ‖ · ‖ and ω).
Proposition 1. G is approximable by K if and only if there is an injection G →֒∏
ωHn for some non principal ultrafilter ω and sequence H1, H2, . . . of groups in K.
The following proposition is a modification of Proposition 1.7 of [16].
Proposition 2. Let G be a group and N ⊳ G. Suppose, that there is a sequence of
homomorphisms φn : G→ Hn ∈ K such that
inf lim
n→∞
‖φn(x)‖ > 0, for x ∈ G \N
lim
n→∞
‖φn(x)‖ = 0, for x ∈ N.
Then G/N is approximable by K.
We need the following classes K
1. Class Alt of all alternating groups with Hamming length functions ‖ · ‖, defined
as follows. Let An be the alternating group of n-element set X . For g ∈ An
define ‖g‖ = |{x∈X | gx 6=x}|
|X|
. Groups approximable by Alt is said to be sofic, [13].
(The sofic groups are defined to be approximable by symmetric groups. But
it is easy to see that symmetric and alternating groups approximate the same
class of groups.)
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2. Class Fin of all finite groups, equipped with all possible invariant length func-
tions. Groups approximable by Fin are called weakly sofic, [9].
3. Class Uni of U(n,C), n ∈ N. (U(n,C) is the group of n×n-unitary matrix over
C.) We equip U(n,C) with ‖g‖ =
√
1
n
trace(2− g − g∗). Groups approximable
by Uni are said to be hyperlinear, [13].
4. Class Lin of GL(n.C), n ∈ N. (GL(n,C) is the group of n×n-invertable matrix
over C.) We equip GL(n,C) with ‖g‖ = 1
n
rank(1 − g). Groups approximable
by Lin are called linear sofic, [1].
The sofic and hyperlinear groups are studied rather extensively, see [13, 8]. It is an
open question if all groups are sofic. Sofic groups are known to be approximable by
all classes mentioned above. It is also known that linear sofic groups are weakly sofic,
[1].
3 F -groups.
Definition 3. Let F be a group. A group G with an injective homomorphism F →֒ G
is said to be an F -group. One may think that G has a fixed copy of F < G. Let G1,
G2 be F -groups. A homomorphism φ : G1 → G2 is called an F -morphism if the
restriction of φ on F is the identity map (φ|F = Id).
This definition has an important use in algebraic geometry over groups, [2]. Clearly,
F -groups form a category. For an F -group G and N ⊳F we denote N¯G = F ∩〈〈N〉〉G.
It is clear that ·¯G is a closure operator. The condition N = N¯G is equivalent to the
existence of the following commutative diagram with injective ψ:
F 
 φ
//

G

F/N 
 ψ
// Y
(1)
(the vertical arrow F → F/N is the natural homomorphism). Similarly, the reader
may define N¯G by a universal property of F/N¯G, but we need not it here.
Let 〈a¯〉 be a (finitely generated) free group and F > 〈a¯〉 be its profinite closure,
considered as an 〈a¯〉-group. Let N ⊳ 〈a¯〉. The results of [9] say that 〈a¯〉/N is weakly
sofic (w-sofic) if and only if N = N¯F .
Let An be an alternating group of n elements. Consider the set of all homomor-
phisms φ : 〈a¯〉 → An, for all n. This set is countable and we may enumerate it,
say φi : 〈a¯〉 → Ani . Let A =
∞∏
i=1
Ani be unrestricted direct product. The expression
φ∞(w) = (φ1(w), φ2(w), . . . , φj(w), . . . ) defines a homomorphism φ∞ : 〈a¯〉 → A. It is
known that φ∞ is an injection [11, 17]. So, A is an 〈a¯〉-group. In Section 6 we show
that 〈a¯〉/N is sofic if and only if N¯A = N . Let us summarize the above discussion.
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Theorem 3. Let N ⊳ 〈a¯〉 and G = 〈a¯〉/N . Then G is sofic if and only if N¯A = N ; G
is w-sofic if and only if N¯F = N .
In the category of F -groups not for all pairs of objects G1, G2 there exists a
morphism G1 → G2. We write G1 F G2 if there exists an F -morphism φ : G1 → G2.
Lemma 4. Let H F G. Then N¯H ⊆ N¯G for any N ⊳ F .
Proof. Let φ : H → G be an F -morphism. Then
N¯G = 〈〈N〉〉G∩F ⊇ 〈〈φ(N)〉〉φ(H)∩φ(F ) = φ(〈〈N〉〉H)∩φ(F ) ⊇ φ(〈〈N〉〉H∩F ) = N¯
H
Let G be an 〈a¯〉-group. Denote
FP(G) = {H : H is a finitely presented 〈a¯〉-group and H  G},
here we call an F -group finitely presented if it is finitely presented as a group.
Lemma 5. Let N ⊳ 〈a¯〉. Then
N¯G =
⋃
H∈FP(G)
N¯H
Proof. Lemma 4 shows that N¯G contains
⋃
H∈FP(G)
N¯H . Now suppose that w ∈ N¯G,
then w is a finite consequence of N and relations of G, so there exists a finitely
presented 〈a¯〉-group H  G such that w ∈ N¯H .
4 Soficity and equations over groups
Let a¯ = (a1, . . . , ak) and x¯ = (x1, . . . , xr) be symbols for constants and variables,
|a¯| = k, |x¯| = r. Let wi ∈ 〈a¯, x¯〉, w¯ = (w1, . . . , wn). Consider the system of equations
w¯ = 1 (w1 = 1, . . . wn = 1). We consider only finite systems of equations.
Definition 4. We say that a system w¯(a¯, x¯) is solvable in a group G if
∀a¯ ∈ G|a¯|∃x¯ ∈ G|x¯| w¯(a¯, x¯) = 1.
Let K be a class of groups. The system is called K-system if it is solvable in all
G ∈ K. We use the classes defined above (Alt, F in, Uni, Lin) forgetting their length
functions.
We say that a system w¯(a¯, x¯) is solvable over a group G if there exists a group H > G
such that
∀a¯ ∈ G|a¯|∃x¯ ∈ H |x¯| w¯(a¯, x¯) = 1.
If a system is solvable in G then it is solvable in any factor of G. Also, any K-system
is solvable in any (restricted or unrestricted) direct product of groups from K. With
Proposition 1 it implies
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Proposition 6. If G is approximable by K then any K-system is solvable over G.
In what follows we prove that for the case of sofic and weakly sofic groups the
converse statement is also valid (Theorem 8). The proof is based on the following
well-known relation of 〈a¯〉-groups with solutions of equations over groups. First of
all, a system w¯(h¯, x¯) has a solution over H if and only if the natural map
H → (H ∗ 〈x¯〉)/〈〈w¯(h¯, x¯)〉〉 is an injection, see [14]. It follows that a system of
equations w¯(a¯, x¯) has a solution over H = 〈a¯〉/N if and only if N = N¯G with
G = 〈a¯, x¯ | w¯(a¯, x¯) 〉. Here we suppose that a¯ ∈ H |a¯| are images of the natural
homomorphism 〈a¯〉 → H and x¯ are variables.
Lemma 7. A finitely presented group 〈a¯, x¯ | w¯(a¯, x¯) 〉 ∈ FP(A) if and only if w¯ is an
Alt-system.
A finitely presented group 〈a¯, x¯ | w¯(a¯, x¯) 〉 ∈ FP(F) if and only if w¯ is a Fin-system.
Proof. Let us prove the second statement of the lemma only. The proof of the first
statement is similar. Let G = 〈a¯, x¯ | w¯〉 ∈ FP(F) and φ : G→ F be an 〈a¯〉-morphism.
Let F be a finite group and f¯ ∈ F k. There exists a homomorphism ψ : F → F such
that ψ(ai) = fi. Consider the composition:
G
φ
// F
ψ
// F .
The image ψ(φ(x¯)) is a solution of w¯ in F for a¯ = f¯ .
The other direction. Let w¯ be a Fin-system and G = 〈a¯, x¯ | w¯〉. Let F be a
finite group and f¯ ∈ F k. It follows that the map φ : a¯ → f¯ may be extended to a
homomorphism φ : G→ F . So, any homomorphism from 〈a¯〉 to a finite group factors
through G, as it is shown in the following commutative diagram:
〈a¯〉 //
  ❆
❆
❆
❆
❆
❆
❆
G

F
It follows that there exists an 〈a¯〉-morphism G → F . It should be well known but
let me sketch arguments for it. Consider profinite group F as an inverse limit of
finite groups. For any finite parts of the corresponding inverse system there exist
compatible homomorphisms from G by the above diagram. To show that there exist
homomorphisms compatible with the whole inverse system one can use:
• There is only finite number of homomorphisms from G to a finite group F (G
is finitely generated)
• “The saturation principle for finite sets”: Let X be a collection of finite sets,
such that intersection of any finite subcollection ofX is nonempty. Then
⋂
X 6=
∅.
So, for any finite part of the inverse system there exists an extensible system of
compatible homomorphisms from G.
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Lemma 7 and Theorem 3 imply
Theorem 8. A group H is sofic (w-sofic) if and only if any Alt-system (Fin-system)
has a solution over H.
Proof. We prove the w-sofic part of the theorem only. The “only if” part is Proposi-
tion 6.
The “if” part. Let H = 〈a¯〉/N be non weakly sofic. It follows that N 6= N¯F .
By Lemma 5 and Lemma 7 there exists a Fin-system w¯ such that N 6= NG for
G = 〈a¯, x¯ | w¯〉. But this means that the system w¯ has no solution over H for
a¯ ∈ H).
5 Algebraic groups
Here we study algebraic groups over algebraically closed fields (AGCF). For example,
• GL(n), the group of invertible n× n-matrices over C, it is defined by equation
xdetA = 1;
• O(n,C), the group of orthogonal n× n-matrices over C, defined by AAT = E.
U(n), the group of unitary matrices, is not AGCF because the equations AA∗ = E is
over R, not over C.
Lemma 9. Any Fin-system is solvable in an AGCF group.
Proof. The proof is very similar to the proof of Malcev theorem in [5], see also [1].
We use the fact that, if a system S of equations does not have a solution in an
algebraically closed field then S has no solutions in some finite field. (The algebraical
closeness is essential here. For example, x2 + y2 = −1 has no solution in R, but has
a solution in any finite field.) Precisely, let K be an algebraically closed field and
S ⊂ K[x¯]. The system S has no solution in K if and only if 1 ∈ I(S). This means
that there exist g1, g2, .., gr ∈ K[x¯], and h1, h2, ..., hr ∈ S such that
1 =
r∑
i=1
gihi. (2)
Let B ⊂ K be the set of coefficients of all gi and hi. Consider the ring R = Z[B] ⊂ K.
Clearly, Eq.2 holds in R[x¯] and no nontrivial homomorphism R→ R/I sends 1 to 0.
Now, there exists a maximal ideal I of R, the corresponding field R/I is finite [5].
Let φ : R → R/I be the natural morphism. Then the system φ(S) does not have
solutions over R/I.
Let a system w¯(a¯, x¯) has no solution in AGCF G for some a¯ ∈ G|a¯|. Then the
corresponding system of algebraic equations has no solution in K. Let R, φ, I be as
defined above. We may assume that the entries of a¯ and a¯−1 are in R. So, φ(a¯) (aplied
by entries) are invertable matrices over R/I. Particularly, it means that φ defines a
homomorphism of a subgroup of G to the corresponding algebraic groups over R/I.
Then w¯(φ(a¯), x¯) has no solution in this algebraic group over R/I, which is finite.
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The discussion after Definition 4 implies
Corollary 10. Let A be a factor of an (unrestricted) direct product of AGCF. Suppose
that G < A. Then the group G is w-sofic.
Particularly, this proves that, if a group has a metric approximation by some sub-
class of AGCF then it is w-sofic. It gives another proof that linear-sofic groups are
w-sofic.
6 Proof of Theorem 3
It suffices to prove the sofic part of the theorem, as w-sofic part is proved in [9].
The “only if” part is easy. Indeed, let 〈a¯〉/N be sofic. Then there is inclusion
〈a¯〉/N →֒
∏
ω
Ai, so we get the following commutative diagram:
A

〈a¯〉

φ
##❋
❋❋
❋❋
❋❋
❋❋
❋
φ1
//
,

::tttttttttt ∏
iAi

〈a¯〉/N 

//
∏
ω
Ai
The lift from φ to φ1 exists due to 〈a¯〉 is free; the lift of φ1 to upper triangle exists by
definition of A. The external contour of the diagram is a specification of the diagram
(1), so N¯A = N .
The other direction. Suppose, that N = N¯A. It follows that 〈a¯〉/N is a subgroup
of a factor of A. So, it suffices to show the following lemma.
Lemma 11. All factors of A are sofic.
Proof. Recall, that A =
∏
j
Anj ; ‖ · ‖ denotes the Hamming length functions on any
An. Let pj : A → Anj be the natural projection, N ⊳A, x ∈ A \ N and Φ ⊆fin N .
Claim 12.
sup
j
min
y∈N
‖pj(x)‖
‖pj(y)‖
=∞
We prove it by contradiction. Suppose, that
∃M > 0∀j∃y ∈ N
‖pj(x)‖
‖pj(y)‖
< M.
For z ∈ G let [z] = {y−1zy | y ∈ G}, the conjugacy class of z. It follows, see [7], that
pj(x) ∈
∏
y∈Φ
[pj(y)]
8M . So, x ∈
∏
y∈Φ
[y]8M ⊆ N , a contradiction.
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Claim 13. For any ǫ > 0 there exists a homomorphism φ : A → An such that
‖φ(x)‖ > 1/2 and ‖φ(y)‖ < ǫ for any y ∈ Φ.
Let us stop for a moment to discuss simple constructions needed for the proof. The
point is that a direct product of alternating groups An×Am may be included in Anm
as well as in An+m.
The first inclusion, Π : An × Am →֒ Anm, is defined as follows. One may consider
Anm as the alternating group on X = {1, . . . , n}×{1, . . . , m}. Then for α ∈ An×Am
and x ∈ X we define Π(α)(x) = (α1(x1), α2(x2)). A reasonable notation for Π(α) is
α1 ⊗ α2. It is easy to check that 1− ‖α1 ⊗ α2‖ = (1− ‖α1‖)(1− ‖α2‖).
The second inclusion, Σ : An×Am →֒ An+m, is defined the following way. Consider
An+m as the alternating group onX = X1∪˙X2, with |X1| = n and |X2| = m. Consider
An (Am) as the alternating group on X1 (X2). Then for α ∈ An ×Am and x ∈ X we
define
Σ(α)(x) =
{
α1(x), if x ∈ X1
α2(x), if x ∈ X2
A reasonable notation for Σ(α) is α1 ⊕ α2. It is easy to check that
‖α1 ⊕ α2‖ =
n
n +m
‖α1‖+
m
n +m
‖α2‖.
In what follows we use the above defined notations not only for products of 2 alter-
nating groups, but for products of several alternating groups. For example, α1⊗α2⊗
· · · ⊗ αk ∈ An1n2...nk , where αi ∈ Ani.
Now, we return to the proof of Claim 13. Let
‖pj(x)‖
max
y∈Φ
‖pj(y)‖
= Mj ,
Let δj = max
y∈Φ
‖pj(y)‖. We chose φ = p
⊗r
j : A → Anrj (φ(z) = pj(z)⊗ pj(z) ⊗ . . . ) for
proper j and r. The consideration above shows that 1−‖φ(z)‖ = (1−‖pj(z)‖)
r (this
is so called “duplication trick” [7]).
Suppose, that there is a subsequence S of j such thatMj →∞ and pj(x) = δjMj >
α, for j ∈ S and some α > 0. Then one can take r such that (1−α)r < 1/2 and find
large enough j ∈ S to satisfy the claim.
Suppose, that there is a subsequence S of j such that Mj →∞ and δjMj → 0 for
S. Then log(1−δjMj)
log(1−δj )
≈Mj . So, if (1− δjMj)rj ≈ 1/2 then (1− δj)rj ≈ (1/2)1/Mj → 1.
So, constructing φ with j ∈ S large enough and r = rj we satisfy the claim.
Claim 14. Let N ⊳A and Φ˜ ⊆fin A. Then for any ǫ > 0 there exists a homomorphism
φ : A → An such that ‖φ(x)‖ >
1
2
for x ∈ Φ˜ \ N and ‖φ(x)‖ < ǫ for x ∈ Φ˜ ∩ N .
For each x ∈ Φ˜ \ N we construct φx : A → An of Claim 13 (with Φ = N ∩ Φ˜).
Moreover, considering φ⊕kx : A → Ank and changing kn→ n we may suppose that n
is the same for all x ∈ Φ \ N . Now, let φ =
⊕
x∈Φ\N
φx : A → Anm, where m = |Φ˜|.
One can check that φ satisfies
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• ‖φ(x)‖ > 1
2m
, for x ∈ Φ˜ \ N ,
• ‖φ(x)‖ < ǫ, for x ∈ Φ˜ ∩N .
the claim follows by the duplicating trick discussed in the proof of Claim 13.
Now, Claim 14 and Proposition 2 imply Lemma 11.
7 Concluding remarks and open questions.
Is the analogue of Theorem 3 valid for, say, hyperlinear groups? We may change
approximations by U(n) with the approximations by PSU(n) and inject a free group
into a direct product of sufficient copies of PSU(n) (for all n ∈ N). Then the “only
if” analogue of Theorem 3 would be valid. Our proof of the theorem in the other
direction is based on Lemma 11. Is the analogous statement valid for the hyperlinear
case?
Open Question 15. Is a factor of a direct product of PSU(n) (with different n)
hyperlinear?
The main difficulty here is that the trace length function is not unique on PSU(n),
[15].
The Kervaire conjecture hypothesizes that any nonsingular system of equations is
solvable over any group. A group G, over which any nonsingular system has a solution
is called Kervaire. So, the Kervaire conjecture suggests that any group is Kervaire.
Gerstenhaber and Rothaus show that any nonsingular system has a solution in a
compact Lie group, [10]. It follows that hyperlinear groups are Kervaire, [13]. In
order to understand better the relation of sofic and Kervaire properties one may try
to study singular Alt-systems (Fin-systems). If, for example, one manage to show
that all singular Alt-systems has a solution over any group, he proves that classes
of Kervaire groups, sofic groups, and hyperlinear groups coincide. Unfortunately,
the author has no idea about the structure of Alt-systems (Fin-systems). A system
w¯(a¯, x¯) is solvable in any group if and only it is solvable in the free group 〈a¯〉. So,
the systems, solvable in free groups, are noninteresting part of the set of Fin-systems
(Alt-systems) There are examples of Fin-system that are not solvable in free groups,
[6], [12]. But these examples are nonsingular and, moreover, obviously solvable over
any group.
Open Question 16. Does there exist a singular Fin-system (Alt-system) unsolvable
in free groups?
In general, what can be said about structure of Fin-systems (Alt-systems)?
In [14] Stallings in connection with the Kervaire conjecture gives the definition of
normal convex subgroup: “Let F < G. F is said to be normal convex in G if N¯G = N
for any N ⊳ F .” So, the all groups are sofic (weakly sofic) if and only if 〈a1, a2〉 is a
normal convex subgroup ofA (F). There are few works dealing with normal convexity
directly [3, 4]. It is also related with embedding theorems and SQ-universality.
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