Abstract-This paper presents sufficient conditions for global asymptotic/exponential stability of neural networks with timevarying delays. By using appropriate Lyapunov-Krasovskii functionals, we derive stability conditions in terms of linear matrix inequalities (LMIs). This is convenient for numerically checking the system stability using the powerful MATLAB LMI Toolbox. Compared with some earlier work, our result does not require any restriction on the derivative of the delay function. Numerical example shows the efficiency and less conservatism of the present result.
with constant time delays, the presented conditions can give greater delay bound for stability, leading to less conservative conditions. This paper is organized as follows. Section 2 gives the model description and some preliminary results. Section 3 presents the main result of this paper on the LMI stability conditions. In Section 4, an example is given to show the effectiveness of the obtained results.
II. MODEL AND PRELIMINARIES
The neural network with time varying delay considered in this paper is described by the following differential equation ui(t) = -Cu(t) +Ag (u(t)) +Bg (u(t--t(t))) +I, (1) where u(t) = Throughout this paper we assume that the neuron activation functions are bounded and satisfy the following condition lgj(r1)-gj(r2) < IjIr --r21, r1,r2 E R, (2) where 1 > 0 are constants for j = 1, 2,... ,n.
[u (f),u2(t).(t)
With the boundedness of function gi, it follows readily from Brouwer's fixed point theorem that for a given constant input vector I, the network system (1) has at least one equilibrium point u* = [i4, .U . , UnT determined by Cu* = (A+ B)g (u*) +I.
For convenience in discussion, we can shift u* to the origin by taking the transformation x = u -u* and write the system (1) into the following form x(t) =-Cx(t) +Af (x(t)) + Bf (x(t -r(t))) (3) where x=[xt,X97.-X,]T, f(X)=[fl(XI),f2(X2),.. fn(X,)T with f1(x) =g (xj+ u) -g (u)). By assumption (2) , the functions fj(.) satisfy fj(xj)l < .jxjl, j1= l,2,...,n. 
And condition (5) 
In deriving the above inequalities, we have made use of Lemma 1 and condition (4) . Similarly, we can evaluate the derivatives of V2 and V3 to obtain
Combining the above derivatives, we obtain V < xT(t) (Q1 +Q2)x(t) +2xT(t)Q3x(t) +2XT(t)Q4X(t-r(t)) +XT(t) (Q5 + Q6) X(t) +xT (t -'r(t)) Q7X (t -r(t))
where Q1 is as de ned in (5). Clearly, if (5) is satis ed, then V < 0 for all x(t) : 0. Hence the origin of (3) is globally asymptotically stable. Further, it is straightforward to verify the equivalence of conditions (5) and (6) Proof. We take the same form of functional as above, i.e., (9) Lyapunov-Krasovskii
where k is a positive constant which provides an estimate of the exponential decay rate of the system (3). It follows that the system (3) can be transformed into z(t) = (kI -C)z(t) + elAf (e-ktz(t))
+eJktBf (e-k(t-((t)) z(t-(t))
We can present the following result. Theorem 2. The origin of (3) is globally exponentially stable and has at least an exponential decay rate k if there exist a matrix P > 0, four diagonal matrices D1,D2,D3,D4 > Taking the time derivative of V1 along the trajectory of the system (7), we have
= 2zT(t)Pz(t) +2(ZT(t)PT +ZT)(t)p) 2z(t)P+j(kI-C)z(t) + ektAf(e)kTz(t))
x +tz(t)Bf (e-k(t-r(t))z (t ) = 2zT(t)Pz(t)
+2ek)T (t)PTAf e-kz(t)
+2ek'zT (t)PTBf (e-k(-@r(t))z (t -r(t)))
_ZT (t)pT2 (t) + ZT (t)pT (kI-)zt +2ektz (T) A(-ktZ(t)) +2kt T (t)pTf (-k(t-T(t)) Z (t r(t)))
< ZT(t) (2P-2PT + 2(kI-C)P2)z(t) ±2zT (t)PT (kIj-C)z(t) -2ZT (t)PTjz(t) +z(t)PJTAD1ATP1z (t) +e2kfT (e-ktz(t) D1 lf (e-kz(t)) +ZT(t)P2jAD2ATP2z(t) +e 2fT (kt z(t)) D-1f (kz(t)) +ZT (t)PTBD3BTPi Z(t) And condition (8) is equivalent to the LMI -t 11 +e2ktfT (ek(t-z(t))z(t -r(t))) D-1 xf (e-k(t-r(t))z(t_-r(t))) +T(t)PTBD4BTP2w (t) +e2klfT (e-k(t-r(t))z (t -_ (t))) D4-xf (ek(t-r(t))z (t -r(t))) < zT(t) (2P7T(kI-C) +LD'L+LD 'L+R2) Z(t) +z(t) (-2P2T + R6) z(t) + 2z (t)R3t(t)
where we have made use of Lemma 1 and condition (4) . Similar to the proof of Theorem 1 and by condition (8) , we can also evaluate the derivatives of V2, V3 and fi nally obtain V < zT (t) (R, + R2) z(t) +2zT (t)R3(t) +2zT (t)R4z (t _ r(t)) + zT (t) (R5 + R6) t(t) +zT (t -r(t))R7z(t -r(t))
Therefore, V(t) < V(0) for t > 0. By defi nition ofV, we can conclude that there is some scalar y > 0 depending only on P and X such that llz(t)II < y( sup lIz(O)II + sup lIt(O)I1 t > 0.
-h<O<O -h<O<O
Since z(t) = ed'x(t), we have
where r1 > 0 is a constant independent of the initial condition. Therefore, system (3) is globally exponentially stable and has at least a decay rate k. The equivalence of conditions (8) and (9) can be readily verifi ed by using Lemma 2. This completes the proof. O Remark 1. We point out that by Theorem 2 the conditions for Theorem 1 actually ensure the global exponential stability of system (3) . Actually, by letting k = 0, the matrix on the left-hand side of (9) reduces to that of (6) . Hence, by continuity, if the condition (6) holds, then the condition (9) must hold for some suffi ciently small k > 0. Therefore, system (3) is globally exponentially stable under the condition for Theorem 1. Note also that the difference between conditions (6) and (9) is in that the former merely leads to exponential stability of system whereas the latter can guarantee the system to be convergent exponentially with at least a decaying rate k.
Remark 2. In several existing results on neural networks with time varying delays, it is often required that the delay function r(t) satisfi es an additional constraint t(t) < ,u < 1 (see, e.g., [16] - [20] ). The presented results of this paper do not need such a constraint.
IV. EXAMPLE
In this section, we give an example to illustrate the analysis of the global exponential stability of neural networks using the obtained conditions. Consider the following network of two interacting neurons with time varying delays. = -0.7x, (t)-0.3f1 (xl (t)) +0°3f2 (x2 (t)) +i0. lfl (xI (t -'r (t))) +0 1f2 (X2 (t -T (0)) Using the LMI Toolbox in MATLAB, we can calculate by Theorem 1 that the maximal admissible time delay for stability is h = 0.29165. Therefore, the network system will globally stable for any delay function r(t) satisfying the bound. Moreover, it can be found that the LMIs in Theorem 2 are feasible for 0 < k < 0.04884. Hence, the system has at least an exponential decay rate k = 0.04884. Fig. 1 shows a numerical simulation of the system with an initial condition and it-verifi es the convergence of the system state. In the simulation, the time varying delay takes the following form On the other hand, we note that the conditions in [16] - [20] cannot be applied to this example with r (t) defi ned by (11) since they all require t(t) < 1. Whereas in this example the delay function r (t) may have a slope of 2 in certain intervals. Even for constant delay case, i.e., t(t) = 0, the conditions in [19] are not feasible when employing the LMI Toolbox in MATLAB to this example. Besides, letting A = 0 the above system becomes that considered in [10] , where the maximal admissible time delay for stability was obtained to be h = 0.68181. By Theorem 1 we can have h = 1.07142, which is more effi cient and powerful than the existing results.
V. CONCLUSION To sum up, we have derived suffi cient conditions on global exponential stability of neural networks with time varying delays by constructing an appropriate Lyapunov-Krasovskii functional. The conditions are formulated in LMIs, which can effectively checked by the powerful LMI Toolbox in MATLAB and, hence, are convenient for the system analysis. Numerical example shows the effectiveness and less conservatism of our results.
