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ABSTRACT 
We obtain explicit formulas for the index set R, of the class of n X n reducible 
boolean matrices and the index set BI, of the class of all n X n boolean matrices. 
1. INTRODUCTION 
A boolean matrix is a matrix over the binary boolean algebra 63 = (0, lJ, 
where the (boolean) addition and (boolean) multiplication in 68 are defined 
as a + b = max(a, b}, ab = min{a, b} (we assume 0 < 1). 
The study of the boolean matrices is closely related to the study of the 
c~ina~~a2 ~~~~es of nonnegative matrices. By combinato~~ proper- 
ties we mean those properties of a matrix A which depend only upon the 
zero-nonzero pattern (or simply “pattern”) of A. Now the pattern of a 
nonnegative matrix A can be well described by the corresponding boolean 
matrix A (which is obtained by replacing all the nonzero entries of A with l), 
and the pattern of the sum (or product) of two nonnegative matrices A and B 
corresponds exactly to the boolean sum (or boolean product) of the corre- 
sponding boolean matrices A’ and l? (in particular, I + 1 = 1 corresponds to 
positive + positive = positive): 
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(where the operations on the right hand sides are boolean). So the study of 
the patterns and the combinatorial properties determined by the patterns 
of the nonnegative matrices can be conveniently described by the study of 
boolean matrices and their corresponding boolean operations. 
Let B, be the set of n X n boolean matrices. Then B, forms a finite 
multiplicative semigroup of order 2”*. Let A E B,. The sequence of powers 
A0 = I, A’, A’, . . . clearly forms a finite subsemigroup (A} of B,, and then 
there exists a least nonnegative integer k = k(A) such that Ak = Aktt for 
some t > 0, and there exists a least positive integer p = p(A) such that 
Ak = Ak-‘p. We call the integer k = k(A) the index of convergence of A, and 
the integer p = p(A) the period of convergence of A, or simply the “index” 
and “period’ of A. 
For any A E B,, its associated digraph I)(A) is defined to be the digraph 
with vertex set V = (I,$. . . , n} and arc set E={(i,j)la,,#O). Thus A 
[viewed as a (0,l) matrix] is just the adjacency matrix of D(A). For 
convenience we define the index and period of a digraph D to be the index 
and period of its adjacency (boolean) matrix A(D); thus we have k(D) = 
k(A(D)) and k(A) = k(D(A)), so the study of k(A) and p(A) for a boolean 
matrix A can now be turned into the study of k(D) and p(D) for a digraph 
D by using graph theoretic techniques. 
A boolean matrix A is reducible if there exists a permutation matrix P 
such that 
where B and C are square (nonvacuous) matrices. A is irreducible if it is not 
reducible. It is well known that A is irreducible if and only if its associated 
digraph D(A) is strongly connected. 
A boolean matrix A E B, is primitive if A is irreducible and p(A) = 1. It 
is well known that A is primitive if and only if Ak = J for some positive 
integer k (where J is the matrix of all l’s), and the least such k is called the 
primitive exponent of A, denoted by r(A). It is not diflkult to verify that for 
primitive matrix A, we have k(A) = y(A), so the concept of the index of a 
boolean matrix is in fact a generalization of the concept of the primitive 
exponent of a primitive matrix. 
In [3], Rosenblatt proved the following resuhs for determining the period 
p(D) of a digraph D: 
(i) If D is strongly connected (or simply “strong”), then p(D) equals the 
greatest common divisor of the distinct lengths of all cycles of D. 
(ii) If D is not strongly connected (or simply “nonstrong”), then p(D) 
equals the Ieast common multiple of the periods of all the nontrivial strong 
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components of D (a strong component of D is nontrivial if it is not a single 
loopless vertex). 
Since our knowledge about p(D) is quite complete, our main interests 
are now in the study of the index k(D). In particular, we are interested in 
the study of the index set (set of the indices) for various classes of n X tz 
boolean matrices. For the primitive case, the index (or exponent) set problem 
is already settled in [2, 6, lo], and here we can write down the following 
explicit formula for the exponent set E, of the class of tr X n primitive 
matrices by combining the results in [2], [6], and [lo]: Let w, = (n - 1)’ + 1; 
let 
E, = (k 1 k = y(A) for some n X n primitive matrix A}. 
Then we have 
E,={1,2 ,..., [&I +I} 
U l<r,yr <nl:(T1-1)rZ7...,(Tl-2)r2+n} (n+ll), 
.2 1. 
gcd(r,,r2)=l 
r,+r*>n 
(1.1) 
while for n = 11, we have 
E,,=(1,2,...,47}U l<r yr cll{(Tl-l)~~.....(r1-2)rZ+ll} * 
g:dC:,,r,;= 1 I 
r, + rz > 11 
(1.2) 
The index set problem for the class of n X n irreducible boolean matrices 
with given period p has been considered in [4, 5, 8, 91. 
In contrast to the cases of primitive and irreducible matrices, where many 
interesting results about their indices (and index sets) have been obtained, 
very few results on the indices of reducible matrices have been known until 
recently. One of the reasons is probably what Heap and Lynn said in [l]: 
“The case of reducible matrices is clearly much more complex than that of 
irreducible matrices.” Let R, and BI, be respectively the index sets for the 
class of n x n reducible boolean matrices and the class of all n x n boolean 
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matrices (note that R, is also the index set for the class of nonstrong 
digraphs of order n). In 1990, Shao established a Dulmage-Mendelsohn type 
upper bound for the indices of digraphs and deduced from this bound that 
the largest number of the set R, is (n - 2)2 + 2 [7, Theorems 2, 31. Based 
upon the results and methods used in [7], we obtain in this paper the 
following expressions for the index sets R, and BI, (see Theorem 3.2 and 
Theorem 4.1): 
l 
n-l i 
R,= U U (L-i +j> u{Ol, 
i=l j=O I 
n-l i 
U U (En-i+j) 
i-0 j-0 
(1.3) 
(1.4) 
where E, is the exponent set of t x t primitive matrices [see (l.l), (1.2)] and 
E,_i + j is defined as E,_i + j = (a + j 1 a E E,_i}. 
2. PRELIMINARIES 
The notation and terminology used in this paper will basically follow 
those in [7]. For convenience of the reader, we will include here the 
necessary definitions and basic results in [7] which will be used in this paper. 
DEFINITION 2.1. Let p be the period of the digraph D; let X, y E V(D). 
The local index of convergence from x to y, denoted by k(x, y), is defined to 
be the least integer k such that there exists a walk of length m from r to y if 
and only if there exists a walk of length m + p from x to y for all m > k. 
It is easy to verify that 
k(D) = max K(x,y). (2.1) 
x,y=V(D) 
DEFINITION 2.2. Let t-i,. . , rk be positive integers. Define the Frobe- 
nius set as 
S(r l,...,rk)={a,r,+ *f* +akrkIa,,...,ak arenonnegativeintegers}. 
(2.2) 
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It is well known, by a lemma of Schur, that if gcd(r,,.. ., rk) = 1, then 
S(r i,...,rk) contains all the sufficiently large nonnegative integers. In this 
case we define the Frobenius number 4(ri,. . . , r,> to be the least integer 4 
such that mES(r,,..., rA) for all m > c$. In the general case where 
gcdb-,, . . , r,> = p, we have 
S(l- l,...,‘k) =ps - (; ,...>Z)> 
and we define the generalized Frobenius number &rl,. . . , rk) as 
d4r ,,...,rk) = pt$ ‘1 ( p >...>Z). 
(2.3) 
(2.4) 
Thus, &rl,..., rk) is the least multiple 4 of p such that m E S(r,, . . . , rk) for 
all multiples m of p with m > 4. 
DEFINITION 2.3. Let Q be an (elementary) path in the digraph D. We 
define 
C,(Q) = ICiICi is a strong component of D 
which has vertex in common with Q ) , (2.5) 
c(Q)=(Ci~Co(Q))ci is a nontrivial strong component of D} . (2.6) 
For C(Q) # 4, we define 
where p(C,) is the 
divisor. We assume 
f(Q) =gcd{~(Ci)ICi EC(Q)), (2.7) 
period of Ci, and gcd stands for the greatest common 
that f(Q) = 1 if C(Q) = 4. 
An arc e = (u, u) of a digraph D is called a link if its two incident 
vertices u and u belong to different strong components of D. 
DEFINITION 2.4. Let L(C(Q)) be th e set of distinct lengths of cycles in 
those (nontrivial) strong components of C(Q). Let R(C(Q)) be a fixed subset 
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of L(C(Q)) satisfying the following condition: 
gcdNC(Q)) = gcdL(C(Q)) [ =f(Q% (2.8) 
We then define the quantity M,(Q) to be the length of the shortest walk 
satisfying the following three conditions: 
(1) The walk has the same initial vertex and same terminal vertex as the 
path Q. 
(2) The set of links contained in the walk is the same set of links 
contained in the path Q. 
(3) The walk has a vertex in common with some cycle of length T for all 
r E R(C(Q)). 
We further define the quantity Na(Q) as follows: 
N,(Q) = M,(Q)+~(R(C(Q)))-f(Q)+l 
j(Q) + 1 
if C(Q)+4y (29j 
if C(Q)=(f,, ’ 
where &R(C(Q)N is the generalized Frobenius number of the set of 
positive integers R(C(Q)), and Z(Q) is the length of the path Q. 
Now we quote the following two fundamental results in [7]: 
THEOREM A. Let P(x, y) be the set of paths from x to y in the digraph D; 
let P(D) be the set of all paths of D. L.et a’ = max{a, O}. Then: 
(1) We have 
k(X,Y) G oz &N&Q)+} if- p(x,Y) +4 (2.10) 
x, 
and 
k(X,Y)Gl if P(XTY> = 4. 
(2) We have 
(2.11) 
(2.12) 
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and 
k(D) <1 if P(D)=4. (2.13) 
Here R(C(Q)) h a.s b een chosen (depending only on Q) to be any subset of 
L(C(Q)) satisj$ng the condition (2.8). 
THEOREM B (See Theorem 2 in [7]). Let Q be a path from x to y in the 
digraph D, let s(Q) be the smallest number in the set L(C(Q)), and let n,, be 
the largest number of vertices of a nontrivial strong component of D. Suppose 
C(Q) # 4. Then we can choose R(C(Q)) satisfying (2.8) such that one of the 
following two upper bounds fm NR(Q) holds: 
or 
h(Q) Q n -f(Q)+S(Q) 
(2.14) 
(2.15) 
It is easy to deduce from Theorem B the following corollary: 
COROLLARY 2.1. Let Q be a path from x to y in the digraph D. Then we 
can choose R(C(Q)) satisfying (2.8) such that: 
(1) If C(Q) # 4, then 
&t(Q) an+s(Q)(&-2). (2.16) 
(2) Zf C(Q) = 4, then 
i%(Q) G 12. (2.17) 
Proof. (1): We only need to show that (2.15) implies (2.16). We have 
n-f(Q)+s(Q) (~-4)=n+S(Q)(~-2)-[f(O)+2s(Q)l 
<n+s(Q)( g-2). 
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(2): By definition we have [when C(Q) = +] 
NR(Q)=Z(Q)fl<n. n 
In general, the combination of Theorem A [upper bound for k(r, y>] and 
Corollary 2.1 [upper bound for M,(Q)] will often give good estimates of the 
local index k(x,tj). 
3. THE INDEX SET FOR 
BOOLEAN MATRICES 
TIIE CLASS OF n Xn REDUCIBLE 
In this section we will prove our main result (1.3). We first give some 
lemmas. 
k(x,y) 6 %(Qo) + @@(C(Q,))) = %dQd. (3.1) 
proof Suppose R~C(Q~)) = fr,, . . . , r,l c ~(C~Q~)) with gcd(r,, . . . , r-,) 
= f(Q,> = 1. By the definition of M,(Q,), we can find a walk W from x to y 
with length I(W> = Mn(Qa) w ic meets at least one cycle of each Iength h h 
T1,...,Ts. For any nonnegative integers al,. . . , a,, we may add ai cycles of 
length ri (i = 1,. . . , s) to W to obtain a new walk W’ from x to y of length 
Z(W’)=Z(W)t- j&,=Mn(Qa)+ 5airi. (3.2) 
i=l i=l 
Thus, any integer of the form ~~(Q~~~ a [where a E S(r,,. . ., r,)] is the 
length of some walk from x to y. It follows that any integer m >, am+ 
+(R(C(Q&) is th e 1 ength of some walk from x to y; hence we have 
k(r,y) =G %(Qa) + cti@tC(Qo)% 
and the Iemma is proved. D 
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Now let 
P,(x,y)={QEP(x,y)lC(Q)#~}. (3.3) 
The following lemma is crucial in the proof of our main result (Theorem 3.2). 
LEMMA 3.2. Let D be a digraph which is not strongly connected; let 
x, y E V(D) with k(x, y) = k(D). Suppose there exists a path Q E P,(x, y) 
such that there exists at least one nontrivial strong component (say D,,) in 
C(Q) which is also primitive. Then 
n-l i 
k(x,Y)E U U (En-i+j). 
i=l j-0 
(3.4) 
Proof. Let x1 and yr be the first and last vertex of Q in D,, respec- 
tively. (See Figure 1.) 
Let y( D,) be the primitive exponent of the primitive digraph D,, and 
for any vertices u, v E V( D,), let yn,(u, v) be the local exponent from u to v 
in D,. Then 
Y&W) = k,( u,v><k(D)=k(x,y), 
so 
(3.5) 
Now D is not strongly connected, so D, # D, and we can write IV( D,)I 
= n - i, with 1~ i, < n - 1; thus 
Y(D,) E ‘n-i,,* (3.6) 
On the other hand, let Q’ = xQrl and Q” = yrQy be two subpaths of Q 
from x to x1 and from yr to y, respectively. Then for any integer 
Q’ ’ - 3, Q" 
X' x1 YI ,Y 
1 
FIG. 1. 
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m > Z(Q’)+ y&,, yl)+ ZCQ”), th ere exists a walk Z from x1 to y1 in Da 
with length Z(Z) = m - [KQ’)+ Z(Q”)l, so there exists a walk Z’ = Q’ + Z + 
Q” from x to y in D with length Z(Z’) = Z(Q’>+ Z(Z)+ Z(Q”) = m. Hence 
we have 
= y( D,) + i,. (3.7) 
Combining (3.5) and (3.71, we get 
Y( Do) G k(x>y) G Y( Do) + io. 
Thus there exists j, with 0 < j, < i, such that 
and it follows that 
i0 n-l i 
k(x,y)EE,-i,+joC U (En-i,+j)c U U (En-i+j). 
j=o is1 j=O 
The lemma is proved. 
THEOREM 3.1. Let R, be the index set of the class of n x n r-educible 
boolean matrices (or the class of nonstrong digraphs of order n). Then 
n-l i 
U U (En-i+j)GRn. (3.8) 
i-1 j=O 
Proof. Let k E IJ ;I: LJ i,o(E,_i + j); then there exist integers k,, jl, 
i, such that l<i,<n-1, O<j,<i,, k, E E,_i,, and k = k, + j,. There 
also exists a primitive digraph D, with order n - i, and vertices x0, 
y. E V( D,) such that 
k, = Y( 01) = Y(x,, ~0). (3.9) 
Now adding i, new vertices ur, u2,. . . , uil and j, new arcs 
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h,, u,), . . . , (uj,_r,uj,), (uj,,xJ to the digraph D,, we get a nonstrong 
digraph D of order n with 
Thus k E R,, and this proves the theorem. 
Now let 
s,=i(n2 -5n+lO). 
n 
(3.10) 
Since s,<[~~,_r]+1=[~(n2-4n+5)]+1 and s,,=47, we know from 
(1.1) and (1.2) that 
IL%.*., 4 !I E,-1 (n>2). (3.11) 
LEMMA 3.3. Let D be a nonstrong digraph of order n; let x, y E V(D). 
Suppose P(x, y) z 4, and suppose f(Q) > 2 fbr all Q E P,(x, y). Then we 
have k(x, y) < s,. 
Proof. By Theorem A we have 
so we only need to show that for all Q E P(r, y), we can suitably choose 
R(C(Q)) satisfying (2.8) such that Na(Q) < s,. 
Case 1: Q e P,(x, y). Then C(Q) = 4 and Na(Q) Q n Q s, [by @.17)1. 
Case 2: Q E P&y). Then C(Q) Z 9 and f(Q) 2 2 by hypothesis. 
From Corollary 2.1 we can choose R(C(Q)) satisfying (2.8) such that 
h(Q) <n++(Q) (2% -2). 
Subcase 2.1: s(Q) Q n -2. Then by no < n - 1 (D is not strongly con- 
nected) we have 
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Subcase 2.2: s(Q)zn-1. Th en s(Q) = n - 1 and n, = n - 1. In this case 
we must have L(C(Q)) = {n - l} and f(Q) = n - 1. Thus 
b(Q) (n+(n-1) 
The lemma is proved. n 
THEOREM 3.2 (The expression for the index set R,). 
n-l i 
u u (-L+j) (n>2). (3.12) 
i-1 j=O 
Proof. Let T, = lJ riii lJ $ =a( E, _ i + j). We have shown in Theorem 3.1 
that T, c R,. Now the identity matrix I, has k(Z,) = 0, so 0 E R, and hence 
To prove the reverse inclusion, let D be any nonstrong digraph of order 
n, and let r, y E V(D) with k(r, y) = k(D). We want to show that 
(3.13) 
First note that [see (3.11)] 
(I,..., s,,} G E,_, c T,,, 
so if 0 < k Q s, (k an integer), then k E T, U (0). We consider the following 
three cases: 
Case 1: P(x, y) = 4. Then k(x, y) < 1 (by Theorem A) and so k(x, y) 
E T, u (0). 
Case 2: P(r, y># 4, and f(Q)> 2 fbr al2 Q E Pi&y). Then by 
Lemma 3.3 we have k(x, y) Q s, and thus k(x, y) E T, U{O). 
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Case 3: There exists Q. E P,(x, y> withf(Q,) = 1. Then by Lemma 3.1 
and Corollary 2.1 we can choose R(C(Q,)) satisfying (2.8) such that 
k(X,Y) Q MQJ G n + 4Qo) (&-2)=n+s(Q,)(.,-2). (3.14) 
Subcase 3.1: s(Q,,)+ n, B n. Then by (3.14) we have 
k(x,y)<n+s(Q,)(n,-2)<n+ 
i 
4Qo)fncl-2 2 
2 1 
<n+{f(n-2)}’ 
and so 
Subcase 3.2: s(Qa)+ no > n. Then all the nontrivial strong components in 
C(Q,) have some vertices in common with the largest strong component D, 
of D; thus D, is the unique nontrivial strong component in C(Q,), C(Qa) = 
1 D,). Now f<Q,> = 1 implies that D, is primitive. So by Lemma 3.2 we get 
k(x, y) E T,. 
This proves R n L T, U (0) and thus proves the theorem. n 
4. THE INDEX SET FOR THE CLASS OF ALL n X n 
BOOLEAN MATRICES 
THEOREM 4.1. Let BI, be the index set for the class of all n X n boolean 
matrices. Then 
i 
n-l i 
BI,=R,uE,= u u (E,_i+j) (n >, 2). (4.1) 
i=() j-0 
proof It is clear that R, u E, z BI,. Conversely, suppose k E BI,. 
Then there exists an n X n boolean matrix A such that k(A) = k. 
Case 1: A is primitive. Then k = k(A)E E, E R, U E,. 
Case 2: A is reducible. Then k = k(A)= R, G R, U E,. 
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Case 3: A is irreducib2e with period p = p(A) & 2. Let so be the 
smallest length of the cycles in the associated digraph D = D(A). Then by 
Theorem A and Corollary 2.1 we have 
k=k(A)=k(D) (4.2) 
[toehaues(Q)=s~,f(Q)=p,n,=nforaZZQ~P(D)j. 
Subcase 3.1: s0 = n. Then p=n and k=k(A)=O~R,~R,UE,. 
Subcase 3.2: so < n - 1. Then 
k=k(A)<n+(n-l)(~n-2)=~(n2-3n+4),<s,+,=~(n”-3n+6), 
so by (3.11) we have k E E, U(0) G R, U E,. 
Combining cases 1-3, we obtain BI, c R, U E, and thus BI, = R, U E,, 
completing the proof of the theorem. n 
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