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Résumé
La propagation acoustique en milieu externe est fortement inuencée par l'environ-
nement. Les eets liés à la géométrie, comme la topographie ou la présence d'obstacles,
sont principalement les réexions et les diractions. Concernant l'eet de l'atmosphère,
les gradients moyens génèrent des réfractions tandis que la turbulence provoque des
uctuations aléatoires et une perte de cohérence du signal. La plupart de ces eets
sont généralement bien décrits de manière théorique, cependant dans les congurations
réelles le cumul de tous ces eets rend l'utilisation des expressions analytiques très dif-
cile. Les études expérimentales présentent également des limites liées à la diculté de
connaître l'environnement parfaitement et d'isoler un eet physique particulier. Dans
cette perspective, la simulation numérique est une alternative pratique et complémen-
taire à la théorie et l'expérimentation. Parmi les modèles numériques de propagation
existants, ceux basés sur une résolution par diérences nies dans le domaine tempo-
rel (FDTD pour Finite-Dierence Time-Domain) des équations d'Euler linéarisées sont
récents et particulièrement prometteurs. Cependant comme pour tout modèle nouveau,
il reste à montrer qu'eectivement l'ensemble des phénomènes physiques d'intérêt sont
retranscrits.
Dans le cadre de ses études sur la propagation acoustique extérieure, l'Institut franco-
allemand de recherches de Saint-Louis (ISL) a implémenté un tel modèle de propagation.
Cette implémentation est ci-après appelée ITM, pour ISL FDTD Model. L'objectif de
cette thèse, proposée par l'ISL en collaboration avec le Laboratoire de Mécanique des
Fluides et d'Acoustique (LMFA), est de poursuivre le développement et les validations de
cette implémentation. Une part importante du travail consiste également à illustrer les
potentialités du code ITM pour des applications de propagation de signaux acoustiques
complexes dans un environnement complexe.
La première partie de ce mémoire (chapitres 1 et 2) est consacrée à la présentation
des phénomènes principaux liés à la propagation extérieure. Après avoir présenté un
bref historique des modèles numériques de propagation existants dans la littérature, les
modèles FDTD sont présentés en détail. Au long de cette présentation, les particularités
du code ITM sont données, ainsi que les améliorations apportées au long de la thèse
(notamment la parallélisation du code). Pour terminer, la validation du code pour des
cas classiques est présentée. La comparaison avec d'autres simulations ou des résultats
théoriques est excellente dans les cas étudiés, ce qui constitue une première validation
du code ITM.
La seconde partie du mémoire (chapitres 3 à 5) constitue le principal apport scien-
tique de la thèse, et est consacrée à la validation et l'utilisation du code ITM pour
des scénarios de propagation en atmosphère complexe. Les scénarios considérés com-
prennent la propagation d'une onde plane en présence de perturbations atmosphériques,
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constantes ou turbulentes, et localisées ou globales. Les caractéristiques de la turbulence
sont présentées ainsi qu'un modèle numérique permettant la génération de champs tur-
bulents. Les diérentes théories existantes dans chaque conguration sont présentées
avec leurs limites. Dans chaque cas, la simulation retranscrit la théorie applicable. Le
code ITM permet alors de retranscrire les eets des perturbations atmosphériques (y
compris des perturbations turbulentes) sur les ondes harmoniques. De plus, alors que
les traitements théoriques sont distincts pour chaque conguration, la simulation par le
modèle FDTD permet une approche uniée pour reproduire de manière able la phy-
sique de la propagation dans chaque conguration. À partir de cette conclusion forte,
la simulation est prise comme référence pour observer des phénomènes prédits par la
théorie, discuter les consistances entre les diérentes théories, évaluer des conjectures, et
mettre en évidence les limitations d'autres modèles numériques. Cela permet également
d'illustrer les potentialités du code en tant qu'outil numérique.
Enn dans une dernière partie plus courte du mémoire (chapitre 6), le code ITM est
évalué pour des signaux complexes dans des environnements à géométries complexes.
Après avoir présenté quelques signaux acoustiques présentant un intérêt pratique pour
ces études et un eet physique propre à la propagation 2D, le code ITM est comparé
à des signaux obtenus lors de campagnes expérimentales en partie menées pendant la
thèse. Les comparaisons présentent de bons accords généraux. Après avoir commenté
les diérences observées, les potentialités du code en tant qu'outil numérique sont illus-
trées par l'évaluation du retournement temporel, un algorithme de localisation de source
acoustique en milieu urbain. Le fonctionnement de cet algorithme est illustré par simu-
lation, même lorsque des signaux issus de mesures expérimentales sont utilisés.
L'ensemble de ces parties permet de conclure que les modèles numériques basés sur
une résolution FDTD des équations de propagation acoustique sont très bien adaptés au
milieu extérieur complexe, et prennent en compte l'ensemble des phénomènes physiques
principaux en jeu.
v
Abstract
Outdoor sound propagation is strongly inuenced by the environment. The geometry,
such as topography and the presence of obstacles, alters the sound through reexions
and diractions. Regarding atmosphere-related eects, the mean gradients produce re-
fractions while turbulence cause random uctuations and signal coherence loss. Most
of those eects are generally well described theoretically. Still, in real congurations,
the accumulation of those eects makes the use of analytical expressions dicult. Ex-
perimental studies are also limited because of diculties in perfectly determining the
environment or in separating a precise physical eect. In that perspective, numerical
simulation is a convenient and complementary alternative approach to theory and ex-
perimentation. Among the existing numerical propagation models, those based on a
Finite-Dierence resolution in the Time-Domain (FDTD) of the linearized Euler equa-
tions are recent and particularly promising. However as for every new model, it remains
to show that indeed the physical phenomena of interest are reproduced.
In the framework of its studies on outdoor sound propagation, the french-german
research Institute of Saint-Louis (ISL) has implemented such a propagation model. This
implementation is hereafter called ITM, for ISL FDTD Model. The objectives of the
thesis, proposed by ISL in collaboration with the Laboratory of Fluid Mechanics and
Acoustics (LMFA), are to pursue the developments and validations of this implementa-
tion. An important part of the work is also given on the illustration of the potentialities
of the ITM code in propagating complex acoustic signals in complex environments.
The rst part of this manuscript (chapters 1 and 2) is dedicated to the presentation
of the main phenomena related to outdoor sound propagation. After a short historical
introduction to classical numerical propagation models, the FDTD model is presented in
detail. Along this presentation, the specicities of the ITM code are given with the impro-
vements implemented during the thesis (in particular, the parallelization of the code).
To nish, the validation of ITM is presented for classical propagation congurations.
The comparisons with other numerical models or theoretical results is a preliminary
validation to the ITM code.
The second part of this manuscript (chapters 3 to 5) presents the main scientic
results of the thesis. It is dedicated to the validation and the use of the ITM code for
scenarios of propagation through complex atmospheres. The considered scenarios are
the propagation of an harmonic plane wave in presence of atmospheric perturbations,
constant or turbulent, and local or global. The characteristics of turbulence are pre-
sented, with a numerical model for the generation of turbulent elds. Dierent theories
in each congurations are detailed with their limitations. In each case, the simulation
reproduces the applicable theoretical expectations. The ITM code thus allows to trans-
cribe the eects of atmospheric perturbations (including turbulent perturbations) on
vi
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harmonic waves. Moreover, contrary to the theoretical results which are distinct for
each conguration, the simulation with the FDTD model allows a unied approach for
reliably reproducing the physics of sound propagation in each case. Based on this strong
conclusion, the simulation is taken as reference for investigating theoretically predicted
phenomena, for discussing consistency between theories, for evaluating conjectures, and
for highlighting the limitations of other numerical models. This illustrates the use of the
numerical model as a numerical tool.
Finally, in a last and shorter part of this manuscript (chapter 6), the ITM code
is evaluated for the propagation of complex acoustic signals in complex geometries.
After the presentation of a few temporal acoustic signals, and a physical eect proper
to 2D propagation, the ITM code is compared to signals given by experimentation
partially leaded during the thesis. The comparisons show good general agreements. The
dierences are discussed. The potentialities of the ITM code as a numerical tool are
illustrated by evaluating the time reversal algorithm, an algorithm for sound source
localization in urban situations. The algorithm is shown to perform as expected, even
when experimental data is used for retropropagation.
All those parts together lead to the conclusion that numerical models based on FDTD
resolution of the sound propagation equations are well adapted to complex outdoor
propagation, and take into account the main physical phenomena at play.
vii
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Introduction générale
Contexte scientique
La propagation du son est un domaine qui intéresse une vaste communauté de cher-
cheurs et d'industriels. Cet intérêt est particulièrement motivé par la préoccupation
croissante de nos sociétés actuelles pour des aspects de pollution sonore, par exemple au
sein de grandes villes ou à proximité des aéroports. Ces préoccupations existaient déjà
il y a bien longtemps comme le montrent par exemple des écrits datant de l'époque des
Romains qui mentionnent des problèmes de nuisances sonores et de régulation du bruit
lié à la circulation (Embleton 1996). Fort heureusement le son n'est cependant pas tou-
jours perçu sous cet angle négatif. La bonne connaissance des phénomènes physiques liés
à la propagation du son peut permettre de dénir l'architecture d'une salle de concert
pour éviter des réverbérations désagréables, de sonder l'atmosphère (application de type
RADAR, Moulsley et Cole 1980, Muschinski 2004) ou encore de détecter et localiser des
sources acoustiques (Naz et al. 2007). Ce dernier exemple illustre les études liées à la thé-
matique de l'acoustique du champ de bataille, thématique intéressant particulièrement
l'institut d'accueil de la thèse (voir ci-après), l'Institut franco-allemand de recherches de
Saint-Louis (ISL).
L'acoustique du champ de bataille présente un certain nombre de spécicités. Pre-
mièrement l'environnement de propagation du son est l'air environnant et les distances
de propagation se situent entre la centaine de mètres et la dizaine de kilomètre. Des élé-
ments tels que la topographie et les uctuations atmosphériques sont alors à considérer.
Le champ de bataille pouvant avoir lieu en milieu urbain comme cela se présente dans
des conits récents, la présence de nombreux obstacles rééchissants et diractants doit
être envisagée. Enn, les signaux acoustiques qui se propagent, le plus souvent des bruits
d'armes ou d'explosions, ont un caractère temporel très marqué (signaux impulsionnels).
La plupart des phénomènes physiques liés à la propagation du son sont aujourd'hui
bien connus (Embleton 1996, Salomons 2001, Bérengier et al. 2003). La dispersion géo-
métrique lié au caractère ondulatoire du son est le premier phénomène. On retrouve
ensuite des phénomènes liés à l'atmosphère tels que les réfractions dues aux gradients
de température ou de vent, la convection due au vent, l'inuence de la turbulence ou
encore l'absorption atmosphérique. Les phénomènes liés à la géométrie (sol, topographie,
obstacles) ont également un rôle important (réexions, diractions). Pris isolément, la
plupart de ces processus physiques sont généralement bien décrits de manière théorique.
Cependant dans des cas réalistes où ces phénomènes se combinent, il devient dicile
voire impossible de décrire la propagation de manière exploitable. C'est ainsi que ce
domaine de recherche est encore aujourd'hui ouvert et très actif. Il est aussi fortement
lié à d'autres domaines de recherche, comme l'aéroacoustique ou la météorologie, qui est
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une donnée d'entrée pour l'étude de la propagation.
Pour compléter et évaluer les développements théoriques, de nombreuses études ex-
périmentales ont été menées. Diérents phénomènes ont ainsi pu être mesurés, comme
les uctuations acoustiques liées à la turbulence (Daigle et al. 1983, Blanc-Benon et Juvé
1993), la diraction générée par un coin de mur en champ libre (Liu et Albert 2006)
ou encore l'inuence de la météo sur la propagation dans une conguration urbaine
(Van Renterghem et Botteldooren 2010). Ces expérimentations ont permis d'obtenir
des apports scientiques conséquents, mais peuvent être coûteuses et sont limitées par
la métrologie disponible. Par exemple certains paramètres, en particulier les paramètres
atmosphériques, sont diciles à mesurer, ce qui rend les résultats diciles à interpré-
ter (Coles et al. 1995). Lors de mesures expérimentales, des eets additionnels à ceux
d'intérêt sont également à prendre en compte, ce qui peut compliquer la mesure du
phénomène à étudier.
L'expérimentation doit donc être complétée par des simulations numériques, qui
donnent une estimation idéalisée mais maîtrisée et reproductible de la physique en jeu.
De nombreux modèles numériques ont ainsi été développés. Les capacités de calcul des
ordinateurs augmentant avec le temps, les plus anciens modèles présentent souvent des
simplication importantes mais sont rapides, alors que les modèles récents retranscrivent
davantage de phénomènes physiques mais sont plus lents. Aujourd'hui, il existe plusieurs
modèles basés sur la résolution des équations de propagation par itération temporelle et
diérences nies sur un maillage n de l'environnement (méthodes FDTD pour Finite-
Dierence Time-Domain). Ces modèles sont particulièrement adaptés à la propagation
acoustique externe. Ils présentent très peu d'approximations et permettent de dénir
l'environnement de propagation de manière très ne et directe. De plus, ces méthodes
sont des méthodes temporelles, et permettent ainsi de simuler directement des signaux
acoustiques ayant une forme quelconque. La contrepartie est le coût de calcul, qui est
généralement important. Ces modèles ne sont utilisables pour l'acoustique du champ de
bataille que depuis quelques années.
Contexte général
L'Institut franco-allemand de recherches de Saint-Louis (ISL 1) est un institut bi-
national de recherches pour la Défense et la Sécurité situé à Saint-Louis en Alsace,
qui est exploité en commun par l'Allemagne et la France depuis 1958. Les thématiques
de recherche de l'ISL sont diverses et comprennent par exemple l'acoustique, la déto-
nique, l'électronique haute performances, l'optronique, l'aérodynamique et la mécanique
du vol, la balistique, etc. Ces diérents thèmes sont répartis parmi les 180 chercheurs
permanents organisés en groupes de recherche.
Parmi ces groupes de recherche, le groupe Acoustique et Protection du Combattant
(APC) traite notamment les thématiques liées à l'acoustique. Parmi les travaux menés
par le groupe APC sur la thématique de l'acoustique il y a en particulier le développe-
ment de protecteurs acoustiques innovants (à atténuation passive ou active), l'amélio-
ration de la communication en environnement bruyant, le développement de systèmes
permettant la détection, l'identication et la localisation de sources acoustiques (Naz et
1. Site internet de l'ISL : www.isl.eu
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al. 2007). Le groupe APC dispose pour ces études d'équipements comme des chambres
sourdes, une chambre anéchoïque, une chambre réverbérante, ainsi que des moyens mé-
trologiques importants. Plusieurs modèles numériques de propagation acoustique ont
également été développés et implémentés dans le groupe APC.
L'élaboration de systèmes permettant la localisation de sources acoustiques néces-
site une bonne compréhension de la propagation entre la source et les capteurs. Ceci
explique pourquoi les modèles numériques de propagation ont été implémentés au sein
du groupe APC. Les modèles basés sur une résolution FDTD des équations de propa-
gation acoustique ont un fort potentiel dans le cadre de ces études. Pour cette raison,
une implémentation a été réalisée par le groupe APC en 2006, puis évaluée pour des cas
simples de propagation (Cheinet et Naz 2006). An de poursuivre les développements
de cette implémentation, désormais mentionnée sous le nom ITM (pour ISL FDTD
Model), d'étendre les validations, et mettre en avant les potentialités de ce code, un
stage de master 2 de 6 mois puis une thèse a été proposée par l'ISL, en collaboration
avec le Laboratoire de Mécanique des Fluides et d'Acoustique (LMFA) de Lyon. Le stage
et la thèse, que j'ai tous deux eectués, ont été nancés et réalisés à l'ISL.
Objectifs de la thèse et plan du manuscrit
La thèse a donc pour objectifs de poursuivre les validations et le développement, et
de montrer les potentialités d'un modèle de propagation acoustique basé sur la résolution
des équations de propagation par FDTD. Le modèle utilisé est celui implémenté à l'ISL,
et les aspects sur lesquels on cherchera à montrer les potentialités du code ITM sont
ceux liés à l'acoustique du champ de bataille, à savoir la propagation du son (signaux
harmoniques ou impulsionnels) en environnement (atmosphère et géométrie) complexe.
Le chapitre 1 décrit en détail les phénomènes physiques prépondérants dans la pro-
pagation acoustique en milieu extérieur. Les phénomènes liés à la géométrie et ceux liés à
l'atmosphère sont abordés séparément. Un bref historique des principaux modèles numé-
riques de propagation acoustique est ensuite présenté. Ce chapitre est une introduction
plus vaste du sujet.
Dans le chapitre 2, les modèles de propagation de type FDTD sont tout d'abord
présentés. L'implémentation ISL (le code ITM) est ensuite décrite, avec ses spécicités
(équation de propagation considérées, maillages utilisés, schémas numériques, etc.). Une
première validation du modèle est ensuite proposée, par comparaison des niveaux so-
nores entre résultats théoriques ou expérimentaux et ITM, pour quelques congurations
simples.
Dans le chapitre 3, le code ITM est employé pour étudier la propagation en présence
d'une uctuation atmosphérique locale non turbulente. Après avoir décrit ce scénario
plus en détail, l'approximation de Born/Rytov, une approximation courante dans ces
congurations, est présentée. Cette approximation est comparée aux résultats fournis
par ITM. La sensibilité à l'intensité de la uctuation atmosphérique, à sa forme, et les
eets de champ proches sont étudiés. Les uctuations en température/humidité ainsi
que celles en vent (vortex) sont considérées.
Le chapitre 4 se concentre sur la propagation en atmosphère turbulente. Après
une description de la turbulence atmosphérique et des modèles numériques permettant
de générer un champ turbulent, le code ITM est employé dans deux scénarios. Tout
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d'abord, la propagation en présence d'une turbulence localisée est envisagée. Dans cette
conguration, le son est diusé autour de la uctuation atmosphérique (grand angle).
Les approximations analytiques existantes sont évaluées par simulation. Le second scé-
nario envisagé est la propagation dans une atmosphère globalement turbulente. Dans le
scénario considéré, le son est majoritairement perturbé dans la direction de propagation
(petit angle). La simulation est à nouveau comparée à la théorie. Pour terminer, une
discussion de ces résultats est proposée, en particulier au sujet de la consistance entre
les théories associées à ces deux congurations.
Le chapitre 5 continue le second scénario du chapitre 4, c'est-à-dire la propagation
dans une atmosphère globalement turbulente. La diérence ici est que les perturbations
engendrées sur le son sont fortes, alors que dans le chapitre 4 seules les faibles pertur-
bations sont considérées. Lorsque le son est fortement perturbé par la turbulence, un
phénomène particulier se produit : certaines statistiques de l'onde qui se propage at-
teignent une valeur limite. C'est la saturation. Les théories associées à ces phénomènes
sont d'abord présentées. Le code ITM est ensuite employé pour reproduire ce comporte-
ment. Des comparaisons entre les simulations et les théories sont ensuite eectuées sur les
statistiques principales de l'onde (moments de 1er et 2e ordre, fonctions de probabilités,
etc.). Une discussion est nalement proposée.
Dans le chapitre 6, ce sont les géométries complexes et les signaux acoustiques com-
plexes qui sont abordés. Premièrement, la discussion porte sur une importante diérence
entre simulations 2D et 3D au sujet de la propagation de signaux impulsionnels : l'onde
qui se propage laisse un sillage sonore derrière elle en 2D, ce qui n'est pas le cas en
3D. Sachant cela, le code ITM est utilisé en augmentant la complexité de la géométrie.
Tout d'abord un simple mur est envisagé. La simulation est comparée à la théorie et aux
résultats obtenus par expérimentation en chambre anéchoïque. Un second mur, perpen-
diculaire et adjacent au premier, est ajouté (coin de mur). La simulation est comparée à
une autre implémentation de la FDTD et à des résultats expérimentaux disponibles dans
la littérature. Dans cette conguration, la prise en compte de la 3e dimension se révèle
déterminante. Un environnement urbain réel est nalement étudié, expérimentalement
et par simulation. Pour terminer, le code ITM est utilisé pour évaluer un algorithme de
localisation de source acoustique : le retournement temporel.
En résumé, le chapitre 1 présente l'ensemble des phénomènes physiques à considérer
pour la propagation acoustique en milieu extérieur. Le chapitre 2 présente le modèle de
simulation étudié. Les chapitres 3 à 5 exploitent le code pour une atmosphère complexe
et le chapitre 6 pour des géométries et des signaux acoustiques complexes.
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Chapitre 1
La propagation acoustique en
environnement extérieur complexe
1.1 Introduction
Les phénomènes physiques inuençant la propagation acoustique en environnement
extérieur sont nombreux et complexes. Si certains sont simples comme la dispersion géo-
métrique, d'autres, comme l'eet du sol ou l'inuence de la turbulence atmosphérique
sont plus diciles à quantier rigoureusement. L'ensemble de ces phénomènes a cepen-
dant été largement observé expérimentalement et décrit dans la littérature (Morse et
Ingard 1968, Embleton 1996, Salomons 2001, Bérengier et al. 2003).
Une partie de ces phénomènes est associée aux conditions aux limites (à la géomé-
trie) : présence ou absence d'obstacles comme une barrière ou un bâtiment, eet du
sol, de la topographie, etc, tandis que d'autres phénomènes sont liés aux propriétés
physiques du milieu dans lequel le son se propage (l'atmosphère) : gradients atmosphé-
riques, turbulence, absorption atmosphérique, etc. La gure 1.1 illustre les phénomènes
principaux.
Dans des conditions réalistes de propagation 1, ces phénomènes se cumulent ce qui
complexie l'eet sur l'onde propagée. Pour faire face à cette complexité, qui rend l'uti-
lisation de formules analytiques dicile en pratique, la modélisation numérique de la
propagation du son s'est fortement développée ces dernières décennies. De nombreux mo-
dèles existent, chacun permettant de reproduire un certain nombre de ces phénomènes,
et ayant ses avantages et inconvénients propres. Parmi ces modèles, les plus classiques
sont la méthode des rayons et l'équation parabolique.
Ce premier chapitre a pour objectif de donner une vue d'ensemble des diérents phé-
nomènes physiques inuençant la propagation du son en environnement extérieur. Les
phénomènes liés à la géométrie sont abordés en section 1.2 et ceux liés à l'environnement
en section 1.3. Un bref historique des modèles numériques développés pour simuler la
propagation sonore est proposé en section 1.4.
Certains phénomènes physiques sont volontairement éludés dans cette présentation,
comme les non-linéarités du son pour de très fortes amplitudes. Les phénomènes aé-
roacoustiques (interactions entre le son et l'air) sont également négligés. Dans la suite
de ce chapitre, la source acoustique est supposée monofréquentielle (de fréquence f).
1. Les conditions qui nous intéressent de l'acoustique du champ de bataille
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Figure 1.1  Principaux phénomènes inuençant la propagation
acoustique en environnement extérieur complexe.
La raison est principalement historique, la plupart des résultats théoriques étant dispo-
nibles uniquement pour une source de ce type (voir par exemple dans Morse et Ingard
1968). Cependant il est possible de retrouver 2 une formulation temporelle des résul-
tats présentés par transformation de Fourier, c'est-à-dire en passant dans le domaine
fréquentiel, résolvant le problème, puis retournant dans le domaine temporel (Morse et
Ingard 1968).
1.2 Les eets liés à la géométrie
Tout d'abord le milieu dans lequel se propage l'onde acoustique est considéré homo-
gène (température et humidité constants, pas de vent) et l'absorption atmosphérique est
négligée. Dans de telles conditions, seuls les eets liés à la géométrie (les conditions aux
limites) inuencent la propagation du son. Ces eets sont principalement : la dispersion
géométrique, la présence d'un sol (à impédance nie ou innie) et la diraction.
Les équations de propagation du son s'obtiennent par linéarisation des équations
de la mécanique des uides. Le milieu dans lequel le son évolue (l'atmosphère) est
considéré comme étant un gaz parfait compressible et non visqueux. Dans les conditions
considérées d'atmosphère constante (température, humidité et vent constants) et au
repos (vent nul), l'équation des ondes s'écrit (Morse et Ingard 1968, Salomons 2001) :
  1
c20
@2
@t2

p = 0 (1.1)
où p est la pression acoustique, c0 est la vitesse de propagation du son (célérité) et t est
le temps. Cette équation contient la physique élémentaire de la propagation des ondes,
2. Bien que cela puisse mener à des formulations très complexes
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à savoir que l'onde acoustique est une perturbation se propageant de proche en proche,
et transportant de l'énergie sans transporter de matière.
Lorsque l'onde qui se propage est harmonique (elle n'est composée que d'une fré-
quence pure f), cette équation peut être réécrite sous la forme de l'équation d'Helmholtz
(Morse et Ingard 1968, Salomons 2001) :
( + k2)p = 0 (1.2)
où k = 2f=c0 est le nombre d'onde et la pression p est écrite sous sa forme com-
plexe. L'amplitude et la phase de l'onde acoustique sont alors données par le module et
l'argument de p.
1.2.1 La dispersion géométrique
En absence de tout obstacle, lorsqu'une onde acoustique se propage en champ libre,
seule la dispersion géométrique altère l'amplitude de l'onde. En eet, l'énergie de l'onde
étant constante, l'augmentation de la surface du front d'onde doit être compensée par
une baisse de son amplitude. Lorsque la source est ponctuelle et que l'onde de disperse
dans l'espace tridimensionnel, les fronts d'onde sont sphériques, et l'amplitude est pro-
portionnelle à l'inverse de la distance à la source. Lorsque la distance double, l'amplitude
est divisée par deux, ainsi la décroissance en niveau sonore est de 20 log10(1=2) '  6dB
par doublement de distance (Embleton 1996).
Lorsque la source acoustique est linéique, par exemple dans le cas du bruit causé
par le trac le long d'un axe routier, la propagation se fait de manière cylindrique.
L'amplitude devient proportionnelle à l'inverse de la racine de la distance à la source.
Lorsque la distance double, l'amplitude est divisée par
p
2 ainsi la décroissance en niveau
sonore est de 20 log10(1=
p
2) '  3dB par doublement de distance (Embleton 1996). Une
source linéique en 3D est équivalente à une source ponctuelle en 2D.
Enn, l'onde acoustique peut être considérée plane dans certaines congurations,
comme lorsque la distance à la source est très grande et que les fronts d'onde sphériques
ont un très grand rayon de courbure. Pour une onde plane, les fronts d'onde ont une
surface constante et ainsi l'amplitude ne change pas avec la distance de propagation. Il
n'y a pas de décroissance du niveau sonore. L'équivalent 2D est une source linéique.
L'expression analytique de la pression acoustique complexe dans le cas harmonique
est donnée par A0eikr=r dans le cas 3D (r est la distance à la source et A0 l'amplitude
de la source), i
4
A0H
(1)
0 (kr) dans le cas 2D (H
(1)
0 est la fonction de Hankel d'ordre zéro,
qui décroît en 1=
p
r lorsque r est grand) et A0eikr dans le cas 1D.
1.2.2 L'inuence du sol
Dans la plupart des scénarios de propagation en environnement extérieur, la pré-
sence du sol est considérée. Le problème classique consiste en la présence d'une source
acoustique proche du sol et d'un récepteur (l'oreille humaine ou un microphone) égale-
ment proche du sol. La hauteur de la source et du récepteur, typiquement d'un ou deux
mètres, est généralement petite devant leur écart (Embleton 1996).
Le champ acoustique est plus complexe en présence de sol. Ce dernier rééchit l'onde
générée par la source et le récepteur reçoit ainsi plus d'une contribution sonore. Les
7
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Source
Récepteur
Source
image
Sol
Figure 1.2  Illustration du problème de la propagation en présence de sol.
Le trajet de l'onde rééchie s'obtient par la méthode des sources images.
interférences entre ces contributions altèrent le champ sonore ainsi obtenu (Salomons
2001). Lorsque le sol est parfaitement rééchissant, comme cela peut être considéré
pour du béton ou une surface liquide, le calcul de l'onde rééchie est simple. Dans le cas
contraire, si le sol est herbeux par exemple, le calcul est plus complexe.
L'onde rééchie dans le cas d'un sol parfaitement rééchissant se détermine par la
méthode des sources images. Une seconde source identique à la source réelle est consi-
dérée. Seule la position change et est le symétrique de la source originale par rapport
à la surface du sol. Ainsi, le récepteur capte l'onde directe et l'onde rééchie, qui ont
simplement deux distances de propagation diérentes (voir gure 1.2). Les distances de
propagation de chaque onde se déterminent par considérations géométriques. Notons ces
distances R1 pour l'onde directe et R2 pour l'onde rééchie. Le déphasage complexe entre
les deux ondes est ikR si k est le nombre d'onde associé à cette onde, et R = R2 R1
est la diérence entre les longueurs de propagation. L'amplitude de chaque onde est pro-
portionnelle à l'inverse de leur distance de propagation (dans le cas 3D). La sommation
des deux contributions mène à un terme en 1+(R1=R2)eikR par rapport au cas sans sol
(Salomons 2001). Lorsque k ou R varie, ce terme alterne entre augmentation et dimi-
nution du niveau sonore, selon que les interférences soient constructives ou destructives.
Comme R2  R1 l'amplitude peut être au maximum doublée et au minium annulée.
Un exemple concret de scénario en présence de sol parfaitement rééchissant est donné
dans le chapitre suivant, au paragraphe 2.3.2.
La complexité du problème augmente lorsque le sol n'est pas parfaitement rééchis-
sant. L'onde n'est que partiellement rééchie par le sol. Le sol n'étant pas opaque au
passage du son une partie de l'onde y pénètre, générant dans la plupart des cas une
onde de sol (Embleton 1996). L'onde totale ptot s'écrit comme la somme de deux ondes
avec un facteur R supplémentaire :
ptot =
A0
R1
eikR1 +RA0
R2
eikR2 (1.3)
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où A0 est l'amplitude de la source. Le facteur R est donné dans le cas d'une onde
sphérique par :
R = Rp + (1 Rp)F (1.4)
où F est un facteur qui décrit l'interaction entre un front d'onde courbé et une surface
d'impédance nie (Daigle 1979). À cause de la complexité de cette interaction, il ne
peut pas y avoir simplement une source image dans le sol, même d'amplitude réduite
(Embleton 1996). Une onde supplémentaire prise en compte par le terme en F , l'onde de
sol, vient contribuer au niveau sonore. L'expression mathématique de F peut se trouver
dans la littérature (comme dans Salomons 2001 ou Bérengier 2003). Cependant dans
plusieurs cas, comme lorsque l'onde se propage de manière rasante, il est possible de
négliger ce terme (Salomons 2001). Le facteur R revient alors au coecient de réexion
d'une onde plane Rp :
Rp = ZG sin()  ZA
ZG sin() + ZA
(1.5)
L'angle  est l'angle d'incidence de l'onde rééchie sur le sol. ZG est l'impédance du sol et
ZA = 0c0 est l'impédance de l'air, où 0 et c0 sont respectivement la masse volumique et
la célérité du son dans l'air. L'impédance du sol dépend de la fréquence de la source et il
existe de nombreux modèles dans la littérature pour décrire cette dépendance (Zwikker
et Kosten 1949, Attenborough 1983, Delany et Bazley 1970, Miki 1990). Par exemple
le modèle de Zwikker et Kosten (1949) considère trois paramètres du sol que sont la
porosité 
, la tortuosité q et la résistivité . L'impédance est alors donnée par :
ZG(!) = Z1
r
1  i!
 i! ; Z1 = 0c0
s
4q2
3
3
;  =
4
3
0q
2

2
(1.6)
où ! = 2f est la fréquence angulaire. Des valeurs classiques pour ces paramètres sont
données en tableau 2.2 pour quelques types de sol.
Dans des cas réalistes, comme une route longeant un sol herbeux, il est nécessaire de
considérer diérents sols successifs (Bérengier 2003). Le sol peut également être d'épais-
seur nie, au dessus d'un autre type de sol, par exemple dans le cas d'une couche de
neige. La topographie inuence également la propagation du son, mais principalement
par un mécanisme de diraction comme cela est discuté dans le paragraphe suivant. Le
problème de la propagation acoustique au dessus d'un sol est vaste et toujours active-
ment étudié.
1.2.3 La diraction
La diraction est le comportement des ondes lorsque ces dernières rencontrent un
obstacle de dimension nie à leur propagation. Les diractions sont ainsi liées aux condi-
tions aux limites, donc à la présence d'obstacles comme des barrières ou des bâtiments,
mais également à la topographie. Elles sont d'autant plus importantes que la longueur
d'onde est grande devant la taille de ces obstacles.
Le scénario le plus simple pour illustrer ce phénomène est la diraction au dessus
d'un mur parfaitement rééchissant (gure 1.3). Si l'on considère une source sonore en
présence d'un sol et d'une barrière parfaitement rééchissants, et un récepteur caché
de la source par la barrière, les contributions sonores au niveau du récepteur sont dues
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Source
Récepteur
Source
image
Sol
Récepteur
image
Figure 1.3  Illustration du problème de la propagation en présence de sol et barrière.
Les trajets des ondes rééchies s'obtiennent par la méthode des sources images.
Tous les trajets diractent au sommet de la barrière.
à la diraction au niveau du sommet de la barrière (Salomons 2001). En comptant les
réexions sur le son avant et après la barrière, il vient alors quatre contributions sonores,
ce qui s'illustre dans le paragraphe 2.3.4 du chapitre suivant. La pression acoustique
totale ptot s'exprime alors comme la somme suivante :
ptot = A0D1
exp(ikR1)
R1
+ A0D2
exp(ikR2)
R2
+ A0D3
exp(ikR3)
R3
+ A0D4
exp(ikR4)
R4
(1.7)
où les Ri sont les distances totales parcourues par le son pour chacune des contributions :
R1 = di + dt; R2 = dir + dt; R3 = di + dtr; R4 = dir + dtr (1.8)
Les grandeurs d dénissent les distances parcourues par le son entre le sommet de la
barrière et (di) la source, (dir) la source image, (dt) le récepteur, et (dtr) le récepteur
image. Les coecients de diraction d'une onde sphérique D sont calculés par le principe
de Huygens (propagation de proche en proche). L'onde est supposée sphérique jusqu'à
la verticale de la barrière, puis estimée par intégration au dessus de la barrière, en
considérant selon la théorie de Kirchho que ce domaine est une source secondaire
excitée par l'onde sphérique incidente (Salomons 2001). Ces coecients peuvent s'écrire
de la manière suivante : 8>>><>>>:
D1 = D(i; t; di; dt)
D2 = D(ir; t; dir; dt)
D3 = D(i; tr; di; dtr)
D4 = D(ir; tr; dir; dtr)
(1.9)
où les diérents angles  sont dénis en gure 1.3. La fonction D est donnée par (Salo-
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mons 2001) :8>>>>>><>>>>>>:
D(1; 2; d1; d2) =
ei=4p
2
 
AD(X(1 + 2; d1; d2)) + AD(X(1   2; d1; d2))

X(; d1; d2) =  2 cos(=2)
s
kd1d2
(d1 + d2)
AD() = signe()
 
Ff (jj)  iFg(jj)

(1.10)
Et les fonctions Ff et Fg sont les fonctions de Fresnel auxiliaires, que l'on peut estimer
à l'aide d'un développement limité par :(
Ff () ' (1 + 0:926)=(2 + 1:792 + 3:1042)
Fg() ' 1=(2 + 4:142 + 3:4922 + 6:673)
(1.11)
La théorie générale de ce phénomène pour le cas de la barrière a été étendue par
Pierce (1974). Les solutions données nécessitent généralement des calculs complexes
d'intégrales, c'est pourquoi des méthodes numériques comme la méthode des éléments
de frontière (BEM pour Boundary Elements Method) ont été développées.
1.3 Les eets liés à l'atmosphère
L'atmosphère n'est pas un gaz homogène et au repos. Elle présente des variations
spatiales et temporelles de tous ses paramètres : température T , pression P0, humidité q,
vent ~V , etc. Ces variations inuencent fortement la propagation des ondes acoustiques
selon diérents mécanismes. Les variations moyennes de température et vent avec l'al-
titude génèrent des réfractions des ondes acoustiques. Les variations sur de plus courtes
distances et durées, la turbulence atmosphérique, ont tendance à diuser le son et di-
minuer sa cohérence. Enn, même en absence de variation, le son subit une absorption
liée aux propriétés de l'air.
L'atmosphère n'étant plus homogène ni au repos, l'équation d'onde prend une forme
beaucoup plus dicile à exploiter, faisant en particulier intervenir des dérivées tempo-
relles d'ordre trois (Pierce 1990). L'équation de Helmholtz se présente également sous
une forme plus complexe (voir section 3.2). Elle permet notamment de mettre en évi-
dence la célérité équivalente ceq de l'onde :
ceq =
p
RT (1 + 0:51q) + ~mi  ~V (1.12)
où ~mi est un vecteur unitaire dans la direction de propagation de l'onde, et les grandeurs
 = 1:4 et R = 287 sont respectivement l'indice adiabatique et la constante spécique
de l'air. La forme particulière de ce paramètre montre que la vitesse de propagation du
son dépend de sa direction de propagation lorsqu'il y a du vent, et qu'elle est reliée à la
température et l'humidité du milieu.
1.3.1 L'absorption atmosphérique
L'absorption atmosphérique est toujours présente. Ce phénomène est lié à des mé-
canismes de viscosité, conduction thermique et relaxation moléculaire (Embleton 1996).
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Figure 1.4  Coecient d'absorption en fonction de la fréquence (abscisse) et du taux
d'humidité (en % pour les diérentes courbes), pour une température de 20°C et une
pression de une atmosphère. Figure extraite de Bass et al. (1990).
Les molécules d'eau jouent un rôle important dans ce mécanisme et leur concentration
(c'est-à-dire le taux d'humidité) inuence fortement le coecient d'absorption.
La gure 1.4 est extraite de Bass et al. (1990). Elle donne le coecient d'absorp-
tion (exprimé en décibels pour 100m de propagation) en fonction de la fréquence et
du taux d'humidité. Ces courbes sont valables pour une température de 20°C et une
pression moyenne d'une atmosphère standard. Cet eet est directement proportionnel à
la pression moyenne (Embleton 1996).
L'absorption atmosphérique augmente fortement avec la fréquence. Dans les scéna-
rios considérés par la suite, la source acoustique ne dépasse pas plusieurs centaines de Hz,
pour un taux d'humidité souvent nul. L'absorption atmosphérique est alors d'environ
0.1dB/100m. Elle sera négligée par la suite dans ce manuscrit.
1.3.2 Les gradients atmosphériques
Les variations en température et vent inuencent fortement la propagation du son
(Naz et Parmentier 1996), et doivent être prises en compte lorsque la distance de propa-
gation dépasse quelques dizaines de mètres. Si la distance de propagation reste de l'ordre
du kilomètre, seules les variations atmosphériques des basses couches de l'atmosphère,
en dessous de la couche limite atmosphérique (environ 1km d'altitude) doivent être
considérées. Si la distance de propagation est plus grande, les couches supérieures (stra-
tosphère, mésosphère, voire thermosphère) doivent être prises en compte. Compte tenu
des distances de propagation visées dans le cadre de cette thèse, de l'ordre de quelques
centaines de mètres, seule la couche atmosphérique la plus basse est importante.
Les variations atmosphériques sont très fortes avec l'altitude. Les variations horizon-
tales sont davantage associées aux perturbations turbulentes et sont discutées dans le
paragraphe suivant. Ces prols de température et vent avec l'altitude, souvent appelés
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Figure 1.5  Prols de (a) température et (b) vent avec l'altitude pour la ville de
Yuma (Arizona, USA).  le 4 juillet 2010 à 23h, et  le 5 juillet 2010 à 11h,
heures locales. Données aérologiques issues de l'analyse du centre météorologique
ECMWF (Cheinet 2012, communication personnelle).
prols moyens par opposition aux perturbations turbulentes, dépendent également des
conditions environnementales tels le moment de la journée (jour/nuit), la présence de
surface particulières (lac, champ, etc.) qui provoquent des échauements ou refroidis-
sements au niveau du sol, la présence de nuages, etc. Les prols couramment utilisés
dans la basse atmosphère sont des prols qui évoluent de manière logarithmique avec
l'altitude (Salomons 2001). Le vent part d'une vitesse nulle au niveau du sol et a ten-
dance à augmenter avec l'altitude. La valeur de départ de la température, ainsi que le
sens des variations avec l'altitude (augmentation ou diminution) dépend fortement des
conditions. Les deux congurations classiques sont de jour une diminution avec l'alti-
tude, et de nuit une augmentation due au refroidissement du sol. À titre d'exemples,
des prols de jour et nuit, issus de l'analyse du centre météorologique ECMWF pour la
ville de Yuma (en Arizona, USA), sont donnés en gure 1.5. Le sommet de la couche
limite s'observe au niveau du prol en vent, aux alentours de 1100m. Pour la première
centaine de mètres, les variations sont monotones mais bien diérentes entre les prols
de jour et de nuit : une inversion en température s'observe la nuit.
L'inuence sur la propagation du son se fait au niveau de la vitesse de propagation
équivalente ceq, équation (1.12). En eet ceq est directement inuencée par la tempéra-
ture et l'humidité. De plus, le son est également convecté par le vent, ce qui est pris
en compte dans la vitesse de propagation équivalente ceq par le terme en ~mi  ~V . Ces
variations de célérité avec l'altitude génèrent des réfractions, c'est-à-dire une tendance
pour les fronts d'onde acoustique à se courber vers le haut ou vers le bas (Embleton
1996, Bérengier 2003).
Ces phénomènes sont illustrés en gure 1.6. Si le gradient en température est positif
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(a)
(b)
(c)
Figure 1.6  Représentation des rayons acoustique en présence de (a) gradient négatif
en température, (b) gradient positif en température, et (c) gradient positif en vent. Les
zones grisées sont les zones d'ombre acoustique.
(en b), les ondes à plus haute altitude se propagent plus vite ce qui génère une courbure
vers le bas des trajets de propagation. Des phénomènes de réexions multiples sur le sol
apparaissent et les niveaux sonores augmentent. Si le gradient est négatif (en a), les ondes
proches du sol se propagent plus vite et les trajectoires de propagation se courbent vers
le haut. Il existe alors une trajectoire limite au delà de laquelle théoriquement aucun
son ne peut pénétrer, ce qui génère une zone d'ombre acoustique, lieu dans lequel le
niveau sonore baisse très fortement. Enn, les gradients en vent génèrent également des
réfractions, mais elles dièrent selon que l'onde se propage contre le vent, auquel cas la
réfraction est vers le haut et des zones d'ombre apparaissent, ou que l'onde se propage
dans la direction du vent, ainsi la réfraction se fait vers le bas et les niveaux sonores
augmentent.
1.3.3 La turbulence atmosphérique
La turbulence atmosphérique désigne les variations rapides et aléatoires des para-
mètres atmosphériques. Elle est due à plusieurs phénomènes, comme les instabilités de
Reynolds, la rugosité du sol, la présence d'obstacles qui perturbent l'écoulement du vent,
ou encore la convection naturelle liée aux gradients en température et vent. En raison
du caractère aléatoire de ces variations, la turbulence est souvent décrite de manière
statistique. Une description plus détaillée des caractéristiques de la turbulence dépasse
le cadre de cette introduction mais peut être trouvée dans les chapitres suivants (pour
la turbulence en température, dans le chapitre 4, section 4.2, et pour la turbulence en
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vent, dans le chapitre 5, section 5.2). De manière identique aux prols moyens, les ca-
ractéristiques de la turbulence peuvent être fortement inhomogènes dans l'atmosphère
(Cheinet 2008, Cheinet et Siebesma 2009).
La turbulence atmosphérique inue le son principalement de deux manières. La pre-
mière est la diusion. En eet le son qui se propage dans une direction est diusé dans
de multiples directions au fur et à mesure de sa propagation à travers la turbulence. Cet
eet peut avoir une inuence très grande, en particulier dans les zones d'ombre acous-
tique (voir gure 1.6), dans lesquelles les contributions sonores sont majoritairement
issues de la diusion par la turbulence atmosphérique des rayons acoustiques voisins
(Cotté et Blanc-Benon 2007, Cheinet 2012). Des théories permettant de quantier ces
eets diusifs existent, et sont présentées plus tard dans le chapitre 4, paragraphe 4.3.1.
La seconde inuence de la turbulence atmosphérique est la décorrélation des ondes
acoustiques. La partie constante (cohérente) de l'onde diminue par diusion avec la
distance de propagation, et est progressivement remplacée par une partie aléatoire, ce
qui provoque des uctuations du champ acoustique. Deux trajets acoustiques voisins
rencontrent des variations atmosphériques diérentes et varient ainsi de manière dié-
rente, ce qui diminue la cohérence de l'onde globale. Cette décorrélation joue un rôle
important dans les mécanismes d'interférence. Dans le cas d'un sol parfaitement réé-
chissant en absence de gradients atmosphériques par exemple (paragraphe 1.2.2), l'onde
acoustique totale est liée aux interférences entre l'onde directe et l'onde rééchie par
le sol. Si ces deux contributions ne sont plus cohérentes, il n'est plus possible d'avoir
exactement une opposition de phase (interférence destructive) ou une même phase (in-
terférence constructive) entre ces deux contributions. Ainsi, dans cette conguration, la
turbulence aura pour eet d'augmenter le niveau sonore des minima et de diminuer celui
des maxima (Daigle et al. 1978, Daigle 1979, Embleton 1996). Des théories permettant
de quantier ces eets existent également, mais sont souvent limitées à des congura-
tions particulières. Elles sont présentées et discutées dans le chapitre 4, paragraphe 4.4.1,
et le chapitre 5, section 5.3.
Les eets de la turbulence se cumulent avec la distance de propagation. Dans la
plupart des conditions réalistes, c'est-à-dire des sons propagés non harmoniques et une
turbulence atmosphérique complexe (non homogène, anisotrope, etc.), les théories exis-
tantes ne permettent pas l'estimation explicite de la pression acoustique lors de sa pro-
pagation.
1.4 Les modèles numériques de propagation
Les phénomènes détaillés dans les deux sections précédentes sont tous présents dans
ces cas réels de propagation en environnement extérieur. Malgré l'existence de solutions
analytiques associées à chacun, la prise en compte simultanée de tous ces eets est
dicile à mettre en ÷uvre. De plus, les études expérimentales, qui sont une alternative
importante aux études théoriques, présentent des limitations en termes d'une part de
coût, et d'autre part (et surtout) de métrologie. En eet, certains paramètres, comme
ceux liés à la turbulence atmosphérique, sont diciles à mesurer et ne peuvent pas être
connus partout, ce qui rend les interprétations diciles (Coles et al. 1995).
Dans cette perspective, les simulations numériques sont une alternative pratique,
voire indispensable, pour l'analyse de la propagation du son en milieu extérieur. Elles
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fournissent un environnement maîtrisé permettant l'étude de phénomènes précis. Dans
les dernières décennies, de nombreux modèles numériques ont été proposés pour simu-
ler la physique de la propagation du son en environnement extérieur (Salomons 2001,
Bérengier 2003). La plupart de ces modèles ont été tout d'abord développés an de
traiter des problèmes d'électromagnétisme ou de séismologie, pour être ensuite adaptés
à l'acoustique sous-marine puis aux spécicités de la propagation acoustique aérienne
(Salomons 2001). Certains de ces modèles ont été très largement développés et utilisés
par la communauté de la propagation acoustique.
La méthode des rayons (Candel 1977) est un premier exemple historique. Cette
méthode géométrique consiste à suivre au cours de leur propagation les points d'un
front d'onde créé par une source acoustique. Les trajets décrits par ces points sont
les rayons, d'où la méthode tire son nom. Des informations complémentaires sur cette
méthode peuvent être trouvées en annexe B.
La méthode FFP (Fast Field Program) (DiNapoli et Deavenport 1980, Lee et al.
1986, Franke et Swenson 1989) a également été grandement employée. Cette méthode
numérique a été développée pour simuler la propagation sonore d'une source ponctuelle
dans une atmosphère stratiée en présence d'un sol à impédance nie (Salomons 2001).
Elle repose sur une analogie électrique et la résolution se fait dans l'espace des nombres
d'onde. Cette méthode étant développée pour des atmosphères stratiées, les paramètres
atmosphériques ne peuvent pas varier dans la direction horizontale, ce qui est une limi-
tation importante.
Développée plus tardivement, l'équation parabolique (PE pour Parabolic Equation) a
tout d'abord été utilisé pour l'acoustique sous-marine avant d'être adapté et utilisé pour
la propagation aérienne par Gilbert et White (1989). Elle repose sur trois hypothèses
majeures, la première étant que les variations atmosphériques varient lentement avec
la distance de propagation, la seconde que l'onde se propage principalement dans une
direction, l'onde rétropropagée étant négligée, et enn l'approximation de petit angle
(approximation paraxiale). L'annexe B fournit également des informations complémen-
taires sur cette méthode.
D'autres méthodes existent encore, comme la méthode des éléments de frontière
(BEM pour Boundary Element Method) (Lachat et Watson 1976). Contrairement aux
méthodes basées sur les éléments nis ou diérences nies, cette méthode utilise les élé-
ments de frontière du domaine ce qui réduit la dimension du problème de 1, permettant
ainsi un calcul plus rapide. Cette méthode nécessite de connaître une fonction de Green
du système, la résolution s'eectuant en faisant correspondre la solution numérique aux
valeurs théoriques aux frontières (par exemple, rayonnement à l'inni). Outre l'avantage
en temps de calcul, les méthodes BEM sont adaptées aux frontières complexes (topo-
graphie, obstacles). Leur limitation apparaît lorsque l'atmosphère est complexe car il
faut alors trouver une fonction de Green adaptée. Bien que quelques solutions aient été
proposées, elles ne sont valables que pour des cas simples.
Enn, il existe une dernière famille de solutions basées sur la résolution par diérences
nies des équations d'Euler linéarisées. Ces solutions sont présentées dans le chapitre 2
suivant. Toujours pour des raisons historiques les modèles développés sont généralement
des modèles fréquentiels, c'est-à-dire qu'ils supposent la source comme étant harmonique.
Le modèle présenté en chapitre 2 est lui temporel, et donne donc explicitement la pression
acoustique en fonction du temps.
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1.5 Conclusion du chapitre
Tout au long de ce chapitre une vue d'ensemble des phénomènes intervenant dans
la propagation acoustique en milieu extérieur a été introduite. L'ensemble de ces phé-
nomènes englobe ceux liés à la géométrie, comme la dispersion géométrique, la présence
d'un sol (parfaitement rééchissant ou à impédance nie), et la diraction engendrée
par des obstacles. Les autres phénomènes sont liés à l'atmosphère dans laquelle l'onde
se propage : absorption atmosphérique, réfraction liée aux gradients en température ou
vent, ou encore eets diusifs et de décorrélation liés à la turbulence atmosphérique.
Si des solutions théoriques sont généralement associées à ces phénomènes, elles peuvent
être complexes à utiliser. Dans le cas général, ces phénomènes se cumulent et l'utilisa-
tion de ces théories se révèle extrêmement dicile. Des alternatives à la théorie telles les
études expérimentales sont indispensables mais également diciles à mettre en oeuvre
en raison de problèmes de métrologie et de maîtrise des conditions géométriques et
environnementales.
Ceci illustre la nécessité de développer et utiliser des modèles numériques pour simu-
ler la propagation du son en milieu extérieur. De nombreux modèles numériques existent
aujourd'hui. Ces modèles permettent de reproduire la plupart des phénomènes physiques
cités précédemment. Cependant ils présentent également des inconvénients. Soit ils ne
prennent pas l'ensemble des phénomènes en compte, soit leurs implémentations sont
complexes, soit ils sont fréquentiels, etc.
Un autre modèle numérique a été récemment développé dans la communauté de la
propagation acoustique. Ce modèle est basé sur une résolution par diérences nies, et
dans le domaine temporel, des équations d'Euler linéarisées. Il prend théoriquement en
compte l'ensemble des phénomènes de l'acoustique linéaire. La contrepartie est son coût
numérique qui est important, bien que cet inconvénient soit atténué par l'augmentation
des capacités de calcul des ordinateurs d'aujourd'hui. Dans le chapitre suivant, ce modèle
numérique de propagation acoustique est présenté en détail ainsi que l'implémentation
qui a été réalisée au sein de l'ISL.
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Chapitre 2
Simulation de la propagation par une
méthode de diérences nies en
domaine temporel
2.1 Introduction
En plus des principaux modèles numériques de simulation de la propagation, comme
la méthode des rayons, l'équation parabolique ou encore la méthode Transmission Line
Matrix, décrits en section 1.4, il existe des modèles basées sur la résolution des équa-
tions de propagation par itération temporelle et diérences nies sur un maillage n de
l'environnement (méthodes FDTD pour Finite-Dierence Time-Domain). Ces modèles
de propagation par FDTD ont tout d'abord été développés pour la propagation des
ondes électromagnétiques (Yee 1966). Le passage à l'acoustique est plus récent (Blum-
rich et Heimann 2002, Salomons et al. 2002, Van Renterghem 2003, Van Renterghem et
Botteldooren 2003, Wilson et Liu 2004, Ostashev et al. 2005).
Les équations de propagation acoustique utilisées par le modèle de FDTD sont gé-
néralement obtenues par linéarisation des équations d'Euler. Diérents jeux d'équations
existent. Ces aspects sont abordés dans le paragraphe 2.2.1. La résolution de ces équa-
tions par itération temporelle et diérences nies (la méthode numérique FDTD) est
présentée dans les paragraphes suivants, qui abordent de nombreux aspects comme les
schémas numériques et les conditions aux limites.
Ce modèle de propagation présente un certain nombre d'avantages par rapport aux
autres modèles existants dans la littérature mentionnés précédemment. Tout d'abord,
le jeu d'équations utilisé est très général, comme nous le verrons, et sans approximation
géométrique ce qui permet de simuler de manière correcte la propagation du son très
proche d'une source acoustique. Ensuite, l'aspect temporel du modèle est parfaitement
adapté à l'étude de la propagation de sons large bande (comportant plusieurs compo-
santes fréquentielles). Les caractéristiques de l'environnement peuvent évoluer avec le
temps, et les sources acoustiques peuvent être en mouvement. L'intérêt pour ce modèle
n'est récent que parce que son coût numérique élevé est envisageable depuis une dizaine
d'années seulement.
La propagation du son par FDTD mène à de nombreuses applications. Par exemple
la propagation en milieu urbain, complexe en raison de nombreux bâtiments qui ré-
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échissent et diractent le son, a été simulée par FDTD par Albert et Liu (2010).
L'utilisation de surface en forme de tête a permis à Xiao et Liu (2003) de calculer les
fonctions de transfert relatives à la tête (HRTF pour Head-Related Transfer Functions)
par simulation FDTD. Ce type de simulation peut également être utilisé pour évaluer
les sensibilités à certains paramètres de diérents algorithmes, comme le retournement
temporel (Liu et al. 2007). Un dernier exemple illustre l'utilisation de la FDTD comme
méthode de simulation proche d'une source acoustique : Van Renterghem et al. (2005)
simulent la propagation proche d'une source par FDTD, puis couplent les résultats avec
une autre simulation par équation parabolique pour une propagation à plus longue dis-
tance, protant ainsi des avantages des deux modèles.
En 2006, l'ISL s'est doté d'un de ces modèles basés sur une résolution par FDTD
des équations de propagation acoustique (Cheinet et Naz 2006, Ehrhardt et Cheinet
2010, Cheinet et al. 2012). Dans la section 2.2, les spécicités de cette implémentation
sont présentées. Au cours de la thèse, plusieurs améliorations ont été apportées au code
original, selon les besoins numériques rencontrés. Ces améliorations sont énoncées dans
la section 2.2.
Avant d'employer le code de propagation acoustique de l'ISL pour des cas complexes,
des validations sur des cas simples sont eectuées. Elles sont présentées dans la section
2.3.
2.2 Simulation de la propagation acoustique par
FDTD et implémentation ISL
Dans cette section, les grands principes d'une simulation de la propagation du son
par un modèle de type FDTD sont présentés. Les spécicités du code de l'ISL (ITM)
sont également données dans cette section.
2.2.1 Les équations de propagation
La FDTD est une méthode numérique, et non un modèle complet de propagation du
son. Le coeur physique d'un modèle de simulation de la propagation réside en particu-
lier dans le choix des équations de propagation. Ces dernières existent dans diérentes
versions, selon le nombre d'approximations considérées. Les équations de Navier-Stokes
sont un point commun pour l'établissement de telles équations :8>>>>>>>>>><>>>>>>>>>>:

@
@t
+ ~V  ~r

+ ~r  ~V = Q
@
@t
+ ~V  ~r

~V +
~rP

  ~g =
~F

@
@t
+ ~V  ~r

S = 0
P = P (;S)
(2.1)
avec P la pression, ~V le vecteur vitesse,  la densité et S l'entropie du milieu consi-
déré. Les autres variables sont Q une source de masse, ~F une force extérieure, et ~g
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l'accélération de la gravité. Ces quatre équations sont la conservation de la masse, du
moment, de l'énergie, et l'équation d'état de la thermodynamique. Ce jeu d'équation gé-
néral s'applique typiquement à l'air ambiant dans lequel les approximations nécessaires
à l'établissement des équations de Navier-Stokes, à savoir uide compressible et viscosité
et conductivité thermique négligeables, sont acceptables. À ce stade, il est déjà possible
de résoudre les équations de Navier-Stokes (2.1) par la méthode FDTD. Les modèles nu-
mériques de propagation basés sur ce principe sont généralement appelés modèles DNS
(pour Direct Numerical Simulation) et utilisés pour simuler des phénomènes liés à la
mécanique des uides ou à l'aéroacoustique. Comme l'acoustique est contenue dans ce
jeu d'équations, les modèles DNS permettent également des simulations plus générales
de propagation acoustique (comme dans Colonius et al. 1994).
Ostashev et al. (2005) dérivent un certain nombre de jeux d'équations pour la propa-
gation du son. Pour cela, les variables atmosphériques sont décomposées en une partie
ambiante (P0; ~V ; 0; S0) et une partie acoustique (p; ~w; ; s) :
P = P0 + p; ~V = ~V + ~w;  = 0 + ; S = S0 + s (2.2)
Les équations (2.1) sont ensuite linéarisées au premier ordre par rapport aux quatre
variables acoustiques. Ostashev et al. (2005) obtiennent :8>>>>>>>>>>>><>>>>>>>>>>>>:

@
@t
+ ~V  ~r

+ (~w  ~r)0 + 0~r  ~w + ~r  ~V = 0Q
@
@t
+ ~V  ~r

~w + (~w  ~r)~V +
~rp
0
  
~rP0
20
=
~F
0
@
@t
+ ~V  ~r

s+ (~w  ~r)S0 = 0
p = c2 + sh; c2 =
@P0(0; S0)
@0
; h =
@P0(0; S0)
@S0
(2.3)
La vitesse adiabatique du son c apparaît. Le jeu d'équations (2.3) est le point de départ
de nombreuses études théoriques. Il est cependant nécessaire de connaître les quantités
ambiantes c, h, 0, ~V , P0 et S0 dans tout le milieu. De tels jeux d'équations sont com-
munément appelés équations d'Euler linéarisées (LEE pour linearized Euler equations).
Dans le cas d'un gaz parfait, comme l'atmosphère dans la plupart des applications,
l'équation d'état mène à P = P0(=0) exp((   1)(S   S0)=R) où  = 1:4 et R = 287
sont respectivement l'indice adiabatique et la constante spécique de l'air (Ostashev et
al. 2005). Un jeu de 3 équations peut en être déduit (Ostashev et al. 2005) :8>>>>>>><>>>>>>>:

@
@t
+ ~V  ~r

p+ 0c
2~r  ~w + ~w  ~rP0 + p~r  ~V = 0c2Q
@
@t
+ ~V  ~r

~w + (~w  ~r)~V +
~rp
0
  
~rP0
20
=
~F
0
@
@t
+ ~V  ~r

+ (~w  ~r)0 + 0~r  ~w + ~r  ~V = 0Q
(2.4)
Le jeu de 3 équations couplées de l'équation (2.4) a déjà été employé pour des simulations
de la propagation du son (par exemple, dans Bailly et Juvé 2000 ou Dallois et Blanc-
Benon 2001).
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Enn, la prise en compte d'ordres de grandeurs courants de l'atmosphère permet
de simplier encore les équations (2.4). En particulier le fait que j~V j  c et j~rP0j _
j~V j2=c2  j~V j=c permet de négliger quelques termes. De plus Ostashev et al. (2005)
rappellent que dans une atmosphère stratiée ~rP0 =  ~g0. Finalement, un jeu de deux
équations peut être déduit :8>>><>>>:

@
@t
+ ~V  ~r

p+ 0c
2~r  ~w = 0c2Q
@
@t
+ ~V  ~r

~w + (~w  ~r)~V +
~rp
0
=
~F
0
(2.5)
Ce dernier jeu de deux équations couplées est classiquement employé dans les simulations
de propagation par FDTD. Les quantités ambiantes à connaître ne sont plus que c, 0 et
~V . Ostashev et al. (2005) montrent que ce jeu d'équations se réduit à l'équation des ondes
lorsque ~V = ~0 (voir équation (1.1)) et que plus généralement les équations (2.5) ont une
très large gamme de validité dans les problèmes courants de propagation acoustique.
En particulier les équations (2.5) décrivent totalement la physique de la propagation en
atmosphère uniforme et stratiée. De plus, elles ont un domaine de validité plus large
que l'équation très classique d'Helmholtz (voir section 3.2) et reproduisent ainsi encore
mieux la physique de la propagation acoustique dans un milieu turbulent.
Implémentation ISL
Le code ITM utilise le jeu de deux équations diérentielles linéaires couplées (2.5).
Une version du code existe en deux et trois dimensions.
2.2.2 L'algorithme de résolution
Quel que soit le jeu d'équations de propagation considéré, équations (2.3), (2.4), ou
(2.5), il est possible de le réécrire sour la forme :
@A
@t
= Bx@A
@x
+ By@A
@y
+ Bz@A
@z
+ CA+D (2.6)
Les grandeurs A, Bx, By, Bz, C et D sont alors des matrices. La matrice A est une
matrice colonne qui contient les variables acoustiques, les matrices Bx,y,z et C contiennent
les variables atmosphériques connues, et D les termes sources également connus. Cette
forme d'équation est valable dans le cas 3D. Dans le cas bidimensionnel il faut retirer
un des termes en B.
L'algorithme de résolution de ces équations par FDTD est le suivant. Un maillage
spatial est considéré dans lequel les champs acoustiques évoluent. Ces champs acous-
tiques ont tout d'abord une valeur initiale (généralement zéro 1) connue dans le scénario
à simuler, puis leur valeur est estimée itérativement dans le temps, avec un pas de
temps déni, en utilisant leurs valeurs au(x) pas précédent(s) ainsi que les paramètres
atmosphériques fournis. Pour cela, à chaque pas de temps, les dérivées temporelles des
paramètres acoustiques sont estimés en calculant les termes de droite de l'équation (2.6).
1. Ou alors une distribution particulière par exemple pour continuer une autre simulation.
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Intégration temporelle
Équations de propagation
Figure 2.1  Algorithme de résolution par FDTD
Ces dérivées temporelles permettent, par intégration numérique avec un schéma numé-
rique temporel spécique, d'estimer les valeurs au pas de temps suivant. Les termes de
droite de l'équation (2.6) faisant notamment appel aux dérivées spatiales des diérents
champs, il est nécessaire d'utiliser des schémas numériques spatiaux pour leur estima-
tion. Les conditions aux limites, telle la présence de parois parfaitement rééchissantes
ou de sources acoustiques, entrent également en compte dans le calcul. Les itérations
temporelles sont cumulées jusqu'à atteindre la durée physique voulue. Cet algorithme
est présenté en gure 2.1.
Les implémentations de la FDTD reposent sur cet algorithme. Les choix possibles
lors de l'implémentation portent principalement sur le jeu d'équations de propagation
considéré, du maillage, des schémas spatiaux et temporels et des conditions aux limites.
Implémentation ISL
Le jeu d'équations (2.5) utilisé dans le code ITM est bien équivalent à la forme
générale (2.6). Par exemple, en deux dimensions (axes X et Z), les matrices ont pour
valeur :
A =
24 pwx
wz
35 ; Bx =
24  Vx  0c2 0  1
0
 Vx 0
0 0  Vx
35 ; Bz =
24  Vz 0  0c20  Vz 0
  1
0
0  Vz
35 ;
C =
24 0 0 00  @Vx
@x
 @Vx
@z
0  @Vz
@x
 @Vz
@z
35 ; D =
24 0c2QFx=0
Fz=0
35 (2.7)
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(a) Maillage cartésien (b) Maillage quasi-cartésien
(c) Maillage curviligne (d) Maillage cartésien décalé
Figure 2.2  Diérents maillages possibles. Dans le cas du maillage décalé (d), les
composantes vectorielles sont prises une demi-maille en retrait dans l'espace physique.
où ~w = (wx wz) et ~F = (Fx Fz). Les choix algorithmiques spéciques à l'implémentation
ISL étaient initialement (en début de thèse) basés sur ceux de Wilson et Liu (2004). Ils
sont présentés et discutés dans les paragraphes suivants.
2.2.3 Le maillage et les schémas spatiaux
Le maillage est un ensemble choisi de points du plan ou de l'espace (selon que la
simulation ait lieu en 2D ou 3D) dénissant la position physique des paramètres acous-
tiques calculés. Les maillages les plus courants sont les maillages rectangulaires carté-
siens, c'est-à-dire que les paramètres acoustiques sont régulièrement espacés dans le plan
ou l'espace selon une grille orthonormée. Par exemple la position physique de la pres-
sion acoustique stockée à la maille numérique (i; j; k) correspond à la position physique
(i  dx; j  dy; k  dz) où (dx; dy; dz) sont les pas spatiaux du maillage, exprimés en unités
de longueur. Ce type de maillage est le plus simple à implémenter.
Des géométries plus générales existent pour les maillages. Par exemple les maillages
curvilignes permettent d'épouser des surfaces non droites comme des prols d'aile
d'avion (Marsden 2005) ou un sol non régulier (Annexe M de Salomons 2001). Il est pos-
sible de traiter des surfaces non perpendiculaires grâce à des maillages quasi-cartésiens
(Botteldooren 1994) ou l'utilisation de méthodes localement conformes (Tolan et Schnei-
der 2003). Il est également possible d'implémenter plusieurs maillages qui se recouvrent
partiellement (par exemple Blairon 2002). Quelques exemples sont donnés en gure 2.2.
De tels maillages irréguliers permettent une meilleure prise en compte de conditions
aux limites comme cela est discuté dans le paragraphe 2.2.5. Par ailleurs, il est égale-
ment possible de considérer que toutes les variables acoustiques ne suivent pas le même
maillage. Un autre maillage courant est le maillage décalé, qui est composé de diérents
maillages superposés décalés d'une demi-maille (Ostashev et al. 2005).
Les schémas numériques spatiaux sont des formules d'approximation des dérivées
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Variables Coordonnées numériques Coordonnées physiques
p; 0; c; Q (i; j; k) (i  dx; j  dy; k  dz)
wx; Vx; Fx (i; j; k) ((i  1=2)  dx; j  dy; k  dz)
wy; Vy; Fy (i; j; k) (i  dx; (j   1=2)  dy; k  dz)
wz; Vz; Fz (i; j; k) (i  dx; j  dy; (k   1=2)  dz)
Tableau 2.1  Correspondance entre coordonnées numériques et physiques
pour les paramètres atmosphériques et acoustiques dans le code ITM.
spatiales des paramètres stockés sur un maillage donné. Ces formules changent donc
selon le maillage utilisé. Pour le maillage cartésien classique, les formules les plus utilisées
sont les diérences nies centrées. Soit f une fonction dénie aux points physiques i  h
où i 2 N. Les diérences nies centrées d'ordre deux donnent une approximation de la
dérivée de cette fonction en i en fonction des points voisins :
@f
@x

x=ih
=
f(i+ 1)  f(i  1)
2h
(2.8)
L'erreur est en O(h2). Il est possible de diminuer cette erreur en augmentant le nombre
de voisins utilisés pour estimer la dérivée. Ainsi les diérences nies centré d'ordre quatre
sont :
@f
@x

x=ih
=
 f(i+ 2) + 8f(i+ 1)  8f(i  1) + f(i  2)
12h
(2.9)
L'erreur est alors en O(h4). Ces notions d'erreur sont importantes pour la stabilité
numérique du code, et sont abordées dans le paragraphe 2.2.9. Il existe encore d'autres
modèles de diérences nies, comme les diérences nies centrées d'ordre supérieur (6,
8, 10, . . .), les diérences nies non centrées, ou des schémas optimisés (Tam et Webb
1993, Bogey et Bailly 2004, Berland et al. 2007).
Implémentation ISL
Le maillage implémenté dans le code de l'ISL est le maillage cartésien décalé (gure
2.2, d). Ce choix est couramment eectué (par exemple, dans Wilson et Liu 2004) car
il rend le calcul de certaines diérences nies très simple (Ostashev et al. 2005). Les
paramètres acoustiques et atmosphériques sont donc pris sous forme de matrices à trois
dimensions, de taille imax jmax kmax, dont les coordonnées numériques correspondent
aux coordonnées physiques selon le tableau 2.1.
Dans le code disponible en début de thèse, seules les diérences nies centrées d'ordre
deux (2.8) étaient implémentées. Les besoins numériques croissants le long de la thèse
ont motivé l'implémentation des diérences nies centrées d'ordre quatre (2.9).
Compte tenu du maillage implémenté, certains calculs de diérences nies pour un
paramètre ont lieu sur le maillage d'un autre paramètre. Par exemple, pour que le calcul
de ~r ~w dans la première équation de (2.5) ait bien lieu à la position physique de p(i; j; k),
il faut calculer :
~r  ~w = @wx
@x

i+ 1
2
; j; k
+
@wy
@y

i; j+ 1
2
; k
+
@wz
@z

i; j; k+ 1
2
(2.10)
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Les diérences nies (2.8) et (2.9) ne sont donc pas directement applicables. À la place,
en reprenant les mêmes notations que précédemment, il faut appliquer les relations :
@f
@x

x=(i+ 1
2
)h
=
f(i+ 1)  f(i)
h
(2.11)
pour l'ordre deux, et :
@f
@x

x=(i+ 1
2
)h
=
 f(i+ 2) + 27f(i+ 1)  27f(i) + f(i  1)
24h
(2.12)
pour l'ordre 4. C'est la simplicité de l'équation (2.11) qui motive le choix du maillage
décalé. Cependant en plus de la dérivée d'un paramètre, il faut également pouvoir estimer
sa valeur sur un autre maillage, comme par exemple 0 sur les maillages des composantes
vectorielles dans la seconde équation de (2.5). Ceci est fait par un simple moyennage
entre les valeurs les plus proches.
2.2.4 Les sources acoustiques
Il existe diérentes méthodes pour générer des variations des paramètres acoustiques
dans les simulations FDTD. La principale question est comment modéliser une source
acoustique réelle par une des méthodes existantes ?
Deux types des sources acoustiques sont directement implémentées dans les équations
d'Euler linéarisées : les sources de masse Q et les forces extérieures ~F . Ces sources
peuvent être interprétées en tant que sources monopolaires et dipolaires respectivement
(Morse et Ingard 1968, Wilson 2004).
Bien que de tels modèles de sources soient pratiques dans le cadre des simulations par
FDTD, les sources réelles sont souvent identiées directement par la pression acoustique
(en fonction du temps) mesurée expérimentalement, et il peut être laborieux de retrans-
crire des courbes de pression en terme de sources de masse/force dans des cas réalistes
(en présence de vent, par exemple). Ainsi, le modèle de source le plus courant est la
source de pression, implémentée dans les simulations FDTD en imposant directement
la pression désirée en un noeud du maillage.
Lorsque la pression acoustique est imposée en un noeud du maillage, ce dernier
ne permet plus le passage du son car les équations de propagation (2.6) ne sont plus
appliquées. Une telle source est ici appelée source dure, et provoque une diraction du
son sur la maille lorsque celui-ci revient vers la source, à cause d'une réexion sur le sol
par exemple. L'importance de cette diraction dépend de la taille du maillage (la maille
contenant la source devenant rééchissante). Cet inconvénient, qui n'a pas lieu pour
les sources de masse et de force extérieure, peut être évité en implémentant les sources
de pression transparentes proposées par Schneider et al. (1998). Ces auteurs proposent
d'ajouter un signal source à la pression obtenue par les équations de propagation. Le
signal source ajouté est le signal sonore initial convolué à ce que Schneider et al. (1998)
appellent la réponse impulsionnelle du maillage, ce qui permet d'obtenir le signal source
désiré malgré l'application des équations de propagation.
Enn, plutôt que de prescrire la source en fonction du temps, prescrire une distribu-
tion spatiale initiale de pression est une alternative possible (utilisée par exemple dans
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Marsden 2005, Cotté 2008). Cela permet la comparaison avec des solutions théoriques
(comme lorsque la distribution initiale en pression a une forme gaussienne, voir l'annexe
B de Tam et Webb 1993) sans avoir de problème d'implémentation de la source (source
dure, choix du type de source, etc.).
Implémentation ISL
La source de pression dure était implémentée dès le début de thèse. Au fur et à
mesure des scénarios envisagés, les autres modèles ont été implémentés. En n de thèse,
tous ces modèles de sources, à l'exception des sources transparentes de Schneider et al.
(1998), ont été implémentés dans le code ITM. Dans les simulations nécessitant une
source ponctuelle, le modèle utilisé est généralement la source de pression ponctuelle
dure. Lorsque les contraintes liées à ce type de source deviennent critiques, lors de
l'utilisation de sources planes notamment, la source utilisée est une source de masse.
2.2.5 Les parois parfaitement rééchissantes
Le sol et les bâtiments sont des exemples courants des obstacles rencontrés par le son
lors de sa propagation dans l'air. Ces obstacles sont constitués d'un matériau dont la
caractéristique principale pour la propagation du son est l'impédance acoustique. Dans la
réalité, cette impédance est nie, mais pour certains matériaux, elle est tellement grande
par rapport à l'impédance de l'air que le son rééchit presque parfaitement (c'est-à-dire
sans déphasage et avec la même amplitude) sur leur surface. Si cette approximation n'est
pas valable pour le sable, la terre ou la neige, c'est le cas notamment pour l'asphalte et le
béton, dont la majorité des routes et bâtiments sont constitués. Ainsi au premier ordre
il est possible de considérer que ces obstacles ont une impédance innie et rééchissent
parfaitement le son.
Cette première condition aux limites est la plus simple à traiter. Les relations permet-
tant l'implémentation de parois parfaitement rééchissantes sont directement données
par symétrie des champs acoustiques :
@p
@~n
= 0;
@w~t
@~n
= 0; w~n = 0 (2.13)
avec ~n et~t des vecteurs respectivement normaux et tangents à la paroi. L'implémentation
directe dans les modèles de propagation par FDTD consiste à parcourir les frontières de
ces parois rééchissantes pour annuler la composante normale de la vitesse acoustique,
et annuler la dérivée de la pression et de la composante tangentielle 2 de la vitesse
acoustique, par exemple en considérant que la valeur de ces paramètres est la même des
deux côtés de la frontière.
C'est ici qu'apparaît l'avantage des maillages curvilignes. En eet, ces maillages épou-
sant les frontières du domaine, les composantes tangentielles et normales aux surfaces
parfaitement rééchissantes sont directement données par le maillage, ce qui permet
d'implémenter ces réexions pour des formes d'obstacles complexes. Lorsque le maillage
est cartésien, les obstacles complexes sont souvent adaptés au maillage en prenant la
forme en escalier la plus proche (par exemple, dans Tolan et Schneider 2003), ce qui
introduit des erreurs.
2. Deux composantes tangentielles en 3D et une seule en 2D.
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(a) Réflexion (b) Périodicité
Figure 2.3  Conditions aux limites de (a) réexion et (b) périodicité à
l'aide des couches de noeuds supplémentaires autour du domaine de calcul,
tel qu'implémenté (pour le schéma spatial centré d'ordre 4) dans le code ITM.
paroi rééchissante/périodique,  annulation de ce terme,
ensemble de noeuds à copier/mettre à jour.
L'implémentation de nombreuses parois parfaitement rééchissantes peut rendre le
code plus complexe, en particulier lorsque ces parois se chevauchent et lorsque le schéma
numérique utilisé fait intervenir de nombreux points. Liu et Albert (2006) par exemple
choisissent d'implémenter des matériaux poreux (voir paragraphe 2.2.6) à très forte
impédance à la place de surfaces parfaitement rééchissantes pour simplier l'implé-
mentation d'un coin de mur.
Les parois parfaitement rééchissantes ferment généralement les bords des domaines
de calcul, mais d'autres types de bords peuvent être implémentés, comme les parois
périodiques.
Implémentation ISL
Dans le code ITM, deux couches de noeuds sont implémentés autour du domaine
de calcul (ces points sont communément appelés points "fantômes"). Ces points supplé-
mentaires permettent une implémentation directe des parois parfaitement rééchissantes
ou périodiques de la manière décrite ci-dessus. Comme le maillage est décalé, la position
physique de la condition aux limites est prise au niveau des composantes normales à
la surface (voir la gure 2.3). Si un sol parfaitement rééchissant est implémenté, son
altitude est alors  dz=2. En début de thèse, une seule couche de points fantômes était
implémentée car seul le schéma spatial d'ordre 2 était utilisé. L'implémentation d'une
seconde couche, ainsi que des conditions de périodicité, a été réalisée au cours de la
thèse.
L'ajout de points fantômes pour implémenter une paroi parfaitement rééchissante
n'est une technique able que pour les bords du domaine, car en présence de deux sur-
faces rééchissantes perpendiculaires, ces points seraient modiés plusieurs fois (voir
gure 2.4). À la place, l'ensemble des réexions est d'abord enregistré dans une va-
riable qui est ensuite consultée dans la boucle de calcul pour déterminer les coordonnées
numériques des points voisins "rééchis".
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Figure 2.4  Erreur au niveau des coins de surfaces parfaitement rééchissantes
lorsque des points fantômes sont utilisés. Les noeuds gris sont modiés deux fois.
Les notations sont identiques à la gure 2.3.
2.2.6 Les matériaux poreux
La réexion du son sur le sol est dicile à modéliser de manière réaliste. Même si au
premier ordre il est possible de considérer la réexion parfaite, comme au paragraphe
2.2.5, quelques eets particuliers devraient être pris en compte dans une modélisation
plus avancée.
Deux aspects de la modélisation d'un sol doivent être considérés. D'abord, il faut
choisir parmi les diérents modèles d'impédance qui ont été développés dans la lit-
térature (Zwikker et Kosten 1949, Attenborough 1983, Delany et Bazley 1970, Miki
1990). Ensuite, ces modèles sont des modèles fréquentiels non directement implémen-
tables en domaine temporel. Il est alors possible de chercher un équivalent temporel
(appelés TDBC pour Time-Domain Boundary Conditions), comme dans Wilson et al.
(2006), Cotté (2008), Cotté et Blanc-Benon (2009), Dragna (2011), ou Dragna et al.
(2011). Une autre solution consiste à implémenter dans le domaine de calcul une couche
de matériau poreux, dans lequel des équations de propagation adaptées sont calculées
explicitement, comme dans Salomons et al. (2002) ou encore Wilson (2004).
Implémentation ISL
Suivant les choix algorithmiques de Wilson (2004), et an de pouvoir prendre en
compte des sols complexes (topographies, neige sur herbe, etc.), le sol à impédance nie
est modélisé par un matériau poreux dans ITM. Pour cela, les équations de propagation
dans ces matériaux sont (Wilson 2004, Salomons et al. 2002) :8><>:
@p
@t
=  e~r  ~w
e
@ ~w
@t
=   ~w   ~rp
(2.14)
avec les paramètres e et e qui sont donnés par les relations (Zwikker et Kosten 1949) :
e =
0c
2


; e = 0
sc


; sc =
4
3
q2


(2.15)
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Matériau Résistivité  (Pa.s.m 2) Porosité 
 Tortuosité q
Asphalte 3  107 0.1 3.2
Herbe 2  105 0.5 1.4
Forêt 1  105 0.6 1.3
Sable 5  104 0.35 1.6
Neige 1  103 0.6 1.7
Tableau 2.2  Valeurs typiques de résistivité, porosité et tortuosité
pour quelques matériaux. Extrait de Wilson et al. (2004).
où 
 (la porosité), q (la tortuosité) et  (la résistivité) sont des paramètres caractéris-
tiques du milieu poreux à implémenter. Wilson (2004) donne des valeurs typiques pour
certains matériaux poreux (repris ici dans le tableau 2.2).
Cette implémentation, déjà réalisée en début de thèse, présente une limitation en
termes de stabilité numérique. En eet la vitesse du son dans le matériau poreux vaut
c=
p
sc (Wilson 2004) ce qui est plus faible que c, réduisant la longueur d'onde et par
conséquent également le nombre de mailles par longueur d'onde (qui est un critère de
stabilité, voir le paragraphe 2.2.9). Le saut d'impédance brutal peut également provoquer
une instabilité numérique.
2.2.7 Condition de champ libre
Les ondes acoustiques peuvent se propager dans l'atmosphère sur plusieurs kilo-
mètres. Heureusement il n'est souvent pas nécessaire, ni souhaitable, de simuler la pro-
pagation acoustique sur un tel domaine. Il sut pour cela trouver un moyen de modéliser
la propagation en champ libre an de réduire le domaine de calcul et de laisser les ondes
acoustiques sortir de ce domaine sans réexion parasite à la périphérie. Ce problème, qui
ne se pose pas pour la simulation en milieu conné (acoustique des salles par exemple), a
motivé de nombreuses études, et diérentes méthodes existent aujourd'hui (Tam 1997).
Tout d'abord Wilson et al. (2004) montrent qu'il est possible de réutiliser les ma-
tériaux poreux présentés dans le paragraphe 2.2.6 précédent pour absorber des ondes
acoustiques. Pour cela les paramètres du matériau poreux utilisés dans l'équation (2.14)
s'obtiennent en prenant 
 = sc =  = 1. Dans ce cas ce matériau poreux a les mêmes ca-
ractéristiques que l'air, ce qui permet au son de pénétrer dans cette zone sans réexion.
Ensuite la résistivité , qui caractérise l'absorption du matériau, est prise croissante
(de manière linéaire ou quadratique, typiquement) entre zéro côté intérieur et une va-
leur maximale max côté extérieur. Ces matériaux sont ensuite placés tout autour du
domaine et atténuent le son sortant. Ce dernier n'est pas nul pour autant et rééchit
tout de même a l'extrémité du domaine. La quantité de son absorbée, généralement
présentée en décibels, dépend de l'épaisseur du domaine, de la valeur de max et des
fréquences caractéristiques de l'onde à absorber. Dans les cas typiques présentés au long
de ce mémoire, 100 à 200 points sont nécessaires pour absorber le son ecacement (plus
de 30dB d'absorption).
Les conditions de rayonnement sont une autre alternative pour absorber le son sor-
tant du domaine de calcul. Elles consistent en l'utilisation d'une forme asymptotique
des équations d'Euler linéarisées pour calculer les paramètres acoustiques autour du
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domaine de calcul. En appliquant ces équations sur seulement quelques points périphé-
riques (3 mailles d'épaisseur dans Cotté 2008) il est possible d'absorber ecacement les
ondes sortantes. Cette méthode a été proposée par Tam et Dong (1996) en 2D, puis a été
développée pour la 3D par Bogey et Bailly (2002). Cependant pour appliquer les condi-
tions de rayonnement il faut supposer que les frontières du domaine sont loin des sources
acoustiques, ce qui restreint leur utilisation dans le cadre des scénarios envisagés.
La dernière méthode présentée ici est la PML (pour Perfectly Matched Layer).
La PML, initialement développée par Bérenger (1994, 1996), est reconnue aujourd'hui
comme la méthode de référence pour l'absorption des ondes dans les simulations FDTD.
La PML est un matériau non physique développé de manière théorique pour rendre le son
pénétrant évanescent sans provoquer de réexion (et devrait absorber "parfaitement"
comme son nom le suggère), quelque soit la fréquence et l'angle d'incidence. En raison de
la taille nie des couches de PML et la discrétisation liée à la FDTD, l'absorption n'est
cependant pas parfaite mais elle reste très ecace (typiquement plus de 30dB en une
trentaine de points). Cette méthode a été portée pour l'acoustique rapidement (Yuan
1997) mais nécessite de décomposer la pression acoustique en plusieurs composantes, au
moins au sein de la PML, ce qui en complique l'implémentation. Des variantes basées
sur la PML sont toujours récemment développés (Ahmed 2010).
Implémentation ISL
La conditions aux limites de champ libre était en début de thèse implémentée par les
matériaux poreux absorbants dans le code ITM. Cette méthode s'est montrée ecace
pour absorber des signaux harmoniques. Cependant lorsque le signal acoustique est
plus complexe (large bande), il n'est pas assez absorbé à moins d'avoir des matériaux
poreux absorbants très épais. De plus en incidence rasante des réexions très limitantes
apparaissent. L'implémentation de la PML dans le code ITM a donc été réalisée.
Dans les PML, les équations de propagation implémentées sont (dans leur version
3D) : 8>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>:
@px
@t
=  0c2@wx
@x
  xpx
@py
@t
=  0c2@wy
@y
  ypy
@pz
@t
=  0c2@wz
@z
  zpz
p = px + py + pz
@wx
@t
=   1
0
@p
@x
  xwx
@wy
@t
=   1
0
@p
@y
  ywy
@wz
@t
=   1
0
@p
@z
  zwz
(2.16)
La pression acoustique p est donc décomposée avec les composantes px, py et pz. Les
paramètres x, y et z représentent, un peu comme avec les matériaux poreux absor-
bants, le taux d'absorption de la PML dans chaque direction. Il est commun d'annuler
ces composantes dans les directions tangentes à la paroi du domaine, et de faire évoluer
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la composante normale de manière quadratique entre zéro côté intérieur et une valeur
maximale choisie côté extérieur. Les valeurs maximales de résistivité ainsi que l'épaisseur
des couches PML doivent être choisies soigneusement. Dans le code ITM, la pression
acoustique n'est décomposée qu'au niveau des PML.
2.2.8 Le schéma temporel
L'ensemble des aspects discutés dans les paragraphes précédents permet le calcul des
termes de droite de l'équation de propagation (2.6) à un instant t donné. Ces équations
donnent les dérivées temporelles des paramètres acoustiques à cet instant t, qui doivent
être employées pour estimer les valeurs de ces paramètres à l'itération suivante t + dt.
Plusieurs méthodes d'intégration temporelle existent dans la littérature, et certaines sont
maintenant présentées.
Soit F la fonction regroupant l'ensemble des termes de droite de l'équation de pro-
pagation (2.6). Cette équation se réécrit :
@A
@t
= F(A(t); t) (2.17)
La fonction F pouvant donc être évaluée avec les aspects mentionnés précédemment.
La méthode la plus directe pour estimer A en un instant t+ dt est la méthode d'Euler
(Burden et al. 1981). Elle consiste en l'application des diérences nies avant pour
écrire :
A(t+ dt) ' A(t) + dt  F(A(t); t) (2.18)
Cette méthode simple est malheureusement instable car les erreurs croissent de manière
exponentielle et est donc dicilement directement applicable.
Lorsque les diérences nies utilisées sont centrées et non en champ avant il est
possible d'écrire :
A(t+ dt) ' A(t  dt) + 2dt  F(A(t); t) (2.19)
Cette méthode, appelée méthode saute-moutons (ou leapfrog en anglais), est générale-
ment stable mais présente le désavantage (par rapport à la méthode d'Euler par exemple)
de devoir sauvegarder les deux champs acoustiques précédents pour le calcul du champ
acoustique suivant.
Les méthodes Runge-Kutta sont une classe de méthodes numériques qui traitent ce
problème (Burden et al. 1981). Ces méthodes proposent une décomposition en plusieurs
sous-étapes de calcul de la dérivée temporelle, en se plaçant à des pas de temps intermé-
diaires. Une pente moyenne est calculée en attribuant diérents poids, puis utilisée pour
avancer la solution dans le temps. Par exemple la méthode de Runge-Kutta d'ordre 4,
très classique, est la suivante :
A(t+ dt) ' A(t) + dtF1 + 2F2 + 2F3 + F4
6
(2.20)
où F1, F2, F3 et F4 sont les résultats des sous-étapes :8>>><>>>:
F1 = F(A(t); t)
F2 = F(A(t) + dt=2  F1; t+ dt=2)
F3 = F(A(t) + dt=2  F2; t+ dt=2)
F4 = F(A(t) + dt  F3; t+ dt)
(2.21)
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Cette méthode est stable et ne nécessite pas que le pas temporel dt soit trop petit.
D'autres variantes ayant pour but de diminuer les erreurs dans certaines gammes de
fréquences ont été proposées dans la littérature, comme par exemple Bogey et Bailly
(2004) et Berland et al. (2006) qui proposent diérents schémas à 6 sous-étapes.
Il existe encore d'autres méthodes d'intégration temporelle. Si par exemple le jeu
de deux équations (2.5) est choisi, et qu'il n'y a pas de vent (~V = ~0), seul ~w est
nécessaire pour calculer @p=@t et seul p est nécessaire pour calculer @ ~w=@t. Il est alors
possible d'utiliser la méthode saute-moutons "décalée" en considérant que la pression
acoustique est stockée aux instants tdt où t 2 N et la vitesse acoustique aux instants
(t + 1=2)dt, et calculer alternativement ces deux paramètres par la méthode saute-
moutons classique. Contrairement à la méthode saute-moutons classique, il n'est plus
nécessaire de sauvegarder les champs acoustiques sur les deux itérations précédentes.
Cette méthode est restreinte au cas sans vent, mais est couramment appliquée (Yee
1966, Wilson 2004, Ostashev et al. 2005, Liu et Albert 2006).
Implémentation ISL
Dans le code ITM, la méthode Runge-Kutta d'ordre 4, présentée aux équations (2.20)
et (2.21), est implémentée et la méthode d'intégration temporelle n'a pas été changée
au cours de la thèse.
2.2.9 Stabilité numérique
Dans les paragraphes précédents les instabilités numériques ont été évoquées. Avec
les ressources informatiques, les instabilités constituent l'une des principales limitations
aux simulations de la propagation par FDTD. Ces instabilités proviennent de la discréti-
sation de l'espace de calcul et des schémas numériques utilisés, et peuvent se manifester
sous diérentes formes. Lorsque des erreurs sont introduites dans le calcul, provenant
par exemple du codage numérique des champs acoustiques, elles peuvent dans certaines
circonstances être ampliées au fur et à mesure des itérations temporelles et mener na-
lement à des valeurs totalement incohérentes. Le problème est alors facilement visible.
D'autres erreurs sont plus diciles à repérer, comme la dissipation (absorption) ou la
dispersion (déphasage) numérique.
Les aspects de stabilité numérique ont été, et sont toujours, le sujet de nombreuses
études et ouvrages (Tam 2006). Les erreurs de dissipation et dispersion peuvent être
quantiées en étudiant le nombre d'onde eectif réel kdx et numérique ksdx (Tam et
Webb 1993). La gure 2.5 montre ces paramètres pour des schémas spatiaux numériques
classiques (Tam et Webb 1993, Tam 2006, Bogey et Bailly 2004). Les diérences entre les
deux paramètres quantient l'erreur de dissipation numérique. Ce type de gure permet
de déterminer le nombre d'onde eectif maximal utilisable pour un schéma numérique
spatial donné. Ce nombre d'onde eectif peut être lié au nombre de points par longueur
d'onde =dx par la relation kdx = 2=(=dx). Ainsi, pour le schéma centré d'ordre 2
par exemple, les longueurs d'onde acoustiques plus courtes qu'une quinzaine de mailles
présenteront des erreurs importantes. La dispersion numérique peut être étudiée de
manière similaire.
Les nombres d'onde eectifs élevés présentant des erreurs de dissipation et de dis-
persion peuvent être éliminés par ajout d'un ltre spatial appliqué en plus des équations
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Figure 2.5  Nombre d'onde eectif pour diérents schémas spatiaux numériques.
Schémas centrés d'ordre 2 (  ), 4 ( 4 ), 6 ( 2 ) et 12 (  ). 4 schéma
optimisé à 13 points de Bogey et Bailly (2004). Les droites verticales correspondent, de
gauche à droite, à des =dx de 25, 20, 15, 10 et 5.
de propagation. Des exemples de ltres sont donnés par Bogey et Bailly (2004).
Un critère important pour la stabilité numérique due à l'intégration temporelle est
obtenu par le nombre de Courant-Friedrichs-Lewy C déni par :
C = c
dt
dx
(2.22)
Une condition nécessaire à la stabilité numérique est que C < 1 pour un domaine de
calcul 1D. En 2D et 3D cette condition devient respectivement C < 1=
p
2 et C < 1=
p
3
(Lines et al. 1999). Bien que nécessaire, cette condition n'est pas forcément susante,
et l'étude de la dissipation et dispersion numérique liée à l'intégration temporelle est
également importante. Berland et al. (2006) donnent les résultats de l'analyse pour dif-
férentes méthodes d'intégration temporelle. En particulier, selon ces auteurs, au moins
10 itérations temporelles par période sont nécessaires pour limiter les erreurs de dis-
sipation numérique (8 itérations pour les erreurs de dispersion) pour l'algorithme de
Runge-Kutta d'ordre 4 classique, décrite aux équations (2.20) et (2.21).
Implémentation ISL
Dans le code ITM, les schémas spatiaux implémentés sont les schémas centrés d'ordre
2 et 4, et le schéma temporel est l'algorithme de Runge-Kutta d'ordre 4. Compte tenu
des analyses présentées, les critères qui seront adoptés pour éviter des erreurs numériques
dans les simulations qui seront eectuées sont : T=dt > 10 (T est la période temporelle),
=dx > 25 ou =dx > 15 pour le schéma spatial respectivement d'ordre 2 ou d'ordre 4, et
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Figure 2.6  Domaine choisi pour stabiliser le calcul dans le code ITM (domaine
grisé). Dans ce cas, la simulation est 2D et le schéma spatial est centré d'ordre 4.
enn cdt=dx > 1, cdt=dx > 1=
p
2 ou cdt=dx > 1=
p
3 pour les simulations respectivement
1D, 2D ou 3D. Ces conditions sont résumées en gure 2.6 pour une simulation 2D
utilisant le schéma spatial d'ordre 4. Compte tenu du schéma spatial de faible ordre
utilisé dans le code ITM, la condition T=dt > 10 est toujours remplie car moins restrictive
que la condition sur le nombre de Courant-Friedrichs-Lewy. Ceci est également visible en
gure 2.6. Les schémas de faible ordre, nécessitant moins de points, sont moins stables
mais présentent l'avantage de faciliter l'implémentation des conditions aux limites.
Dans les simulations présentées, aucun ltre numérique n'est appliqué car ils n'ont
pas été nécessaires pour stabiliser les calculs.
2.2.10 Parallélisation du code
Les simulations FDTD sont extrêmement lourdes et nécessitent généralement des
ressources en terme de temps de calcul et d'utilisation mémoire non négligeables. Ces
besoins augmentent lorsque les signaux acoustiques propagés contiennent des compo-
santes haute fréquence, lorsque le domaine de calcul est grand, ou encore lorsque la
simulation est 3D. Des temps de calcul de l'ordre de l'heure sont courants (Cotté 2008)
et peuvent rapidement atteindre des durées inenvisageables. L'autre limitation porte sur
l'espace de mémoire vive nécessaire aux calculs. Il est courant d'atteindre le gigaoctet
ce qui peut rendre certaines simulations impossible même à démarrer.
Diérentes stratégies existent pour contourner ces limitations. L'approche la plus
ecace est l'adaptation du code de calcul pour utiliser les capacités de l'architecture
matérielle sur lequel il est exécuté. On peut citer la vectorisation, qui consiste à adapter le
code pour utiliser les capacités de calcul sur vecteurs et matrices de certains processeurs.
Ce type de processeur ne semble néanmoins plus être la tendance des supercalculateurs.
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Une autre approche est le GPGPU (General-purpose Processing on Graphics Processing
Units) qui consiste en l'utilisation des cartes graphiques pour des calculs génériques.
Les cartes graphiques ont été développées pour être très performantes et grand-public,
ce qui rend leur prix abordable par rapport à d'autres architectures ayant les mêmes
capacités de calcul. L'utilisation des cartes graphiques pour le calcul numérique permet
un calcul souvent beaucoup plus rapide que le code initial. Cette approche est cependant
encore récente et les diérents standards proposés sont limités à une architecture don-
née (par exemple, CUDAne fonctionne que sur les cartes graphiques NVIDIA® et ATI
Streamque sur les cartes AMD®) ou ne sont pas totalement supportés (par exemple,
OpenCL ne permet pas d'utiliser toutes les capacités de ces cartes graphiques). En-
n, la parallélisation du code pour utiliser les capacités des machines parallèles est une
approche très populaire. De nombreuses architectures parallèles existent et plusieurs
standards sont communément supportés. La plupart des supercalculateurs sont consti-
tués de machines parallèles.
La parallélisation consiste à utiliser simultanément (de manière parallèle) plusieurs
processeurs sur une architecture de calcul. Sans parallélisation, le code est scalaire et
n'exploite les capacités que d'un seul processeur, alors qu'aujourd'hui la plupart des
nouveaux ordinateurs ont au moins 4 ou 8 processeurs. Les codes de calcul par FDTD
se prêtent particulièrement à la parallélisation car les opérations à eectuer dans les
boucles de calcul ne dépendent pas les unes des autres et peuvent donc être eectuées
simultanément sur les processeurs disponibles.
Lorsque l'ensemble des processeurs partagent une mémoire commune, comme c'est
le cas sur les ordinateurs de bureau (architecture à mémoire partagée), le standard
permettant l'utilisation de plusieurs processeurs est le standard OpenMP (pour Open
Multi Processing). Ce standard est implémenté sur de nombreux compilateurs et l'accès à
la parallélisation se fait simplement dans le code en ajoutant des directives au niveau des
boucles de calcul parallélisables (Hermanns 2002). L'eort d'implémentation est léger
et rentable, et seuls quelques aspects doivent être surveillés comme l'accès simultané en
lecture/écriture sur un chier ou l'utilisation de variables propres à chaque processus.
Le gain en temps de calcul maximal est proportionnel au nombre de processeurs utilisés
(temps de calcul divisé par 4 si 4 processeurs sont utilisés par exemple). Cependant dans
les codes de calcul, certaines parties sont impossible à paralléliser et restent scalaires.
De plus le compilateur génère des instructions supplémentaires pour l'initialisation de la
parallélisation. Ce maximum n'est donc généralement pas atteint et il est courant d'avoir
un rendement de l'ordre de 75%, où le rendement est déni par le gain de temps eectif
divisé par le gain de temps maximal théorique. Une illustration de la parallélisation par
OpenMP est donnée en gure 2.7.
Lorsque la mémoire n'est pas partagée entre les processeurs le standard OpenMP
n'est pas applicable. Cependant il est également possible de paralléliser un programme
sur les architectures à mémoire distribuée par le standard MPI (pour Message Passing
Interface). Ce standard fournit des fonctions permettant le passage de données entre
les diérents noeuds du système (chaque noeud ayant sa propre mémoire) (Gropp et al.
1999, Chergui et al. 2011). Ainsi pour exécuter un programme parallèle sur ce type d'ar-
chitecture, il faut décomposer le domaine de calcul en sous-domaines à distribuer aux
noeuds, laisser chaque noeud calculer son propre sous-domaine, et transférer la mémoire
d'un noeud à l'autre lorsqu'une donnée externe à sa propre mémoire est nécessaire. Pour
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(a) (b)
(c) (d)
Figure 2.7  Illustration du découpage du domaine de calcul pour les diérentes
parallélisations. Les engrenages représentent les processeurs et les èches les transferts
des frontières par le réseau. (a) scalaire, (b) OpenMP, (c) MPI, (d) OpenMP+MPI.
les applications de type FDTD, ce sont les données aux frontières qui sont généralement
nécessaires et échangées entre les noeuds. Ce standard présente plusieurs avantages dont
le principal est la division du domaine, ce qui diminue la mémoire vive nécessaire pour
un noeud et permet d'envisager des calculs nécessitant énormément de mémoire vive.
Le nombre de noeuds utilisables n'est pas limité et peut être augmenté facilement (en
ajoutant un noeud au réseau par exemple) alors qu'il est impossible d'ajouter un pro-
cesseur à une architecture à mémoire partagée. Cependant les eorts de programmation
pour implémenter un code utilisant MPI sont importants (en particulier comparés aux
eorts pour utiliser OpenMP), et de nombreux aspects critiques doivent êtres soigneuse-
ment implémentés, comme l'accès à un chier sur le disque, le découpage du domaine de
calcul, ou les passages de frontières entre les noeuds. Un environnement logiciel adapté,
comme le système de gestion de processus Oracle Grid Engine (anciennement Sun Grid
Engine), est également nécessaire. L'ecacité de la parallélisation est généralement li-
mitée par la bande passante du réseau sur lequel circulent les données entre les noeuds.
Une illustration de la parallélisation par MPI est donnée en gure 2.7.
Au sein d'un noeud de calcul, il peut y avoir plusieurs processeurs qui travaillent
sur une mémoire partagée. Le standard MPI ne permet pas d'eectuer simplement un
traitement diérent selon le type de mémoire existant, et l'avantage potentiel du partage
de mémoire entre ces diérents processeurs ne peut pas être pris en compte. Ainsi il
existe une dernière approche, la parallélisation hybride en OpenMP et MPI. Ce type
de parallélisation consiste en l'utilisation du standard MPI entre les diérents noeuds
et du standard OpenMP au sein d'un noeud (Lavallee et Wautelet 2012). Cela permet
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de cumuler les avantages des deux types de parallélisation et d'optimiser le calcul pour
l'architecture présente. De plus, la tendance des noeuds de calcul est à l'augmentation
du nombre de processeurs, ce qui justie l'utilisation de la parallélisation hybride. Cela
se fait tout de même au prix de la complexication du code qui prend donc deux niveaux
de parallélisation. Une illustration de la parallélisation hybride est donnée en gure 2.7.
Implémentation ISL
Le code ITM était scalaire en début de thèse. An d'améliorer les temps de calcul
le standard OpenMP a été implémenté. Enn la mise à disposition d'un cluster de
calcul ainsi que les forts besoins numériques pour les simulations des chapitres 4 à 6
ont motivé l'implémentation du standard MPI. Le code ITM est maintenant totalement
hybride OpenMP et MPI.
An de donner une idée des temps de calculs et gains obtenus par l'implémentation
de la parallélisation, des données complémentaires sont proposées en annexe C.
2.2.11 Aspects complémentaires
Quelques aspects complémentaires sont donnés sur le code ITM. Tout d'abord, il
est implémenté en FORTRAN, qui est un langage de programmation très utilisé en calcul
scientique. L'ensemble des variables est codé en double précision, choix qui s'est montré
indispensable pour les scénarios du chapitre 3 dans lesquels deux ondes de plus de 100dB
d'écart sont propagées. En eet en simple précision il y a 7 chires signicatifs ainsi une
onde propageant avec plus de 100dB de moins qu'une autre onde subit des erreurs dues
aux arrondis lorsqu'elles se superposent. En double précision il y a 16 chires signicatifs
et les erreurs d'arrondis restent faibles jusqu'environ 280dB d'écart, ce qui doit englober
la plupart des applications envisagées. Le code est automatisé pour gérer autant de
sources et de matériaux poreux et parfaitement rééchissants que l'on veut, et pour
écrire/lire des chiers sur le disque en simple précision/double précision/ASCII. Enn
le démarrage à chaud est implémenté. Cela permet d'écrire régulièrement sur le disque
une sauvegarde pour reprendre la simulation en cours si nécessaire.
2.3 Évaluation de la validité du code ITM pour des
cas classiques
Le code ITM, une implémentation au sein de l'ISL d'un code de propagation acous-
tique basé sur la résolution par FDTD des équations d'Euler linéarisées, a été présenté
dans la section précédente, avec ses spécicités. Dans cette section, des comparaisons
entre des simulations et des cas classiques de propagation sont eectuées, an d'évaluer
la validité du code. À l'exception de l'étude en présence d'un vortex ou d'un sol poreux,
ces évaluations du code ITM ont été réalisées pendant le stage de n d'études précédant
la thèse (Ehrhardt 2009). Les évaluations détaillées dans cette section ont été présentées
en congrès (Ehrhardt et Cheinet 2010).
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2.3.1 Dispersion géométrique
Le premier cas-test évalué est la dispersion géométrique (Ehrhardt 2009, Ehrhardt
et Cheinet 2010). Dans ce scénario, une source harmonique est placée dans une atmo-
sphère constante, et il n'y a aucun obstacle à la propagation. Le son se propage donc en
champ libre et son amplitude décroît avec la distance à la source. En 2D la dispersion
est circulaire, et par conservation de l'énergie l'amplitude décroît en 1=
p
r, en notant
r la distance à la source (Morse et Ingard 1968). En 3D la dispersion et sphérique et
l'amplitude décroît en 1=r (Morse et Ingard 1968). Représenté sur une échelle logarith-
mique cela revient à une décroissance linéaire de l'amplitude de 10dB par décade en 2D
et 20dB par décade en 3D.
Ce scénario simplié à l'extrême permet de vérier le fonctionnement élémentaire du
code : gestion des entrées/sorties, parallélisation, stabilité numérique, implémentation
générale. L'adéquation entre les résultats obtenus par simulation ITM et la théorie est
excellente.
2.3.2 Sol parfaitement rééchissant
Le second cas-test est presque identique au premier, avec l'ajout d'un sol parfaitement
rééchissant (Ehrhardt 2009, Ehrhardt et Cheinet 2010). La résolution théorique de ce
scénario est très simple et fait intervenir une seconde source qui est l'image de la source
réelle rééchie par le sol. Le champ acoustique en tout point s'obtient en sommant les
contributions des deux sources. Soit ~r le vecteur coordonnées d'un point du domaine.
Lorsque la source a une amplitude de 1 et une fréquence f , la pression acoustique
complexe ep, reliée à la pression acoustique p de l'équation (2.2) par p = Re(ep), vaut
dans le cas bidimensionnel (Wilson 2004) :
ep(~r) = i
4
H
(1)
0 (kk~r   ~r1k) +
i
4
H
(1)
0 (kk~r   ~r2k) (2.23)
où (
~r1 = xs~x+ zs~z
~r2 = xs~x  zs~z
(2.24)
et (xs; zs) sont les coordonnées de la source, ~x et ~z sont les vecteurs élémentaires dans
les axes X et Z, et H(1)0 est la fonction de Hankel d'ordre zéro (dénie par exemple dans
Abramowitz et Stegun 1964). Dans le cas tridimensionnel, ep devient (Salomons 2001) :
ep(~r) = eik(~r ~r1)k~r   ~r1k + e
ik(~r ~r2)
k~r   ~r2k (2.25)
où (
~r1 = xs~x+ ys~y + zs~z
~r2 = xs~x+ ys~y   zs~z
(2.26)
et (xs; ys; zs) sont les coordonnées de la source et ~y est le vecteur élémentaire dans l'axe
Y. Ici l'amplitude de la source est prise à une valeur quelconque (unitaire) car la variable
utilisée pour la comparaison avec la simulation est le niveau sonore normalisé à 1m :
L(~r) = 20 log10
 jep(~r)j
jep0(1m)j

(2.27)
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Figure 2.8  Niveau sonore L (en dB) pour le cas-test (a) 2D et (b) 3D d'une source
harmonique en présence d'un sol parfaitement rééchissant. Le cercle donne la position
de la source et les segments les chemins le long desquels le niveau sonore est prélevé.
où jep0(1m)j est l'amplitude à 1m dans le cas de la propagation en champ libre. Dans
les simulations ITM, jepj est obtenu en prenant le maximum de jpj sur au moins deux
périodes.
Ce scénario est évalué par simulations ITM en 2D et 3D. Des sources harmoniques
(f = 50Hz) sont placées au dessus d'un sol parfaitement rééchissant, et l'absorption
aux parois (sol exclus) est faite par PML. La simulation se déroule jusqu'à établissement
d'un niveau sonore constant. Les caractéristiques des simulations ITM eectuées sont
données dans les tableaux A.1 (cas 2D) et A.2 (cas 3D) de l'annexe A. Les niveaux
sonores obtenus sont donnés en gure 2.8.
Le niveau sonore est prélevé le long de 2 chemins dans le cas 2D et 3 chemins dans
le cas 3D. Il est ensuite comparé à la valeur théorique obtenue par les équations (2.23)
et (2.25). Une précaution particulière est à prendre pour la comparaison, car le sol ne
se trouve pas à l'altitude z = 0, mais z =  dz=2 (voir paragraphe 2.2.5), ce qui change
légèrement la position de la source image. Sans cette précaution, la comparaison ne
serait pas concluante car la position des franges d'interférence est extrêmement sensible
à la géométrie. Le résultat de la comparaison le long de ces 5 chemins est donné en
gure 2.9. L'accord entre théorie et simulation est à nouveau excellent. La réexion, les
interférences et le champ libre par PML sont donc bien retranscrits par le code ITM
(Ehrhardt 2009, Ehrhardt et Cheinet 2010).
2.3.3 Sol poreux
Un sol non parfaitement rééchissant est représenté dans le code ITM par un ma-
tériau poreux. Pour tester l'implémentation de ce sol, deux scénarios diérents sont
envisagés.
Dans le premier cas, une source harmonique est considérée dans une conguration
unidimensionnelle. Le signal émis se propage en champ libre jusqu'à atteindre une couche
de matériau poreux. L'interaction entre l'onde directe et l'onde rééchie par le maté-
riau poreux génère des ondes stationnaires qui peuvent être utilisées pour déterminer
39
CHAPITRE 2. SIMULATION DE LA PROPAGATION PAR UNE MÉTHODE FDTD
−7 −5 −3 −1 1 3 5 7
−30
−20
−10
0
10
(a)
X (m)
L 
(dB
)
0 1 2 3 4 5 6 7
−30
−20
−10
0
10
(b)
Z (m)
−7 −5 −3 −1 1 3 5 7
−35
−25
−15
−5
(c)
X (m)
L 
(dB
)
−5 −3 −1 1 3 5 7 9
−35
−25
−15
−5
(d)
Y (m)
0 1 2 3 4 5 6 7
−35
−25
−15
−5
(e)
Z (m)
Figure 2.9  L pour le cas-test (a et b) 2D et (c, d et e) 3D d'une source harmonique
en présence d'un sol parfaitement rééchissant. Les chemins parcourus sont
(a) x 2 [ 7m; 7m]; z = 3m, (b) x = 5m; z 2 [0m; 7m],
(c) x 2 [ 7m; 7m]; y = 3m; z = 5m, (d) x =  5m; y 2 [ 5m; 9m]; z = 3m,
(e) x = 4m; y =  4m; z 2 [0m; 7m]. (ITM),  (théorie).
l'impédance du matériau poreux (principe du tube de Kundt).
Si l'unique axe du problème est l'axe X et que l'interface entre air et matériau poreux
est située en x = 0, alors la pression complexe p dans l'air est donnée par la relation :
p(x; t) = A0e
i(!t kx)  1 +Re2ikx (2.28)
où A0 est l'amplitude de la source, et R est le coecient de réexion complexe, rélié à
l'impédance ZG, dans le cas d'une onde plane en incidence normale, par (voir paragraphe
1.2.2) :
R = ZG=(0c0)  1
ZG=(0c0) + 1
(2.29)
L'onde stationnaire présente des maximas pmax et minimas pmin d'amplitude. Selon
l'équation (2.28) précédente, et comme jRj < 1, ces amplitudes sont reliées au module
de R par : (
pmax = A0(1 + jRj)
pmin = A0(1  jRj)
(2.30)
Ainsi le module de R peut être déterminé par :
jRj = pmax   pmix
pmax + pmin
(2.31)
Pour déterminer l'argument de R, il sut de déterminer soit xmax soit xmin, correspon-
dant respectivement aux abscisses des maximas et minimas d'amplitude. Pour satisfaire
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Figure 2.10  Partie réelle (bleu) et imaginaire (rouge) de l'impédance
relative ZG=(0c0). Modèle de Zwikker et Kosten (1949),  ITM.
les équations jp(xmax)j = pmax et jp(xmin)j = pmin, il vient alors :(
arg(R) =  2ikxmax
arg(R) =    2ikxmin
(2.32)
Enn, l'impédance ZG peut alors être directement déterminée par R complexe :
ZG=(0c0) =
1 +R
1 R (2.33)
Dans le code ITM, l'impédance est supposée suivre le modèle de Zwikker et Kosten
(1949), voir équation (1.6). Pour évaluer cela, la conguration du tube de Kundt avec
un matériau herbeux est simulée, puis l'impédance est évaluée par la méthode décrite
ci-avant. Plusieurs simulations sont eectuées, pour des fréquences de source situées
entre 500Hz et 10kHz, an d'eectuer un balayage fréquentiel large. Les détails de la
simulation sont données dans le tableau A.3 de l'annexe A.
La gure 2.10 présente la comparaison entre l'impédance du modèle de Zwikker et
Kosten (1949) et l'impédance obtenue par simulation. Le bon accord indique que le code
ITM reproduit bien l'impédance décrite par le modèle de Zwikker et Kosten (1949).
Un second scénario est maintenant étudié pour compléter l'évaluation de l'implé-
mentation du sol poreux dans le code ITM. Dans le cas précédent, c'est une onde plane
en incidence normale qui est considérée, or une diculté du sol poreux réside dans la
prise en compte de fronts d'onde courbes, et avec une incidence oblique. Le scénario
suivant est alors choisi tridimensionnel, avec une source harmonique et un sol poreux,
et le paramètre d'intérêt est le niveau sonore à hauteur de la source en s'en éloignant
horizontalement.
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Figure 2.11  Niveau sonore L (en dB), dans le cas d'un sol
parfaitement rééchissant (rouge) ou poreux (bleu). théorie,  ITM.
Dans cette conguration, la pression complexe p s'écrit encore comme la somme de
deux contributions (voir l'équation (1.3) et le paragraphe 1.2.2 pour la description des
paramètres) :
p =
A0
R1
eikR1 +RA0
R2
eikR2 (2.34)
Ici la dépendance temporelle en ei!t a été retirée. Salomons (2001) donne une expression
intégrale pour R, valable dans le cas général :
R = 1  2 k
ZG=(0c0)
R2
eikR2
Z 1
0
e
  qk
ZG=(0c0)
exp

ik
p
r2 + (z + zs + iq)2

p
r2 + (z + zs + iq)2
dq (2.35)
où (r; z) sont les coordonnées cylindriques du récepteur, avec l'origine sur la projection
de la source sur le sol, et zs est la hauteur de la source. À nouveau, ZG est donné par le
modèle de Zwikker et Kosten (1949).
Cette conguration est simulée par le code ITM pour une source harmonique à 1kHz
se situant à environ 1m d'un sol herbeux ou parfaitement rééchissant. Le niveau sonore
est obtenu à hauteur de source, à une distance horizontale allant de 0.5m à 12m, ce
qui permet un balayage important de l'angle de réexion sur le sol. Les détails de la
simulation sont données dans le tableau A.4 de l'annexe A.
La gure 2.11 présente la comparaison entre le niveau sonore théorique et celui obtenu
par simulation, dans le cas d'un sol parfaitement rééchissant ou poreux (herbeux).
L'inuence du type de sol est clairement visible sur cette gure. La bonne prise en compte
du sol est donc très importante, car elle modie fortement les niveaux sonores observés,
ainsi que la position des interférences constructives et destructives. Dans chacune des
deux congurations, l'accord entre simulation et théorie est bon ce qui indique que
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le code ITM reproduit bien le comportement physique lié à la réexion d'une onde
sphérique sur un sol poreux.
2.3.4 Présence d'un mur
La géométrie est maintenant rendue plus complexe par l'ajout d'une barrière parfaite-
ment rééchissante (Ehrhardt 2009, Ehrhardt et Cheinet 2010). Une source harmonique
se situe ainsi d'un côté d'une barrière parfaitement rééchissante, en présence d'un sol
parfaitement rééchissant. Ce scénario permet d'évaluer les diractions générées par des
cassures géométriques (ici le sommet de la barrière).
Dans un premier temps, la propagation d'un simple front d'onde sinusoïdal est simu-
lée, an de visualiser l'évolution du front d'onde en présence de conditions géométriques
plus compliquées. Dans cette première simulation, la source se situe à une hauteur de
25.125m par rapport au sol, et est distante de 24.875m d'une barrière parfaitement réé-
chissante large de 50cm et haute de 40m. Le signal temporel de la source ps est similaire
à celui utilisé par Wilson (2004) dans un cas similaire et est donné par :
ps(t) =
8>><>>:
(A=2)(1  cos(t=T1) cos(2ft) si 0  t  T1;
A cos(2ft) si T1  t  T   T2;
(A=2)(1  cos((t  T )=T2) cos(2ft) si T   T2  t  T;
0 sinon.
(2.36)
En prenant A = 1, f = 50Hz, T = 3=f et T1 = T2 = T=2, quelques fronts d'onde
d'une sinusoïde de 50Hz sont propagés. Les autres caractéristiques de la simulation sont
données dans le tableau A.5 de l'annexe A. La gure 2.12 donne la pression acoustique
obtenue par le code ITM à diérents instants. Ce type de visualisation, caractéristique
des méthodes temporelles, permet d'observer et d'interpréter le comportement physique
d'une onde se propageant. Dans le cas étudié, les réexions sur le sol et la barrière sont
visibles, ainsi que la diraction au sommet de la barrière. Si un récepteur est placé à
droite de la barrière, la visualisation permet d'observer qu'un simple écho acoustique
donne lieu à quatre contributions. Ces quatre contributions sont des combinaisons de
réexions sur le sol avant et après la barrière, et diraction à son sommet.
Diérentes théories existent pour la diraction par une barrière (en particulier Pierce
1974). Des approximations menant à des expressions analytiques plus simples restent
cependant utiles et Salomons (2001) donne par exemple la pression acoustique complexe
valable derrière une barrière (dans la zone d'ombre d'une source harmonique de nombre
d'onde k) en présence d'un sol comme la somme des quatres contributions énoncées
précédemment, voir équation (1.7). Les expressions analytiques sont données dans le
chapitre précédent, paragraphe 1.2.3. Le niveau sonore L considéré dans ce paragraphe
est identique à précédemment, équation (2.27), sauf que la normalisation est choisie par
rapport à l'amplitude à 1m à droite du sommet de la barrière.
Une cartographie du niveau sonore obtenue par ITM lorsque la source est purement
harmonique à 50Hz est donnée en gure 2.13. L'apparence a fortement changé par
rapport au cas sans barrière, gure 2.8, en particulier du côté de la barrière où se
situe la source. Ceci est dû aux multiples interférences entre la source, son image par
rapport au sol, et son image par rapport à la barrière. De l'autre côté de la barrière,
le niveau sonore est dû au son diracté au sommet de la barrière, ce qui constitue une
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Figure 2.12  Pression acoustique pour le cas-test de la propagation de fronts
d'onde sinusoïdaux en présence d'une barrière et d'un sol, aux temps
t = 0:05s (a), t = 0:15s (b), t = 0:25s (c), t = 0:35s (d), t = 0:45s (e) et t = 0:55s (f).
Le cercle donne la position de la source. Échelle de couleurs entre -0.05 et 0.05.
Figure 2.13  Niveau sonore L (en dB) pour le cas-test d'une source harmonique en
présence d'une barrière et d'un sol. Le cercle donne la position de la source et les
segments violets donnent les chemins le long desquels le niveau sonore est prélevé.
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Figure 2.14  Niveau sonore L (en dB) pour le cas-test d'une source harmonique
en présence d'une barrière et d'un sol. Les chemins parcourus sont
(a) d 2 [0m; 120m]; z = 20m et (b) d = 30m; z 2 [0m; 50m].
(ITM), (théorie).
forme de source secondaire. Avec son image par rapport au sol, on retrouve les franges
d'interférences précédentes.
Pour comparer les niveaux sonores théoriques avec ceux obtenus par simulation, le
niveau sonore le long des deux chemins présentés en gure 2.13 est donné en gure 2.14.
La bonne concordance entre ces courbes montre que le code ITM permet de retranscrire
les diractions, et ainsi d'obtenir des résultats réalistes, diciles à appréhender à la fois
analytiquement et numériquement avec d'autres méthodes (Ehrhardt 2009, Ehrhardt et
Cheinet 2010).
2.3.5 Présence d'un gradient de vent
Le test suivant a pour objectif de vérier le comportement réfractif des ondes en
présence de gradients atmosphériques (Ehrhardt 2009, Ehrhardt et Cheinet 2010). An
d'évaluer le code ITM, le scénario considéré est pris identique à une simulation 2D
réalisée par Ostashev et al. (2005) à l'aide d'un modèle de propagation par FDTD et
d'un autre par FFP.
Dans ce scénario, les eets réfractifs ont pour origine un gradient constant en vitesse
horizontale avec l'altitude (~V (x; z) = z~x;  = 1m.s 1=m), les autres paramètres étant
constants, et en présence d'un sol parfaitement rééchissant. Le vent passe donc de
0m.s 1 au sol à 100m.s 1 à 100m d'altitude. La source de 100Hz se trouve à une hauteur 3
de 19.5m.
3. Ostashev et al. (2005) mentionnent une hauteur de 20m. Cependant compte tenu des autres
résultats présentés la hauteur de la source est eectivement 19.5m.
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Figure 2.15  Niveau sonore L (en dB) pour le cas-test d'une source harmonique en
présence d'un sol et d'un gradient de vent. Le niveau sonore est prélevé
à l'altitude de la source en s'en éloignant horizontalement.
(ITM),  (simulation FDTD d'Ostashev et al. 2005).
Pour obtenir cette altitude dans la simulation, un pas spatial de 0.16318m a été choisi,
et la source est prise à 120 mailles de hauteur ("altitude"=(120 1+1=2)0:16318m =
19:5m). Les autres conditions de simulation sont données dans le tableau A.6 de l'annexe
A.
Le niveau sonore est prélevé à l'altitude de la source en s'en éloignant horizontale-
ment, comme dans Ostashev et al. (2005). La comparaison entre la simulation ITM et
les résultats d'Ostashev et al. (2005) est donnée en gure 2.15. À nouveau, l'accord est
excellent ce qui indique que le code ITM retranscrit bien les eets de réfraction dus à
un gradient de vent (Ehrhardt 2009, Ehrhardt et Cheinet 2010).
2.3.6 Propagation à travers un vortex
Toujours an d'évaluer la capacité du code ITM à retranscrire l'inuence des uctua-
tions atmosphériques sur la propagation, un autre cas-test est envisagé : la propagation
d'une onde plane harmonique à travers un vortex (Ehrhardt et Cheinet 2010). Ce pro-
blème est dicile à traiter du point de vue théorique, et la résolution analytique est
longtemps restée un dé. Les diérentes solutions proposées sont soit complexes (Colo-
nius et al. 1994), soit valables dans des cas restreints (Ford et Llewellyn Smith 1999).
O'Shea (1975) attribue les dicultés à l'eet de réfraction longue distance. En eet,
une onde plane générée à une distance innie d'un vortex est déformée par la réfraction
avant même d'arriver à proximité du vortex. Même dans les cas basse fréquence, ou de
vortex à circulation totale nulle, où cet eet n'existe pas, les solutions sont singulières
(Candel 1979) et complexes (Howe 1999). Il est intéressant de montrer que le code ITM
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peut retranscrire la physique de la propagation à travers un vortex de manière simple.
Comme la simulation semble un moyen able de résoudre ce problème, une simulation
ITM est comparée à une des simulations DNS eectuées par Colonius et al. (1994),
prenant en compte de facto l'ensemble des phénomènes physiques de la mécanique des
uides.
Dans cette simulation, l'étude porte sur la propagation d'une onde plane harmonique
se propageant à travers un vortex de Oseen déni par :
V(r) =
C
2r

1  exp(  r
2
L2 )

(2.37)
où V est la vitesse azimutale, la vitesse radiale Vr est nulle, r est la distance par rapport
au centre du vortex (à l'origine du domaine),  est une constante égale à 1.256431 (prise
telle que le maximum de V ait lieu en r = L), L est une dimension caractéristique du
vortex, et enn C est la circulation totale du vortex, reliée à son nombre de mach M
par :
C = 1 + 2

LcM (2.38)
avec M = 0:125 et L = 2m. L'onde plane de 43Hz est générée à 40m du vortex 4. Le
paramètre acoustique mesuré par Colonius et al. (1994) est ce qu'ils appellent la valeur
ecace (RMS) de l'onde "diusée" par le vortex, qu'ils dénissent comme la soustraction
de la pression acoustique en présence du vortex par la pression acoustique sans vortex.
Ils normalisent ensuite cette valeur par l'amplitude de l'onde plane.
Une simulation ITM est donc eectuée dans les mêmes conditions. Les paramètres de
simulation sont données dans le tableau A.7 de l'annexe A. La valeur ecace normalisée
de l'onde diusée par le vortex est calculée en soustrayant le champ acoustique obtenu
pour une simulation avec vortex par le champ acoustique obtenu pour une simulation
sans vortex. La valeur ecace (RMS donc pour une sinusoïde son amplitude divisée parp
2) est extraite puis divisée par l'amplitude de l'onde initiale.
Une cartographie de ce paramètre obtenu par simulation ITM est donnée en gure
2.16, ce qui illustre la complexité de ce champ. Pour comparer avec la simulation DNS,
ce paramètre est prélevé le long d'un cercle de 20m centré sur le vortex. La comparaison,
eectuée en gure 2.17, montre un excellent accord entre les deux simulations.
Le code ITM est donc capable de retranscrire la physique complexe de la propagation
d'une onde plane harmonique à travers un vortex (Ehrhardt et Cheinet 2010). Des eets
tels que la convection et réfraction sont donc bien pris en compte dans le code de
propagation acoustique par FDTD de l'ISL.
2.3.7 Synthèse des évaluations
Plusieurs cas-tests de propagation acoustique viennent d'être étudiés : la dispersion
géométrique, la propagation du son en présence d'un sol parfaitement rééchissant ou
poreux, en présence d'un sol et d'une barrière parfaitement rééchissants, en présence
d'un sol parfaitement rééchissant et un gradient de vent, et enn la propagation en
présence d'un vortex. Ces cas-tests ont permis de montrer que le code ITM retranscrit
4. Dans Colonius et al. (1994) les valeurs sont adimensionnalisées. Les valeurs présentées ici sont
choisies pour garder les mêmes nombres adimensionnels.
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Figure 2.16  Valeur ecace normalisée de l'onde diusée par
le vortex obtenue par simulation ITM.
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Figure 2.17  Valeur ecace normalisée de l'onde diusée
par le vortex pour r = 20m et  2 [ 180°; 180°].
(ITM),  (simulation DNS de Colonius et al. 1994).
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bien la physique d'un certain nombre de phénomènes : la dispersion géométrique, les
réexions, les diractions, les interférences, la convection, la réfraction, et la diusion
par une uctuation atmosphérique.
L'ensemble des aspects de la propagation acoustique n'a pas été évalué ici. Une
évaluation plus complète se pencherait sur la propagation d'une onde non harmonique, la
propagation dans des uctuations atmosphériques complexes ou encore la propagation en
présence de multiples obstacles, cependant ils dépassent le cadre de la simple évaluation
de la validité du code ITM.
2.4 Conclusion du chapitre
Les modèles de résolution des équations de propagation acoustique par une méthode
de FDTD récemment proposés (Blumrich et Heimann 2002, Salomons et al. 2002, Wilson
et Liu 2004, Ostashev et al. 2005) présentent peu d'approximations de la théorie de la
propagation acoustique en milieu extérieur par rapport aux autres modèles génériques
existants, en particulier l'équation parabolique, la méthode FFP et la méthode des
rayons. Les applications à ces modèles sont nombreuses mais l'utilisation est limitée par
le coût numérique élevé.
Dans ce chapitre, le principe général de ces modèles a été présenté : algorithme de
résolution par FDTD, équations de propagation utilisées, et les diérentes conditions
aux limites utilisables. Les aspects numériques ont été également détaillés : maillage,
schémas numériques spatiaux et temporels, implémentation des diérentes conditions
aux limites, et parallélisation du code de calcul.
Au sein de l'institut d'accueil, l'ISL, une implémentation de ce modèle a été réalisée
sous le nom ITM. Les changements du code ITM pendant la thèse ainsi que les choix
algorithmiques ont été présentés au long de ce chapitre : le langage de propagation est
le FORTRAN, les variables sont codées en double précision, le jeu de deux équations de
propagations a été choisi, le maillage numérique est décalé et les dérivées spatiales sont
estimées via le schéma numérique centré d'ordre 2 ou 4. L'intégration temporelle se fait
par la méthode de Runge-Kutta d'ordre 4. Concernant les conditions aux limites, les
sources de pression, de masse et de force ont été implémentées, des parois parfaitement
rééchissantes et périodiques sont utilisables, des matériaux poreux peuvent être ajoutés
pour représenter le sol ou absorber le son au bords du domaine. Pour l'absorption du son
les PML ont également été implémentées. Enn le code est parallélisé de manière hybride
avec les standards OpenMP et MPI. Ce code de calcul a été présenté à la communauté
scientique (Ehrhardt et Cheinet 2010, Cheinet et al. 2012).
Une évaluation initiale du code a ensuite été proposée. La bonne retranscription
de plusieurs phénomènes physiques, tels que la dispersion géométrique, les réexions,
les diractions, les interférences, la convection, la réfraction, et la diusion par une
uctuation atmosphérique, ont été mis en évidence (Ehrhardt 2009, Ehrhardt et Cheinet
2010)
Le code ITM ayant été présenté et ayant montré ses potentialités, il est utilisé dans les
chapitres suivants de ce mémoire dans des scénarios très diérents, faisant intervenir la
turbulence atmosphérique, des signaux non harmoniques ou encore des milieux urbains
complexes. Pour des raisons de temps de calcul, les scénarios envisagés par la suite sont
principalement 2D.
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Chapitre 3
Simulation de la propagation
acoustique autour d'une uctuation
atmosphérique locale non turbulente
3.1 Introduction
La propagation du son est inuencée par l'atmosphère. En plus de l'inuence des
champs atmosphériques moyens, constants ou présentant un gradient (voir paragraphe
1.3.2), les uctuations atmosphériques localisées perturbent les ondes acoustiques qui
les traversent. Bien que les uctuations atmosphériques soient généralement turbulentes,
l'étude de l'inuence des uctuations non turbulentes (constantes par exemple) sur le son
a un intérêt pratique. Par exemple un jet de réacteur d'avion provoque une uctuation
localisée en température et le sillage de l'avion provoque des vortex (Candel 1977). Il
est également possible de considérer un champ turbulent comme étant la somme de
multiples uctuations constantes (McBride et al. 1991, 1992).
L'étude de la propagation à travers une uctuation atmosphérique locale non tur-
bulente constitue un premier pas vers la compréhension de la physique en jeu et la
validation du code ITM pour la propagation à travers une atmosphère turbulente lo-
calisée ou globale. Ce chapitre traite cette première étape. Les deux chapitres suivants
traitent la propagation à travers la turbulence atmosphérique.
Le scénario étudié est le suivant : une onde acoustique plane harmonique (de fré-
quence f , longueur d'onde , et nombre d'onde k) se propage librement dans une at-
mosphère 2D de température T , humidité q et vent ~V . La direction de propagation est
donnée par le vecteur unitaire  !mi. La température T et l'humidité q sont constants et
égaux à respectivement T0 et q0 en dehors d'un domaine surfacique S dans lequel ils
présentent une uctuation constante T1 et q1. On a alors :(
T = T0 + T1
q = q0 + q1
(3.1)
La célérité c et la masse volumique  de l'atmosphère sont reliées à la température et
50
CHAPITRE 3. SIMULATIONS ITM : FLUCTUATION ATMOSPHÉRIQUE LOCALISÉE
Figure 3.1  Scénario étudié. L'onde plane incidente se propage vers
le volume gris, qui représente la uctuation atmosphérique.
l'humidité par les relations (Ostashev 1997) :8<:
c =
p
RT (1 + 0:51q)
 =
P0
RT (1 + 0:61q)
(3.2)
avec P0 qui est la pression atmosphérique moyenne. Les grandeurs  = 1:4 et R = 287
sont respectivement l'indice adiabatique et la constante spécique de l'air. La célérité
et la masse volumique sont donc également uctuantes dans S. Les parties moyennes
seront notées avec un indice 0 et les parties uctuantes avec un indice 1. L'origine du
repère est pris au centre du domaine uctuant, et un point R du plan aura pour vecteur
coordonnées ~r = r~m, où r est la distance entre ce point et l'origine, et le vecteur ~m est
unitaire. Un point à l'intérieur du domaine uctuant aura pour vecteur coordonnées  !r0 .
Enn l'angle entre  !mi et ~m est noté . La géométrie est illustrée en gure 3.1.
Pour traiter ce type de scénario, une approximation courante est l'approximation
de Born/Rytov, aussi appelée l'approximation des faibles perturbations (Tatarski 1961,
Morse et Ingard 1968). Cette approximation consiste à décomposer le champ acoustique
en diérentes contributions, chacune ayant un ordre de grandeur de moins que la précé-
dente, et de ne considérer qu'un certain nombre d'ordres de grandeurs. Les diérentes
contributions se déduisent itérativement à partir des contributions précédentes. Cette
approximation très pratique est traitée dans le paragraphe 3.2.
L'onde diusée par la uctuation présente une forte directivité. Ceci est discuté dans
le paragraphe 3.3. Les sensibilités aux paramètres du scénario sont étudiées théorique-
ment et par simulation. Deux principaux mécanismes sont mis en évidence.
Dans le paragraphe 3.4 les limites de l'approximation de Born/Rytov sont illustrées
par les écarts entre simulation et théorie. Les cas des fortes uctuations atmosphériques
et de la présence de convection sont abordés.
Une partie de cette étude a été présentée lors du 14e congrès Long Range Sound
Propagation (Ehrhardt et al. 2011).
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3.2 L'approximation de Born/Rytov
Le point de départ pour la résolution du problème est l'équation de propagation
d'une onde harmonique dans un milieu caractérisé par sa célérité, sa masse volumique
et le vent (Tatarski 1961, Ostashev 1994, 1997) :
( + k2)p =
"
 "k2 + ~r

ln

0

 ~r  2ik
~V  ~r
c0
+

2i
!
@Vi
@xj

@2
@xi@xj
#
p (3.3)
où " est par dénition c20=c
2   1. Cette équation ne permet pas en l'état d'aboutir à
un résultat analytique, c'est pourquoi il est nécessaire d'appliquer l'approximation aux
faibles perturbations (Tatarski 1961, Morse et Ingard 1968). Le champ acoustique p
est décomposé en deux contributions p0 et p1. Les deux écritures possibles de cette
décomposition sont soit l'approximation de Born p = p0 + p1 soit l'approximation de
Rytov p = p0ep1=p0 , avec p1  p0. Selon plusieurs auteurs ces deux décompositions sont
équivalentes au premier ordre (Tatarski 1961, McBride et al. 1991, 1992, Brownlee 1973,
Yura et al. 1983), bien que ce point soit sujet à controverse (Brownlee 1974, Wenzel
1985, Middleton 1999). L'approximation de Born sera considérée ici.
3.2.1 Cas général
Dans le cas général l'équation (3.3) devient :8><>:
( + k2)p0 = 0
( + k2)p1 =
"
 "k2 + ~r

ln

0

 ~r  2ik
~V  ~r
c0
+

2i
!
@Vi
@xj

@2
@xi@xj
#
p0
(3.4)
L'onde initiale p0 est donc l'onde en absence de uctuation atmosphérique. Cette
onde vient exciter la uctuation atmosphérique qui devient la source de l'onde diusée
p1. La seconde partie de l'équation (3.4) est intégrable. Comme le terme entre crochets
est nul hors de S, l'intégration ne se fait que sur ce domaine, ce qui donne l'expression
intégrale suivante pour l'onde diusée p1 :
p1(~r) =  
ZZ
S
S( !r0 )p0( !r0 )G(~r; !r0 )d !r0 (3.5)
où S est le terme source entre crochets dans l'équation (3.4) :
S( !r0 ) =  "( !r0 )k2 + ~r

ln
( !r0 )
0

 ~r  2ik
~V ( !r0 )  ~r
c0
+

2i
!
@Vi(
 !r0 )
@xj

@2
@xi@xj
(3.6)
et G est la fonction de Green harmonique du système. Dans le cas 2D (Morse et Ingard
1968) :
G(~r; !r0 ) = i
4
H
(1)
0 (k  k~r   !r0k) (3.7)
où H(1)0 est la fonction de Hankel d'ordre zéro.
Bien que l'expression (3.5) soit susante pour résoudre le problème par intégra-
tion numérique, deux simplications du terme source S sont données ici. Premièrement
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lorsque le champ diusé à évaluer se situe en champ lointain, le terme source suivant
peut être choisi (Ostashev 1994, 1997) :
SCL( !r0 ) =  "k2 + (1  cos )k2 ln 
0
+ 2k2 cos 
 !mi  ~V
c0
(3.8)
De la même manière, lorsque les uctuations en température, humidité et vent sont
susamment faibles, le terme source peut être remplacé par (Ostashev 1994, 1997) :
SF( !r0 ) =  2k2neq + 2ik( !mi  ~r)neq + ck2q1 + ~rq1~r (3.9)
avec c = 0:501 et  =  0:596 qui sont deux nombres caractéristiques de l'air, et neq
qui est l'indice équivalent du milieu (Candel 1979) :
neq =   T1
2T0
 
 !mi   !V
c0
(3.10)
3.2.2 Cas d'une uctuation uniforme circulaire en humidité et
température
On se restreint maintenant au cas d'une uctuation, (i) en température et humidité
uniquement, (ii) de faible amplitude, et on cherchera à évaluer l'onde diusée (iii) en
champ lointain. Ces restrictions permettent d'aboutir à une solution analytique permet-
tant une analyse théorique de la physique en jeu.
Dans cette conguration, grâce aux hypothèses (i) et (ii), l'équation (3.5) peut être
utilisée avec le terme source SF ce qui donne :
p1(~r) =  
ZZ
S

k2
T1
T0
p0 + ck
2q1p0   ~rT1
T0
 ~rp0 + ~rq1  ~rp0

G(~r; !r0 )d !r0 (3.11)
En remplacant p0(
 !r0 ) par exp(ik !mi !r0 ) (onde plane harmonique) et G par son expression
en champ lointain (hypothèse (iii)), il vient l'expression suivante (Candel 1979) :
p1(~r) =
k2
4
r
2
kr
eikr i
3
4 

1  2 sin2 
2

TF

T1
T0

( ~K)
+

c + 2 sin
2 
2

TF[q1]( ~K)
 (3.12)
où TF[]( ~K) est la transformée de Fourier bidimentionnelle au nombre d'onde diusé
~K = k(~m  !mi). Les détails de calcul sont donnés en annexe D. La dépendance radiale
en eikr=
p
r indique que l'onde diusée est une onde circulaire centrée sur la uctuation
atmosphérique. Le terme entre crochets donne lui la directivité de cette onde.
Pour calculer ce terme, il faut calculer les transformées de Fourier spatiales des uc-
tuations atmosphérique. Pour aboutir à un résultat analytique simple, les uctuations
sont supposées (iv) circulaires de rayon R et (v) constantes. T1 et q1 se réécrivent alors
T1(
 !r0 ) = T1DR( !r0 ) et q1( !r0 ) = q1DR( !r0 ), où DR est la fonction caractéristique d'un
disque de rayon R :
DR(
 !r0 ) =

1 si r0  R
0 si r0 > R
(3.13)
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Le calcul de la transformée de Fourier de DR est eectué en annexe E et donne :
TF[DR]( ~K) = 2R
2J1(KR)
KR
(3.14)
où J1 est la fonction de Bessel d'ordre 1. L'expression nale de l'onde diusée s'écrit en
fonction de nombres adimensionnels :
p1(d; ) = a
2
r

2ad
eiad i
3
4
J1
 
2a
sin 
2

2a
sin 
2



1  2 sin2 
2

T1
T0
+

c + 2 sin
2 
2

q1
 (3.15)
Les nombres adimensionnels sont le nombre d'onde réduit a = kR et la distance norma-
lisée d = r=R.
Cette expression analytique (3.15) est pratique car elle permet une analyse théorique
de l'onde diusée, ce que ne permet pas l'équation (3.5) qui en revanche présente moins
d'approximations. Par la suite, l'expression analytique désignera l'équation (3.15) et
l'expression intégrale désignera l'équation (3.5). L'expression intégrale sera évaluée par
la méthode des trapèzes dans Matlab.
3.3 Directivité de l'onde diusée
Dans cette section, sauf mention contraire, c'est uniquement la uctuation circulaire
uniforme qui est considérée. L'expression analytique du champ diusé est alors donnée
par l'expression analytique (3.15). Cette expression peut être décomposée de la manière
suivante :
p1(d; ) = W (a; ad) D1(a; ) D2(T1=T0; q1; ) (3.16)
Le comportement d'onde du champ acoustique est visible dans le premier terme W , car
la dépendance radiale est en eiad=
p
d :
W (a; ad) = a2
r

2
e i
3
4 

eiadp
ad

(3.17)
Le terme D1 est un premier mécanisme de la directivité, qui est caractéristique de a :
D1(a; ) =
J1
 
2a
sin 
2

2a
sin 
2
 (3.18)
et le terme D2 est un second mécanisme de directivité, qui est caractéristique de T1=T0
et q1 :
D2

T1
T0
; q1; 

=

1  2 sin2 
2

T1
T0
+

c + 2 sin
2 
2

q1 (3.19)
L'objet de cette section est l'étude de la directivité de l'onde diusée par analyse des
termes D1 et D2. Des simulations par le code ITM sont eectuées pour validation des
analyses. Tout d'abord l'eet de champ proche, dans lequel la directivité change, est mis
en évidence. Ensuite la sensibilité de la directivité au nombre d'onde réduit est étudiée,
suivi de la sensibilité au type de uctuation (température/humidité).
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3.3.1 L'eet de champ proche
L'expression analytique (3.15) est commode car elle permet une analyse théorique
de l'onde diusée. Elle n'est cependant valable qu'en champ lointain. Pour illustrer cela,
une simulation ITM est eectuée dans un scénario donné, et la directivité de l'onde
diusée est évaluée à diérentes distances. Les résultats de la simulation sont également
comparés aux expressions analytique et intégrale.
Le scénario est le suivant. La uctuation atmosphérique est circulaire de rayon R =
6:75m, la température moyenne T0 = 295K, la uctuation en température T1 = 1K,
il n'y a pas de variation d'humidité et le vent est nul (q = q0, ~V = ~0). L'onde plane
incidente a une fréquence f = 50Hz. Ce scénario sera appelé scénario S1. La directivité
de l'onde diusée étant fortement marquée, c'est son niveau sonore (en dB) relatif à
l'onde incidente L qui est présenté :
L = 20  log10
 jp1j
jp0j

(3.20)
L'onde diusée s'obtient par simulation en soustrayant le résultat en présence du do-
maine uctuant (donc p0+p1) au résultat sans le domaine uctuant (donc p0). L'ampli-
tude de l'onde est obtenue en prenant la valeur maximale de la pression sur une période.
L'ensemble des conditions de simulation est donné dans le tableau A.8 de l'annexe A.
Sauf mention contraire, les mêmes conditions de simulation sont prises en compte dans
les simulations suivantes (seule change la uctuation atmosphérique).
Une cartographie de L, obtenue par simulation, est donnée en gure 3.2. Le niveau
sonore diminue avec l'éloignement de la uctuation. De plus l'onde diusée a une forte
directivité, visible par la présence de franges angulaires dans lesquelles le niveau sonore
est faible. Enn l'onde diusée est faible par rapport à l'onde non perturbée : -40dB en
champ avant et -70dB en champ arrière. L'onde diusée est donc principalement générée
dans la direction de propagation. La symétrie par rapport à l'axe X est notable.
La gure 3.3 présente le niveau sonore le long de demi-cercles centrés sur la uc-
tuation pour diérentes distances normalisées (de 2 à 10). Pour éliminer la décroissance
normale du niveau de -3dB par doublement de distance, le niveau sonore est normalisé
par rapport à sa valeur en champ avant ( = 0°). En absence d'eet de champ proche les
diérentes courbes devraient être superposées. Cependant des diérences de directivité
s'observent. En champ proche, la uctuation ne peut pas être considérée ponctuelle alors
que c'est le cas en champ lointain, ce qui explique ces diérences. Lorsque la distance
à la uctuation augmente, les courbes tendent à atteindre une forme asymptotique. Au
delà de d = 10, le niveau sonore normalisé ne change plus beaucoup ; la directivité en
champ lointain est presque établie. Les principales diérences ne se situent plus qu'au
niveau des franges d'interférence. L'expression analytique, qui est l'expression valide en
champ lointain, est également donnée en gure 3.3. Les autres courbes tendent bien vers
cette forme asymptotique.
3.3.2 La sensibilité au nombre d'onde réduit
Le nombre d'onde réduit a = kR n'intervient que dans le terme de directivité D1.
En raison de la forme de ce terme, il y a autant de franges d'interférences angulaires
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Figure 3.2  Niveau sonore L de l'onde diusée (Scénario S1), obtenu par
simulation ITM. Le cercle blanc délimite le domaine atmosphérique uctuant.
L'onde plane se propage dans la direction des X croissants.
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Figure 3.3  Niveau sonore L normalisé pour diérents rayons et  2 [0; 180].
Scénario S1, obtenu par simulation ITM. (d = 2), (d = 4),
(d = 6), (d = 10), (expression analytique).
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destructives lorsque  varie de 0° à 180° qu'il y a de zéros 1 de la fonction de Bessel
d'ordre 1 entre 0 et 2a. Les angles liés à ces interférences destructives, notés 1;n (pour
le n-ième angle) s'obtiennent par la relation :
1;n = 2 sin
 1

j1;n
2a

(3.21)
où j1;n est le n-ième zéro de la fonction de Bessel d'ordre 1 (Abramowitz et Stegun
1964).
Deux scénarios acoustiques sont évalués par le code ITM, par l'expression intégrale
et par l'expression analytique, an d'une part d'analyser la correspondance entre les
diérentes méthodes, et d'autre part de valider la position des angles d'interférence. Le
premier scénario est celui présenté précédemment (S1) et le second dière du premier
uniquement par le rayon de la uctuation : 3.75m au lieu de 6.75m. Ce scénario sera par
la suite désigné S2.
La gure 3.4 présente le niveau sonore le long d'un demi-cercle de 70m autour de la
uctuation pour les diérents scénarios et diérentes méthodes. L'accord est excellent
entre la simulation et l'expression intégrale. Seul le champ arrière dière légèrement entre
les deux expressions. La concordance montre cependant que les deux résultats sont va-
lables. La gure indique également que l'expression analytique est valable sauf au niveau
des angles d'interférences destructives, où des décalages importants ont lieu. Ces dié-
rences proviennent de l'approximation de champ lointain, comme discuté précédemment.
Les angles d'interférence sont positionnés aux mêmes endroits par les trois méthodes.
Ces angles correspondent aux angles donnés par l'équation (3.21), par exemple pour S1,
36.2°, 69.4° et 111.2°. L'angle supplémentaire à 90° correspond à un zéro du terme D2
comme cela sera expliqué par la suite.
Pour mieux visualiser la contribution de ce mécanisme d'interférence, une carto-
graphie de D1 (en décibels) obtenue à partir de l'expression analytique est donnée en
fonction de  et a en gure 3.5. Cette visualisation permet d'observer l'évolution des
franges d'interférence avec a. Lorsque a est très faible,D1 tend vers une valeur constante.
En deçà d'une certaine valeur il n'y a pas de frange d'interférence destructive, ce qui
correspond à la condition théorique 2a < j1;1. Au dessus de cette valeur et au fur et
à mesure que a augmente, de nouveaux angles d'interférences apparaissent en champ
arrière et se décalent progressivement vers le champ avant. Ainsi plus le nombre d'onde
réduit augmente, plus la directivité est marquée. En termes adimensionnels ceci indique
que plus la fréquence ou la taille du domaine augmente, plus la directivité est marquée.
En résumé, le premier mécanisme d'apparition de franges angulaires d'interférences
destructives dépend du nombre d'onde réduit a. Si ce dernier est susamment petit
(inférieur à environ 1.91), aucun angle d'interférence ne ressort. Au dessus de cette valeur
des franges apparaissent en champ arrière et se décalent progressivement en champ avant.
Ces déductions analytiques ont été vériées par ITM et l'expression intégrale. Le code
ITM est donc parfaitement capable de reproduire le comportement analytique attendu
sous l'approximation de Born concernant ce premier mécanisme.
1. Solutions de l'équation J1(x) = 0
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Figure 3.4  Niveau sonore L pour r = 70m et  2 [0°; 180°].
(ITM), 4 (expression intégrale), (expression analytique).
(a) Scénario S1, (b) Scénario S2.
Figure 3.5  20 log10(D1) obtenu par expression analytique
pour a 2 [0; 12] et  2 [0°; 180°].
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Figure 3.6  Scénario S3. (a) T1 (en K), et (b) niveau sonore L
obtenu par simulation ITM pour r = 70m et  2 [ 180°; 180°].
3.3.3 Le couplage entre uctuation en température et humidité
Dans la section précédente il a été question d'un angle d'interférence destructif à
90° pour la uctuation en température uniquement. Cet angle s'attribue au terme D2
car D2(T1=T0; 0; 90°) = 0. Cet angle d'interférence est maintenant noté 2;T . A priori,
si la uctuation est uniquement en température, il n'est même pas nécessaire que la
uctuation soit circulaire ni uniforme pour avoir l'interférence à 90°, le termeD2 pouvant
déjà être mis en évidence dans l'équation (3.12) où la uctuation a une répartition
quelconque. La condition de champ lointain est néanmoins indispensable. Ce point peut
être vérié par simulation.
Considérons une uctuation en température uniquement avec une forme quelconque
donnée en gure 3.6 (a) (ci-après mentionné sous le scénario S3). Le résultat de la
simulation ITM est donné dans la même gure, en (b), où le niveau sonore est aché
le long d'un cercle de 70m de rayon autour de cette uctuation. Malgré l'absence de
symétrie et la géométrie complexe de la uctuation, des interférences destructives se
retrouvent comme attendu à 90°.
De manière similaire si la uctuation est en humidité uniquement, il existe un angle
d'interférence (qui sera désigné par 2;q) pour lequel D2 est nul. Son expression se trouve
aisément :
2;q = 2 sin
 1
s
 c
2
' 80:8282° (3.22)
Comme précédemment cela a été vérié par une simulation ITM. Le résultat (non pré-
senté ici) présente bien une interférence destructive à 2;q.
Dans le cas général, où la uctuation est à la fois en température et en humidité,
l'expression de l'angle d'interférence du second mécanisme (qui sera désigné par 2) est
plus complexe, et cet angle n'existe que sous certaines conditions. Le paramètre clef de
ce second mécanisme est le rapport entre uctuation en humidité et en température
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Figure 3.7  20 log10[D2=(T1=T0)] obtenu par expression analytique
pour  2 [ 10; 10] et  2 [0°; 180°]. La droite verticale a pour équation  = 2;q et les
droites horizontales (bas)  =  1=c et (haut)  = 1=(2 + c).
 = q1=(T1=T0). Il est possible de montrer que l'angle d'interférence n'existe que si :
 2 R 

  1
c
;
1
2 + c

(3.23)
auquel cas sa valeur est :
2 = 2 sin
 1
s
1
2

1 + c
1  

(3.24)
Ces résultats mathématiques, démontrés en annexe F, permettent de déterminer si un
angle d'interférence lié au second mécanisme existe, et quelle est sa valeur, compte
tenu du couplage entre uctuation en température et en humidité. En particulier 2
tend bien vers 2;T lorsque  = 0 (uctuation en température uniquement) et vers 2;q
lorsque ! 1 (uctuation en humidité uniquement).
Comme cela a été fait avec le premier mécanisme, une cartographie deD2 (en décibels
et normalisé par rapport à T1=T0 pour ne dépendre que du rapport ) obtenue à partir de
l'expression analytique est présentée en gure 3.7. Elle permet de visualiser l'évolution
de l'angle d'interférence. Les diérentes limites mentionnées précédemment sont visibles
à l'aide des droites en pointillés.
Ces aspects sont vériées par simulation pour deux cas. Ces deux simulations ont lieu
à une fréquence faible de 20Hz et un rayon pour la uctuation circulaire de 3.75m, an
d'avoir un nombre d'onde réduit susamment faible (a ' 1:37) pour n'avoir aucun angle
d'interférence destructif obtenu par le premier mécanisme. Tout angle d'interférence
observé sera alors 2. Il ne doit y avoir alors qu'un ou aucun angle d'interférence. Dans
le premier cas (S4), T1 =  0:5K et q1 = 1:42  10 3kg/kg. Le rapport  vaut alors
-2.478, et d'après l'équation (3.24), 2 ' 60:42°. Dans le second cas (S5), T1 =  0:5K et
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Figure 3.8  Niveau sonore L pour r = 70m et  2 [0°; 180°].
(humidité uniquement, expression analytique),
(température uniquement, expression analytique),
(ITM), 4 (expression analytique),  (expression intégrale).
(a) Scénario S4, (b) Scénario S5.
q1 = 2:9  10 3kg/kg. Le rapport  vaut alors -1.711, et se trouve donc dans le domaine
de non-existence de 2. Il ne devrait y avoir aucun angle d'interférence destructive.
Le niveau sonore le long d'un demi-cercle de 70m de rayon centré sur la uctuation
est donné dans les deux congurations en gure 3.8. Pour S4 il y a bien un unique angle
d'interférence destructif à environ 60° et aucun angle pour S5. Le niveau sonore lorsque
la uctuation est en température ou humidité uniquement est également aché, ce qui
permet de se convaincre que c'est bien le couplage entre température et humidité qui
détermine l'angle d'interférence destructive. Les résultats pour S4 et S5 sont donnés avec
les trois méthodes. Encore une fois la concordance est excellente.
L'angle d'interférence 2 est donc bien un produit du couplage entre uctuation
en humidité et température. Il peut varier entre 0° et 180° selon le rapport entre les
uctuations  et peut également ne pas exister. La directivité de l'onde diusée est très
sensible aux caractéristiques de la uctuation atmosphérique et dans certains cas (par
exemple lorsque  '  1:996 ce qui donne 2 = 0°) l'onde diusée peut être plus forte
en rétropropagation que dans la direction de propagation.
3.3.4 Synthèse
Les deux mécanismes menant à la présence d'angles d'interférences destructives de
l'onde diusée ont été mis en évidence et discutés dans les deux paragraphes précédents.
Ce paragraphe présente une synthèse rapide des résultats obtenus.
La grandeur importante dans le premier mécanisme est le nombre d'onde réduit
61
CHAPITRE 3. SIMULATIONS ITM : FLUCTUATION ATMOSPHÉRIQUE LOCALISÉE
a = kR. Il détermine le nombre de franges d'interférences entre 0° et 180° (autant que
de zéros de la fonction de Bessel d'ordre 1 entre 0 et 2a) qui peut être nul (lorsque
2a < j1;1 ' 3:83). Lorsque a augmente, de nouvelles franges d'interférences destructives
1;n (voir équation (3.21)) apparaissent en champ arrière et se décalent progressivement
en champ avant (voir gure 3.5).
Le second mécanisme est lié au rapport entre l'intensité des uctuations en humidité
et température  = q1=(T1=T0). Une seule frange d'interférence 2 est liée à ce méca-
nisme. Il peut également ne pas y avoir de frange d'interférence du tout. Dans le cas
où l'unique angle d'interférence existe (voir équation (3.23)) sa valeur est donnée en
équation (3.24). Il peut prendre toutes les valeurs possibles entre 0° et 180° (voir gure
3.7).
La simulation ITM et l'expression intégrale ont montré un excellent accord tout au
long de cette section, ce qui indique que les deux modèles sont valables pour traiter
de telles congurations. L'expression analytique, valable uniquement en champ lointain,
dière comme attendu uniquement lorsque d = r=R n'est pas très grand devant 1.
3.4 Limites de l'approximation de Born/Rytov
Dans la section précédente, les limites de l'expression analytique par rapport au
champ proche ont été mises en évidence. L'expression intégrale, basée sur l'approxima-
tion de Born, correspond aux résultats obtenus par simulation dans les scénarios pré-
cédents. Cependant l'approximation de Born, consistant en la décomposition du champ
acoustique en diérentes contributions à divers ordres de grandeur, présente également
des limitations. Dans cette section, ces limitations sont mises en évidence par compa-
raison entre l'expression intégrale et les simulations ITM.
Dans un premier temps, la sensibilité à l'intensité de la uctuation atmosphérique
est évaluée. Le paragraphe suivant montre l'eet non négligeable de la convection sur
l'approximation de Born.
3.4.1 Fortes uctuations
An de tester l'approximation de Born dans le cas de fortes uctuations, une uctua-
tion circulaire de rayon 3.75m en température uniquement est utilisée. La fréquence de
l'onde plane est à nouveau 50Hz. Les deux angles d'interférence destructives théoriques
sont donc 1;1 ' 68° et 2 = 2;T = 90°. Le paramètre qui évolue est T1 (T0 = 295K).
22 valeurs sont prises entre 0.001K et 200K. Les résultats présentés ici sont pris le long
d'un demi-cercle de 70m centré sur la uctuation (d = 18:67).
La gure 3.9 présente le niveau sonore obtenu par simulation et expression intégrale
pour des uctuations de 0.004K, 0.04K, 0.4K, 4K et 40K. Les résultats obtenus par les
deux méthodes correspondent parfaitement lorsque la uctuation en température vaut
0.4K ou moins. Des diérences raisonnables (<3dB) commencent à apparaître pour 4K
au niveau de la frange d'interférence 1;1 et en champ arrière. Cependant les niveaux
sonores obtenus pour une uctuation de 40K diérent fortement entre simulation et
expression intégrale, particulièrement au niveau des franges d'interférence angulaires et
en champ arrière. L'approximation de Born n'est plus valable dans ces congurations.
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Figure 3.9  Niveau sonore L pour d = 18:67, a = 3:4247 et  2 [0°; 180°].
(ITM), 4 (expression intégrale).
Fluctuation uniforme circulaire en température.
Pour mieux visualiser cette limitation, une cartographie présentant la diérence, en
valeur absolue, entre les niveaux sonores obtenus par simulation et expression intégrale
est donnée en gure 3.10 en fonction de l'intensité de la uctuation T1. Cette carto-
graphie permet d'observer qu'en deçà d'environ 4K l'approximation de Born restitue
de manière convenable (diérences3dB) le niveau sonore obtenu par simulation. Les
principales diérences dans cet intervalle se situent au niveau de l'interférence à 90° (2)
et sont probablement dues aux diérences numériques entre les deux méthodes (discré-
tisation, etc.). Lorsque l'amplitude de la uctuation en température est supérieure à
4K, des diérences apparaissent au niveau des angles d'interférences et du champ ar-
rière. Ces diérences deviennent ensuite de plus en plus fortes et couvrent un domaine
angulaire de plus en plus grand avec l'augmentation de T1. Dans la conguration envi-
sagée (T0 = 295K, uctuation circulaire de 3.75m de rayon, pas de vent ni d'humidité),
l'approximation de Born semble valide pour des uctuations de moins d'environ 4K. Ce-
pendant même pour des uctuations atmosphériques plus fortes (jusqu'à 200K), l'onde
diusée en champ avant (jj < 30°) est toujours correctement décrite. Les uctuations
de température dans l'atmosphère dépassent très rarement cette valeur de 4K, ainsi l'ap-
proximation de Born/Rytov est valide dans les congurations réalistes de l'atmosphère.
Il est possible d'étendre le domaine de validité de l'approximation de Born en uti-
lisant un développement en série plus complet que le développement basique menant
à l'équation (3.5) avec p = p0 + p1. Pour cela les perturbations acoustiques de second
ordre p2 peuvent être introduites. L'expression intégrale de second ordre est (Morse et
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Figure 3.10  Diérence jLITM   LBornj (en dB) pour d = 18:67,
a = 3:4247,  2 [0°; 180°] et les T1 testés.
Ingard 1961, leur équation 8.1.19) :8>><>>:
p1(~r) =  
ZZ
S
S( !r0 )p0( !r0 )G(~r; !r0 )d !r0
p2(~r) =  
ZZ
S
S( !r0 )p1( !r0 )G(~r; !r0 )d !r0
(3.25)
L'onde diusée vaut alors p = p0+ p1+ p2 avec p2  p1  p0. Ceci revient à dire que la
contribution p1 génère elle-même une onde diusée p2 non négligeable. D'un point de vue
numérique il faut noter que p2 s'obtient désormais à partir d'une intégrale quadruple,
ce qui peut rendre le temps de calcul numérique de l'intégrale non négligeable.
Le domaine de validité de cette expression intégrale de second ordre est évalué en
calculant p2 sur le même cercle que précédemment (d = 18:67) mais en position arrière, à
 = 180° uniquement (an de rester dans des temps de calcul raisonnables). Les niveaux
sonores obtenus par simulation et expressions intégrales de premier et second ordre
sont présentés en gure 3.11. Comme attendu, lorsque la uctuation en température
dépasse quelques degrés, l'expression intégrale d'ordre 1 dière de la solution obtenue
par simulation. L'expression intégrale de second ordre suit la solution ITM pour des
uctuations allant jusqu'environ 80K. Ainsi l'écart entre l'expression intégrale de premier
ordre et la simulation s'explique bien par la troncature trop rapide dans le développement
en série de la solution.
3.4.2 Présence de convection
L'inuence de la convection sur l'approximation de Born est maintenant évaluée.
Pour cela, des simulations ITM de la propagation d'ondes planes à travers des vortex
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Figure 3.11  Niveau sonore L pour d = 18:67, a = 3:4247,  = 180° et les T1 testés .
(ITM), 4 (expression intégrale d'ordre 1),  (expression intégrale d'ordre 2).
Fluctuation uniforme circulaire en température.
ont été réalisées. Le code ITM a déjà montré qu'il retranscrit de manière très able la
perturbation acoustique engendrée par ce type de uctuation (voir le chapitre précédent,
paragraphe 2.3.6, Ehrhardt et Cheinet 2010). Un modèle de vortex particulier va être
utilisé. Soit Vr et V les composantes radiales et azimutales du vent ~V . Le vortex étudié
a une composante radiale nulle et une composante azimutale :
V = Vmax
r
R
exp

1  r2=R2
2

(3.26)
où R = 2m est la distance caractéristique du vortex, la vitesse azimutale maximale
Vmax = Mc0 et M est le nombre (adimensionnel) de Mach du vortex. Ce vortex a une
circulation totale nulle (pas d'eet de réfraction à longue distance, Howe 1999). Cette
caractéristique est la raison du choix de ce type de vortex. En eet si les eets du vortex
étaient à longue distance, le domaine d'intégration pour l'expression intégrale s'étendrait
à l'inni ce qui rendrait le calcul numérique impossible. L'onde diusée va être évaluée
pour deux nombres de Mach diérents : 0.05 et 0.125. L'eet convectif étant relié à cette
grandeur, cela va ainsi permettre de tester la sensibilité de l'approximation de Born à
cet eet. Enn an de comparer les résultats obtenus à une simulation DNS eectuée
par Colonius et al. (1994), la fréquence de la source sera prise à 43Hz (an que =R
vaille 4 comme dans la simulation de référence). Les conditions de simulation changent
et sont données dans le tableau A.9 de l'annexe A.
L'expression intégrale peut s'appliquer directement. Concernant l'expression analy-
tique une nouvelle écriture utilisant les approximations de champ lointain et de faibles
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Figure 3.12  Niveau sonore L obtenu par ITM pour l'onde diusée par un vortex de
distance caractéristique R = 2m et nombre de Mach (a) M = 0:05 et (b) M = 0:125.
uctuations (terme source SF) est obtenue dans cette conguration :
p1(~r) = 2M(kR)
3eikr 3i=4
r

2kr

1  2 sin2 
2

sin() exp

1 K2R2
2

(3.27)
Les détails de calcul sont donnés en annexe G. K est l'amplitude du nombre d'onde
diusé 2kj sin(=2)j. Cette expression analytique présente des similitudes avec l'onde
diusée par une uctuation uniforme circulaire, équation (3.15) : comportement de type
onde et directivité marquée. Il y a cependant une diérence notable au niveau des
angles d'interférences destructives : quelle que soit la fréquence, les angles d'interférences
destructives donnés par cette relation sont toujours 0°, 90° et 180°. Il n'y a pas de
sensibilité au nombre d'onde réduit.
Les cartographies des niveaux sonores de l'onde diusée obtenus par simulation ITM
pour les deux nombres de Mach considérés sont données en gure 3.12. La directivité
générale de l'onde diusée est ainsi similaire à celle dans le cas uniforme en tempéra-
ture et humidité (gure 3.2). Des angles d'interférence destructive sont observables. La
symétrie axiale a disparu. La convection peut s'observer par la modication des angles
d'interférence par rapport à la théorie, qui semblent avoir glissé dans le sens trigonomé-
trique (le sens de rotation du vortex). Cette rotation apparente est plus forte lorsque M
est plus grand.
En gure 3.13, le niveau sonore L obtenu par simulation, expression intégrale et
analytique, est donné pour un cercle de 50m autour du vortex pour les deux nombres de
Mach considérés. Dans le cas M = 0:125, le résultat de la simulation DNS de Colonius
et al. (1994) est également aché. La bonne coïncidence entre ITM et DNS dans ce
cas indique que la simulation retranscrit de manière able la uctuation acoustique
engendrée par un vortex à circulation totale nulle. C'est une validation supplémentaire
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Figure 3.13  Niveau sonore L de l'onde diusée par un vortex de
distance caractéristique R = 2m pour r = 50m et  2 [ 180°; 180°].
(ITM),  (Colonius et al. 1994),
(expression intégrale), (expression analytique).
Le nombre de Mach du vortex est (a) M = 0:05 ou (b) M = 0:125.
Méthode Angle 1 Angle 2 Angle 3 Angle 4
Approximation de Born -180° -90° 0° 90°
ITM (M = 0:050) -173° -85° 1° -
ITM (M = 0:125) -162° -79° 3° -
Tableau 3.1  Angle d'interférence destructive pour l'onde diusée par un vortex
par rapport à celle déjà eectuée sur un vortex de Oseen. La simulation peut dès lors
être prise comme référence pour le niveau sonore exact de l'onde diusée.
Les expressions intégrales et analytiques donnent les mêmes résultats hormis au
niveau des franges d'interférence, ce qui s'explique par l'eet de champ proche. Cepen-
dant aucune des deux expressions n'est capable de reproduire complètement les niveaux
sonores donnés par la simulation. Ces diérences viennent essentiellement de la mau-
vaise localisation des angles d'interférence donnés par l'approximation de Born. C'est
la convection qui est à l'origine de ces décalages angulaires. Ceci est mis en évidence
dans tableau 3.1 qui donne les angles d'interférence prédits par la simulation et l'ap-
proximation de Born. Lorsque l'eet convectif est plus important (M augmente), les
angles d'interférence augmentent (se décalent dans le sens de rotation du vortex), ce qui
conrme l'eet de la convection. Les eets convectifs provoquent donc la dissymétrie de
l'onde diusée, ce que l'approximation de Born ne peut pas retranscrire. Remarquons
tout de même la bonne correspondance entre l'approximation de Born et la simulation
en champ avant (jj < 45°), où l'eet convectif est faible.
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3.5 Conclusion du chapitre
Les uctuation atmosphériques localisées non turbulentes ont été un sujet d'études
important de la théorie de la propagation acoustique. Autant du point de vue de la pro-
pagation autour d'un vortex que d'une uctuation en température ou humidité. L'ap-
proximation des faibles perturbations acoustiques est la principale réponse théorique à
ces problèmes.
Nous avons montré dans ce chapitre comment cette approximation se construisait.
Le son est décomposé en une onde excitatrice et une onde diusée. L'onde excitatrice
est celle qui se propagerait en absence de uctuation atmosphérique, alors que l'onde
diusée est celle "émise" par la uctuation atmosphérique lors du passage de l'onde
excitatrice. Les principales caractéristiques de l'onde diusée ont été discutées : faible
amplitude par rapport à l'onde excitatrice, et forte directivité, généralement dans la
direction de propagation.
Des simulations par le code ITM, réalisées dans de nombreuses congurations, ont
permis de voir que les modèles de propagation basés sur la FDTD permettent de re-
transcrire de manière able cette onde diusée. Ces simulations ont également permis de
mettre en évidence des limitations à l'approximation des faibles perturbations dans deux
cas particuliers. Le premier est le cas d'une uctuation atmosphérique de forte intensité.
Dans le cas étudié, des diérences signicatives ont été mis en évidence pour des uctua-
tions de plus de 4K. Ces diérences peuvent être atténuées lorsque davantage d'ordres
de grandeurs sont pris en compte dans l'approximation des faibles perturbations. En
présence de convection, cette approximation dière également des simulations.
Maintenant que le modèle a montré ses capacités à traiter la propagation à travers
des uctuations atmosphériques non turbulentes, le cas plus général de la propagation
à travers des uctuations turbulentes est abordé dans les deux prochains chapitres.
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Chapitre 4
Simulation de la propagation
acoustique en atmosphère turbulente :
uctuations acoustiques faibles
4.1 Introduction
En propagation extérieure, les eets de la turbulence atmosphérique sur le son
existent et peuvent être illustrés dans diérentes congurations. En présence de réfrac-
tion atmosphérique due à la stratication en température par exemple, le son a tendance
à se propager vers le haut ce qui provoque l'apparition de zones où théoriquement il n'y a
pas de son (zones d'ombres). Cependant on observe que le niveau sonore dans ces zones
d'ombre théoriques ne descend pas en dessous d'un certain niveau (Daigle et al. 1983).
Ceci s'explique par la diusion du son dans de multiples directions par la turbulence.
La turbulence atmosphérique diuse également le son dans les franges d'interférences en
présence de sol (voir par exemple la gure 2.8). Enn, la turbulence atmosphérique pro-
voque également la distorsion et la diminution de cohérence des ondes qui se propagent
(McLeod et al. 2004).
La caractérisation expérimentale des eets de la turbulence présente des dicultés
majeures. Les caractéristiques de l'onde ainsi que les uctuations atmosphériques ne
peuvent être mesurées directement et simultanément au long de la propagation. De
plus des eets additionnels sont à prendre en compte, comme la réexion sur le sol ou
la réfraction due à la stratication atmosphérique. L'expérimentation doit donc être
complétée par des considérations théoriques, qui donnent une estimation idéalisée mais
maîtrisée et reproductible de la physique en jeu.
Tatarski (1961) (ci-après, T61) donne une description analytique de la propagation à
travers la turbulence. Le point de départ de cette description est l'équation d'Helmholtz
pour une onde harmonique (comme l'équation (3.3) du chapitre précédent). Tatarski
décompose ensuite le problème en deux scénarios distincts, avec diérentes supposi-
tions physiques et mathématiques. Dans le premier cas, la propagation est analysée à
de grands angles de diusion et loin d'un volume turbulent (voir gure 3.1 en considé-
rant le domaine grisé turbulent). Dans le second cas, la propagation considérée est la
propagation en visée directe (line-of-sight), à petits angles (gure 4.1).
De nombreuses études succèdent à T61. Des études analytiques et numériques ont
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atmosphère
turbulente
atmosphère
non turbulente
Figure 4.1  Scénario de propagation en visée directe. L'onde plane incidente se
propage vers le volume gris, qui représente les uctuations atmosphériques turbulentes.
été menées dans le cas de la diusion à grand angle en présence de conditions atmosphé-
riques réalistes (Tatarski 1971, Wilson et al. 1996, Goedecke et al. 2001). Les investiga-
tions en visée directe ont été étendues (Tatarski 1971, Dashen 1979) avec des modèles
d'équation paraboliques (Martin et Flatté 1988, Gilbert et al. 1990) ou en présence de
réexion sur le sol (Ostashev et Wilson 2001). Malgré ces avancées, la séparation entre
faibles et grands angles, c'est-à-dire, entre diusion et propagation en visée directe,
persiste largement dans la littérature (par exemple, dans Cotté et Blanc-Benon 2007).
Cela gêne la comparaison de données expérimentales avec les prédictions théoriques ou
numériques. De plus, les approximations nécessaires à l'obtention de résultats analy-
tiques dans chaque conguration sont nombreuses et restrictives. En conséquence, les
comparaisons présentent encore aujourd'hui des problèmes (Salomons 2000).
Les modèles numériques de propagation acoustique par une résolution FDTD des
LEE sont des modèles numériques permettant la modélisation dèle de la propagation à
travers des atmosphères complexes (Ostashev et al. 2005). Ils devraient alors reproduire
la physique en jeu dans les deux congurations citées, et ainsi permettre une approche
uniée du problème de la propagation acoustique à travers la turbulence atmosphérique.
En particulier, il reste à démontrer que de tels modèles FDTD reproduisent les résultats
théoriques de T61.
Nous avons eectué cette démonstration, ce qui a récemment fait l'objet d'une publi-
cation (Cheinet et al. 2012). Cette étude est présentée dans ce chapitre. Pour commencer,
les principales caractéristiques de la turbulence atmosphérique sont présentées en sec-
tion 4.2. Un modèle numérique utilisé pour générer des champs turbulents est également
présenté dans cette section. Dans les deux sections suivantes, les aspects théoriques de
la diusion (en section 4.3) et de la propagation en visée directe (en section 4.4) sont
présentés, ainsi qu'une comparaison avec les simulations FDTD menées. Enn, dié-
rents aspects liés à la distinction théorique entre diusion à petits et grands angles sont
discutés en section 4.5. Le modèle FDTD utilisé est le code ITM.
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Les résultats théoriques de T61 sont bornés aux congurations où les uctuations
acoustiques liées à la turbulence sont faibles. Cette notion sera discutée dans le chapitre
suivant qui traitera les plus fortes uctuations.
4.2 La turbulence atmosphérique
La turbulence atmosphérique est décrite dans cette section. La génération de champs
turbulents est ensuite présentée.
4.2.1 Description de la turbulence atmosphérique
Les grandeurs atmosphérique d'intérêt pour la propagation acoustique sont la tem-
pérature T , l'humidité q et le vent ~V . Les uctuations de ces paramètres peuvent être dé-
crites à diérentes échelles. La première échelle est l'échelle météorologique, qui consiste
en des variations de ces grandeurs de l'ordre de la centaine de kilomètres. L'échelle infé-
rieure est l'échelle de la turbulence organisée, se situant entre la centaine de mètres et le
kilomètre. Enn, la turbulence de petite échelle, dite turbulence inertielle, a des tailles
caractéristiques variant entre quelques millimètres et plusieurs dizaines de mètres.
La plus grande échelle est accessible par des données ou des modèles de simula-
tion météorologiques. La physique de la turbulence au niveau de l'échelle de la turbu-
lence organisée est accessible par des simulations de type Large Eddy Simulations (LES)
(Cheinet 2008, Cheinet et Siebesma 2009, Cheinet et Cumin 2011). Bien qu'également
complexe, la turbulence de petite échelle présente l'avantage de pouvoir être décrite par
diérents modèles statistiques (Wilson 1998).
Compte tenu des distances de propagation d'intérêt, les uctuations dominantes
sont celles à petite échelle. Les échelles de plus grande taille sortent donc du cadre
de cette étude. De plus, les théories développées par T61 se basent sur ces échelles
de turbulence. Dans ce chapitre, seules les uctuations atmosphériques en température
sont considérées, ainsi le champ turbulent est un champ scalaire. Un champ turbulent en
vent est considéré dans le chapitre suivant. Nous nous placerons également dans le cas
d'une turbulence homogène et isotrope. La turbulence atmosphérique ainsi considérée ne
reproduit pas parfaitement les caractéristiques de la turbulence réelle, mais en consituent
une bonne approximation pour une première étude (des modèles plus réalistes peuvent
être considérés par la suite) et permettent une comparaison avec les résultats analytiques
de T61.
La turbulence de petite échelle peut être décrite de manière statistique. Les princi-
pales statistiques d'intérêt pour une turbulence scalaire sont la corrélation spatiale R,
la fonction de densité spectrale  et le spectre énergétique E. Dans le cas général, la
corrélation spatiale d'un champ scalaire s de moyenne nulle est dénie par :
R( !r1 ; !r2 ) = hs( !r1 )  s( !r2 )i (4.1)
où  !r1 et  !r2 sont les vecteurs coordonnées de deux points quelconques de l'espace et hi
est l'opérateur moyenne. Lorsque les uctuations sont homogènes, R ne dépend que de
la séparation entre les points ~r (R( !r1 ; !r2 ) = R(~r)) et si les uctuations sont de plus
isotropes seule la distance entre les points r importe (R( !r1 ; !r2 ) = R(r)). La variance
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du champ turbulent 2s s'obtient par R(0). La densité spectrale est dénie comme la
transformée de Fourier spatiale de la corrélation spatiale :8>><>>:
(~) =
1
83
ZZZ
R3
R(~r) exp( i~  ~r)d~r 3
R(~r) =
ZZZ
R3
(~) exp(i~  ~r)d~ 3
(4.2)
dans le cas 3D, et 8>><>>:
(~) =
1
42
ZZ
R2
R(~r) exp( i~  ~r)d~r 2
R(~r) =
ZZ
R2
(~) exp(i~  ~r)d~ 2
(4.3)
dans le cas 2D. Enn, le spectre énergétique est donné par la relation (Wilson 1998, éq.
(12)) :
() =
E()
22
(4.4)
dans le cas 3D, et
() =
E()

(4.5)
dans le cas 2D. Plus de détails concernant l'obtention de cette équation dans le cas
2D sont donnés en annexe I. Si la densité spectrale est dicile à interpréter, le spectre
énergétique peut être rélié à l'intensité des tourbillons de nombre d'onde  (donc de taille
2=). D'autres relations et paramètres statistiques existent et peuvent être trouvés dans
la littérature (Wilson 1998, Flatté 1979).
Diérents modèles de spectres énergétiques existent (Hinze 1959). Parmi ceux-là,
trois modèles prédominants sont très largement utilisés dans les études de la propagation
à travers la turbulence. D'abord le spectre gaussien :
EG() =
2s
4L50
24
p

exp

 
2L20
4

(4.6)
Le second modèle classique est le spectre de Kolmogorov :
EK() =
4 E(17=6)
3
p
 E(1=3)
2sL0  (L0) 5=3 (4.7)
où  E est la fonction gamma d'Euler. Enn, le troisième modèle est le spectre de von
Kármán :
EvK() =
4 E(17=6)
3
p
 E(1=3)
2s
4L50
(1 + 2L20)
17=6
(4.8)
Les paramètres de ces spectres sont la variance du champ 2s et une longueur caracté-
ristique L0. Les spectres gaussien et de Kolmogorov ont souvent été employés pour leur
forme simple, permettant d'aboutir à des expressions analytiques complètes. Cependant
ils ne sont pas consistants avec toutes les caractéristiques connues de la turbulence at-
mosphérique observée. D'abord, il est connu que les petits tourbillons ont une énergie
qui décroît 1 en  5=3 (Ostashev 1994, 1997). Cette décroissance est reproduite par les
1. La valeur  5=3 de l'exposant est caractéristique de l'air
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Figure 4.2  Champs scalaires turbulents 2D avec un spectre énergétique
(a) de von Kármán et (b) gaussien. Pour les deux spectres, 2s = 1 et L0 = 5m.
spectres de Kolmogorov et von Kármán, alors que le spectre gaussien ne reproduit pas
cette décroissante qui est alors exponentielle. La turbulence atmosphérique présente éga-
lement une taille maximale pour les tourbillons (Hinze 1959), qui est caractérisée par L0
dans les spectres Gaussiens et de von Kármán. Le spectre de Kolmogorov prescrit une
énergie continûment croissante avec la taille des tourbillons, et ne peut donc être consi-
déré que pour les petits tourbillons. Ainsi le spectre le plus réaliste pour la turbulence
atmosphérique est le spectre de von Kármán, en équation (4.8). C'est ce spectre qui est
utilisé par la suite.
Deux exemples de champs turbulents 2D sont donnés en gure 4.2. Les deux champs
turbulents ont les mêmes variances et échelles caractéristiques mais les spectres énergé-
tiques sont diérents (von Kármán et gaussien). Cette gure illustre bien la diérence
d'aspect entre ces deux champs, et l'importance du choix d'un modèle adéquat pour
avoir une atmosphère réaliste. Outre l'importante diérence visuelle, l'inuence sur le
son est fortement reliée au spectre considéré (voir ci-après). L'aspect beaucoup plus lisse
du champ gaussien est dû au fait que les petits tourbillons ont une intensité très faible à
cause de la décroissance exponentielle, alors que dans le cas du spectre de von Kármán
les petits tourbillons (c'est-à-dire les petites variations) restent visibles.
4.2.2 Modélisation numérique de champs turbulents scalaires
Le code ITM simule la propagation du son de manière déterministe, c'est-à-dire
dans le cas où l'atmosphère est explicitement décrite. Comme la turbulence est décrite
de manière statistique, il est nécessaire de générer des champs en température et vent
ayant les caractéristiques statistiques désirées.
Il existe diérentes méthodes permettant la génération d'un champ turbulent à partir
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d'un spectre énergétique donné. Par exemple, la méthode des modes de Fourier aléatoires
a été initialement proposée par Kraichnan (1970) et appliquée aux champs scalaires
(Hugon-Jeannin 1992, Chevret et al. 1996) et vectoriels (Karweit et al. 1991). Une autre
méthode classique, appelée Quasi-wavelet method, consiste en la représentation de la
turbulence par un ensemble de uctuations non-turbulentes localisées dans l'espace et
de diérentes tailles (Goedecke et al. 2001, 2006).
Le modèle utilisé dans ce chapitre était déjà implémenté à l'ISL en début de thèse
(Cheinet et Naz 2006, Cheinet et al. 2012) et est basé sur un développement proposé par
Frehlich et al. (2001). Bien que celui-ci ait été spéciquement développé pour générer
un champ vectoriel non divergent, seules les uctuations scalaires sont utilisées dans ce
chapitre. Les diérences permettant de générer un champ vectoriel sont données dans le
chapitre suivant, paragraphe 5.2. De plus, le cas présenté ici est le cas 3D, mais le cas 2D
se traite de manière similaire. Dans la suite, cet algorithme est simplement mentionné
sous RFG (pour Random Fluctuations Generations).
Soit  la densité spectrale désirée. Selon Frehlich et al. (2001), un champ scalaire s
ayant une telle densité spectrale peut s'obtenir par :
s(x  dx; y  dy; z  dz) =
NxX
mx=0
NyX
my=0
NzX
mz=0
w(mx;my;mz)e
2i

xmx
Nx
+
ymy
Ny
+ zmz
Nz

(4.9)
où
w(mx;my;mz) =
q
dx dy dz () 
 
a(mx;my;mz) + ib(mx;my;mz)

(4.10)
et 2 = (mxdx)2 + (mydy)2 + (mzdz)2, les pas spectraux dx = 2=(dxNx) (et
identiquement pour dy et dz), et a et b sont des matrices de nombres aléatoires répartis
selon une loi gaussienne, de moyenne nulle et écart-type 1. Le calcul de s est dépendant
du domaine sur lequel il est généré, déni par le nombre de points dans chaque direction
Nx, Ny et Nz, et les pas spatiaux qui représentent la distance entre deux mailles dx,
dy et dz. Cette méthode revient à utiliser un maillage de la taille désirée pour s, pour
faire un tirage aléatoire dans l'espace spectral en se basant sur le spectre objectif. La
transformée de Fourier inverse, équation (4.9), permet de revenir dans l'espace physique.
Cet algorithme génère une périodicité des champs obtenus.
Les deux champs turbulents de la gure 4.2 ont été générés par le code RFG 2D. Dans
chaque cas, la périodicité spatiale est bien visible. An d'illustrer le bon fonctionnement
de cet algorithme, les spectres énergétiques de ces champs turbulents sont estimés et
donnés en gure 4.3 avec les spectres souhaités. Le domaine utilisé pour générer ces
champs comporte 400 mailles dans chaque direction (Nx = Nz = 400) et le pas spatial
est de 10cm (dx = dz = 10cm). Ces paramètres doivent être choisis de manière à décrire
correctement le spectre souhaité. Ici il serait mieux d'avoir un plus grand domaine,
qui permettrait de mieux décrire les grands tourbillons. Autrement dit dans l'espace
spectral, il faut diminuer dx et dz pour mieux décrire le spectre aux faibles valeurs
de . De plus, le spectre calculé présente des écarts visibles avec le spectre donné en
consigne. Cependant, ces écarts diminuent avec la taille du domaine et ne présentent pas
de biais car la moyenne des spectres de plusieurs champs générés sur ce même domaine
tend bien vers le spectre consigne.
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Figure 4.3  Spectres énergétiques des champs scalaires turbulents 2D de la gure 4.2.
Les modèles de spectre utilisés sont (a) von Kármán et (b) gaussien.
spectres théoriques 2 spectres recalculés à partir des champs turbulents.
Dans les cas abordés dans ce chapitre, seule une turbulence en température est
considérée. La température est alors décomposée en une partie constante T0 et une
partie uctuante T1. La partie uctuante sera générée avec un spectre (von Kármán),
une variance et une échelle caractéristique données, puis ajoutée à la partie constante
pour former le champ turbulent en température.
4.3 Fluctuations acoustiques grand angle
4.3.1 Scénario et résultats théoriques
Le scénario considéré pour la diusion à grand angle d'une onde acoustique par une
perturbation atmosphérique localisée est identique au scénario du chapitre 3 (voir gure
3.1), à la diérence que le domaine diusant le son contient des perturbations atmo-
sphériques turbulentes et non constantes. Les mêmes notations sont utilisées. La théorie
de T61 est d'abord présentée en 3D pour une forme de domaine turbulent quelconque
et présentant des perturbations en température, humidité et vent.
Le début du développement théorique est similaire au chapitre 3 (section 3.2). Le
point de départ de T61 est l'équation de type Helmholtz complète suivante :
( + k2)p =
"
 "k2 + ~r

ln

0

 ~r  2ik
~V  ~r
c0
+

2i
!
@Vi
@xj

@2
@xi@xj
#
p (4.11)
Le terme entre crochets sera à nouveau désigné par S. La décomposition par l'approxima-
tion de Born p = p0+p1 avec p1  p0 donne (+k2)p0 = 0 et (+k2)p1 = S(p0). Ainsi,
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le champ acoustique total se décompose en une onde plane p0(
 !r0 ) = A0 exp(ik !mi   !r0 ),
et
p1(~r) =  
ZZZ
V
S( !r0 )p0( !r0 )G3D(~r; !r0 )d !r0 (4.12)
où G3D est la fonction de Green 3D harmonique. Les considérations suivantes dièrent
selon le scénario considéré (diusion à petit ou grand angle). Dans le cas du grand
angle, le champ acoustique est considéré loin du domaine diusant, ce qui permet de
remplacer la fonction de Green 3D par son approximation en champ lointain, donnant
alors l'expression :
p1(~r) =   e
ikr
4r
ZZZ
V
S( !r0 )e i
 !
K  !r0d !r0 (4.13)
On retrouve ainsi le nombre d'onde diusé ~K = k(~m    !mi). De manière similaire à
l'équation (3.12), en supposant les perturbations atmosphériques faibles, c'est-à-dire
" =  T1=T0 cq1 et ln 0 =  T1=T0+q1 (Ostashev 1997), et remplaçant l'intégrale sur
V par une intégrale innie via l'approximation de grand volume (échelles caractéristiques
de V grandes devant l'échelle caractéristique des uctuations, T61 pages 66-68), les
transformées de Fourier spatiales des perturbations turbulentes peuvent être mises en
évidence.
Pour mettre en relation ces transformées de Fourier avec la densité spectrale des per-
turbations turbulentes, l'intensité acoustique est introduite I1(~r) = p1(~r)p1(~r). Lorsque
la turbulence est homogène, isotrope et non divergente, l'intensité moyenne est donnée
par la relation (Cheinet et al. 2012) :
hI1(r; )i = 2k
4I0V
r2

2
T (K)
4T 20
+ 2
q(K)
4
+ 
T;q(K)
2T0
+ 
E~V (K)
c20

(4.14)
avec I0 = A20, l'amplitude du nombre d'onde diusé K = 2kj sin(=2)j, les directivités
 = 1 2 sin2(=2) = cos(),  = c+2 sin2(=2), et  = cos2() cos2(=2), les densités
spectrales T , q et T;q correspondent respectivement à la température, l'humidité et la
corrélation croisée entre température et humidité, et enn E~V est le spectre énergétique
du vent. La corrélation croisée se calcule en prenant deux variables diérentes dans
l'équation (4.1), la densité spectrale associée se calcule de manière similaire, et le spectre
énergétique d'une turbulence vectorielle est introduit dans le chapitre suivant (section
5.2). La condition de non divergence s'écrit ~r  ~V = 0 et revient à considérer que le
champ atmosphérique en vent est incompressible.
Cette relation est particulièrement intéressante car elle permet de voir que l'onde dif-
fusée à un angle  donné est provoquée uniquement par les tourbillons de nombre d'onde
K, donc de taille =j2 sin(=2)j. La section ecace de diusion  = hI1i r2=(I0V ) est
introduite par T61. Ce paramètre statistique, qui ne dépend que de l'angle de diusion
et des caractéristiques de la turbulence, donne l'intensité relative de son diusée à un
angle donné, par unité de volume de la uctuation.
Dans la suite de cette section, seule une perturbation bidimensionnelle en tempéra-
ture est utilisée. L'équation donnant la moyenne de l'intensité de l'onde diusée devient
alors (Cotté et Blanc-Benon 2007) :
hI1(r; )i = 2k
3I0S
r

2
T (K)
4T 20

(4.15)
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et la section ecace de diusion, dont l'expression 2D est  = hI1i r=(I0S), devient :
() =
k32T (K)
2T 20
(4.16)
4.3.2 Les simulations ITM
Le code ITM permet de simuler la propagation à travers une réalisation d'un champ
turbulent. Les statistiques d'intérêt, comme la section ecace de diusion, peuvent
se déduire par une approche de type Monte-Carlo. Cette approche consiste à estimer
les statistiques à partir de multiples tirages obtenus par les modèles numériques. Par
exemple, la pression acoustique diusée (nombre complexe) pi1 donnée par le modèle
FDTD correspondant au i-ème tirage de champ turbulent permet de déduire l'intensité
moyenne de l'onde diusée par la relation
hI1(r; )i = 1
N
NX
i=1
pi1(r; )(p
i
1)
(r; ) (4.17)
si le nombre de tirages N est susant. N = 200 simulations sont utilisées dans chaque
conguration testée. Les approches Monte-Carlo sont couramment utilisées dans la litté-
rature pour simuler la propagation du son dans un domaine turbulent, avec des modèles
de propagation de type équation parabolique (Martin et Flatté 1988, 1990, Gilbert et al.
1990, Juvé et al. 1992, Chevret et al. 1996), ou avec la méthode des rayons (Blanc-Benon
et Juvé 1990, Karweit et al. 1991).
Pour obtenir la pression acoustique diusée (nombre complexe) p1 à partir du modèle
FDTD, il faut appliquer la transformée de Fourier sur la fréquence de la source aux
résultats FDTD ~p1 :
p1(~r) =
2
Nt
NtX
=1
~p1(~r; t0 +   dt)e2ifdt (4.18)
où t0 est un instant à partir duquel le son est quasi-stationnaire, dt est le pas de temps
du modèle ITM, et Ntdt est une durée temporelle qui doit être supérieure à la période
temporelle de la source, c'est-à-dire Ntdt > 1=f . Dans la suite, Nt = 40 est choisi. Pour
nir, le modèle FDTD ne donne par directement l'onde diusée. Celle-ci est donc calculée
en soustrayant la pression acoustique obtenue en présence de turbulence (p0 + p1) à la
pression acoustique obtenue en absence de turbulence (p0).
En résumé, N = 200 champs turbulents sont générés par l'algorithme RFG, puis
la propagation acoustique dans ces champs est simulée par FDTD. L'onde diusée est
extraite par soustraction avec une simulation FDTD sans turbulence, et elle est passée
dans le domaine complexe par transformation de Fourier. Les statistiques sont ensuite
estimées à partir de ces champs acoustiques (approche Monte-Carlo).
4.3.3 Comparaisons
Les résultats analytiques présentés précédemment sont maintenant comparés aux
prévisions par le code ITM dans le cas de la diusion acoustique d'une onde plane par des
perturbations atmosphériques en température à l'intérieur du disque. La conguration
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Figure 4.4  Niveau sonore (en dB) de l'onde diusée 20 log10(jp1j=jp0j)
obtenu par le code ITM pour un tirage de champ turbulent.
domaine turbulent, cercle de 200m centré en l'origine.
est bidimensionnelle, et la température moyenne (T0) est 295K. Dans un premier temps,
le disque a un rayon H de 25 mètres et les perturbations en température contenues dans
ce disque suivent un spectre énergétique de von Kármán avec un écart-type T = 1K
et une échelle caractéristique L0 = 2:5321m (choisie de manière à ce que le maximum
de la densité spectrale  corresponde à des tourbillons de Lmax = 25=2L0=3 = 15m), ce
qui correspond à des valeurs réalistes de turbulence atmosphériques en température. La
statistique d'intérêt est la section ecace de diusion. Dans cette conguration, l'expres-
sion théorique de T61 pour la section ecace de diusion est celle donnée en équation
(4.16). Les caractéristiques numériques choisies pour les simulations ITM sont données
dans le tableau A.10 de l'annexe A. An d'éviter des discontinuités de température au
niveau du périmètre du disque dans les simulations, qui peuvent aboutir à des insta-
bilités numériques, un lissage par une fenêtre de Tukey (cosinus atténué) est appliqué
autour de la perturbation.
Le niveau sonore (équation (3.20)) obtenu par le code ITM pour un tirage de champ
turbulent est donné en gure 4.4. Le champ acoustique diusé "instantané" (pour une
réalisation de turbulence) a une directivité complexe et dicilement interprétable. Cer-
taines caractéristiques mises en évidence au chapitre 3 semblent toutefois se maintenir :
diusion globalement en champ avant, et franges d'interférences destructives (diusion
faible) perpendiculairement à la direction de propagation ( = 90°).
La section ecace de diusion  est calculée par le code ITM. Plusieurs résultats
sont donnés en gure 4.5. Tout d'abord,  calculé par le code ITM le long d'un cercle de
200m de rayon centré sur le disque de turbulence (le cercle en tirets sur la gure 4.4),
et donné selon la théorie de T61, est aché dans la partie (a). Excepté dans un cône
de 30° en champ avant (jj < 15°) l'accord entre simulation et théorie est excellent. La
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Figure 4.5  Section ecace de diusion obtenue dans diérentes congurations.
ITM (prélevé le long d'un cercle de 200m de rayon), Théorie T61.
(a) ITM (obtenu à partir d'une seule réalisation de turbulence).
(b) ITM (de haut en bas en  = 0°, prélevé sur des cercles de 100m
et 50m de rayon). (c) Intégration numérique (de haut en bas en  = 0°,
disques de turbulence de rayons 10m, 25m et 50m).
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section ecace de diusion "instantanée", correspondant à la réalisation de turbulence
en gure 4.4, est également achée dans la partie (a). La directivité instantanée très
marquée n'est pas conservée dans la valeur moyenne, qui est beaucoup plus lisse. Ainsi, la
diusion moyenne du son par la turbulence localisée est symétrique et se fait dans ce cas
principalement dans des angles d'environ 30° par rapport à la direction de propagation.
La forte atténuation à 90° se voit également dans , autant du point de vue théorique
((90°) = 0 dans l'équation (4.16) car (90°) = 0) que des résultats ITM.
Si l'expression théorique de  est complètement indépendante de la distance au
domaine turbulent, ce qui est dû à l'approximation de champ lointain, nous montrons
par le code ITM que l'eet de champ proche peut ne pas être négligeable. Dans la partie
(b),  obtenu par ITM pour diérentes distances montre des diérences évidentes, en
particulier au niveau des fortes et faibles valeurs, qui ont tendance à être moins marquées
si  est évalué plus près de la perturbation turbulente. Cet eet a été vu dans le chapitre
précédent (en particulier voir la gure 3.3).
Les disparités persistantes entre théorie et simulation aux faibles angles de diusion
s'expliquent par l'approximation de grand volume (pour la portion du domaine turbu-
lent). En eet la diusion acoustique à un angle  donné est provoquée par les tourbillons
de taille =j2 sin(=2)j. La diusion en champ arrière est provoquée par les tourbillons
de taille =2 et plus les tourbillons sont grands plus ils diusent en champ avant. En
théorie, seuls les tourbillons de taille innie diusent directement dans la direction de
propagation, or ces tourbillons ne sont pas décrits dans le domaine de taille nie. Cette
approximation pose donc des problèmes pour des angles de diusion correspondant à
des tailles de tourbillons comparables ou supérieures à la taille du domaine turbulent.
En considérant que l'erreur apparaît à partir des tourbillons de la taille du rayon du
disque turbulent, les plus petits angles de diusion correctement décrits par la théorie
sont alors 2 sin 1(=(2H)) ce qui correspond dans le cas considéré à des angles minimum
de 15.83°. Pour illustrer cela, des simulations par intégration numérique (voir équation
(4.13)) sont eectuées pour diérents rayons du disque turbulent. 1000 tirages ont lieu
pour assurer la convergence des statistiques obtenues. Le code ITM n'est pas choisi pour
calculer l'onde diusée pour des questions de temps de calcul. Dans le chapitre 3, nous
avons montré que l'intégration numérique donne les mêmes résultats que le code ITM
lorsque les perturbations en température restent réalistes (jT1j < 4K), ce qui est le cas
ici. Dans la partie (c) de la gure 4.5, les résultats de ces simulations sont donnés avec
l'expression théorique de T61. Les disparités entre simulations et théorie restent bornées
à la diusion en champ avant, et le constat attendu est que lorsque la taille du domaine
turbulent augmente, l'angle à partir duquel les écarts sont observés diminue.
4.4 Fluctuations acoustiques petit angle
4.4.1 Scénario et résultats théoriques
Le développement théorique de T61 dière lorsque la conguration envisagée est la
propagation à travers une turbulence globale, gure 4.1. Les uctuations acoustiques
ont lieu dans la direction de propagation (ce cas est souvent appelé line-of-sight) et sont
dues à des uctuations "petit angle". Les analogies entre ces théories petit et grand
angles sont discutées en section 4.5 (voir aussi Cheinet et al. 2012).
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L'analyse théorique dière du cas précédent à partir de l'équation (4.12). Pour com-
mencer, le 2e et 4e terme de S ne génèrent pas de contribution à petit angle et sont
négligés. La contribution du vent transverse est également négligée (Ostashev 1997,
page 194) dans le 3e terme. Ensuite la décomposition par l'approximation de Rytov
(p = p0e 1 avec  1  1) est choisie à la place de l'approximation de Born. Au nal,
 1(~r) =
k2
2
ZZZ
R3
eikk
 !r0 ~rk
k !r0   ~rkn(
 !r0 )eik( !r0 ~r) !mid !r0 (4.19)
où n =  T1=(2T0)   Vx=c0 est l'indice équivalent du milieu, voir équation (3.10). Les
approximations de Born et Rytov, reposant toutes les deux sur l'approximation de faibles
uctuations du champ acoustique, sont équivalentes au premier ordre et ont le même
domaine de validité (voir section 3.2). L'approximation paraxiale est ensuite introduite,
et l'intégration est limitée dans l'axe de propagation entre 0 et L. Il vient alors (Tatarski
1961 éq. (7.23), Strohbehn 1968, éq. (12)) :
 1(L;
 !r?) = k
2
2
Z L
0
 ZZ
R2
eik(
 !r? 
 !
r0?)
2=(2(L x))
L  x n(x;
 !
r0?)d
 !
r0?
!
dx (4.20)
où ~r = (L; !r?),  !r? et
 !
r0? sont des vecteurs position dans l'espace transverse (perpen-
diculaire à la direction de propagation), et L est la distance de propagation. Soit  et
 les parties réelles et imaginaires de  1. Sous le formalisme de Rytov,  représente
la log-amplitude de l'onde acoustique tandis que  est la phase. Les développements
suivants de T61 sont très mathématiques. En passant dans l'espace spectral transverse,
utilisant l'approximation de Markov (qui consiste à négliger la corrélation de la tur-
bulence dans la direction de propagation), et le fait que la turbulence considérée soit
homogène et isotrope, T61 donne des expressions pour divers paramètres statistiques, en
particulier la corrélation transverse de la log-amplitude R(L; r?) = h(L; 0)(L; r?)i
et de la phase R(L; r?) = h(L; 0)(L; r?)i (et donc leur variance si r? = 0,
r? étant une distance transverse), la corrélation transverse de la pression complexe
 (L; r?) = hp(L; 0)p(L; r?)i et la pression acoustique moyenne hp(L)i :8>>>>>>>><>>>>>>>>:
R(L; r?) = 42k2
Z L
0
dx
Z 1
0
sin2

2(L  x)
2k

n()J0(r?)d
R(L; r?) = 42k2
Z L
0
dx
Z 1
0
cos2

2(L  x)
2k

n()J0(r?)d
 (L; r?) = I0 exp
   (R(L; 0) R(L; r?) +R(L; 0) R(L; r?))
hp(L)i = p0(L) exp( L)
(4.21)
où I0 = hp0p0i = A20, n est la densité spectrale de l'indice équivalent du milieu n, p0
est l'onde plane initiale (p0(L) = A0eikL), et J0 est la fonction de Bessel d'ordre 0. Le
facteur de décroissance exponentielle  est donné par :
 = 22k2
Z 1
0
n()d (4.22)
Le développement mathématique est présenté dans le cas 2D en annexe H.
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Le cas étudié ici est celui d'une perturbation atmosphérique 2D (axes X et Z) glo-
bale homogène isotrope en température uniquement. Les équations (4.21) et (4.22) ne
s'appliquent pas directement. Leur équivalent 2D, développé en annexe H, est :8>>>>>>>>>>>><>>>>>>>>>>>>:
R(L; z) = 4k
2
Z L
0
dx
Z 1
0
sin2

2(L  x)
2k

n() cos(z)d
R(L; z) = 4k
2
Z L
0
dx
Z 1
0
cos2

2(L  x)
2k

n() cos(z)d
 (L; z) = I0 exp
   (R(L; 0) R(L; z) +R(L; 0) R(L; z))
hp(L)i = p0(L) exp( L)
 = 2k2
Z 1
0
n()d
(4.23)
où z est la distance transverse. Les diérences avec les expressions 3D sont le retrait
d'un facteur , le changement de J0 en cos, et la disparition du facteur  dans l'intégrale.
Ces changements ne sont pas tous obtenus si l'on change simplement le spectre 3D par
le spectre 2D multiplié par un dirac dans la dimension supprimée, comme cela a été fait
par Salomons (2000). Il est nécessaire de développer la théorie en 2D pour obtenir les
expressions correctes (4.23).
Enn les expressions obtenues sont valables dans le cas non-homogène (en rempla-
çant n() par n(x; )). Dans le cas homogène considéré il est possible d'eectuer
analytiquement l'intégration en x :Z L
0
sin2

2(L  x)
2k

dx =
L
2

1  k
2L
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
2L
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
(4.24)
et Z L
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ce qui simplie l'écriture de R(L; z) et R(L; z) en :8>><>>:
R(L; z) = 2k
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2L
sin

2L
k

n() cos(z)d
R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(4.26)
Selon l'expression de la densité spectrale considérée, les dernières équations peuvent être
résolues analytiquement, ce qui mènerait à des expressions analytiques complètes pour
ces corrélations transverses. Cependant, an de garder une forme générale, les équations
(4.26) sont conservées en l'état, et seront calculées par intégration numérique.
4.4.2 Les simulations ITM
Comme dans le cas de la diusion à grand angle, une approche de type Monte-Carlo
est nécessaire pour obtenir des statistiques à partir du modèle FDTD. Dans le cas étudié
ici, ce sont des statistiques d'ordre deux qui sont souhaitées (corrélations transverses), et
le nombre de simulations est augmenté à N = 1024 pour faire converger les statistiques
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obtenues. Un si grand nombre ne s'est toutefois pas avéré indispensable. Pour une unique
simulation FDTD, tous les points ayant une distance de propagation identique peuvent
être utilisés pour estimer la statistique à cette distance (car la direction transverse est
homogène), ce qui augmente la qualité des statistiques obtenues.
Une simulation sans turbulence est également réalisée an de vérier le bon fonction-
nement des conditions aux limites, et d'obtenir p0. À nouveau, les pressions acoustiques
données par le code ITM sont passées dans le domaine complexe par transformation de
Fourier (nombre d'itérations temporelles utilisées dans l'équation (4.18) : Nt = 50).
Le scénario complet est le suivant : une onde plane harmonique de 100Hz est propagée
dans un environnement 2D dans la direction des X positifs. La distance maximale de
propagation est de 240m. La taille transverse du domaine, périodique selon l'axe Z, est
120m. L'atmosphère est turbulente en température uniquement. Les perturbations en
température suivent un spectre énergétique de von Kármán avec un écart-type  = 1K
et une échelle caractéristique L0 = 5:0643m (Lmax = 25=2L0=3 = 30m). La température
moyenne est de 295K. Enn, il n'y a ni vent ni humidité.
Un exemple de champ turbulent généré par la RFG est donné en gure 4.6. Les
pas spatiaux utilisés pour générer ce champ sont les mêmes que ceux utilisés dans le
modèle FDTD (voir plus bas). Avec cette taille de domaine, les plus grandes échelles
caractéristiques sont bien décrites. On peut observer plusieurs structures dans chaque
direction. Les uctuations maximales atteignent environ 4K.
Les caractéristiques numériques choisies pour les simulations ITM sont données dans
le tableau A.11 de l'annexe A. An d'éviter une apparition brutale des perturbations
turbulentes en température au niveau de la source, un lissage par une fenêtre de Tukey
est à nouveau appliqué au niveau de la source de l'onde plane. La gure 4.7 montre
l'amplitude de la pression complexe normalisée jpj=A0 obtenue par simulation pour le
premier tirage de turbulence. L'onde subit des uctuations qui sont croissantes avec la
distance de propagation. L'amplitude initiale de l'onde varie jusqu'à 15% aux grandes
distances de propagation. Des structures allongées dans la direction de propagation sont
visibles, comme dans Blanc-Benon et al. (2002) et Hugon-Jeannin (1992). La sensibilité
des simulations ITM à la hauteur du domaine a été testée en doublant cette hauteur, et
les résultats obtenus sont identiques, ce qui permet de dire qu'il n'y a pas de problème
lié à la condition périodique en Z.
4.4.3 Comparaisons
La gure 4.8 présente la valeur absolue de la pression complexe moyenne normalisée
j hpi j=A0 obtenue par simulation et T61. L'achage est logarithmique sur la gure pour
mettre en évidence la décroissance exponentielle théorique. Ce comportement, ainsi que
le facteur de décroissance  correspondent bien entre la théorie (éq. (4.23)) et la simu-
lation. Cependant la valeur de j hpi j=A0 reste très élevée aux distances maximales de
propagation. En eet ce paramètre vaut plus de 0.99 ce qui suggère que le son moyen
est très peu atténué par la turbulence dans ce scénario. La faible atténuation moyenne
ne signie pas que le son est peu uctuant (des uctuations de 15% sur l'amplitude sont
observées sur les champs instantanés) mais bien que ces uctuations se situent autour
de l'amplitude de référence.
Dans la gure 4.9 suivante, les variances de log-amplitude et de phase sont présentées
en fonction de la distance de propagation. La solution de T61 est donnée par z =
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Figure 4.6  Fluctuations en température T1 turbulentes
suivant un spectre de von Kármán avec T = 1K et L0 = 5:0643m.
Premier tirage utilisé dans le jeu de 1024 simulations.
Figure 4.7  Amplitude de la pression complexe normalisée jpj=A0 obtenue
par le code ITM pour le premier tirage de turbulence (gure 4.6).
0 dans l'équation (4.26). Les prévisions du code ITM sont en bon accord quantitatif
avec la théorie. Conformément à la théorie, les variances augmentent avec la distance
de propagation. Aux longues distances, les deux variances de log-amplitude et phase
tendent à converger (Flatté et al. 1979). La variance de log-amplitude (parfois appelée
paramètre de Rytov) reste bien inférieure à 1, ainsi les uctuations sonores restent
susamment faibles pour rester consistantes avec les approximations nécessaires aux
développements théoriques. Aux faibles distances, la variance de log-amplitude est faible
devant la variance de phase. Ceci correspond au régime d'optique géométrique déni par
exemple dans Flatté et al. (1979).
Les corrélations transverses de log-amplitude, phase et pression complexe sont don-
nées en fonction la distance transverse z en gure 4.10, pour diérentes distances de
propagation. L'accord entre simulation et théorie est excellent pour les corrélations de
log-amplitude et phase, et est bon pour la corrélation de pression complexe, ce qui va-
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Figure 4.8  Évolution de ln(j hpi j=A0). ITM, T61.
lide les deux méthodes (théorie et simulation) pour ces statistiques. Les corrélations
transverses de log-amplitude et phase sont diciles à interpréter physiquement mais
évoluent de leur valeur maximale jusqu'à zéro ce qui fournit une validation sur toute la
gamme de ces statistiques. La corrélation transverse de pression décroît avec la distance
de propagation comme la turbulence décorrèle le signal. La corrélation reste cependant
forte (supérieure à 0.99), ce qui montre encore une fois que l'inuence de la turbulence
reste faible. Dans cette gure, les corrélations transverses pour des distances transverses
supérieures à 60m ne sont pas montrées car elles sont symétriques avec la partie 0m-60m
par périodicité dans la simulation. L'accord avec T61 montre qu'il n'y a pas d'eet de
cette périodicité sur les statistiques de l'onde.
4.5 Discussions
Dans les sections précédentes, le modèle FDTD a montré sa capacité à reproduire
les résultats théoriques de T61 concernant les statistiques d'une onde acoustique lors de
la propagation en présence de turbulence. Cette validation a eu lieu sur deux scénarios
distincts : la diusion par une turbulence localisée (grand angle) et les uctuations
par une atmosphère globalement turbulente (petit angle, en visée directe). Ce modèle
permet donc une approche uniée du problème général de la propagation en présence
de turbulence. Dans cette section, nous discutons de quelques aspects de ce traitement
théorique distinct pour chaque cas (voir aussi Cheinet et al. 2012).
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Figure 4.9  Variances de log-amplitude h2i et de phase h2i.
(ITM, h2i), (T61, h2i), (ITM, h2i), (T61, h2i).
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Figure 4.10  Corrélations transverses de log-amplitude R(L; z),
de phase R(L; z) et de pression complexe  (L; z) à diérentes
distances de propagation, en fonction de la distance transverse z.
(a) log-amplitude et phase, pour L = 120m : (ITM, R(L; z)),
(T61, R(L; z)), (ITM, R(L; z)), (T61, R(L; z)).
(b) pression complexe, pour (de haut en bas) L = 30m; 60m; 120m; 240m.
(ITM), (T61).
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Figure 4.11  Section ecace de diusion  en décibels (20 log10()) en fonction de
l'angle de diusion  et de la fréquence f . La turbulence considérée pour cette gure
utilise un spectre de von Kármán avec un écart-type de 1K et Lmax = 15m. Les valeurs
sont normalisées au maximum à 200Hz.
4.5.1 Approximation aux faibles angles dans l'équation parabo-
lique
Lorsque la fréquence de la source augmente, la diusion acoustique a tendance à
se concentrer dans la direction de propagation. Pour illustrer ceci, la dépendance fré-
quentielle de la section ecace de diusion 2D (équation (4.16)) est donnée en gure
4.11. Pour de fortes fréquences, la diusion à grand angle devient faible comparée à la
diusion dans la direction de propagation. Dans la théorie de propagation à visée directe
(diusion à petit angle), les uctuations acoustiques sont considérées uniquement dans
la direction de propagation, ce qui permet d'utiliser l'approximation paraxiale, valable
pour les faibles angles uniquement.
L'approximation paraxiale est le coeur des modèles de propagation basées sur l'équa-
tion parabolique. Soit PE la limitation angulaire d'un modèle de PE donné (Jensen et
al. 2000). Cette limitation dépend du modèle de PE choisi. 20° est une valeur courante.
Quelle que soit la méthode, la PE ne peut structurellement pas dépasser 90° (pas de
rétropropagation). Le modèle de PE ne retranscrira pas ecacement la propagation du
son dans une atmosphère turbulente si la turbulence diuse le son à de plus grands
angles que ceux résolus par la PE, autrement dit une condition nécessaire pour le bon
fonctionnement de la PE est PE > max, où max est l'angle où la diusion est maximale,
donné par :
Lmax =

2 sin(max=2)
(4.27)
Ceci peut se retranscrire sous la forme d'une condition sur la fréquence de la source :
f >
c0
2Lmax sin(PE=2)
(4.28)
La fréquence de la source doit être susamment élevée pour que la majorité de la
diusion acoustique ait lieu dans le cône angulaire résolu par la PE. Salomons (2000)
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compare des simulations par équation parabolique aux solutions analytiques de T61. Les
tailles de tourbillon générant les diusions les plus importantes dans son étude sont de
l'ordre de Lmax ' 2m. Pour PE ' 30°, une valeur représentative pour le modèle utilisé, la
plus basse fréquence admissible est 330Hz. Pour des fréquences inférieures, le modèle de
PE et la théorie ne sont pas applicables car les angles de diusion sont trop importants.
Ceci est certainement la raison des écarts observés par Salomons (2000, g. 4) à 125Hz et
250Hz. Ainsi il est nécessaire de dépasser les limitations dûes à l'approximation paraxiale
pour les basses fréquences ou lorsque de faibles Lmax sont considérés. Les implications
de ces limitations des PE dans une atmosphère turbulente proche du sol sont étudiées
par Cheinet (2012, sec. III.B).
Dans la conguration en visée directe utilisée ci-avant, la fréquence sonore est suf-
samment supérieure au critère (4.28) (100Hz > 66Hz) pour que l'approximation pa-
raxiale soit applicable. Les résultats analytiques comparés aux simulations FDTD sont
donc valides. L'impact du 2e terme de S, négligé dans les considérations théoriques,
peut cependant être évalué (le 4e terme est nul dans le scénario considéré). Pour cela,
l'expression intégrale de  1 dans le cas 2D :
 1(~r) =
k2i
2
ZZ
R2
H
(1)
0 (kk~r   !r0k)n( !r0 )eik(
 !r0 ~r) !mid !r0 (4.29)
est reprise en conservant le 2e terme de S :
 1(~r) =
i
4
ZZ
R2
H
(1)
0 (kk~r   !r0k)
2k2n( !r0 )  ~r

ln

0

 ~r

eik
 !r0  !mi

e ik~r
 !mid !r0
(4.30)
Ces deux expressions intégrales sont calculées numériquement sur tous les champs tur-
bulents générés. Les champs  1 obtenus sont ensuite traités, similairement aux champs
obtenus par le code ITM. La variance de phase est ensuite déduite. La gure 4.12
présente ainsi la variance de phase obtenue par intégration numérique avec ces deux
équations (4.29) et (4.30). Les résultats de T61 et du code ITM sont également achés
sur cette gure. L'intégration numérique prenant en compte le 2e terme de S (4.30) est
en excellent accord avec le modèle FDTD. L'intégration numérique sans ce terme (4.29)
surestime légèrement la variance de phase. Les autres approximations dans la théorie
ont tendance à compenser cette surestimation. Ces eets sont attendus car les eets de
densité ne compensent pas ceux dûs à l'indice de réfraction n. Ceci explique la tendance
mineure mais systématique des solutions analytiques de donner des eets induits de la
turbulence plus élevés comparés au modèle FDTD (gure 4.9)
4.5.2 Consistance entre grand et petit angle
La théorie de diusion à grands angles et de propagation en visée directe devraient
permettre dans une même mesure de retranscrire les transferts énergétiques entre l'onde
incidente et l'onde diusée. Cet aspect est traité dans ce paragraphe. Les discussions
présentent le cas 3D sans contribution de vent mais se généralisent.
En suivant l'approximation de Markov (voir paragraphe 4.4.1), considérons une suc-
cession de plans indépendants d'épaisseur innitésimale x et de section transverse in-
nie. L'onde sonore excitatrice qui se diuse au sein du plan est l'onde moyenne cohérente
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Figure 4.12  Variance de phase h2i. (ITM), (T61),
4 (intégration numérique (4.30)),  (intégration numérique (4.29)).
hpi. Soit I(x) = hp(x)i hp(x)i l'énergie associée. L'approche grand angle permet de don-
ner la pression acoustique p1(x;~r) diusée par la turbulence dans la direction ~r au plan
d'abscisse x. Le moyennage de l'équation (4.12) aboutit à hp1(x;~r)i = 0 car hni est
nul lorsque les valeurs de référence sont appropriées. Les seules contributions d'intensité
dues à la diusion sont alors hI1(x;~r)i = hp1(x)p1(x)i. Plus particulièrement, l'inten-
sité diusée totale est donnée par intégration de hI1(x;~r)i dans toutes les directions ~r
possibles ce qui donne :
hI1(x)i = 2k4xI1(x)
Z 
0
n

2k
sin 2
 sin d (4.31)
Dans cette équation, la partie supérieure de l'intégrale ( = ) correspond aux
tourbillons de nombre d'onde 2k (taille =2). Supposons que  < Lmax. Alors =2 est
dans la zone inertielle-convective du spectre de la turbulence. Le spectre tridimensionnel
n décroît alors en  11=3 au delà de 2k. L'intégrale peut alors être étendue à +1 car les
contributions ajoutées sont négligeables. Cette extension mène à la solution analytique :
hI1(x)i = 2I(x)x (4.32)
où  est donné par 22k2
R1
0
n()d. La condition  < Lmax revient à l'approximation
de petit angle et a permis de négliger le 2e terme de S.
L'intensité en sortie du plan x, qui vient exciter le plan suivant, peut alors être
écrite, par conservation de l'énergie I(x + x) = I(x)   hI1(x)i. La diusion par la
turbulence cause ainsi un transfert énergétique entre onde moyenne (cohérente) et onde
diusée. En intégrant cette équation entre 0 et L nous retrouvons le facteur exponentiel
décroissant pour l'intensité, et donc pour la pression complexe moyenne. Cette prévision
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est donnée directement dans les considérations petit angle de T61. Les deux approches
sont donc consistantes sur cet aspect. Cette consistance est discutée par T61 (Tatarski
1961, pages 156-163) mais les termes de S ne sont pas les mêmes car T61 considère
également la propagation d'ondes électromagnétiques.
4.6 Conclusion du chapitre
Beaucoup d'aspects de la propagation externe sont fortement inuencés par la tur-
bulence atmosphérique. La caractérisation expérimentale d'inuence de la turbulence
présente des dicultés majeures. Les estimations standards théoriques et numériques
de ces eets font une distinction entre deux scénarios, le premier pour la diusion à
grand angle, et l'autre pour la propagation en visée directe (diusion à petit angle).
Cette distinction provient des approximations nécessaires à l'obtention d'équations ana-
lytiques complètes.
Ce chapitre présente les caractéristiques communes et distinctes pour ces deux con-
gurations, dans le cas d'une onde plane harmonique 2D incidente. Les deux approches
nécessitent toutes deux de faibles uctuations acoustiques (approximation de Born ou
Rytov). Elles nécessitent également de supposer que le volume turbulent est grand,
pour relier les perturbations atmosphériques à leur spectre énergétique. Elles permettent
toutes deux de donner la quantité d'énergie dissipée par la turbulence qui est consistante
entre les deux approches (paragraphe 4.5.2). Des prévisions analytiques plus poussées
peuvent être obtenues sur la variabilité du champ acoustique dans la conguration de
propagation en visée directe, si l'approximation de Markov et de petit angle (approxima-
tion paraxiale) sont prises en compte. L'approximation paraxiale peut être vue comme
le cas haute fréquence (voir paragraphe 4.5.1) du cas plus général de diusion grand
angle.
Le code ITM, qui résout les équations de propagation linéarisées d'Euler par une ap-
proche FDTD, peut être employé pour dépasser ces distinctions angulaires. Il est évalué
dans diérentes congurations mettant en jeu les eets de la turbulence atmosphérique
sur la propagation du son. De multiples champs turbulents suivant un spectre énergé-
tique de von Kármán sont générés, puis la propagation d'une onde sonore est simulée
par le code ITM. Les moments statistiques sont évalués par moyennage sur un grand
nombre de simulations (approche Monte-Carlo).
Les résultats obtenus par le code ITM sur les moments statistiques de premier et
deuxième ordre sont en très bon accord avec les expressions théoriques adaptées à la
propagation bidimensionnelle. Ceci démontre l'applicabilité de la méthode FDTD pour
les deux scénarios étudiés. Dans le cas de diusion à grand angle, des diérences sont
observées aux petits angles de diusion. Ces écarts s'expliquent par la taille nie du
domaine turbulent, ce qui altère le spectre énergétique réel des perturbations turbu-
lentes. Cet eet est ignoré dans l'approche analytique. Dans le cas de propagation à
petit angle (en visée directe), nous avons montré que les termes négligés dans le déve-
loppement théorique sont à l'origine des faibles diérences par rapport à la simulation.
L'approximation haute fréquence, standard dans les modèles d'équation parabolique,
peut se révéler inapplicable selon les caractéristiques considérées du champ turbulent.
Ce chapitre a donc permis de démontrer que la résolution par FDTD du jeu de deux
équations de propagation (2.5) est capable de simuler les impacts de la turbulence sur
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la propagation du son à faibles et grands angles. Cette approche permet d'éviter la dis-
tinction classique faite entre les deux congurations discutées. Ces résultats encouragent
la poursuite de la validation de ce modèle de propagation pour des atmosphères moins
idéalisées. Par exemple, les considérations analytiques nécessitent que les uctuations
acoustiques liées à la turbulence restent faibles. Les impacts de la turbulence, lorsqu'ils
sont plus importants, devraient être également retranscris par le modèle FDTD. Ce sujet
est traité dans le chapitre suivant.
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Chapitre 5
Simulation de la propagation
acoustique en atmosphère turbulente :
uctuations acoustiques fortes et
saturées
5.1 Introduction
La propagation acoustique d'ondes harmoniques à travers un milieu turbulent est un
sujet d'intérêt pour de nombreuses applications. Des résultats analytiques sont dispo-
nibles pour le régime des faibles uctuations, dans lequel la variance de la log-amplitude
du son est faible (voir Tatarski 1961 et le chapitre précédent). Cependant, au fur et
à mesure de la propagation de l'onde, les eets liés à la turbulence se cumulent, et
les uctuations de l'onde augmentent (régime des fortes uctuations) pour nalement
tendre vers une valeur limite (régime des uctuations saturées ou plus succinctement
régime de saturation). Les scénarios acoustiques dans lesquels le régime de saturation
est atteint sont fréquents dans les études expérimentales (par exemple, dans Daigle et al.
1983, Blanc-Benon et Juvé 1993, ou Norris et al. 2001) lorsque des fréquences audibles
sont propagées sur plusieurs centaines de mètres, ou des plus hautes fréquences (ultra-
sons ou bruits impulsionnels) sur quelques dizaines de mètres. Dans ces études, certains
paramètres, en particulier les paramètres atmosphériques, sont diciles à mesurer, ce
qui rend les résultats diciles à interpréter (Coles et al. 1995). Des eorts analytiques
ont été menés pour comprendre la propagation sonore au delà du régime des faibles
uctuations (par exemple, par Tatarski 1971, Jakeman 1986, Rytov et al. 1989). Des ré-
sultats signicatifs ont été proposés, comme les intégrales de chemin de Dashen (1979).
Cependant il n'existe pas aujourd'hui de solution analytique pour le cas général (Knepp
1983).
Dans ce contexte, les simulations numériques sont une alternative pour analyser la
propagation du son à travers la turbulence. Plusieurs approches ont été proposées pour
simuler ce scénario. Il est possible de résoudre directement des équations de propagation
des moments statistiques, comme le moment d'ordre 4 (par exemple, dans Yeh et al.
1975, Tur 1982, Gozani 1985, Spivack et Uscinski 1988). Une autre approche consiste
en la simulation de la propagation du son à travers plusieurs réalisations de champs
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turbulents. Les statistiques de l'onde sont ensuite obtenues à partir des réalisations de
champs sonores. Des modèles couramment utilisés pour ces approches Monte-Carlo sont
les modèles basés sur l'équation parabolique (PE, voir Martin et Flatté 1988, 1990,
Gilbert et al. 1990, Juvé et al. 1992, Chevret et al. 1996). En absence de réfraction
moyenne, la PE peut être implémentée ecacement sous la forme d'un modèle Multiple
Phase Screens (MPS, comme dans Knepp 1983, Macaskill et Ewart 1984, Spivack et
Uscinski 1989, Coles et al. 1995).
Les eets diusifs à grand angle sont plus importants lorsque la fréquence de la
source est basse (voir le chapitre 4, et Cheinet et al. 2012). Les modèles PE sont adaptés
à une propagation unidirectionnelle pour des ondes harmoniques et sont donc limités
aux hautes fréquences. D'autres approches sont nécessaires pour simuler la propagation
d'onde acoustiques à de plus basses fréquences. Les modèles numériques de propagation
acoustique par une résolution FDTD des LEE incluent naturellement ces eets. Dans le
chapitre précédent et la publication associée (Cheinet et al. 2012), nous avons montré
que le modèle FDTD reproduisait les résultats théoriques de Tatarski (1961) pour les
basses et hautes fréquences, permettant ainsi une approche uniée pour la simulation de
la propagation du son à travers la turbulence. Cette comparaison était limitée aux faibles
uctuations de l'onde acoustique (régime des faibles uctuations). Il reste à montrer que
le modèle FDTD donne les principales caractéristiques des eets de la turbulence lorsque
ceux-ci sont plus importants (régime de fortes uctuations et de saturation).
Cette démonstration est l'objet de ce chapitre. L'objectif est de propager des ondes
acoustiques jusqu'au régime de saturation avec une approche Monte-Carlo utilisant une
résolution FDTD des LEE en tant que modèle de propagation, puis de comparer les
champs simulés aux résultats théoriques ou numériques existants. Cette évaluation re-
pose sur l'analyse des statistiques de l'onde propagée. Les raisons de s'intéresser unique-
ment aux aspects statistiques, plutôt qu'aux champs instantanés, sont doubles : d'abord
les statistiques sont bien documentées, et ensuite ce sont les paramètres importants pour
de nombreuses applications.
Cette étude, détaillée dans ce chapitre, a été présentée lors d'une conférence (Eh-
rhardt et al. 2012) et fait l'objet d'une publication (Ehrhardt et al. 2013). Ce chapitre
est composé de la manière suivante. Tout d'abord, la section 5.2 décrit la turbulence
d'un champ vectoriel tel que le vent, et donne les modications à apporter à l'algorithme
RFG pour générer un tel champ. La section 5.3 présente des résultats théoriques concer-
nant les statistiques d'une onde se propageant à travers un environnement turbulent. Le
protocole numérique ainsi que les scénarios évalués sont donnés en section 5.4. Dans la
section suivante 5.5, la comparaison est eectuée pour divers paramètres statistiques :
pression moyenne, variance de log-amplitude, cohérence transverse, fonctions de densité
de probabilité (PDF pour Probability Density Function), et fonction de densité de proba-
bilité jointe (JPD pour Joint Probability Density). En section 5.6, le modèle numérique
est utilisé pour évaluer une modélisation classique de la PDF de l'intensité par une loi
de gamma généralisée. Le modèle FDTD utilisé dans ce chapitre est le code ITM.
5.2 La turbulence atmosphérique
Dans la section 4.2 du chapitre précédent, le cas d'une turbulence scalaire a été
présenté, avec un modèle permettant la génération d'un tel champ. La turbulence d'un
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paramètre scalaire est utile pour modéliser la turbulence en température de l'atmo-
sphère. Dans ce chapitre, nous nous intéressons à la turbulence en vent (la raison est
donnée ci-après en section 5.4). Le vent étant un paramètre vectoriel, il est nécessaire de
décrire les propriétés des champs turbulents vectoriels ~v, ainsi que de donner les adap-
tations au modèle de génération de champs turbulents RFG nécessaires. Les cas 3D et
2D sont présentés maintenant.
5.2.1 Description d'un champ turbulent vectoriel
Une première diérence apparaît au niveau des corrélations spatiales. Contrairement
au cas scalaire où une seule fonction R est susante, il faut plusieurs fonctions de
corrélations pour dénir la turbulence vectorielle : les fonctions d'autocorrélation et de
corrélations croisées, dénies par :
Rij(
 !r1 ; !r2 ) = hvi( !r1 )  vj( !r2 )i (5.1)
où comme dans le chapitre précédent,  !r1 et  !r2 sont les vecteurs coordonnées de deux
points quelconques de l'espace. Les corrélations spatiales se simplient en Rij(~r) dans le
cas homogène, qui est considéré ici. Les densités spectrales associées ij(~) s'obtiennent
par transformation de Fourier, 3D (4.2) ou 2D (4.3), de la fonction de corrélation Rij(~r)
correspondante.
Une caractéristique particulière de la turbulence atmosphérique en vent est que les
composantes du vent sont corrélées de manière à ce que le champ soit non divergent
(Batchelor 1953). Ceci se traduit par une relation entre les densités spectrales (Wilson
1998) dans le cas 3D :
ij(~) =
Ev()
44
(ij
2   ij) (5.2)
où  est le symbole de Kronecher, et Ev est le spectre énergétique associé au champ
vectoriel. Dans le cas 2D cette relation devient :
ij(~) =
Ev()
3
(ij
2   ij) (5.3)
De plus amples détails sur l'obtention de l'équation (5.3) dans le cas 2D sont donnés
en annexe I. L'équation (5.3) permet d'écrire que dans le cas d'un champ vectoriel non
divergent, le champ est globalement 1 isotrope (le spectre énergétique ne dépend que de
la norme ) mais les composantes sont anisotropes (leur densité spectrale dépend du
vecteur ~ complet et non de sa norme seule).
Le spectre énergétique du champ vectoriel Ev peut suivre les mêmes lois que dans le
cas scalaire. Généralement par convention le paramètre du spectre 2 donne la variance
de chaque composante du vecteur, et il faut alors multiplier le spectre classique par le
nombre de composantes. En 3D, Ev = 3E et en 2D, Ev = 2E (Wilson 1998).
Un exemple de champ turbulent vectoriel 2D est présenté en gure 5.1. Cette turbu-
lence vectorielle suit un spectre énergétique de von Kármán. La gure permet d'illustrer
l'anisotropie des composantes vectorielles, qui semblent orientées dans leur axe. Au
contraire, la norme du champ turbulent semble bien isotrope.
1. Par exemple, la norme de ce vecteur est isotrope.
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Figure 5.1  Champ vectoriel turbulent 2D avec un spectre énergétique de von
Kármán (2v = 1, L0 = 1m). (a) composante v1, (b) composante v2, et (c) norme k~vk.
5.2.2 Modélisation numérique de champs turbulents vectoriels
L'algorithme RFG doit être adapté aux champs vectoriels, dont les composantes sont
liées par la condition de non-divergence. Dans le reste de ce paragraphe, nous donnons les
détails permettant la génération de champs vectoriels turbulents non divergents 2D (axes
X et Z). Les expressions 3D sont données dans Frehlich et al. (2001). Ces adaptations
étaient déjà implémentées dans l'algorithme RFG disponible en début de thèse (Cheinet
et Naz 2006).
Soit Ev le spectre énergétique consigne. Selon Frehlich et al. (2001), un champ vec-
toriel ~v non-divergent ayant un tel spectre énergétique peut s'obtenir par :
vj(x  dx; z  dz) =
NxX
mx=0
NzX
mz=0
wj(mx;mz)e
2i(xmxNx +
zmz
Nz
) (5.4)
où 
w1
w2

=

H11 0
H12 H22



N1
N2

(5.5)
et Nj(mx;mz) = aj(mx;mz)+ibj(mx;mz) et les aj et bj sont des matrices indépendantes
contenant des nombres aléatoires répartis selon une loi gaussienne, de moyenne nulle et
écart-type 1. Les Hij sont donnés par :8><>:
H11(mx;mz) =
p
11(~)dxdz
H12(mx;mz) = (12(~)dxdz)=
p
11(~)dxdz
H22(mx;mz) = 0
(5.6)
où ~ = (mxdx;mzdz), les pas spectraux dx = 2=(dxNx) (et identiquement pour
dz) et les densités spectrales s'obtiennent par l'équation (5.3). Hormis pour le calcul
des wj, l'algorithme est le même que dans le cas scalaire (paragraphe 4.2.2).
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Figure 5.2  Spectre énergétique Ev du champ vectoriel turbulent 2D en
gure 5.1. Ev théorique, et Ev estimé en calculant les densités spectrales
11 (2), 12 (4), ou 22 (), puis passant par l'équation (5.3).
Le champ vectoriel turbulent de la gure 5.1 a été obtenu par l'algorithme RFG vec-
toriel 2D. Le domaine utilisé pour générer ces champs est identique au domaine utilisé
dans le cas scalaire. Le spectre énergétique Ev du champ en gure 5.1 a été estimé en
passant par les densités spectrales 11, 12 et 22 puis par l'équation (5.3). La comparai-
son avec le spectre énergétique théorique est eectuée en gure 5.2. Le bon accord entre
les spectres énergétiques indique que les densités spectrales sont également celles at-
tendues, ce qui permet d'illustrer le bon fonctionnement de l'algorithme RFG vectoriel.
Si le champ généré avait deux composantes indépendantes, le résultat serait toujours
valable pour 11 et 22 mais la densité spectrale 12, qui contient les informations de
corrélations entre les composantes, ne donnerait pas le bon résultat. Le bon accord de
12 dans la gure 5.2 indique que les corrélations entre composantes sont respectées.
Nous avons également vérié que la divergence du champ total est très faible (elle n'est
pas nulle à cause de la discrétisation du domaine et des arrondis numériques).
5.3 Les régimes de uctuations et théories associées
Le scénario étudié dans ce chapitre correspond au scénario "petit angle" du chapitre
précédent (section 4.4) et est rappelé succinctement maintenant. Une onde harmonique
plane de fréquence f (longueur d'onde , nombre d'onde k) se propage dans la direction
positive de l'axe X dans une atmosphère 2D turbulente homogène. Les suppositions 2D et
onde plane ne sont pas nécessaires mais permettent un temps de simulation acceptable.
Une onde plane est courante dans des scénarios de propagation extérieure en raison
des longues distances de propagation considérées. De plus les théories utilisées dans ce
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chapitre ont des formulations 2D et 3D. Les paramètres de l'atmosphère sont la densité ,
la vitesse du son c et le vent ~V . La densité et vitesse du son sont reliées à la température
T , la pression atmosphérique P et l'humidité spécique q par l'équation (3.2). Soit ~r
le vecteur coordonnées d'un point quelconque. L'atmosphère turbulente est décrite par
la fonction de corrélation de ses paramètres, la fonction de corrélation R de n'importe
quel paramètre physique complexe  étant donnée par :
R (~r; ~) =
D
 0(~r) 0(~r + ~)
E
(5.7)
où la moyenne est notée par l'indice 0 et la partie uctuante par un prime ( = 0+ 0). Le
milieu est constant pour x  0 et turbulent pour x > 0. Les paramètres acoustiques sont
la pression acoustique complexe ~p et sa partie indépendante du temps p (~p = pe2ift).
5.3.1 Le diagramme   
Au fur et à mesure de la propagation d'une onde à travers la turbulence, ses uc-
tuations statistiques, initialement faibles (régime des faibles uctuations), augmentent
(régime des fortes uctuations) et tendent vers une valeur asymptotique (régime de
saturation). Pour donner des critères pour l'apparition de ces régimes, Flatté (1979)
introduit le diagramme    (voir également Dashen 1979 ou De Wolf 1975).
Dans ce diagramme, deux paramètres sont introduits. Le premier est le paramètre
de diraction , par dénition donné par L=(6L2k), où L est la distance de propagation
et L est la longueur de corrélation du champ atmosphérique turbulent. La dénition
(qualitative) utilisée ici pour ce paramètre est celle de Flatté (1979, page 89), c'est-à-
dire, L est obtenu par l'ajustement 
(~0)(x; 0; 0)=
2(~0) = 1 jx=Lj 1, où  est la
perturbation de célérité équivalente et  est un paramètre d'ajustement, typiquement 5=3
pour la turbulence atmosphérique (Flatté 1979). Le second paramètre est le paramètre
de force . Par dénition 2 =


(k
R L
0
(x)dx)2
 ' k2L h2i Li. L'échelle intégrale Li et
 sont donnés dans le cas d'une turbulence en vent uniquement et propagation le long
de l'axe X par respectivement
R +1
 1 RVx(rx; 0)drx=RVx(0; 0) et V
0
x=c0.
Selon Flatté (1979), le régime des faibles uctuations se présente lorsque f <
1 ou =2 < 1g, où  est une constante reliée aux caractéristiques de la turbulence
(une valeur typique pour l'atmosphère est 12=5). Le régime de saturation se présente
lorsque f > 1 et  > 1g. Enn, le domaine déni par f=2 < 1 et  > 1g,
souvent mentionné sous le nom "régime de saturation partielle", correspond au régime
des fortes uctuations. Les fortes uctuations sont donc un régime transitionnel entre
uctuations faibles et saturées. Ces conditions mènent à des domaines bien distincts
dans l'espace   . Les frontières entre ces domaines ne sont pas brusques.
Flatté (1979, sa gure 8.6) introduit également le diagramme distance-fréquence,
équivalent au diagramme    , mais mieux adapté aux sensibilités à la fréquence de
la source et à la distance de propagation, lorsque les statistiques de la turbulence sont
données. Un exemple de diagramme distance-fréquence est donné en gure 5.3. Pour
une fréquence donnée, ce diagramme donne une estimation des distances de propagation
auxquelles le régime de uctuation change.
Pour tous les régimes de uctuation, la pression moyenne décroît de manière expo-
nentielle avec la distance de propagation :
hp(L)i = p0 exp( L) (5.8)
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Figure 5.3  Diagramme distance-fréquence pour une turbulence en vent (von
Kármán,  = 4m/s, Lmax = 30m). frontières entre les domaines (avec équation),
chemins correspondants aux scénarios étudiés.
où le facteur de décroissance exponentielle  s'obtient par intégration sur les angles de
diusion (voir paragraphe 4.5.2 et Cheinet et al. 2012) :
 = 2k3
Z 
0
cos2  zn

0; 2k sin

2

d (5.9)
où n est l'incide équivalent du milieu, équation (3.10), et z (x; z) représente la densité
spectrale transverse de  , c'est-à-dire la transformée de Fourier de R (x; (0; z)) :
z (x; z) =
Z +1
 1
R (x; (0; z))e
 izzdz (5.10)
La densité spectrale transverse s'exprime simplement en fonction de la densité spectrale
classique par z (x; z) =  (x; (0; z)). Lorsque la turbulence considérée est isotrope,
la densité spectrale transverse est égale à la densité spectrale classique. Dans le chapitre
4, l'indice équivalent du milieu est isotrope mais dans ce chapitre ce n'est pas le cas.
En eet la composante Vx est anisotrope (voir paragraphe 5.2.1, Hinze 1959, et Wilson
1998) et intervient dans n qui par conséquent est également anisotrope, ce qui explique
ici l'introduction de ce paramètre. Lorsque l'approximation paraxiale est considérée, 
peut se réécrire sous la forme plus classique (voir paragraphe 4.5.2) :
 = 2k2
Z 1
0
zn(0; z)dz (5.11)
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5.3.2 Le régime des faibles uctuations
Dans les premières distances de propagation, les uctuations de l'onde sont faibles
(voir gure 5.3). Le régime des faibles uctuations a déjà été largement étudié dans la
littérature. Une comparaison entre les résultats théoriques et le code ITM a été réalisée
dans le chapitre 4. Les expressions sont rappelées ici succinctement. Tatarski (1961)
donne des expressions analytiques pour la variance de log-amplitude 2 = h2i   hi2
(où  = ln(jpj)) et pour la cohérence transverse  (L; z) = hp(L; z)p(L; z + z)i. En
2D, ces expressions sont :
2(L) = 2k
2L
Z 1
0

1  k
2zL
sin

2zL
k

zn(0; z)dz (5.12)
et :
 (L; z) = I0 exp

 4k2L
Z 1
0
(1  cos(zz))zn(0; z)dz

(5.13)
où I0 = A20 et A0 est l'amplitude de l'onde initiale p0. Selon Tatarski (1961), la log-
amplitude et la phase de la pression complexe suivent une loi de distribution gaussienne.
5.3.3 Le régime des fortes uctuations
L'onde propagée subit de fortes uctuations lorsque le domaine de "saturation par-
tielle" ou la frontière f = 1 et  > 1g sont traversés sur le diagramme  . Malgré de
nombreuses études théoriques (par exemple, Tatarski 1971, Jakeman 1986, Rytov et al.
1989, Dashen 1979), les expressions analytiques dans ce régime sont limitées à des con-
gurations spéciques, comme une fréquence élevée, ou des perturbations atmosphériques
faibles.
Pour de basses fréquences, un modèle simple proposé par Brownlee (1973) peut être
utilisé. Selon Brownlee (1973), lorsque
p
L L (autrement dit, lorsque  1), la JPD
de la pression complexe p à une distance de propagation L est une distribution gaussienne
complexe non-centrée de moyenne p0e L et variance 2B(L) : NC(p0e L; 2B(L)). Les
parties réelle et imaginaire de p sont alors indépendantes et suivent une loi gaussienne de
même variance (2B) et leur moyenne vaut respectivement la partie réelle et imaginaire de
p0e
 L. La valeur de 2B se déduit de la conservation de l'énergie et est jp20j(1 e 2L)=2.
À partir de cette JPD, il est possible de déduire la PDF de l'amplitude A, qui est
alors une distribution de Rice-Nakagami :
pdf(A) = Rice(A) =
A
2B
exp

 A
2 + jhpij2
22B

I0

Ajhpij
22B

(5.14)
où In est la fonction de Bessel modiée d'ordre n. La moyenne et la variance de A se
déduisent analytiquement :8><>: hAiB =
r
2B
2
e
 jhpij2
42
B

1 +
jhpij2
22B

I0
 jhpij2
22B

+
jhpij2
22B
I1
 jhpij2
22B

2AB =


A2

B
  hAi2B = (jhpij2 + 22B)  hAi2B
(5.15)
À notre connaissance, il n'existe pas d'expression analytique permettant de déduire
directement la moyenne et variance de la log-amplitude  et l'intensité I à partir de cette
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Paramètre Moyenne Variance
 ln(jp0j=
p
2) + (ln 2  E)=2 2=24
A jp0j
p
=2 jp20j(4  )=4
A = hAi 1 (4  )=
I jp20j jp40j
I = hIi 1 1
Tableau 5.1  Moyenne et variances des principaux paramètres
statistiques dans le régime de saturation. E est la constante d'Euler.
PDF. Ces paramètres peuvent malgré tout être obtenus par changement de variable dans
la distribution Rice-Nakagami de A puis intégration numérique :8>><>>:
hniB =
Z +1
 1
neRice(e)d
hIniB =
Z 1
0
In
2
p
I
Rice(
p
I)dI
(5.16)
5.3.4 Le régime de saturation
Les uctuations de l'onde augmentent avec la distance de propagation et nissent
par atteindre une valeur limite (Tatarski 1971, Dashen 1979, Jakeman 1986, Rytov et
al. 1989). La pression acoustique complexe à un récepteur se trouvant dans le régime
de saturation est la somme de plusieurs contributions non corrélées (trajets acoustiques
réfractés de nombreuses fois et impactant le récepteur), et ayant chacune la même fonc-
tion de probabilité (car les caractéristiques de la turbulence sont identiques pour chaque
trajet). Ainsi la pression acoustique complexe suit une loi gaussienne complexe centrée
par invocation du théorème de la limite centrale. En conséquence, l'amplitude suit une
loi de Rayleigh, la log-amplitude suit une loi "log-Rayleigh" (dénie par exemple dans
Rivet et al. 2007), la phase est uniforme dans [ ;] et l'intensité a une distribution
exponentielle négative. Le seul paramètre libre des ces PDFs est donné par conservation
de l'énergie (l'énergie totale vaut jp20j). Les moyennes et variances de ces paramètres sont
données dans le tableau 5.1.
5.4 Le scénario et les détails numériques
Le choix du scénario acoustique complet est limité par le fort coût de calcul des
simulations FDTD. An de diminuer ce coût, des congurations 2D sont choisies. Le
scénario choisi doit permettre la simulation de uctuations fortes et saturées par une
approche Monte-Carlo utilisant une résolution FDTD des LEE, pour des fréquences
acoustiques audibles et une atmosphère réaliste. Ce scénario est maintenant donné avec
des détails numériques.
Les perturbations typiques de l'atmosphère peuvent atteindre quelques degrés pour
la température, et couramment quelques mètres par seconde pour le vent. Ceci mène
à des perturbations pour h2i (variable importante pour les uctuations sonores, voir
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section 5.3) de l'ordre de 10 5 pour des perturbations en température et 10 4 pour des
perturbations en vent. Le son est donc plus inuencé par des perturbation en vent que
par celles en température (Ostashev et Wilson 2000, Cheinet 2012). Des perturbations
en vent sont alors plus ecace pour étudier le régime de saturation. Les perturbations
choisies par la suite suivent un spectre énergétique de von Kármán, avec des écarts-
types
p
V 2x =
p
V 2z = 4m:s
 1 et L0 = 5:0643m. Le diagramme distance-fréquence
correspondant est celui présenté en gure 5.3.
Une onde plane harmonique est propagée à travers ces champs turbulents. Trois jeux
de simulation sont eectués, pour des fréquences de 50Hz, 300Hz et 600Hz, et des lon-
gueurs de propagation maximales de respectivement 1800m, 300m et 300m. Les chemins
correspondants parcourus dans l'espace distance-fréquence sont ajoutés au diagramme
en gure 5.3. D'après le diagramme, tous les régimes de uctuations sont couverts par
ces jeux de simulations.
L'ensemble des conditions de simulation est donné dans le tableau A.12 de l'annexe
A. L'onde plane est générée puis propagée à travers le vent turbulent. Ce dernier est lissé
par une fenêtre de Tukey sur les premières mailles du domaine qui suivent la source, an
d'éviter une apparition discontinue des perturbations turbulentes. Après que l'onde se
soit propagée sur la distance désirée, elle est absorbée par un matériau poreux absorbant.
La dimension transverse du domaine est bien supérieure à L0, an d'avoir une description
satisfaisante des plus grandes échelles. Le domaine est périodique dans la dimension
transverse, ce qui est consistant avec les scénarios envisagés, qui supposent une distance
transverse innie. Comme dans le chapitre 4, la pression complexe est extraite pour
chaque simulation FDTD par transformation de Fourier sur la fréquence de la source
(voir équation (4.18)). Nt = 100 itérations temporelles sont prises pour l'extraction de
la pression complexe.
Le spectre de von Kármán décroît lentement lorsque le nombre d'onde augmente, ce
qui implique la présence de structures très nes. De l'autre côté, le modèle FDTD a une
résolution spatiale nie dx. En absence de traitement spécique, ce modèle n'est pas
capable de prendre en compte l'impact des tourbillons de taille proche ou inférieure à la
résolution spatiale. Pour éviter des troncations numériques implicites, nous incorporons
un facteur de coupure dans le spectre pour des nombres d'ondes supérieurs à 2=(6dx),
ce qui ltre explicitement les tourbillons plus petits que 6dx. Comme le spectre énergé-
tique est malgré tout faible à de tels nombres d'onde, la variance en vent est faiblement
impactée par cette troncation (moins de 3% pour chaque composante). Le champ acous-
tique donné par le code ITM est inchangé (moins de 1%) lorsque la troncation varie
entre 4dx et 8dx. Les premiers essais réalisés sans troncature ont mené à des instabilités
numériques.
Un exemple de champ turbulent en vent généré par l'algorithme RFG pour le jeu de
simulations 300Hz est présenté en gure 5.4 (a). L'amplitude de la pression normalisée
jpj=A0 obtenue par le code ITM pour la propagation de l'onde plane à 300Hz dans ce
champ turbulent est présentée dans la même gure, partie (b). Cette gure peut se
comparer au cas du chapitre précédent (gure 4.7) où le champ turbulent inuençait
moins l'onde qui se propage. Les mêmes structures dans la direction de propagation sont
visibles. La principale diérence réside dans les uctuations sonores. Si dans la gure
4.7 l'amplitude du son variait au maximum de 15%, l'amplitude uctue maintenant de
zéro à environ 3 fois sa valeur initiale. L'eet de la turbulence sur l'onde qui se propage
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Figure 5.4  (a) Fluctuations en vent turbulentes suivant un
spectre de von Kármán avec V = 4m:s 1 et L0 = 5:0643m.
Cartographie de l'amplitude du vent (m/s) et direction (èches).
(b) Amplitude de la pression normalisée jpj=A0 obtenue par le code ITM
pour le premier tirage de turbulence du jeu de simulations à 300Hz (en (a)).
est ici très important.
Pour chaque jeu de simulations, une simulation sans turbulence a été réalisée, pour
obtenir p0 d'une part, et d'autre part pour vérier certains aspects numériques du modèle
(absorption numérique ecace aux extrémités, pas de problème lié aux frontières du
domaine et aux conditions aux limites, pas numériques spatiaux et temporels, etc.).
Enn, un grand nombre de simulations par jeu de fréquence est nécessaire pour es-
timer précisément les moments statistiques, PDFs et JPDs. Pour les jeux à 50Hz et
300Hz, 1024 simulations ont été réalisées. Seulement 200 simulations ont été réalisées
pour le jeu à 600Hz en raison du coût numérique supérieur (chaque simulation de ce jeu
mettant environ 8 fois plus de temps que dans les autres jeux). Finalement, 200 simu-
lations semblent susantes pour obtenir des statistiques exploitables (voir les analyses
statistiques ci-après). Sans les eorts de parallélisation (OpenMP et MPI) apportés au
code ITM et l'accès à un cluster de calcul, le temps de calcul total aurait rendu cette
étude impossible. Il est malgré tout d'environ un mois et demi avec les parallélisations
et l'accès au cluster.
5.5 Comparaisons
Les statistiques suivantes sont maintenant présentées et comparées à des résultats
théoriques ou numériques : amplitude de la pression moyenne jhpij, variance de la log-
amplitude 2 = h2i hi2, corrélation transverse de la pression complexe  , JPD de la
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Figure 5.5  Amplitude normalisée de la pression moyenne jhpij=A0 pour
la source de fréquence (a) 50Hz, (b) 300Hz et (c) 600Hz. ITM,
décroissance exponentielle théorique. Le facteur de décroissance
exponentielle  est calculé par (a) l'équation (5.9) et (b,c) l'équation (5.11).
pression complexe, et PDFs de la phase et de l'amplitude. En raison du lissage par une
fenêtre de Tukey dans les simulations, l'origine du domaine turbulent dans les théories
considérées est prise comme le milieu de la fenêtre de Tukey (par exemple dans le jeu à
50Hz, 21m après l'origine de la source).
5.5.1 Moments statistiques de premier et second ordre
La pression moyenne décroît de manière exponentielle (équation (5.8)) sur l'ensemble
de la distance de propagation. Le modèle FDTD est consistant avec ces résultats, comme
cela est montré en gure 5.5. Dans les jeux d'équations à 300Hz et 600Hz, le facteur de
décroissance exponentielle  peut être choisi sous l'approximation paraxiale, équation
(5.11). L'accord pour ces fréquences est excellent entre simulation et théorie. Le code
ITM reproduit bien la décroissance exponentielle attendue. Pour le jeu de simulations à
50Hz, la turbulence diuse localement le son à de plus grands angles (chapitre précédent,
Cheinet et al. 2012), ainsi l'approximation paraxiale n'est pas valide. Le facteur  utilisé
est calculé sans approximation paraxiale, équation (5.9). L'accord avec la théorie est
excellent. Aux plus grandes distances de propagation considérées, la pression moyenne a
perdu environ 40% de sa valeur initiale dans le jeu à 50Hz, ce qui signie que le régime
de saturation n'est pas encore complètement atteint. La perte est d'environ 96% pour
300Hz et environ 100% pour 600Hz, ce qui suggère que la partie constante de l'onde est
supprimée, rendant l'onde complètement uctuante à ces distances de propagation.
La gure 5.6 donne la variance de log-amplitude en fonction de la distance de propa-
gation. Les statistiques obtenues avec le modèle FDTD sont comparées avec les modèles
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Figure 5.6  Variance de la log-amplitude 2 pour la source de fréquence (a) 50Hz,
(b) 300Hz et (c) 600Hz. ITM, théorie dans le régime de saturation (ligne
horizontale) et théorie de Tatarski (1961),  Brownlee (1973), 4 simulations MPS.
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analytiques. Le premier modèle analytique est celui de Tatarski (1961), valable dans le
régime des faibles uctuations. Comme attendu, le code ITM suit exactement les valeurs
prédites par Tatarski (1961) tant que 2 reste faible. La variance de log-amplitude n'at-
teint pas de valeur limite dans le cas 50Hz. En eet, le régime de saturation n'est pas
complètement atteint pour cette fréquence (voir ci-avant). La valeur à laquelle 2 donné
par le modèle FDTD sature dans les autres jeux de fréquences est en bon accord avec la
valeur théorique 2=24 (voir tableau 5.1). Nous avons également vérié que les variances
normalisées d'amplitude 2A = (hA2i  hAi2)= hAi2 et d'intensité 2I = (hI2i  hIi2)= hIi2
tendent vers leurs valeurs limites théoriques, de (4  )= et 1 respectivement.
An d'évaluer le modèle FDTD au delà des régimes asymptotiques de uctuations
faibles et saturées, des simulations Multiple Phase Screens (MPS) ont été réalisées dans
les mêmes congurations. Ce modèle de propagation est une implémentation ecace de
l'équation parabolique en absence de réfraction moyenne, dans laquelle la propagation
est séparée en deux processus physiques indépendants. La turbulence atmosphérique
est modélisée par des plans transverses où la phase de l'onde qui se propage uctue
localement (premier processus). Le second processus est la propagation entre deux plans
de phase consécutifs, qui est implémenté dans l'espace de Fourier spatial transverse par
un terme de propagation en champ libre. Le modèle MPS utilisé dans cette étude est
détaillé en annexe J.
Les plans de phase (phase screens) considérés sont directement les champs turbulents
générés par RFG et utilisés dans les simulations FDTD. Il y a donc 4800 plans de phase
pour chaque tirage de champ turbulent. Comme avec le modèle FDTD, les statistiques
sont obtenues ensuite à partir des tirages. La variance de log-amplitude obtenue par le
modèle MPS est présentée pour les diérents jeux de fréquences considérés (gure 5.6).
L'accord avec les simulations FDTD est excellent tout au long de la propagation pour
les jeux à 300Hz et 600Hz. Le régime des fortes uctuations est alors bien reproduit par
une résolution FDTD des LEE pour ces fréquences. Pour 50Hz, l'accord est également
bon mais une petite diérence est visible entre les deux modèles numériques. Comme
cela est discuté plus-haut, l'approximation paraxiale n'est plus valide pour cette basse
fréquence, donc le modèle MPS est moins justié. La théorie de Brownlee (1973) est
limitée aux congurations où   1. Pour 300Hz et 600Hz,  est toujours inférieur à
0.4 (car pour la turbulence considérée, L = 5m), ainsi cette théorie ne peut être utilisée.
Dans le jeu de simulations à 50Hz cependant,  > 2 à partir de 300m. La théorie peut
être employée et est achée pour ce jeu de simulations, en utilisant l'expression générale
pour  (équation (5.9)). La simulation FDTD est en bon accord avec Brownlee (1973).
Ceci valide le modèle FDTD et cette théorie dans le régime des fortes uctuations
lorsque   1, donc à basse fréquence. En résumé, la variance de log-amplitude est
dèlement reproduite par une approche Monte-Carlo utilisant une résolution FDTD des
LEE en tant que modèle de propagation, pour toutes les fréquences et tous les régimes
de uctuations considérés.
La gure 5.7 donne   dans le jeu de simulations à 600Hz pour diérentes distances
de propagation. De la même manière qu'avec jhpij, le modèle FDTD et l'expression
analytique (équation (5.13)) s'accordent pour toutes les distances. L'accord est similaire
dans le jeu à 300Hz mais lorsque la fréquence tombe à 50Hz des écarts importants
apparaissent. Encore une fois, ceci s'explique par l'approximation paraxiale, qui n'est
pas utilisable à 50Hz dans notre cas.
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Figure 5.7  Corrélation transverse de la pression complexe   pour
diérentes distances de propagation (de haut en bas, 30m, 60m, 100m et 300m)
pour la source à 600Hz. ITM, théorie de Tatarski (1961).
5.5.2 JPD et PDF
Un paramètre analytique et visuel utile pour illustrer les eets de la turbulence sur
la propagation du son est la JPD de la pression acoustique p, c'est-à-dire la probabilité
pour p d'avoir une certaine valeur complexe. L'intégration de la JPD sur l'ensemble des
arguments (angles) donne la PDF de l'intensité, de l'amplitude et de la log-amplitude.
Lorsque la JPD est intégrée sur le module, c'est la PDF de la phase qui est obtenue.
De plus, l'aspect général de la JPD permet de déterminer les corrélations entre log-
amplitude et phase, ou entre la partie réelle et imaginaire de p. Les JPDs calculées à
partir des simulations sont données en gure 5.8
Dans le jeu de 50Hz, les JPDs sont celles décrites par la théorie de Brownlee (1973),
c'est-à-dire des distributions gaussiennes complexes non-centrées. Ceci fournit une va-
lidation qualitative supplémentaire de cette théorie et du modèle FDTD dans cette
conguration basse fréquence. La JPD à la distance maximale n'est pas centrée, comme
le régime de saturation n'est pas encore atteint (voir gure 5.5). À 300Hz, les uctuations
sont majoritairement des uctuations de phase dans les premières distances de propaga-
tion, ce qui est cohérent avec la théorie (Tatarski 1961, Flatté 1979), et mène à une JPD
en forme de croissant. Lorsque le régime de saturation est atteint, la forme est circulaire
et centrée, ce qui correspond à des statistiques de gaussienne centrée complexe. Un eet
visible ici est la dissymétrie selon l'axe des nombres réels, ce qui signie une corrélation
signicative entre  et . En raison des conventions choisies, un décalage dans le sens
horaire inverse signie un retard de phase, qui signie que l'onde est ralentie, ce qui
implique une refocalisation de l'onde et ainsi une plus forte amplitude. Ceci explique
la tendance générale aux plus fortes amplitudes pour des angles négatifs. La déduction
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Figure 5.8  JPD de p obtenues à partir des simulations FDTD pour diérentes
fréquences et distances de propagation. L'échelle de couleur est linéaire entre 0 et la
probabilité maximale. cercle unité, contours d'iso-probabilité : 90% de
l'échantillon est dans la frontière externe et 50% dans la frontière interne.
opposée peut être faite pour les décalages dans le sens horaire. Cette dépendance non
négligeable est décrite par la corrélation croisée donnée par Tatarski (1961). À 600Hz,
l'aspect général des JPDs est similaire au cas 300Hz, avec une évolution plus prononcée
avec la distance, comme attendu.
Les PDFs des statistiques normalisées    arg(p0) et A= hAi obtenues pour 300Hz
sont données en fonction de la distance de propagation en gure 5.9 Les PDF initiales
s'élargissent avec la propagation de l'onde, de la distribution normale vers la distribution
uniforme pour la phase, et de la distribution log-normale vers celle de Rayleigh pour
l'amplitude. Les PDFs obtenues par simulation tendent vers les PDFs théoriques dans
le régime de saturation. Nous avons également vérié que les autres PDFs suivent la
théorie (distribution normale vers log-Rayleigh pour la log-amplitude, et log-normal vers
exponentielle pour l'intensité). Les comparaisons sont identiques pour le jeu à 600Hz. Il
n'existe pas de distribution théorique démontrée dans le régime des fortes uctuations
pour ces fréquences. Cependant pour le jeu de simulations à 50Hz, la théorie de Brownlee
(1973) donne la JPD pour des distances de propagation supérieures à 300m (lorsque
 > 2), ce qui permet également de déduire les PDFs. En gure 5.10, les PDFs données
par le modèle FDTD pour A= hAi sont comparées aux distributions de Rice-Nakagami
théoriques, équation (5.14). L'accord entre la théorie de Brownlee (1973) et la simulation
est excellent.
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Figure 5.9  PDF de (a) l'amplitude normalisée et (b) la phase, pour la
source à 300Hz a diérentes distances de propagation (de haut en bas, 7m, 21m,
49m, 105m et 301m). ITM, 2 théorie dans le régime de saturation.
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Figure 5.10  PDF de l'amplitude normalisée pour la source à 50Hz a diérentes
distances de propagation (de haut en bas en A= hAi = 1, 126m, 294m, 360m, 966m
et 1302m). ITM, théorie de Brownlee (1973). Pour ces distances de
propagation,  vaut respectivement 0.92, 2.15, 4.60, 7.05 et 9.50.
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5.6 Discussion
Dans la section précédente nous avons démontré que le code ITM reproduit de ma-
nière able les eets statistiques de la turbulence sur l'onde propagée. Dans cette section,
le code ITM est utilisé en tant qu'outil pour évaluer une modélisation classique de la
PDF de l'intensité.
Cette modélisation a tout d'abord été proposée dans la n des années 80 (Ewart et
Percival 1986, Ewart 1989). La conjecture proposée est que la PDF de l'intensité est
décrite par une fonction gamma généralisée (G ), fonction introduite par Stacy (1962).
Cette conjecture semble consistante avec les simulations menées par les auteurs de la
conjecture, et également avec des études expérimentales (Blanc-Benon et Juvé 1993).
La distribution G  nécessite généralement trois paramètres, mais l'un d'eux est imposé
lorsque l'énergie est supposée constante au long de la propagation (énergie totale prise
à 1 ici). La distribution est alors la suivante :
G ;(I) =

 E()
I 1e I

(5.17)
où les deux paramètres sont  et ,  E est la fonction gamma d'Euler, et
 =

 E(+ 1=)
 E()

(5.18)
Cette distribution générale permet une transition douce entre la distribution log-normale
(dans le régime des faibles uctuations, lorsque  ! 1) et la distribution exponen-
tielle (dans le régime de saturation, lorsque  =  = 1). Déterminer la valeur de ces
paramètres avec la distance de propagation est un problème qui est toujours ouvert
aujourd'hui.
La distribution G  n'est pas la seule distribution proposée pour modéliser la PDF de
l'intensité. Parmi les nombreux modèles proposés dans la littérature il y a par exemple
la distribution K (Jakeman et Pusey 1976), la distribution I-K (Flatté et al. 1994), la
distribution de Furutsu (Flatté et al. 1994) ou encore la distribution de Beckman (Hill
et Frehlich 1997). Des auteurs ont également proposé des convolutions entre diérentes
distributions, comme la distribution I-K modulée par la distribution K (Flatté et al.
1994), ou la distribution exponentielle ou de Rice-Nakagami modulés par la distribu-
tion log-normale (Churnside et Hill 1987, Churnside et Frehlich 1989). La plupart de
ces distributions se réduisent également aux distributions théoriques dans le régime des
faibles uctuations (distribution log-normale) et dans le régime de saturation (distribu-
tion exponentielle). Nous n'évaluons que la distribution gamma généralisée à cause de
son expression analytique simple (McLaren et al. 2012) et car l'objectif de cette section
est simplement de montrer les potentialités du code ITM pour résoudre ce problème.
En supposant que la PDF de l'intensité suive eectivement la distribution G , il est
possible de déterminer l'évolution des paramètres  et  avec la distance de propagation
à partir des simulations FDTD. Le jeu de simulations à 300Hz est choisi pour mener
cette analyse. La méthode la plus simple, consistant en la résolution du jeu d'équations
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Figure 5.11  Paramètres de la distribution gamma généralisée ajustés
à partir des simulations FDTD, pour 300Hz. 2 1=,  .
couplées non linéaires, 8>>><>>>:
hI2i
hIi2 =
 E() E(+ 2=)
 2E (+ 1=)
hI3i
hIi3 =
 2E () E(+ 3=)
 3E (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)
(5.19)
où hIi, hI2i et hI3i sont calculés à partir des réalisations de propagation par FDTD, ne
donne pas des résultats susamment précis car les trois premiers moments statistiques
de deux distributions diérentes peuvent être très proches (Ewart et Percival 1986, Ewart
1989). La méthode utilisée ici est la détermination du couple de paramètres (; ) qui
minimise le critère de von Mises (moindres carrés sur la fonction de répartition) pour
chaque distance de propagation. Les paramètres ainsi obtenus sont donnés en gure
5.11. Pour de petites distances,  tend vers l'inni (distribution log-normale) et aux
grandes distances  et  tendent vers 1 (distribution exponentielle). Nous avons vérié
qualitativement que les distributions G  ainsi obtenues suivent bien celles données par
simulation. Toutes les statistiques liées à l'amplitude peuvent se déduire à partir des
paramètres ainsi déterminés.
À partir d'environ 80m, l'ajustement donne  ' 1. Ceci suggère qu'une loi à un
paramètre est susante pour des uctuations de l'onde susamment fortes. Ceci est
cohérent avec les études montrant un bon accord entre des PDFs à un paramètre et les
données expérimentales (dans Churnside et Hill 1987 par exemple).
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5.7 Conclusion du chapitre
Le son est inuencé par la turbulence atmosphérique. Même dans une conguration
a priori simple, comme la propagation 2D d'une onde plane harmonique à travers une
turbulence en vent, le comportement de l'onde est complexe et n'est pas aujourd'hui
complètement compris. Pourtant, de tels scénarios sont courants et d'intérêt pratiques,
c'est pourquoi de nombreux eorts analytiques, expérimentaux et numériques ont été
eectués pour améliorer la connaissance dans ce domaine. Un problème majeur est le
manque de solution, soit-elle analytique, expérimentale ou numérique, valide dans toutes
les congurations réalistes. Généralement les solutions proposées ont des limitations sur
la fréquence de la source (comme dans Brownlee 1979), sur la force des uctuations
sonores (comme dans Tatarski 1961) ou sur la géométrie de la conguration (comme dans
les simulations par équation parabolique). De plus, la plupart des résultats quantitatifs
ne sont donnés que pour un nombre réduit de statistiques de l'onde.
La résolution par diérences nies en domaine temporel (FDTD) des équations d'Eu-
ler linéarisées (LEE) est un modèle numérique avec un coût de calcul important mais qui
permet de dépasser ces limitations. Ce modèle numérique a déjà montré qu'il retranscrit
la physique de la propagation du son à travers la turbulence lorsque les eets sur le
son restent modérés (faibles uctuations), quelle que soit la fréquence de l'onde (voir
le chapitre précédent, et Cheinet et al. 2012). Ce chapitre avait pour objectif de traiter
ce problème lorsque les eets de la turbulence sur le son sont plus forts. Le cas de la
propagation 2D d'une onde harmonique à travers une turbulence en vent est considéré.
Comme dans Cheinet et al. (2012), les simulations FDTD ont été eectuées pour de
multiples réalisations de champ turbulent ce qui a permis de déduire des statistiques
pour l'onde propagée. Ces statistiques ont ensuite été comparées à diérents résultats
théoriques ou numériques. Pour les basses fréquences, la théorie utilisée pour comparai-
son est la théorie de Brownlee (1973). Pour de plus hautes fréquences, des simulations
multiple phase screens (MPS) sont utilisées pour comparaison. De plus, lorsque les uc-
tuations sonores sont faibles, la théorie de Tatarski (1961) est considérée, et lorsque ces
uctuations atteignent leur valeur limite (régime de saturation), ce sont des statistiques
gaussiennes qui sont considérées pour comparaison (voir par exemple Dashen 1979 ou
Flatté 1979).
L'amplitude de la pression complexe moyenne, la variance de la log-amplitude et la
cohérence transverse sont consistants entre le modèle FDTD et les résultats théoriques
et numériques comparés. La fonction de densité de probabilité jointe (JPD) de la pres-
sion complexe donne également des résultats intéressants. Dans le cas basse fréquence,
les simulations FDTD correspondent aux JPDs théoriques attendues (distribution gaus-
sienne complexe non centrée). Pour les plus hautes fréquences, le comportement est
également celui attendu : uctuations de phase plus importantes que celles d'amplitude,
corrélation croisée visible entre ces deux paramètres. Dans le régime de saturation, la
JPD est une gaussienne complexe centrée comme cela est prédit par la théorie. Enn, les
fonctions de densité de probabilité (PDF) de la phase et de l'amplitude correspondent
aux PDFs théoriques dans le régime de saturation. Pour les basses fréquences, les PDFs
théoriques disponibles sont également en bon accord avec le modèle FDTD. L'ensemble
de ces comparaisons mène à la conclusion qu'une approche Monte-Carlo utilisant une
résolution FDTD des LEE en tant que modèle de propagation permet de reproduire le
comportement statistique connu de la propagation d'une onde à travers la turbulence,
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pour tous les régimes de uctuations et toutes les fréquences considérées. Finalement,
le modèle FDTD est utilisé en tant qu'outil pour évaluer une modélisation classique de
la PDF de l'intensité par une distribution gamma généralisée. Le code FDTD donne
l'évolution avec la distance des paramètres de cette distribution pour une des fréquences
évaluées.
Ce chapitre conclut les études menées pendant la thèse sur l'impact de l'atmosphère
sur la propagation du son (chapitres 3 à 5). Le modèle FDTD a montré qu'il reproduit ces
impacts dans de nombreuses congurations. Il est encore largement possible de continuer
les investigations dans ce domaine, par exemple en étudiant les champs de pression
instantanés (gure 5.4, b), qui présentent des structures particulières, ou en s'intéressant
à la propagation de sons non harmoniques à travers la turbulence. Cependant an d'avoir
une vision globale des potentialités du code ITM, nous avons préféré nous pencher sur
un autre aspect important de la propagation du son en extérieur qui est l'impact des
géométries complexes. Cet aspect est traité dans le chapitre 6 suivant.
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Chapitre 6
Simulation de la propagation en
géométrie complexe de signaux
impulsionnels
6.1 Introduction
La propagation du son en milieu urbain est un sujet qui attire l'attention depuis de
nombreuses années, autant pour des applications civiles que de défense. Comprendre la
propagation sonore dans ces environnements est important pour des questions diverses
comme la réduction du bruit, ou la conception de systèmes de localisation de sources
acoustiques. La présence de nombreux obstacles génère en eet des réexions et dirac-
tions multiples, ce qui perturbe énormément le champ acoustique. Malgré l'existence de
modèles mathématiques permettant la description de ces phénomènes (voir par exemple
Pierce 1974), ces derniers se cumulent rapidement dans des congurations réalistes et
ne sont alors pas bien pris en compte par des modèles mathématiques simples. En par-
ticulier, des méthodes utilisant par exemple des théories classiques de réverbération,
de description statistique, la méthode des sources images ou des approches modales
présentent des limitations (Le Pollès et al. 2004).
Le modèle de propagation numérique basé sur la résolution FDTD des équations
d'Euler linéarisées est particulièrement prometteur dans le cadre des études sur la pro-
pagation acoustique en milieu urbain (Liu et Albert 2006) et permet d'ajouter les eets
atmosphériques aux eets liés à la géométrie (Heimann 2007, Van Renterghem et Bottel-
dooren 2010). Les modèles FDTD sont de plus en plus employés dans cette perspective
(Albert et al. 2005, Liu et Albert 2006, Van Renterghem et Botteldooren 2008, Richoux
et al. 2010, Albert et Liu 2010).
Dans ce chapitre, le modèle FDTD de l'ISL (le code ITM) est employé dans le cadre
de la propagation en milieu urbain. Bien que les modèles FDTD soient déjà utilisés
dans ce cadre, ce chapitre permet de compléter les évaluations du code ITM pour les
scénarios d'intérêt pour l'institut d'accueil de la thèse (l'ISL). La méthode FDTD étant
une méthode temporelle, un accent particulier sera mis sur la propagation de signatures
acoustiques non harmoniques, ce qui permet encore d'évaluer les capacités du code pour
des scénarios complexes.
L'objectif du chapitre n'est pas la validation qualitative du code de propagation ITM
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pour l'ensemble des phénomènes liés à la propagation de bruits impulsionnels en milieu
urbain. Ce chapitre est un chapitre ouvert permettant une illustration qualitative des
potentialités du code ITM pour des cas de propagation de signaux non harmoniques en
géométrie complexe. Dans une certaine mesure quelques évaluations sont réalisées, sur
la physique de la propagation 2D en champ libre en particulier.
La section 6.2 commence par présenter des signaux acoustiques non-harmoniques
présentant un intérêt pratique pour les applications de propagation en milieu urbain.
Le sillage, un phénomène particulier propre à la propagation bidimensionnelle (ondes
cylindriques) est également présenté dans cette section. Nous évaluons ensuite la ca-
pacité du modèle FDTD à retranscrire ce phénomène, qui peut mener à des erreurs
d'interprétation s'il n'est pas bien considéré.
Dans la section 6.3, le code ITM est utilisé dans le cadre de la propagation autour
d'un unique mur. L'originalité par rapport à ce qui a été présenté dans le chapitre 2
(paragraphe 2.3.4) réside dans la comparaison avec un montage expérimental réalisé en
chambre anéchoïque. Ceci constitue une première évaluation du code ITM par rapport
à des mesures expérimentales.
La complexité du scénario augmente dans la section 6.4, avec l'ajout d'un second
mur adjacent et perpendiculaire au premier. Le scénario acoustique complet suit celui
proposé par Liu et Albert (2006) et inclut alors la propagation d'une détonation de
280g de C4. Les mesures expérimentales obtenues par les auteurs de cette étude sont
comparées aux résultats de simulations ITM et 2D et 3D. Le modèle FDTD est validé
dans ce cas complexe et une discussion sur cet aspect 2D/3D est proposée.
La section 6.5 présente la propagation d'un bruit impulsionnel dans un environ-
nement urbain réel. La campagne expérimentale est tout d'abord présentée, puis une
simulation ITM est réalisée et comparée aux résultats expérimentaux. Cette section
permet d'illustrer les potentialités des modèles FDTD pour des applications dans des
congurations réelles complexes.
Enn, la section 6.6 termine ce chapitre en présentant une perspective importante
du code ITM : l'utilisation en tant qu'outil d'évaluation de concepts récents de locali-
sation. Le concept évalué est le retournement temporel, qui est un algorithme original
permettant la localisation d'une source acoustique dans un environnement urbain com-
plexe. Cet algorithme est d'abord présenté puis appliqué au scénario urbain de la section
précédente. Les résultats obtenus par le modèle FDTD sont ensuite utilisés pour évaluer
des critères de localisation possibles pour le retournement temporel.
6.2 Propagation de signaux acoustiques impulsionnels
6.2.1 Signaux impulsionnels pratiques
Parmi les signaux acoustiques non harmoniques, il est possible de mettre en évidence
quelques signaux présentant un intérêt pratique dans le cadre de l'acoustique du champ
de bataille.
Le premier signal d'intérêt est le paquet d'ondes, un signal harmonique avec une
enveloppe temporelle. En gure 6.1 (a) un paquet d'ondes de fréquence 1000Hz avec
3 fronts d'onde est présenté, avec la fonction d'enveloppe (ici une fenêtre de Tukey)
mise en évidence. L'expression analytique de ce signal est donnée par l'équation (2.36)
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Figure 6.1  Signature acoustique de signaux non harmoniques : (a) paquet d'ondes,
(c) gaussienne, (e) détonation de C4, et (g) canon à butane. Les spectres fréquentiels
associés à ces signaux sont donnés respectivement dans les sous-gures (b), (d),
(f) et (h). La courbe en tirets en (a) est l'enveloppe du paquet d'ondes.
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si A = 1, f = 1000Hz, T = 4=f et T1 = T2 = 1=f . Le spectre fréquentiel de ce signal
est donné dans la même gure, en (b). La fenêtre de Tukey génère une convolution
dans le domaine fréquentiel ce qui fait apparaître des lobes secondaires dans le spectre,
autour de la fréquence du signal harmonique. Ce signal, utile pour observer visuellement
la propagation des ondes acoustiques (comme cela est proposé en gure 2.12), peut
ainsi posséder des composantes fréquentielles mal résolues par le modèle FDTD (voir le
paragraphe 2.2.9) si la fenêtre temporelle est trop courte.
Un autre modèle de source pratique est la source gaussienne (voir gure 6.1 c). Son
principal avantage repose dans son expression analytique simple et ayant des propriétés
mathématiques utiles, de la forme :
pG(t) = A exp
   f 2(t  t0)2 (6.1)
où les paramètres sont l'amplitude A, la fréquence caractéristique f et le décalage tem-
porel t0 (dans la gure ces paramètres ont pour valeurs respectives 1, 800Hz et 5ms).
L'utilisation d'expressions gaussiennes permet le plus souvent d'aboutir à des expres-
sions mathématiques fermées. Le spectre d'une gaussienne est également une gaussienne
(gure 6.1 d). Les fonctions de transfert de diérents systèmes peuvent être évaluées
avec ce type de source (comme dans Cotté et Blanc-Benon 2009)
Le signal sonore généré par une explosion de C4 est un cas concret de signal impul-
sionnel rencontré dans le cadre des applications de sécurité et défense. La gure 6.1 (e)
donne la pression acoustique normalisée issue de la détonation de 280g de C4 (Liu et
Albert 2006). Les auteurs donnent une forme analytique :
pC4(t) = A
 
1  a(ft  b)2 exp( cft) (6.2)
où les paramètres sont (A; a; b; c; f). Dans la gure 6.1 (e) ces paramètres sont
(1; 16; 1=4; 3:4; 150). La forme du signal présente des variations caractéristiques : surpres-
sion rapide suivie d'une dépression plus longue (Naz et al. 2008). Les caractéristiques
fréquentielles de ce signal sont données en gure 6.1 (f).
Un dernier exemple de source acoustique pratique est le canon à butane (voir gure
6.2 a). Cette source, utilisée par exemple pour earoucher les oiseaux à proximité des
aéroports, peut être utilisée dans le cadre des applications sécurité et défense en raison
de sa reproductibilité et similarité en terme de signature acoustique (même gure, en b)
par rapport à des sources "militaires" (explosion, tir d'arme à feu) réelles, tout en étant
moins contraignante à l'usage. D'autres équipes utilisent également ce type de sources
comme une source de bruit impulsionnelle (voir Chunchuzov et al. 1997 ou encore Waxler
et al. 2008). La caractérisation complète de cette source est présenté par Cheinet et al.
(2011), qui propose également une forme du signal plus simple (gure 6.1 g). Le spectre
fréquentiel est donné dans la même gure (en h).
L'acoustique du champ de bataille est riche en sources impulsionnelles diverses. On
peut par exemple encore citer les ondes de bouche et de Mach générés par un tir de
projectile supersonique (Naz et al. 2008). L'onde de bouche générée par le fusil est de
forme blast tandis que l'onde de Mach générée par le projectile supersonique a une forme
caractéristique "en N". L'onde de Mach n'est pas étudiée ici car les fronts de montée en
pression sont trop courts (de l'ordre de la dizaines de microseconde).
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Figure 6.2  (a) Photographie du canon à butane utilisé, et (b) sa signature
acoustique à 1m. La courbe donne le signal moyen et le domaine grisé donne le
signal moyen plus ou moins un écart-type. D'après Cheinet et al. (2011).
6.2.2 Phénomène de sillage
En raison du coût numérique important des méthodes de type FDTD, il est courant
de modéliser l'environnement réel 3D par une projection 2D. Si la source acoustique
est ponctuelle le retour à l'équivalent 3D est généralement eectué en multipliant le
champ de pression acoustique par un facteur en 1=
p
r ou 1=
p
c0t (r étant la distance à
la source, c0 la célérité et t le temps) an de revenir à une décroissance de l'amplitude
en 1=r (contre 1=
p
r en 2D, voir le paragraphe 1.2.1). Cette approche est par exemple
eectuée par Liu et Albert (2006), Liu et al. (2007) ou encore Albert et Liu (2010).
Cependant, la propagation dans un espace bidimensionnel présente une spécicité
particulière qui rend cette équivalence limitée : le sillage. Une onde acoustique qui se
propage dans une atmosphère constante en champ libre ne fait que perdre de l'ampli-
tude avec la distance de propagation dans le cas 3D. Dans le cas bidimensionnel, la
forme générale du signal peut de plus être amenée à changer. Une excitation ponctuelle
impulsionnelle laisse dans son sillage un "après signal", d'amplitude décroissante avec
le temps mais de durée innie (Morse et Ingard 1968, Soodak et Tiersten 1993).
Ce phénomène particulier, peu discuté dans la littérature, est traité mathématique-
ment en détail par Soodak et Tiersten (1993). Pour illustrer le sillage, une simulation
ITM tridimensionnelle est eectuée, avec une source en l'origine, d'abord ponctuelle
(propagation 3D), linéique dans l'axe Z (propagation 2D), et enn plane dans les axes
Y et Z (propagation 1D). Le signal source, de forme gaussienne, est propagé dans une
atmosphère constante en champ libre. La pression acoustique le long de l'axe X est en-
registrée au long de la propagation. Les autres détails de la simulation sont donnés dans
le tableau A.13 de l'annexe A.
Les résultats de ces simulations sont donnés en gure 6.3, dans laquelle la forme
de l'onde propagée est montrée en fonction du temps pour les 3 sources. Ainsi il est
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Figure 6.3  Pression acoustique le long de l'axe X, normalisée par rapport à la
valeur maximale, pour la source (a) ponctuelle propagation 3D, (b) linéique
propagation 2D, et (c) plane propagation 1D. Les courbes sont données pour
chaque milliseconde entre 4ms et 16ms, et sont décalées verticalement.
clair que le signal garde sa forme dans le cas de la propagation 1D et 3D. La seule
diérence, qui ne se voit pas ici en raison de la normalisation, est la décroissance de
l'amplitude dans le cas 3D alors que celle-ci reste constante dans le cas 1D. Dans la
conguration bidimensionnelle, une traînée acoustique est visible dans le sillage de la
gaussienne propagée. Cet eet change de manière importante l'apparence du signal au
fur et à mesure de sa propagation. La propagation 2D peut donc être diérente de la
propagation 3D dans certains cas, et il faut bien être conscient de cet eet de sillage
lorsqu'on veut modéliser le monde réel 3D par une projection 2D.
Soodak et Tiersten (1993) quantient cet eet en donnant les solutions analytiques à
l'équation d'onde en milieu constant, sans vent, avec une source générique en l'origine :
@2p
@t2
  c20p = (~r)F (t) (6.3)
où  est le symbole de Kronecker et F le signal source. La solution générale est donnée
par les fonctions de Green temporelles Gn :
p(~r; t) =
Z t
0
F (t0)Gn(~r; t  t0)dt0 (6.4)
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qui valent selon la dimension du problème :8>>>>>>><>>>>>>>:
(1D) : G1(~r; t) = 1
2c0
H

t  r
c0

(2D) : G2(~r; t) = 1
2c20
1p
t2   r2=c20
H

t  r
c0

(3D) : G3(~r; t) = 1
4c20
1
r


t  r
c0
 (6.5)
où H est la fonction de Heaviside (retourne 0 si son argument est négatif, et 1 sinon).
Le sillage est visible dans le cas bidimensionnel par la présence du terme dépendant de
t dans G2.
Il est légitime de se demander si cet eet particulier est correctement intégré dans le
code ITM. Pour tester cela, il faut tout d'abord établir un équivalent entre les sources
génériques F de (6.3) et une des sources possibles du code ITM (dans le jeu d'équations
(2.5)). En cas d'absence de vent et de source de force externe le jeu d'équations du
modèle FDTD peut se réduire à :
@2p
@t2
  c20p = 0c20
@Q
@t
(6.6)
ainsi par identication un équivalent entre la source de masse Q et la source générique
F est, dans le cas sans vent :
0c
2
0
@Q
@t

t
= F (t) (6.7)
Si la source générique est alors choisie gaussienne (F donné par le terme de droite de
(6.1)), avec les mêmes paramètres que précédemment, la source de masse équivalente à
implémenter dans le code ITM s'obtient par intégration :
Q(t) =
p

2f0c20

erf(f(t  t0))  erf( ft0)

(6.8)
où erf est la fonction d'erreur de Gauss. Une simulation 2D similaire à la précédente
est alors eectuée. La source acoustique est la source de masse équivalente à une source
générique de forme gaussienne, selon l'équation (6.8). Les détails de la simulation sont
donnés dans le tableau A.14 de l'annexe A. La gure 6.4 donne la pression acoustique
le long de l'axe X dans ce cas de propagation 2D, quelques instants après l'émission du
signal gaussien. Le sillage est clairement visible derrière les gaussiennes propagées. La
valeur théorique donnée par Soodak et Tiersten (1993), au travers de l'équation (6.4),
est également achée dans la gure. L'accord entre théorie et simulation est excellent, ce
qui indique que l'eet de sillage, noté en gure 6.3, est reproduit par le modèle FDTD.
La conclusion de ce paragraphe est double. Tout d'abord le phénomène de sillage,
un phénomène propre à la propagation 2D, peut empêcher l'équivalence de propagation
2D/3D par ajout d'un simple facteur sur l'amplitude. Cet eet doit dont être considéré
soigneusement. Ensuite, le modèle FDTD retranscrit le sillage.
Une dernière remarque enn concernant les équivalences de sources. Dans le cas
sans vent, il est possible de donner un équivalent entre la source générique, qui permet
d'aboutir à une solution complète pour p (équation (6.4)), et une source de masse, au
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Figure 6.4  Pression acoustique le long de l'axe X, normalisée
par rapport à la valeur en l'origine. ITM, et  théorie.
travers de l'équation (6.7). Comme les sources utilisées dans le code ITM sont souvent
des sources de pression dures, il serait utile de trouver un équivalent reliant ce type
de sources aux deux autres types. Cela permettrait d'une part de donner une solution
analytique à la propagation en champ libre pour p avec n'importe quelle source de
pression dure (ce qui serait particulièrement intéressant dans le cas 2D car le sillage
pourrait être estimé avant simulation), et d'autre part de pouvoir modéliser la source
de pression dure par une source de masse équivalente, qui a l'avantage d'être une source
transparente (voir paragraphe 2.2.4).
Dans le cas 1D, l'équivalence est possible par identication directe. Si la source de
pression dure ayant pour signal p(t) est en l'origine, l'équation (6.4) pour ~r = ~0 donne :
p(t) =
1
2c0
Z t
0
F (t0)dt0 (6.9)
En dérivant cette équation il vient :
F (t) = 2c0
@p
@t

t
(6.10)
Ainsi lorsqu'une source de pression dure est présente dans une simulation 1D, il est pos-
sible d'évaluer analytiquement la pression acoustique, ou de modéliser cette source dure
par une source de masse en transformant p(t) en source générique F (t) avec l'équation
(6.10) puis en source de masse Q(t) par l'équation (6.7).
Dans le cas 3D, l'équation (6.4) n'est pas dénie en ~r = ~0. Il est cependant possible de
trouver une source générique permettant d'imposer la pression acoustique ailleurs qu'à
l'origine (à 1m de la source par exemple). Soit p(r0; t) la valeur désirée à une distance
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r0 de l'origine. L'équation (6.4) en r0 donne :
p(r0; t) =
F (t  r0=c)
4c20r0
(6.11)
et ainsi :
F (t) = 4c20r0p(r0; t+ r0=c0) (6.12)
Comme dans le cas 1D, ceci permet l'estimation analytique de la pression acoustique
ainsi que la modélisation par une source de masse transparente (dont l'expression s'ob-
tient analytiquement ou par intégration numérique de l'équation (6.7), où F se calcule
par l'équation (6.12)).
Le cas 2D est en revanche plus problématique. L'équation (6.4) donne :
p(r0; t) =
1
2c20
Z t  r0
c0
0
F (t0)dt0p
(t  t0)2   r20=c20
(6.13)
Le terme dans l'intégrale présente des singularités et il semble dicile d'exprimer direc-
tement F (t) à partir de cette relation. Ce point est regrettable car obtenir l'équivalence
des sources aurait été très utile pour le cas 2D. Ces aspects intéressants restent à ap-
profondir, soit pour traiter le cas 2D plus en détail, soit pour traiter le cas avec vent.
L'équivalence a été testée par simulation ITM dans le cas 3D. La source de masse
calculée par la méthode décrite a bien permis de trouver le signal de pression désiré à
1m de la source. Cependant, le son incorporé étant proportionnel au volume de la source
(une maille dx3), un facteur dx 3 est ajouté à Q pour obtenir le résultat désiré.
6.3 Propagation autour d'un mur
Une première simulation FDTD a déjà été réalisée pour ce scénario (dans le chapitre
2, paragraphe 2.3.4). La diérence dans cette section réside dans la comparaison avec un
montage expérimental, ce qui permet une première comparaison entre les simulations
et des données réelles. Comme le code ITM a déjà été comparé à la théorie, seules les
données expérimentales seront confrontées à la simulation dans cette section.
Le scénario choisi comporte une source acoustique située d'un côté d'un mur et
au dessus d'un sol plan. L'onde acoustique générée se propage en champ libre 3D (à
l'exception du mur et du sol) dans l'atmosphère sans vent et à température constante.
6.3.1 Description du montage expérimental
L'expérimentation a lieu dans une chambre anéchoïque, an d'une part de limiter
le bruit de fond, qui est d'environ 20dB à 30dB dans la salle utilisée, et d'autre part
d'avoir des conditions atmosphériques optimales (pas de vent, température constante
mesurée à 22°C). Le champ libre est reproduit par les terminaisons anéchoïques de la
salle (panneaux de mousse). Le coecient de réexion des panneaux de mousse est situé
entre 0.2 et 0.1 entre 125Hz et 500Hz, puis inférieur à 0.1 au delà de 500Hz. Pour 1kHz il
est d'environ 0.05 (Zimmermann et al. 1996). Les panneaux de mousse posés au sol sont
retirés an d'avoir un sol très rééchissant (en béton). Un mur en parpaing est placé
dans la salle. La source acoustique (un haut-parleur rectangulaire) est disposée d'un
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côté du mur. An d'observer la "réponse temporelle" du scénario acoustique, un paquet
d'ondes (de paramètres f = 1kHz, T = 3=f , et T1 = T2 = 1=f) est émis par la source.
Des fonctions de transfert sont également évaluées, par émission d'un signal harmonique
qui monte en fréquence de 200Hz à 2kHz par pas de 10Hz. Quatre microphones sont
suspendus et disposés autour du mur, sur un plan géométriquement perpendiculaire au
mur et passant par la source. Deux photos du montage expérimental sont données en
gure 6.5. Le scénario complet incluant les coordonnées des diérents éléments, ainsi que
la chaîne d'acquisition, est donné en gure 6.6. Les microphones sont des Brüel et Kjær
(BK4189), le conditionneur-amplicateur suivant dans cette chaîne est un Brüel et Kjær
(BKWH3219), et le système d'acquisition est un TEAC®. Les données sont enregistrées
par un ordinateur, et un générateur de signaux et un oscilloscope ont également été
utilisés pour des essais préalables.
La sensibilité des microphones est mesurée à l'aide d'un pistonphone. Le signal sonore
en paquet d'ondes est d'abord émis par la source, et les données sont enregistrées à l'aide
d'un déclenchement sur le premier microphone (une seconde enregistrée avant et après
le déclenchement). Les bruits observés aux microphones (uctuations 50Hz du réseau
électrique par exemple) sont éliminés par un ltrage passe-haut à 100Hz et un moyennage
sur 100 mesures. L'origine temporelle est choisie à l'instant du plus grand pic obtenu
sur le microphone 1 et l'amplitude est normalisée par rapport à la pression à ce pic
(5.28Pa). Les fonctions de transfert sont ensuite obtenues aux microphones en mesurant
le niveau sonore lors de l'émission du signal de montée en fréquence.
6.3.2 Simulation ITM
Le scénario implémenté dans le code ITM est obtenu par projection 2D sur le plan
perpendiculaire au mur passant par les microphones et la source. Cette approximation,
possible en raison de la géométrie du problème, permet un temps de calcul plus ra-
pide mais cela nécessite une attention particulière vis-à-vis de l'équivalence 2D/3D (voir
paragraphe 6.2.2). La source acoustique choisie est une source de pression dure ponc-
tuelle positionnée au milieu de la face avant du haut-parleur. La pression acoustique
donnée par la simulation est prélevée au long de la propagation aux noeuds du maillage
correspondant aux quatre microphones. Le sol est parfaitement rééchissant, et le mur
(également supposé parfaitement rééchissant) est modélisé par sa section transverse. Le
champ libre est modélisé par des matériaux poreux absorbants. Enn, les pas spatiaux
et temporels sont choisis pour le cas le plus contraignant numériquement parlant (c'est-
à-dire pour une fréquence de 2kHz). Lorsque la fréquence de la source est inférieure le
domaine est sur-résolu mais cela simplie l'implémentation. Dans le cas du calcul de la
fonction de transfert, une simulation a lieu avec une source harmonique pour chaque
fréquence désirée (200Hz à 2kHz par pas de 10Hz) ce qui nécessite d'eectuer 181 simu-
lations, en plus de la simulation pour le signal paquet d'ondes. Les autres détails de la
simulation sont donnés dans le tableau A.15 de l'annexe A.
Le post traitement pour les signaux obtenus par simulation dière selon le type de
signal source considéré. Dans le cas du paquet d'ondes, l'origine temporelle est choisie
comme étant le temps correspondant au plus grand pic sur le premier microphone.
Ensuite, le retour à la décroissance théorique du son en 1=r (r étant la distance à
la source) dans le cas 3D est eectué par ajout d'un facteur 1=
p
c0(t  t0) (t0 étant
l'instant d'émission du signal) sur la pression acoustique, similairement à Liu et Albert
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Figure 6.5  Deux photos du montage
expérimental de la propagation autour d'un mur.
Figure 6.6  Conguration complète du montage
expérimental de la propagation autour d'un mur.
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Figure 6.7  Pression acoustique normalisée et synchronisée obtenue
aux microphones (a) 1, (b) 2, (c) 3, et (d) 4. expérimentation, ITM.
(2006). Enn, l'amplitude est normalisée par rapport à l'amplitude du pic de référence
du microphone 1. Dans le cas de la montée en fréquence, le niveau sonore est calculé à
partir du moment où le niveau sonore est établi. Le facteur correctif pour la décroissance
3D appliqué est en 1=
p
r (toutes les contributions se superposant l'utilisation du temps
dans la correction n'est plus possible) (Liu et Albert 2006). La distance r est choisie
pour chaque microphone comme une estimation de la distance moyenne de propagation
des principales contributions (passant par la diraction au sommet de la barrière par
exemple, pour le microphone 4). Enn, l'amplitude est normalisée par le même facteur
que celui utilisé pour la source paquet d'ondes.
6.3.3 Comparaison temporelle
Les signaux expérimentaux obtenus et traités sont donnés pour le cas de la source
paquet d'ondes dans la gure 6.7. Comme la source, l'atmosphère et les dimensions du
scénario sont bien connues, il est possible de faire une analyse simple des principales
caractéristiques des signaux enregistrés, à partir des temps d'arrivée observés.
Pour le microphone 1, la première contribution sonore peut être attribuée à la super-
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position entre onde directe et onde rééchie par le sol. La contribution qui arrive 10ms
après la première correspond à une réexion sur le mur (ici 10ms correspond environ
à une propagation de 3.4m ce qui est la distance aller-retour entre le microphone et le
mur). Des contributions inattendues apparaissent à 12ms, puis à 22-25ms. Compte tenu
des temps d'arrivée, elles sont dues aux réexions sur le haut-parleur, puis aux échos
successifs entre le haut-parleur et le mur. Le microphone 2 a des contributions similaires
au premier microphone, avec des temps d'arrivée diérents. Le microphone 3 ne semble
présenter qu'une contribution principale, mais compte tenu de la géométrie du problème
cette contribution est en réalité la superposition de plusieurs ondes (directe, rééchie par
le sol, diractée au sommet du mur, etc.). Le dernier microphone enregistre des pres-
sions acoustiques plus faibles (en raison de la diraction). La contribution principale a
une forme plus complexe, résultat des quatre trajets possibles (onde diractée, rééchie-
diractée, diractée-rééchie, et rééchie-diractée-rééchie, voir paragraphe 2.3.4). Les
temps d'arrivée varient de quelques millisecondes ce qui explique la forme plus complexe
de l'onde mesurée.
Les échos entre le haut-parleur et le mur génèrent une répétition du "motif acous-
tique" à amplitude réduite, toutes les 12.5ms environ (temps d'un aller-retour entre le
haut-parleur et le mur). Ces répétitions sont bien visibles dans les signaux enregistrés
aux microphones. Pour eectuer une comparaison cohérente entre simulation et expé-
rimentation, le haut-parleur a donc été modélisé dans les simulations, par un matériau
parfaitement rééchissant de même dimensions. Ceci a permis de simuler les échos, qui
étaient absents dans les simulations sans cet ajout. La pression acoustique obtenue par
simulation et traitée de la manière décrite précédemment est également donnée dans la
gure 6.7.
Un accord général est visible entre les mesures expérimentales et la simulation ITM.
Les temps d'arrivée, les formes globales du signal ainsi que les amplitudes se corres-
pondent bien. L'ensemble des contributions obtenues expérimentalement sont repro-
duites par le modèle numérique. Le sillage dans la simulation semble relativement faible,
ce qui est certainement dû à la forme du signal source qui présente plusieurs pics positifs
et négatifs, dont les sillages respectifs de signe opposés ont tendance à s'atténuer par
sommation. Deux diérences peuvent cependant être mises en évidence. Premièrement,
même si l'écho entre haut-parleur et mur est reproduit par le modèle FDTD, leur am-
plitude est mal évaluée par la simulation (surestimée). Ces erreurs peuvent être dues
à la complexité réelle des échos, en raison par exemple du caractère non totalement
rééchissant du mur et du haut-parleur, ou de la taille transverse (axe Y) limitée du
haut-parleur, générant des diractions sur les arêtes verticales. Une modélisation plus
ne de ce scénario devrait permettre une meilleure prise en compte de ces échos. Ensuite,
l'expérimentation donne une contribution pour le 4e microphone, située entre 14ms et
20ms, qui est absente du modèle FDTD. Compte tenu du temps d'arrivée cet écart peut
être attribué à une réexion expérimentale sur le plafond de la chambre anéchoïque. En
eet pour la fréquence choisie (1kHz) le coecient de réexion est de 0.05 ce qui génère
une onde d'amplitude non négligeable par rapport aux ondes diractées.
6.3.4 Comparaison fréquentielle
Une dernière comparaison a lieu entre simulation et expérimentation pour les fonc-
tions de transfert du scénario acoustique aux quatre microphones, entre 200Hz et 2kHz.
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Figure 6.8  Niveau sonore relatif (en dB) au niveau des microphones (a) 1,
(b) 2, (c) 3, et (d) 4, en fonction de la fréquence. ITM,  expérimentation.
La simulation sans haut-parleur est utilisée pour cette comparaison, car lorsque le haut-
parleur est modélisé les fonctions de transfert présentent de très fortes variations, non
observées expérimentalement, dues aux interférences supplémentaires liées aux échos. La
gure 6.8 donne le niveau sonore obtenu par expérimentation et simulation, en décibels
relatifs en raison de la normalisation utilisée.
L'accord général entre simulation et expérimentation est relativement bon. Les dif-
férences visibles sont diciles à attribuer. Plusieurs causes sont possibles. Tout d'abord
le niveau sonore présente des uctuations spatiales très rapides (visibles dans la gure
6.9 qui donne le niveau sonore à 2kHz obtenu par simulation ITM), pouvant atteindre
plusieurs dizaines de décibels en quelques centimètres. Des erreurs de modélisation du
scénario peuvent donc être à l'origine des diérences visibles. Ensuite, la réexion sur le
plafond de la chambre anéchoïque peut également expliquer une partie des diérences
observées pour le microphone 4. Enn, les échos liés au haut-parleur ne peuvent pas être
modélisées ecacement par une surface parfaitement rééchissante ou pas de surface du
tout.
Malgré ces diérences, le bon accord général entre simulation et expérimentation
pour les fonctions de transfert et pour les signaux temporels permet de valider le modèle
numérique pour un cas réel.
6.4 Propagation autour d'un coin de mur
Dans cette section, le scénario est rendu plus complexe par l'ajout d'un second mur
perpendiculaire et adjacent au premier. La source acoustique est une détonation due à
une explosion de 280g de C4 (voir paragraphe 6.2.1), ce qui est une source plus proche des
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Figure 6.9  Niveau sonore (en dB) normalisé par rapport à la valeur à la source
obtenu par simulation ITM pour une source de 2kHz. Aucun facteur de correction
n'est appliqué. La surface grisée est le mur, la source est représentée par le cercle,
et les microphones par les carrés. Simulation sans haut-parleur.
sources d'intérêt pour les applications sécurité et défense. Ce scénario de propagation en
présence d'un coin de mur a été étudié par Liu et Albert (2006), expérimentalement et
avec un modèle FDTD 2D. Le C4 est explosé en cinq positions diérentes, situées à une
trentaine de mètres d'un coin de mur autour duquel plusieurs microphones sont disposés.
L'expérimentation a eu lieu en extérieur sur un terrain herbeux dégagé. La propagation
de la détonation est simulée ici en 2D et 3D par le code ITM. Les caractéristiques
de l'onde propagée sont d'abord discutées, puis des comparaisons sont réalisées entre
simulation ITM 2D, simulation ITM 3D, et les résultats expérimentaux présentés par
Liu et Albert (2006).
6.4.1 Description du scénario
Le scénario exact est basé sur l'expérimentation décrite par Liu et Albert (2006). Un
coin de mur en béton, chaque mur ayant une longueur de 9.4m, une hauteur de 3.5m
et une épaisseur de 20cm, est construit en extérieur sur un terrain herbeux dégagé. Dix
microphones 1 sont disposés autour du coin de mur. La position exacte des microphones
(dénommés par les lettres A à J) est donnée dans le tableau 6.1. Une charge de 280g
de C4 est explosée en cinq positions diérentes (positions dénommées SP1 à SP5). La
position exacte des explosions est également présente dans le tableau 6.1. Ces explosions
génèrent des détonations dont la signature acoustique, selon les auteurs de l'étude, est
1. En réalité, onze microphones sont utilisés dans l'article original, mais le microphone "K" est loin
du coin de mur et ne sera pas considéré.
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donnée par l'équation (6.2) (paramètres A = 1, a = 16, b = 1=4, c = 3:4, et f = 150Hz) 2.
La forme du signal acoustique ainsi générée est présentée en gure 6.1 (c). Selon Liu
et Albert (2006), bien que la température au moment des mesures était de 32°C, la
célérité des ondes mesurée est de 370m.s 1 (au lieu de la valeur théorique de 350m.s 1)
ce qui semble être dû à un eet non linéaire. Nous suivons ici le choix des auteurs qui
négligent cette non linéarité en conservant uniquement la célérité mesurée. La densité de
l'air est 1.2kg.m 3. Le vent et la turbulence sont négligés. Une visualisation du scénario
est proposée en gure 6.10. La pression acoustique a été enregistrée par les microphones
pendant 0.25s à partir de la détonation, pour chaque position de source.
6.4.2 Simulation ITM 2D et 3D
Le modèle numérique FDTD est évalué pour ce scénario réaliste. An d'examiner
la pertinence des projections 2D pour les simulations, des simulations 2D et 3D sont
réalisées. De manière similaire à Liu et Albert (2006), le scénario choisi pour la simulation
2D est la projection du scénario complet sur le plan horizontal XY. L'équivalent 3D de
cette projection 2D n'a plus de réexion sur le sol, les murs sont inniment hauts, et
les sources acoustiques sont des sources linéiques d'axe Z, générant une propagation 2D
dont la physique n'est pas tout à fait équivalente à la propagation 3D (voir paragraphe
6.2.2).
Pour les deux simulations, les sources acoustiques sont des sources de pression dures,
avec le signal décrit par Liu et Albert (2006). Les murs sont modélisés par des matériaux
parfaitement rééchissants, et le champ libre par 30 mailles de PML. La célérité du son
est constante (370m.s 1) et il n'y a pas de vent. Dans le cas 2D le sol est modélisé
par l'ajout d'un facteur 2 sur l'amplitude. Dans le cas 3D le sol est considéré parfai-
tement rééchissant (consistant avec l'hypothèse en 2D, voir Liu et Albert 2006) et
les caractéristiques d'altitude sont implémentées. La pression acoustique est enregistrée
aux positions des microphones au cours de la simulation. Les autres détails sont donnés
dans le tableau A.16 (2D) et A.17 (3D) et de l'annexe A. Une simulation est eectuée
pour chaque position de source. Le post traitement des signaux obtenus est le suivant.
L'amplitude est tout d'abord normalisée par rapport à l'amplitude simulée maximale à
1m de la source, puis dans le cas 2D la décroissance théorique 3D du niveau sonore est
approchée par l'ajout d'un facteur 1=
p
c0t (comme dans le paragraphe 6.3.2). Les pas
spatiaux et temporels sont les mêmes pour la simulation 2D et 3D.
Naturellement, le coût numérique des simulations 3D est très largement supérieur à
celui des simulations 2D. Chaque simulation 2D a été réalisée sur un noeud du cluster de
calcul de l'ISL en 38 minutes et nécessitait une mémoire vive de 507Mo. Les simulations
3D nécessitaient une mémoire vive gigantesque de 104Go. Il est virtuellement impos-
sible de réaliser de telles simulation sur des ordinateurs personnels. Même au sein du
cluster ISL, l'utilisation de plusieurs noeuds de calculs est nécessaire pour découper le
domaine en sous-domaines dont les besoins en mémoire vive sont inférieurs à la mémoire
disponible sur chaque noeud. Le temps de calcul pour chaque simulation 3D a été d'en-
viron 42h lorsque la simulation était exécutée parallèlement sur 4 noeuds. L'utilisation
de 16 noeuds a baissé ce temps à environ 12h. Le temps de calcul d'une simulation 3D
2. La valeur du paramètre c dière dans l'article original ce qui est probablement dû à une faute de
frappe car la valeur donnée n'est pas compatible avec leur gure.
128
CHAPITRE 6. SIMULATIONS ITM : MILIEU URBAIN ET BRUITS IMPULSIONNELS
X (m) Y (m) Z (m)
Mur 1 -9.5  0 -0.2  0 0  3.5
Mur 2 -0.2  0 -9.4  0 0  3.5
Source position 1 (SP1) -34.6 0 1.5
Source position 2 (SP2) -30.6 15 1.5
Source position 3 (SP3) -19.6 26 1.5
Source position 4 (SP4) -4.6 30 1.5
Source position 5 (SP5) 10.4 26 1.5
Microphone A -4.6 6 0
Microphone B -4.6 3 1.5
Microphone C -4.6 1.5 1.5
Microphone D -4.6 0 1.5
Microphone E 0 -6 1.5
Microphone F 1.5 -6 1.5
Microphone G 3 -6 1.5
Microphone H 6 -6 1.5
Microphone I -4.6 -0.2 1.5
Microphone J -4.6 -3 0
Tableau 6.1  Positions des diérents éléments du scénario de
propagation en présence d'un coin de mur. D'après Liu et Albert (2006).
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Figure 6.10  Scénario de propagation en présence d'un coin de mur.
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Figure 6.11  Pression acoustique obtenue par simulation et post traitée, pour la
source SP3. (haut) Simulation 2D, et (bas) simulation 3D pour une hauteur de 1.5m.
Niveaux de gris (saturé) entre -0.02 (blanc) et 0.02 (noir).  position des microphones.
(possédant 200 mailles dans l'axe Z supplémentaire) est environ 300 fois supérieur à une
simulation 2D, et l'utilisation en mémoire vive est environ 220 fois plus grand.
6.4.3 Caractéristiques de l'onde propagée
La pression acoustique obtenue par simulation puis post traitée est donnée dans le
cas de la source SP3 pour la simulation 2D et la simulation 3D à 1.5m du sol (altitude
principale des microphones) en gure 6.11. Plusieurs instants successifs sont donnés pour
montrer l'évolution de la pression acoustique. L'échelle de couleurs est volontairement
saturée an de rendre les plus faibles uctuations visibles. Dans cette conguration a
priori simple, plusieurs phénomènes peuvent être observés. Les réexions sur les murs
sont visibles, comme celle sur l'arête gauche du mur d'axe X à 110ms. Une diraction
est également apparente à 95ms sur l'extrémité gauche du mur d'axe X. Ces diérents
phénomènes se cumulent pour former un champ acoustique total complexe (à 110ms ou
125ms par exemple)
La pression acoustique aux diérents microphones, obtenue par simulation 2D et
3D puis post traitée pour la source en position SP3, est donnée dans la gure 6.12.
Quelques diérences sont visibles entre conguration 2D et 3D. Une première diérence
peut être attribuée au sillage. Il s'illustre bien dans les contributions principales des
signaux des microphones A à H, qui semblent allongés dans le temps pour la simulation
2D. Dans la gure 6.11 (95ms) la traînée de l'onde incidente est visuellement plus grande
en 2D qu'en 3D. Pour ce signal source, le sillage n'est donc plus négligeable. L'autre
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Figure 6.12  Pression acoustique aux microphones obtenue par simulation
puis post traitée, pour la source SP3. simulation 3D, simulation 2D.
principale diérence peut être attribuée à la diraction aux sommet des murs, absente
des simulations 2D. Ce phénomène réémet du son dans le plan horizontal situé à hauteur
des microphones. Par exemple, dans la gure 6.11 à 95ms, le champ acoustique est
diérent dans le coin intérieur du mur. Les signaux donnés par les microphones I et
J dans le coin du mur (gure 6.12) dièrent fortement entre simulation 2D et 3D,
certains pics (contributions) étant absents dans la simulation 2D. Selon la conguration
géométrique l'importance de la diraction au sommet des murs peut varier. Elle est
par exemple particulièrement importante dans la partie intérieure du coin de mur, où
les contributions "2D" sont également dues à des diractions et ont ainsi des ordres
de grandeurs similaires aux ondes diractées par les sommets. Cependant de manière
générale, à l'exception des microphones I et J, l'aspect des signaux des microphones A
à H est semblable dans les deux congurations.
L'analyse de la pression acoustique obtenue pour les autres positions de source a
également été eectuée. Les phénomènes observés sont identiques (réexions, dirac-
tions). Les diérences entre 2D et 3D persistent mais leur conséquence est dépendante
du couple source/microphone.
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Figure 6.13  Pression acoustique normalisée à 1m aux
microphones (a) A et (b) J, pour la source en position SP3.
ITM 3D, ITM 2D,  expérimentation de Liu et Albert (2006).
6.4.4 Comparaisons avec les données expérimentales
Une comparaison qualitative entre les simulations avec le modèle FDTD (2D et 3D)
et les résultats expérimentaux de Liu et Albert (2006) est maintenant eectuée. Le signal
expérimental obtenu par ces auteurs pour la source SP3 avec les microphones A et J est
extrait, puis normalisé par rapport à l'amplitude du pic à 1m de la source p1mpic. Cette
amplitude peut être estimée à partir de leur enregistrement pour le microphone A. En
eet l'amplitude du premier pic pApic correspond au double de l'amplitude recherchée
(en raison du sol), divisé par la distance entre la source et le microphone (décroissance
théorique 3D), ainsi pApic = 2p
1m
pic=r où r vaut environ 25m. L'estimation donne ainsi
p1mpic = 31:25Pa. La comparaison entre ces signaux est eectuée en gure 6.13.
Concernant le microphone A, la simulation 3D est en très bon accord avec les mesures
expérimentales. À l'exception d'un léger pic vers 102ms, toutes les contributions semblent
bien présentes. Une légère diérence est toutefois visible sur la valeur de la dépression qui
suit le premier pic (70-80ms), mais cette diérence est peut-être liée à la modélisation du
sol par une paroi parfaitement rééchissante. La simulation 2D, proche de la simulation
3D pour ce microphone, est en accord qualitatif avec l'expérimentation. Si les amplitudes
des pics semblent bien retranscrites, la pression est généralement sous-estimée par la
simulation 2D. Ceci peut être expliqué par le sillage, qui a tendance à baisser le niveau
sonore. Concernant le microphone J, l'accord entre simulation 3D et expérimentation
est excellent à tout point de vue, à l'exception comme pour le microphone A d'une
estimation biaisée de la valeur de la dépression successive au premier pic (96-100ms). La
simulation 2D en revanche dière signicativement de l'expérimentation. L'amplitude
du premier pic correspond à environ la moitié de la valeur expérimentale. Le reste du
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signal, même s'il présente occasionnellement des similitudes (pic à 115ms), reste toujours
éloigné du signal expérimental. Ces diérences peuvent s'expliquer par l'absence des
contributions liées à la diraction au sommet des murs. Par exemple, les temps d'arrivée
de l'onde diractée par l'arête de coordonnées (-9.4,0) et de l'onde diractée par le
sommet du mur d'axe X sont proches ce qui peut expliquer la mauvaise estimation
de l'amplitude du premier pic, qui est en réalité obtenue par la somme de ces deux
contributions.
La comparaison eectuée dans cette section, entre le code ITM et une expérimen-
tation réalisée par Liu et Albert (2006), a permis une première validation du modèle
numérique pour un cas réaliste 3D de propagation d'onde impulsionnelle. Ce résultat est
particulièrement prometteur pour de futures études appliquées à la sécurité et défense.
L'importance de la prise en compte de la troisième dimension a été mise en évidence.
En eet, les simulations 2D présentent un défaut intrinsèque lié à la physique de la
propagation bidimensionnelle : le sillage. Si celui-ci n'a pas été limitant dans la section
précédente, en raison de la forme du signal source, il mène pour le signal impulsionnel
considéré ici à des sous-estimations de la pression acoustique. De plus, les eets liés à la
troisième dimension, comme les diractions aux sommets des murs, peuvent ne pas être
négligeables selon la géométrie considérée.
Dans leur article, Liu et Albert (2006) concluent que les erreurs liées à la projection
2D sont faibles. Cependant ils sont induits en erreur par la modélisation du mur dans
leur simulation, qui s'avère être partiellement transparent. Cela est visible à diérents
endroits, comme dans leur gure 12 à 95ms où le son passe à travers le mur d'axe X, ou
dans leur gure 9 dans laquelle la seconde contribution du signal simulé au microphone
A, lié à la réexion sur le mur, perd environ la moitié de son amplitude ce qui indique
que le son n'est pas totalement rééchi par le mur.
6.5 Propagation en environnement urbain
Le modèle numérique de propagation étudié a montré sa capacité à propager des
ondes non harmoniques en présence d'obstacles géométriques dans les sections précé-
dentes. Il est maintenant employé dans une conguration urbaine complète. Même si
la propagation à l'échelle d'une ville entière n'est pas encore envisageable en raison du
coût numérique, la propagation en milieu urbain avec des ordres de grandeurs de la
centaine de mètres est réalisable par le code ITM. Dans cette section, le code ITM est
évalué par rapport à une campagne expérimentale eectuée directement sur le site de
l'ISL. Plusieurs bâtiments sont présents dans cette conguration à échelle réelle, et une
source acoustique impulsionnelle est utilisée. L'objectif de cette section est d'évaluer la
capacité du code ITM à retranscrire la propagation d'un signal impulsionnel dans une
conguration urbaine à échelle réelle.
6.5.1 Description du scénario et de la campagne expérimentale
Le terrain choisi est constitué de plusieurs bâtiments séparés par des voies goudron-
nées. La plupart des bâtiments sont hauts de 3 à 4 mètres avec une toiture en dents
de scie. Un parc carré bordé de plusieurs arbres est situé entre les bâtiments. Il y a
également un parking et des places de stationnement sur lesquels plusieurs véhicules
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Figure 6.14  Scénario de propagation en environnement urbain.
La position de la source est représentée par le cercle et celle des
microphones pas les carrés. (a) vue satellite. (b) géométrie
considérée ( limite du domaine de calcul).
étaient présents le jour des mesures. La gure 6.14 (a) présente une vue satellite de
ce terrain. La source impulsionnelle choisie est le canon à butane. Elle a été placée en
terrain dégagé, dans le parc. 16 microphones ont été disposés sur le terrain de l'ISL,
tous à 1m du sol. Hormis le microphone situé à 1m de la source qui est un Brüel et Kjær
1/4 de pouce 4938 (en raison du fort niveau sonore), les microphones sont des 1/2 pouce
Brüel et Kjær 4189. Les 16 microphones sont synchronisés. Les positions de la source,
des microphones, et des bâtiments sont présentées dans la gure 6.14 (b). Le jour des
mesures, le temps était couvert avec un vent très faible, et la température moyenne était
de 22.3°C
30 enregistrements successifs sont eectués, puis synchronisés par rapport au temps
du premier pic du microphone 1 (temps zéro). La pression moyenne et l'écart-type sont
calculés pour chaque microphone à partir de ces enregistrements. Les signaux ainsi
obtenus sont présentés en gure 6.15 pour les microphones 1, 10 et 14. Le pic à 1m de la
source a une amplitude de 824Pa, ce qui permet au signal d'être encore susamment fort
aux microphones les plus éloignés (par exemple 14, 15 et 16) pour se détacher du bruit
ambiant. La signature acoustique à proximité de la source présente des variations entre
4ms et 10ms qui peuvent être attribuées à la réexion sur le sol. Les signaux obtenus
aux microphones 10 et 14 présentent de fortes uctuations sur une longue durée, ce qui
est typique de la propagation de bruits impulsionnels en milieu urbain (Albert et Liu
2010). Les écarts-types observés sur les mesures sont relativement faibles ce qui indique
que les même les plus petites uctuations observées sont reproductibles.
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Figure 6.15  Pression acoustique (en Pa) enregistrée par les microphones (a) 1, (b)
10, et (c) 14. La courbe donne le signal moyen et le domaine grisé donne le signal
moyen plus ou moins un écart-type.
6.5.2 Simulation ITM
Le signal généré par le canon à butane a des uctuations très rapides, de l'ordre de
0.3ms (temps entre le premier pic positif et le premier pic négatif). La largeur des fronts
d'onde ainsi générés est de l'ordre de 10cm. Le pas spatial et temporel utilisé dans la
simulation par le modèle FDTD doit être adapté à ces ordres de grandeurs. Les valeurs
ainsi choisies sont 1cm pour le pas spatial et 20µs pour le pas temporel, et sont les valeurs
maximales acceptables compte tenu des schémas numériques implémentés. Le domaine
de calcul choisi est celui indiqué en tirets en gure 6.14 (b), de 110m128m. Compte
tenu de la taille de ce domaine, seules des simulations 2D sont envisageables. En eet,
le maillage comporte alors 1100012800 mailles (plus de 140 millions de noeuds) ce qui
nécessite 28.8Go de mémoire vive. Deux secondes de temps physique après détonation
sont simulées (100 000 itérations temporelles), an de prendre en compte l'ensemble des
contributions acoustiques. Les contributions sont alors propagées au maximum sur 688m
ce qui doit se révéler susant compte tenu de la géométrie considérée. De plus les en-
registrements obtenus expérimentalement ne présentent plus de variations signicatives
après 2 secondes. Le temps de calcul observé pour la simulation ITM est d'environ 54h
lorsque la simulation tourne parallèlement sur 16 noeuds de calcul du cluster de l'ISL.
Les autres détails de la simulation sont donnés dans le tableau A.18 de l'annexe A.
Les signaux obtenus aux positions des microphones sont ensuite traités comme suit.
Tout d'abord l'origine temporelle est calée sur le temps du premier pic du microphone
1. Comme dans les congurations précédentes, un facteur de la forme 1=
p
c0(t  t0) est
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Figure 6.16  Pression acoustique obtenue par simulation pour la propagation en
milieu urbain, à diérents instants. La position de la source est représentée par le
cercle et celle des microphones par les carrés.
ensuite appliqué à la pression acoustique an de retrouver la décroissance de niveau
théorique en 3D. Enn, un facteur constant empirique est appliqué sur les 16 signaux
obtenus, an de rendre les amplitudes comparables entre expérimentation et simulation.
Le choix de l'application d'un facteur empirique (identique pour chaque microphone) est
lié à l'impossibilité d'une normalisation identique entre expérimentation et simulation.
En eet la procédure utilisée précédemment (normalisation à 1m) ne peut pas être
appliquée aux données expérimentales car le niveau sonore à 1m de la source lors de
la propagation en champ libre n'est pas connu. Le facteur empirique est basé sur les
amplitudes observées et simulées sur plusieurs microphones.
Une visualisation dans tout le domaine de calcul de la pression acoustique obtenue
par simulation est donnée en gure 6.16, à diérents instants. Les phénomènes de ré-
exions et diractions apparaissent clairement, en particulier à 100ms. Le nombre de
contributions visibles liées à ces phénomènes augmente très rapidement avec le temps,
et le champ acoustique devient vite complexe.
6.5.3 Comparaisons
La pression acoustique obtenue par simulation aux diérents microphones puis traitée
a été comparée aux données expérimentales. Ici seule la comparaison pour le microphone
10 est présentée. Une synthèse des comparaisons est ensuite proposée pour l'ensemble
des microphones.
Microphone 10
La comparaison pour le microphone 10 est eectuée en gure 6.17. Ce microphone
n'est pas en ligne directe par rapport à la source (car caché par un coin de bâtiment,
voir gure 6.14b). La première contribution observée est donc liée à la diraction par
le coin de mur proche (vers 0.1s, voir gure 6.16). Deux pics de plus forte amplitude
suivent cette première contribution, vers 0.2s. Ces contributions sont celles liées à la
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Figure 6.17  Pression acoustique au microphone 10 (avec post traitements).
expérimentation, ITM.
réexion sur un mur proche, puis sur le mur presque adjacent au microphone pour le
second pic. Le constat que dans des congurations de propagation en milieu urbain
la première contribution acoustique, liée aux diractions, est souvent de plus faible
amplitude que des contributions successives liées aux réexions a également été fait par
Albert et Liu (2010). Les temps d'arrivée obtenus par le code ITM correspondent à ceux
obtenus par les mesures expérimentales, mais les amplitudes sont surestimées par le
modèle numérique. Entre les contributions diractées et rééchies, la simulation semble
présenter un sillage important et l'expérimentation des contributions plus faibles. Une
explication possible pour ces contributions est l'environnement proche de la source qui
est complexe (sol herbeux, arbres, bancs, etc.). Juste après les deux premiers pics liés
aux réexions, deux pics de plus faible amplitude sont donnés par le signal expérimental
mais semblent absents du signal obtenu par le code ITM. Une explication possible pour
ces deux contributions est l'"eet 3D", lié au bâtiment attenant (diraction par le toit).
Des diérences plus importantes entre les deux signaux apparaissent au delà de ces
contributions. Ceci étant, la zone proche du microphone était en chantier en raison de
travaux le jour des mesures, ce qui peut également expliquer une partie des diérences
constatées.
Le modèle numérique reproduit dans cette conguration les contributions principales,
mais des diérences notables apparaissent, qui peuvent être liées à l'eet 3D ou au sillage,
à la complexité de l'environnement proche de la source, ou à la présence de travaux à
proximité du microphone.
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Synthèse
Les comparaisons sont similaires pour les autres microphones. L'ensemble des obser-
vations et conclusions obtenues après ces études sont les suivantes :
 Plusieurs caractéristiques de la propagation en milieu urbain ont été observées.
Tout d'abord un signal source très court se propageant génère des signatures
acoustiques complexes aux microphones (voir aussi Albert et Liu 2010). Selon
la conguration, le son est diusé par de nombreux obstacles (voitures, travaux,
géométrie des murs, marches, bancs, etc.) ce qui complexie encore la signature
acoustique. Certains microphones sont disposés dans des congurations classiques,
comme le microphone 14 qui est placé dans une rue ce qui peut s'apparenter à une
conguration de type canyon. Cette conguration a fait l'objet d'études théoriques
(Le Pollès et al. 2004), expérimentales (Picaut et al. 2005) et numériques (Richoux
et al. 2010). D'autres microphones comme le numéro 10 ont une première contribu-
tion liée aux diractions. Conformément aux observations de Albert et Liu (2010)
cette contribution est de plus faible amplitude que les contributions successives
liées aux réexions.
 Les signaux donnés par la simulation 2D reproduisent généralement les princi-
pales contributions acoustiques observées. Les temps d'arrivée sont bons mais la
simulation à tendance à surestimer l'amplitude de ces contributions. Certaines
contributions observées sont absentes des simulations.
 Une explication possible pour une partie des diérences entre simulation et ex-
périmentation est la projection 2D. Cette approximation induit un sillage qui a
tendance à surestimer la pression acoustique. Ensuite les contributions liées aux
eets 3D (diractions par les toits des bâtiments) sont nécessairement absentes
des simulations 2D. De plus certains eets, comme la diminution de niveau liée à
la propagation vers le haut dans les congurations de type canyon (microphone
14), ne sont alors pas reproduits dans la simulation.
 Une autre source possible de diérences est liée à nesse de la modélisation. En
eet le scénario de propagation réel complet comprend le sol herbeux à proximité
de la source, des arbres, bancs, véhicules, murs avec fenêtres, etc. De plus les murs
ne sont pas totalement rééchissants. La modélisation de l'environnement dans la
simulation est simpliée.
Le code ITM se compare ainsi dans une certaine mesure avec les signaux expérimen-
taux. Les écarts observés ne semblent pas mettre en cause la physique de la propagation
donnée par le modèle numérique, mais la nesse de modélisation de l'environnement,
ainsi que l'approximation 2D. D'autres approches existent pour modéliser la physique
de la propagation en milieu urbain, par exemple des approches statistiques comme le
modèle de diusion permettent d'évaluer l'énergie acoustique (Picaut 2002).
6.6 Application au retournement temporel
Dans les sections précédentes, le modèle a été évalué dans des congurations géo-
métriques à complexité croissante, et se compare bien à des résultats expérimentaux.
An de conclure ces perspectives d'utilisation du code ITM, ce modèle numérique est
à présent utilisé comme outil pour montrer les possibilités apportées par un concept
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de localisation de source acoustique basé sur un principe physique : le retournement
temporel.
6.6.1 Principe du retournement temporel
Le retournement temporel, communément utilisé pour des applications médicales
(Thomas et al. 1996) ou de communication (Fink 1997), peut être appliqué à la localisa-
tion de sources acoustiques. En eet il a été montré qu'en remplaçant des microphones
par sources acoustiques, et propageant par un modèle numérique les signaux enregistrés
retournés dans le temps, le champ acoustique simulé se concentre sur la position initiale
de la source, à l'instant original de l'émission sonore, ce qui permet sa localisation spa-
tiale et temporelle (Albert et al. 2005). L'application de cette méthode pour le milieu
urbain est une perspective particulièrement intéressante. En particulier, des études sont
en cours à l'ISL pour l'application du retournement temporel pour la localisation de
sources acoustiques comme un tireur embusqué (Hengy et al. 2010, 2011, Hamery et al.
2012).
Le retournement temporel est basé sur la propriété de symétrie temporelle des équa-
tions de propagation en acoustique. En théorie, la focalisation est totale si une innité
de microphones est utilisée. En pratique, seuls quelques microphones sont disposés, ce
qui peut altérer la qualité de la refocalisation. Le nombre et la disposition géométrique
des microphones est ainsi un premier facteur qui joue sur la performance de cette mé-
thode (Albert et al. 2005). Un autre facteur important est l'environnement (nombre et
positions des bâtiments par exemple) et les erreurs éventuelles dans leur détermination
(Liu et al. 2007).
Les études sur la performance du retournement temporel pour la localisation de
sources acoustiques comportent deux aspects principaux : le premier est le choix du
modèle numérique permettant de rétropropager (propager dans le temps inverse) les
signaux acoustiques aux microphones. Le modèle doit prendre en compte les phénomènes
prédominants pour la conguration testée. Le second aspect est l'aspect algorithmique :
nombre et position des microphones à utiliser, précision nécessaire dans la description
de l'environnement, et choix d'un critère de localisation basé sur la focalisation sonore.
Le code ITM a montré qu'il prend en compte de manière précise les phénomènes
prépondérants de la propagation en milieu urbain. Utiliser cette méthode comme mo-
dèle numérique de rétropropagation permet de concentrer l'étude de la performance du
retournement temporel uniquement sur l'aspect algorithmique. Dans un second temps,
des modèles plus simples (plus rapides) pourront être utilisés pour une intégration du
retournement temporel dans des systèmes réels.
6.6.2 Preuve de concept par le code ITM
Bien que le modèle numérique de propagation acoustique par résolution FDTD des
LEE ait déjà permis de montrer la faisabilité du retournement temporel (Albert et al.
2005, Liu et al. 2007), la démonstration a été eectuée en partant de signaux simulés en
propagation directe (par le même modèle numérique que celui utilisé pour la rétropro-
pagation). La démonstration proposée dans ce paragraphe est faite à partir de signaux
simulés et expérimentaux, ce qui permet d'illustrer les potentialités du retournement
temporel dans un cas très concret.
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Figure 6.18  Énergie acoustique normalisée à la valeur maximale, à diérents
instants. Les microphones utilisés sont donnés par les carrés noirs et la position initiale
de la source par le cercle noir. L'échelle de couleurs est logarithmique.
La conguration considérée est le milieu urbain de la section précédente 6.5. Les
signaux obtenus aux 16 microphones de manière expérimentale et par simulation directe
sont utilisés pour le retournement temporel. La rétropropagation est eectuée avec deux
jeux de microphones diérents. Tout d'abord (jeu n°1) ce sont les microphones 7, 9,
10, 11, 13 et 16 qui sont employés. Ce jeu est composé de 6 microphones répartis dans
l'ensemble du domaine, avec certains microphones en ligne de vue par rapport à la source
(LOS). Le jeu n°2 est composé des microphones 7, 14, 15 et 16. Ces 4 microphones sont
tous cachés de la source par des bâtiments (NLOS) ce qui rend impossible la localisation
de la source par les méthodes classiques utilisant la direction d'arrivée de l'onde (Albert
et al. 2005). De plus, ils sont moins dispersés dans le domaine. Pour chaque jeu de
microphones, la rétropropagation est eectuée à partir des signaux simulés, et à partir
des signaux enregistrés lors de l'expérimentation décrite dans la section précédente.
Les signaux utilisés pour rétropropagation ont une durée de deux secondes à partir du
temps d'émission original de la source, et la durée totale de rétropropagation est de 2.4s.
La focalisation doit en principe avoir lieu à t = 2s. Les détails concernant ces quatre
simulations sont donnés dans le tableau A.19 de l'annexe A.
La gure 6.18 donne l'énergie acoustique p2 obtenue par rétropropagation ITM à
partir du jeu de microphones n°1 (6 microphones) pour les signaux obtenus par simu-
lation. La refocalisation sonore à la position originale de la source est visible à 2s de
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Figure 6.19  Énergie acoustique à l'instant de la refocalisation sur la source initiale,
donnée de manière linéaire (altitude) et logarithmique (échelle de couleur, de -50dB à
0dB), normalisée par la valeur à la source initiale. Les cylindres verts indiquent les
microphones et le cylindre violet la position de la source initiale. Refocalisation avec
le jeu de microphone (a et b) n°1 et (c et d) n°2 sur les signaux (a et c) simulés et
(b et d) observés expérimentalement.
rétropropagation, ce qui illustre le bon fonctionnement du principe du retournement
temporel. Quelques instants avant la focalisation, les contributions sur le point de se
concentrer sont visibles (cercle se concentrant entre 1900ms et 2000ms). Le son se dis-
perse à nouveau après la focalisation (voir à 2050ms).
La gure 6.19 donne l'énergie acoustique au moment de la refocalisation. Les quatre
congurations (jeu de microphones n°1 ou n°2, et avec signaux simulés ou observés) sont
présentées. Dans tous les cas, l'énergie acoustique est très forte au niveau de la source
initiale. Lorsque les signaux rétropropagés sont issus de la simulation numérique dans le
sens direct, l'énergie au niveau de la source initiale se détache très nettement de l'énergie
ailleurs dans le domaine de calcul. La position de la source est clairement indiquée. Ainsi
que ce soit pour 6 microphones dispersés dans le domaine, ou 4 microphones NLOS peu
dispersés, la localisation de la source initiale par retournement temporel est possible.
Lorsque les signaux sont issus des observations expérimentales, la qualité de la localisa-
tion est fortement dépendante du jeu de microphones utilisé. Pour le jeu n°1, la source
se détache de manière nette et la localisation est possible. Dans le second jeu de micro-
phones, de nombreux autres pics d'énergie sont présents au moment de la focalisation,
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rendant impossible la détermination de la position de la source initiale simplement en
considérant l'énergie. Liu et al. (2012) ont mis en évidence la forte dépendance de la
qualité de refocalisation selon le jeu de microphones considéré.
Le code ITM a ainsi permis l'illustration du fonctionnement de la localisation par
retournement temporel. L'algorithme fonctionne bien lorsque les signaux utilisés sont
ceux issus de la simulation ITM de la propagation dans le sens direct. Il fonctionne
également avec des signaux obtenus expérimentalement pour le jeu à 6 microphones.
Cela indique que malgré les erreurs engendrées par la rétropropagation numérique (dues
par exemple à l'approximation 2D ou à la nesse de la modélisation de l'environnement),
qui sont illustrées dans le paragraphe 6.5.3 pour la propagation directe, l'algorithme est
susamment robuste pour atteindre la performance souhaitée pour ce scénario. En
revanche dans le cas du jeu à 4 microphones il n'est pas possible de localiser la source à
partir de l'énergie au moment de la focalisation.
6.6.3 Choix du critère de localisation
Les résultats présentés en gure 6.19 nécessitent de connaître précisément l'instant où
la source initiale a émis le signal acoustique. Cette donnée n'est généralement pas connue
dans des congurations pratiques. Dans le cas général lorsque seuls les enregistrements
aux microphones sont disponibles, il est nécessaire de choisir un critère à appliquer au
champ acoustique rétropropagé numériquement p(~r; t).
Le critère le plus simple est celui basé sur la valeur maximale de l'énergie au cours
de la rétropropagation :
c1(~r) = max
tdur
(p2(~r; t)) (6.14)
où tdur est la durée de la rétropropagation. En eet la refocalisation augmente fortement
le niveau sonore (voir gure 6.19) ainsi ce critère sera particulièrement élevé à la position
initiale de la source. La valeur de ce critère pour les congurations évaluées est donnée
en gure 6.20. Dans les cas utilisant les signaux obtenus par simulation ITM dans le
sens direct, ce critère est bien maximal à la position de la source. Le retournement
temporel fonctionne dans cette conguration. Lorsque les signaux utilisés sont issus des
observations expérimentales, d'autres maxima sont visibles. Pour le jeu à 6 microphones,
les autres maxima sont situés au niveau des microphones. En considérant que la source
initiale n'est pas située à l'emplacement direct d'un microphone la localisation reste
possible. Cependant dans le cas à 4 microphones le critère a une valeur supérieure à
celle obtenue à la position initiale de la source en de multiples emplacements. Il n'est pas
possible de discerner de manière explicite la position de la source dans cette conguration
avec ce critère.
Une unique simulation par le modèle FDTD fournit les données nécessaires au test
de n'importe quel critère. Pour terminer cette section sur des aspects prospectifs, trois
autres critères de localisation sont proposés et évalués pour les congurations présentées.
Ces évaluations rapides n'ont pas pour objectif l'analyse détaillée du fonctionnement et
de la robustesse des critères, mais simplement l'illustration des potentialités de l'outil
numérique pour de futures études.
Le critère c1 basé sur l'énergie maximale a de plus fortes valeurs à proximité des
microphones (qui sont des sources lors de la rétropropagation). Ceci est lié à la décrois-
sance de niveau sonore théorique en 1=
p
r. Pour atténuer cet eet, un second critère est
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Figure 6.20  Utilisation de diérents critères de localisation (par colonne,
successivement l'énergie maximale, l'énergie maximale atténuée, le critère de
compacité et la variance temporelle normalisée) pour les diérentes congurations
(par ligne, successivement jeu de microphones n°1 avec les signaux simulés ou observés
expérimentalement, jeu n°2 avec les signaux simulés ou observés expérimentalement).
Les microphones utilisés sont donnés par les carrés noirs et la position initiale de la
source par le cercle noir. La valeur du critère courant est normalisée par rapport à la
valeur à la position initiale de la source.
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proposé :
c2(~r) =
maxtdur(p
2(~r; t))R tdur
0
p2(~r; t)dt
(6.15)
Le fort niveau sonore proche des sources (des microphones) devrait être compensé par ce
dénominateur, ainsi ce critère permet de faire ressortir les positions correspondantes à
des concentrations exceptionnelles d'énergie acoustique. Le critère suivant est le critère
de compacité proposé par Parot (2008) et utilisé dans les études sur ce sujet réalisées à
l'ISL (Hengy et al. 2010, 2011, Hamery et al. 2012), qui prend de fortes valeurs lorsque
le signal temporel présente un pic court comme c'est supposé être le cas à la position de
la source initiale :
c3(~r) =
1
V (~r)
; V (~r) =
R tdur
0
(t  t0(~r))2p2(~r; t)dtR tdur
0
p2(~r; t)dt
; t0(~r) =
R tdur
0
tp2(~r; t)dtR tdur
0
p2(~r; t)dt
(6.16)
Enn, il est aussi possible d'imaginer un critère basé sur la variance temporelle norma-
lisée de l'énergie :
c4(~r) =
M2(~r) M21 (~r)
M21 (~r)
; où Mi(~r) =
1
tdur
Z tdur
0
 
p2(~r; t)
i
dt (6.17)
Comme la variance normalisée est très sensible aux valeurs extrêmes par rapport aux
autres valeurs du signal, elle doit être forte à la position initiale de la source.
Ces critères ont été appliqués aux congurations testées. Les résultats sont donnés
en gure 6.20. Le critère d'énergie maximale atténuée c2 a bien diminué les valeurs (par
rapport à c1) au niveau des microphones utilisés. Les améliorations sont particulière-
ment importantes pour la localisation à partir des signaux expérimentaux. Avec le jeu
de microphones n°1 les pics du critère proche des microphones sont éliminés, donc la
position de la source est parfaitement déterminée. Avec le jeu n°2, la zone présentant
un fort critère est atténuée mais la position initiale de la source n'est pas la seule à pré-
senter un critère important. Plusieurs positions sont alors possibles pour la localisation
de la source initiale. Le critère de variance temporelle normalisée de l'énergie c4 a une
performance comparable à celle du critère c2. Les valeurs du critère à la position initiale
de la source sont un peu plus démarquées, sauf dans le cas du jeu de microphones n°2
avec les données observées expérimentalement, ou la performance est presque identique
au critère c2. Le critère de compacité c3 est moins performant que les autres critères
pour les congurations étudiées. La source initiale ne peut être déterminée que pour le
cas du jeu de microphones n°1 avec les signaux simulés. Dans les autres congurations
ce critère ne représente qu'un maximum local au niveau de la source initiale.
Ces résultats sont particulièrement encourageants pour la poursuite des études sur
le retournement temporel. Hormis dans le cas du jeu à 4 microphones en utilisant les
signaux observés expérimentalement, où plusieurs positions de source initiale sont pos-
sibles, l'utilisation d'un critère de localisation adapté a permis de localiser la position
initiale de la source de manière précise, et ceci en dépit des diérences observées entre
la propagation réelle et celle donnée par le modèle numérique (paragraphe 6.5.3). La
performance du critère de compacité pourra par exemple être expliquée à partir de l'ob-
servation des signaux issus de la rétropropagation donnés par le code ITM puis utilisés
dans le critère. De manière générale la physique de la propagation en temps inverse, avec
les propriétés liées à la focalisation, pourra être étudiée à l'aide de l'outil numérique ITM.
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6.7 Conclusion du chapitre
La propagation en milieu urbain fait intervenir de nombreux phénomènes physiques
comme les réexions et la diraction au niveau des bâtiments. L'eet du sol, du bruit
ambiant, ainsi que les eets atmosphériques s'ajoutent à ces phénomènes ce qui rend le
champ acoustique dicile à estimer de manière analytique. Le code de propagation ITM,
basé sur la résolution FDTD des LEE, prend en compte l'ensemble de ces phénomènes
physiques et permet potentiellement de prévoir correctement la propagation acoustique
dans ces environnements complexes. La méthode étant dans le domaine temporel les
signaux acoustiques propagés peuvent être impulsionnels.
Dans ce chapitre plus prospectif, le code ITM est employé pour illustrer ses capacités
à retranscrire la physique de la propagation de sons impulsionnels en milieu urbain.
Il est aussi montré comment le code peut être employé pour discuter de la physique
en jeu et de l'origine des contributions acoustiques pour des cas très concrets. Enn,
les potentialités en tant qu'outil numérique sont illustrées par une présentation de la
méthode de retournement temporel.
Les signaux impulsionnels présentant un intérêt pratique ont été illustrés : paquet
d'ondes, signal gaussien, détonation, canon à butane. Dans le cas de la propagation
bidimensionnelle, souvent considérée dans le code ITM en raison du coût numérique
élevé, le phénomène de physique de sillage empêche l'équivalent théorique par rapport
au cas 3D par l'application d'un terme sur l'amplitude du signal propagé. Le sillage est
illustré, et évalué par le code ITM. Le sillage donné par le modèle numérique est en bon
accord avec le comportement théorique.
Le code ITM est ensuite utilisé dans le cas concret de la propagation en présence d'un
unique mur, pour une source paquet d'ondes et harmonique. La comparaison avec des
mesures expérimentales réalisées à l'ISL est excellente. La comparaison entre signaux ex-
périmentaux et simulés permet des discussions sur l'origine des diérentes contributions
acoustiques, ainsi que de mettre en évidence les limitations propres à l'expérimentation
et à la simulation.
Dans le cas plus complexe de la propagation d'une détonation acoustique en présence
d'un coin de mur, la simulation ITM en 3D retranscrit parfaitement les signaux obtenus
expérimentalement par Liu et Albert (2006). Dans ce cas, l'approximation 2D donne
des résultats diérents, en particulier pour des microphones cachés de la source par les
murs. Le code ITM permet encore de discuter l'origine des contributions acoustiques.
La comparaison avec les signaux expérimentaux constitue une première validation du
code pour un cas concret de propagation 3D d'un signal impulsionnel en présence d'un
obstacle complexe.
Une campagne expérimentale a été réalisée à l'ISL pour la propagation de l'onde
générée par un canon à butane dans un milieu urbain réel. Les signaux obtenus à dié-
rents microphones ont ensuite été comparés aux résultats d'une simulation ITM 2D. La
comparaison est moins évidente que dans les cas précédents, certaines des contributions
acoustiques étant reproduites tandis que d'autres non. Ces diérences peuvent en partie
être attribuées à la diculté de décrire l'environnement de manière précise (nesse de la
géométrie, arbres, véhicules, etc.) et également aux eets de la propagation 2D comme
le sillage ou l'absence de contributions sonores liées à la propagation au dessus des bâ-
timents. Plusieurs phénomènes propres à la propagation en milieu urbain sont mis en
évidence dans les discussions, comme la complexité du champ acoustique généré par une
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source acoustique simple, ou la diusion sonore dans des rues étroites (canyons).
Enn, le code ITM est employé en tant qu'outil numérique pour montrer les potentia-
lités d'un concept de localisation basé sur le retournement temporel. Le fonctionnement
de ce concept est illustré à partir du scénario urbain précédent, en utilisant diérents
microphones et à partir de signaux expérimentaux ou simulés. Cette méthode semble
bien fonctionner avec les signaux acoustiques acquis expérimentalement. Un exemple
d'étude utilisant l'outil numérique ITM est proposé, en testant diérents critères pour
le retournement temporel.
Le code ITM semble donc particulièrement prometteur pour des applications de pro-
pagation acoustique en milieu urbain. Il donne les champs acoustiques en tout point de
l'espace en fonction du temps de manière able, et permet des discussions physiques sur
les phénomènes acoustiques en jeu. Il peut donc être utilisé en tant qu'outil numérique
pour diverses applications.
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La propagation d'ondes acoustiques dans des milieux externes complexes est une des
thématiques de l'acoustique du champ de bataille, qui intéresse particulièrement l'insti-
tut d'accueil de la thèse, l'Institut franco-allemand de recherches de Saint-Louis (ISL).
Les sources acoustiques en jeu peuvent aussi bien être des sources impulsionnelles (ayant
une signature acoustique courte) comme celles liées à des détonations et à la propaga-
tion de munitions supersoniques, ou encore des sources acoustiques plus longue durée,
généralement large bande, comme celles liées au déplacement de véhicules. La diculté
concernant le problème de la propagation acoustique externe est double. Tout d'abord,
les phénomènes physiques en jeu peuvent tous inuencer fortement l'onde acoustique
propagée. Le cumul de tous ces phénomènes rend l'estimation du champ acoustique
extrêmement dicile lorsque des situations non idéalisées sont considérées. Ensuite,
certains phénomènes physiques, considérés isoléments, ne sont encore pas complètement
compris et font encore aujourd'hui l'objet d'études théoriques. Les eets de la turbulence
atmosphérique sur la propagation sonore font partie de cette catégorie.
Dans ce contexte, l'utilisation de modèles numériques pour simuler la propagation
sonore est une alternative pratique et complémentaire aux études théoriques et expé-
rimentales. Elle permet la compréhension physique de la propagation dans des envi-
ronnements maîtrisés, et l'estimation des champs acoustiques dans des environnements
complexes. Parmi les nombreux modèles numériques existants (méthode des rayons,
équation parabolique, etc.), les modèles basés sur la résolution des équations d'Euler li-
néarisées (LEE pour Linearized Euler Equations) par itération temporelle et diérences
nies (FDTD pour Finite-Dierence Time-Domain) sont très prometteurs. En eet ces
modèles, en contrepartie d'un coût numérique élevé mais pouvant être atteint par les
ordinateurs actuels, retranscrivent l'ensemble de la physique contenue dans les LEE sans
limitation sur les caractéristiques du problème. Les phénomènes majeurs liés à la propa-
gation extérieure sont donc implémentés dans ces modèles. En 2006, une implémentation
(mentionnée sous le nom ITM pour ISL FDTD Model) d'un tel modèle FDTD a été
réalisée à l'ISL (Cheinet et Naz 2006, Naz et al. 2007).
L'application de ce type de modèles numériques pour l'acoustique extérieure est ré-
cente (Blumrich et Heimann 2002, Salomons et al. 2002, Van Renterghem 2003, Van
Renterghem et Botteldooren 2003, Wilson et Liu 2004, Ostashev et al. 2005). Bien que
les modèles FDTD aient démontré leur capacité à reproduire la physique de plusieurs
phénomènes physiques simples, la validation n'est pas encore complétée pour l'ensemble
des phénomènes connus liés à la propagation extérieure. En particulier, il reste à dé-
montrer que les modèles FDTD reproduisent les eets de la turbulence atmosphérique
sur la propagation sonore. Cette démonstration pour une source harmonique a été le
principal enjeu de la thèse menée. Le second enjeu a été d'illustrer les potentialités de
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ces modèles numériques en tant qu'outil pour étudier la propagation acoustique dans
des milieux plus complexes.
Dans un premier chapitre introductif, les phénomènes physiques liés à la propa-
gation acoustique en milieu extérieur ont été rappelés. Ceux-ci peuvent être soit liés à
la géométrie du problème (dispersion géométrique en champ libre, l'inuence du sol, la
diraction) soit à l'atmosphère dans laquelle le son est propagé (absorption atmosphé-
rique, réfractions liées aux gradients atmosphériques, eets diusifs et perturbatifs de
la turbulence atmosphérique). Un historique sur les modèles numériques existants dans
la littérature a ensuite été présenté.
Le second chapitre a présenté de manière détaillée les caractéristiques des mé-
thodes FDTD. L'ensemble des aspects est abordé, ce qui donne une vision complète sur
ces modèles. Les caractéristiques propres au code ITM (schémas numériques, type de
maillage, etc.) ont été données et motivées. Enn, une première validation du code ITM
est eectuée pour des cas simples (présence ou non d'un sol parfaitement rééchissant,
diraction par un mur, eets atmosphériques liés à la présence d'un gradient de vent ou
d'un vortex), qui s'avèrent parfaitement reproduits par le modèle numérique.
Les trois chapitres suivants se sont concentrés sur les eets de l'atmosphère sur la
propagation. Dans le troisième chapitre, le scénario de la propagation d'une onde
plane harmonique en présence d'une perturbation atmosphérique non turbulente a été
abordé. L'approximation des faibles uctuations (approximation de Born/Rytov), la
principale réponse théorique à cette conguration, a été présentée. Elle consiste en la
décomposition du champ acoustique en deux contributions. La première est l'onde plane
directe et la seconde est une onde, d'amplitude supposée faible par rapport à la première
contribution, émise par la perturbation atmosphérique (onde diusée). Des simulations
ITM ont ensuite appuyé les discussions sur les propriétés de l'onde diusée, issues de
l'analyse théorique des expressions obtenues sous l'approximation de Born/Rytov. Ceci
constitue une validation supplémentaire des méthodes FDTD, ainsi qu'une illustration
sur l'utilisation du code ITM en tant qu'outil d'analyse physique. Finalement, le code
ITM a été employé pour évaluer les limites de l'approximation de Born/Rytov, qui
semblent être atteintes lorsque les perturbations atmosphériques comportent du vent
(eets convectifs) ou des variations en température de plus de quelques degrés.
Le quatrième chapitre a repris ce scénario en l'élargissant aux perturbations tur-
bulentes et non localisées (globales). Les caractéristiques de la turbulence de champs
scalaires ont tout d'abord été présentées, ainsi qu'un modèle numérique pour générer
des champs turbulents en température. Le code ITM a été comparé à la théorie dans
deux scénarios spéciques faisant intervenir l'eet de la turbulence. Le premier scénario
évalué est la diusion à grand angle d'une onde plane harmonique par une perturbation
locale turbulente en température. Le traitement théorique de cette conguration part
usuellement de l'approximation de Born/Rytov, en ajoutant des hypothèses de faible
perturbation atmosphérique et de champ lointain. Dans le second scénario, qui est la
propagation d'une onde onde plane harmonique dans une atmosphère turbulente (glo-
bale) en température, l'onde se met à uctuer et perd sa cohérence transverse. Ces eets
à petit angle sont traités théoriquement en partant de l'approximation de Born/Rytov,
puis ajoutant diverses hypothèses dont l'approximation paraxiale (petit angle). Les mo-
ments statistiques obtenus par des simulations ITM ont présenté un excellent accord
avec les théories, ce qui démontre que ces modèles numériques reproduisent la physique
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de la propagation en présence de turbulence. Ce résultat est un des plus importants
obtenus pendant la thèse. Dans le reste du chapitre, il est également montré comment
les traitements théoriques entre ces deux congurations dièrent, alors que certaines ca-
ractéristiques du champ acoustique, comme la décroissance exponentielle, peuvent être
retrouvées par les deux théories. Le modèle numérique évalué apporte ainsi une approche
uniée et able pour retranscrire ces eets. Ce chapitre a fait l'objet d'une publication
(Cheinet et al. 2012).
Les études sur l'inuence de la turbulence sur la propagation acoustique ont été
poursuivies dans le cinquième chapitre. Contrairement au chapitre précédent, où les
hypothèses de travail nécessitaient que l'eet de la turbulence sur le son restent faibles,
les eets d'une turbulence globale sur la propagation du son ont été considérés pour des
uctuations acoustiques fortes et saturées. Après avoir décrit les caractéristiques de la
turbulence de champs vectoriels, ce qui a également permis la description d'un modèle
numérique pour générer des champs turbulents en vent, les traitements théoriques pour
de fortes uctuations acoustiques ont été présentés. Il n'existe pas de théorie uniée pour
traiter ce problème. Certains résultats analytiques existent toutefois dans certains cas
("régimes") asymptotiques, donnés par le diagramme   introduit par Flatté (1979).
Le régime des faibles uctuations a été traité dans le chapitre précédent, le régime de
saturation a un traitement analytique simple, et pour des uctuations intermédiaires
(fortes), une théorie a été proposée par Brownlee (1973) lorsque  est faible (basse
fréquence). Des simulations ITM ont été réalisées pour un cas de propagation d'une
onde plane harmonique à travers une turbulence globale en vent, générant des uc-
tuations d'abord faibles, puis fortes et saturées. Les statistiques du champ acoustique
simulé (pression moyenne, variance de log-amplitude, corrélation transverse, probabi-
lités de distributions) sont en excellent accord avec les théories présentées dans leurs
domaines propres de validité. Ces statistiques ont été également comparées avec un
excellent accord aux résultats donnés par un modèle numérique plus simple, basé sur
l'équation parabolique, et connu pour sa abilité dans le régime des fortes uctuations.
L'ensemble de ces comparaisons a encore démontré la capacité du modèle numérique
FDTD à retranscrire la physique de la propagation en présence de turbulence. Ce résul-
tat vient compléter les résultats du chapitre précédent pour une onde plane harmonique,
et constitue le deuxième résultat fort obtenu pendant la thèse. Le code ITM présente
à nouveau une approche uniée là où la théorie est complexe et scindée pour dié-
rents régimes asymptotiques. La suite du chapitre a illustré l'utilisation du code ITM en
tant qu'outil numérique pour évaluer une modélisation théorique classique de l'intensité
acoustique par une fonction gamma généralisée. Ce chapitre a également fait l'objet
d'une publication (Ehrhardt et al. 2013).
Enn, dans le sixième chapitre, le modèle numérique FDTD a été employé pour
illustrer sa capacité à reproduire la physique de la propagation de sources acoustiques
non harmoniques dans des milieux géométriquement complexes, et son potentiel en tant
qu'outil numérique. Ce chapitre se concentre davantage sur des comparaisons avec des
mesures expérimentales dans des cas concrets. Après une présentation des sources non
harmoniques présentant un intérêt pratique (sources théoriques paquet d'ondes ou gaus-
sienne, puis sources pratiques de détonation ou générée par un canon à butane), l'accent
est mis sur le sillage, un phénomène physique de propagation en 2D, bien reproduit dans
le code ITM, qui peut entraîner des diérences fortes par rapport à la propagation 3D
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ce qui peut limiter la pertinence des projections 2D classiques pour les simulations de
phénomènes réels. Diérents scénarios présentant une géométrie à complexité croissante
sont ensuite considérés (un mur, coin de mur, puis milieu urbain réel). Des simulations
ITM 2D et 3D sont réalisées et comparées à des mesures expérimentales. Dans le cas
d'un unique mur, l'expérimentation réalisée à l'ISL et une simulation 2D se comparent
bien et ont permis de mettre en évidence les diérentes contributions acoustiques, et
de discuter des limites de l'expérimentation menée. L'expérimentation eectuée pour
la propagation d'une détonation en présence d'un coin de mur réalisée par Liu et Al-
bert (2006) a ensuite été reproduite numériquement par des simulations ITM 2D et 3D.
L'accord entre expérimentation et simulation est excellent dans le cas 3D mais présente
des écarts pouvant être importants pour la simulation 2D. Ceci a permis d'illustrer les
diérences liées à la projection 2D (y compris le sillage), ainsi que de valider le modèle
FDTD pour un cas concret complexe de propagation 3D d'onde impulsionnelle en pré-
sence d'une géométrie complexe. Enn, une campagne expérimentale menée sur le site
de l'ISL a été réalisée puis comparée à une simulation ITM 2D. Les résultats numériques
présentent un accord général avec les signaux enregistrés pour la propagation du son
impulsionnel généré par le canon à butane utilisé. Les contributions principales sont
bien obtenues par le modèle numérique tandis que d'autres caractéristiques des signaux
enregistrés aux microphones ne sont pas retranscrites, ce qui pourrait être attribué par
exemple à la diculté de modéliser nement l'environnement urbain ou encore à l'ap-
proximation 2D. Pour terminer, le code ITM a été utilisé en tant qu'outil numérique
pour évaluer un concept de localisation prometteur qu'est le retournement temporel. La
preuve du fonctionnement de ce concept est réalisée grâce au modèle FDTD, en partant
des résultats expérimentaux ou numériques obtenus pour le site de l'ISL.
L'ensemble des chapitres permet de conclure que les modèles numériques de propa-
gation acoustique basés sur une résolution FDTD des LEE sont très bien adaptés à la
propagation acoustique en milieu extérieur complexe. Ces modèles prennent en compte
l'ensemble des phénomènes physiques principaux en jeu. Nous avons démontré que des
phénomènes très complexes, comme les eets de la turbulence atmosphérique, sont phy-
siquement reproduits par les modèles FDTD, pour une source plane harmonique.
Ces résultats sont particulièrement encourageants et ouvrent plusieurs perspectives
de poursuite des études. Premièrement, ce modèle numérique FDTD pourra être uti-
lisé pour poursuivre les études théoriques. La propagation de sources impulsionnelles à
travers la turbulence atmosphérique pourra être abordée (comme dans Chunchuzov et
al. 1990, 1997, 2005). La forme du signal source peut en eet être modiée de façon
importante (McLeod et al. 2004) ce que la théorie ne permet pas aujourd'hui de décrire
complètement. La propagation dans des champs turbulents moins idéalisée peut aussi
être envisagée. En eet typiquement la turbulence acoustique est intermittente (ses ca-
ractéristiques statistiques varient avec le temps) (Wilson et al. 1996, Norris et al. 2001),
inhomogène et anisotrope (Ostashev et Wilson 2001). Le couplage entre le code ITM
et des modèles météorologiques ou LES (Large Eddy Simulation) donnant des champs
atmosphériques plus réalistes est complexe mais très intéresant (voir par exemple Wil-
son et al. 2004, Aumond et al. 2010 ou pour l'optique Cheinet et Siebesma 2007). La
recherche concernant les eets des environnements urbains sur la propagation est éga-
lement une piste possible. Par exemple le code numérique pourra permettre l'étude de
l'eet de ltrage basses fréquences en milieu urbain (Liu et Albert 2006, Albert et Liu
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2010). Il pourrait également être utilisé pour évaluer des modèles énergétiques pour la
propagation en milieu urbain (voir par exemple Picaut 2002). L'aspect numérique peut
également être développé pour améliorer les applications potentielles du modèle : le dé-
veloppement et l'utilisation de sources mobiles, ou de sources transparentes (Schneider
et al. 1998) pourra s'avérer utile pour des études futures.
Ensuite, les autres perspectives pour poursuivre les études reposent sur l'utilisation
du modèle numérique FDTD en tant qu'outil de calcul. En eet, ce dernier ayant dé-
montré ses capacités à reproduire la physique de la propagation acoustique en milieu
extérieur, il pourra dorénavant être utilisé pour eectuer des études de sensibilité (études
paramétriques), comme cela est fait par exemple par Van Renterghem et al. (2006) qui
étudient l'inuence de la taille (hauteur et largeur) de deux rues adjacentes sur la trans-
mission sonore entre elles. L'outil numérique FDTD pourra également être utilisé pour
étudier la propagation dans des cas très concrets, comme la propagation au dessus d'un
bâtiment dont le toit possède une surface herbeuse (Van Renterghem et Botteldoo-
ren 2008), ou la propagation plus complexe, mêlant géométrie et atmosphère, au dessus
d'une barrière parfaitement rééchissante générant des uctuation venteuses turbulentes
en raison d'un vent moyen (Heimann et Blumrich 2004). Le code ITM pourra être utilisé
pour évaluer la performance de systèmes acoustiques et d'algorithmes, comme ceux dé-
veloppés à l'ISL (Naz et al. 2007, 2008), en fournissant des signaux d'entrée sous diverses
conditions opérationnelles maîtrisées (avec vent ou turbulence plus ou moins forte, sol,
bâtiments, etc.). Enn, de nouveaux concepts utilisant la propagation acoustique pour
sonder l'atmosphère par tomographie (Vecherin et al. 2006, 2007, Ostashev et al. 2008,
Jovanovi¢ et al. 2009) ou pour localiser une source par retournement temporel (Albert
et al. 2005, Liu et al. 2007, Parot 2008) peuvent être évalués grâce au code ITM.
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Annexe A
Détail des simulations eectuées
Dans cette annexe, l'ensemble des paramètres utilisés pour mener les simulations
ITM des diérents chapitres est représenté sous forme de tableaux.
La notation PR est utilisée comme abréviation pour parfaitement rééchissant(e).
Simulations du chapitre 2
Domaine et discrétisation
Taille physique (m) (-10  10)(0  10)
Discrétisation spatiale maillage 200 100, dx = dz = 0:1m
Durée physique 0.06s
Discrétisation temporelle tmax = 300, dt = 0:2ms
Atmosphère
Température Constante 295K
Humidité Constante nulle
Vent Constant nul
Conditions aux limites
Conditions aux limites X (réexion), Z (réexion)
Source source de pression harmonique (f = 300Hz; A = 1)
ponctuelle (coordonnées 0,4) [maille 10040]
Champ libre PML(max = 3  103s 1) de 30 mailles
aux bords Xmin, Xmax et Zmax
Tableau A.1  Cas-test : propagation 2D d'une onde harmonique en présence de sol.
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Domaine et discrétisation
Taille physique (m) (-10  10)(-8  12)(0  10)
Discrétisation spatiale maillage 200 200 100, dx = dy = dz = 0:1m
Durée physique 0.06s
Discrétisation temporelle tmax = 300, dt = 0:2ms
Atmosphère
Température Constante 295K
Humidité Constante nulle
Vent Constant nul
Conditions aux limites
Conditions aux limites X (réexion), Y (réexion), Z (réexion)
Source source de pression harmonique (f = 300Hz; A = 1)
ponctuelle (coordonnées 0,0,4) [maille 1008040]
Champ libre PML(max = 3  103s 1) de 30 mailles
aux bords Xmin, Xmax, Ymin, Ymax et Zmax
Tableau A.2  Cas-test : propagation 3D d'une onde harmonique en présence de sol.
Domaine et discrétisation
Taille physique (m) 0  40
Discrétisation spatiale maillage 8000, dx = 0:5cm
Durée physique 18ms
Discrétisation temporelle tmax = 18000, dt = 1µs
Atmosphère
Température Constante 295K
Humidité Constante nulle
Vent Constant nul
Conditions aux limites
Conditions aux limites X (réexion)
Source source de pression harmonique (f entre 500Hz
et 10kHz, A = 1), ponctuelle (abscisse 0) [maille 1]
Sol herbeux Matériau poreux ( = 2  105 Pa.s.m 2, 
 = 0:5, q = 1:4)
de coordonnées (3040) et mailles [60018000]
Tableau A.3  Cas-test : tube de Kundt.
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Domaine et discrétisation
Taille physique (m) (-3  13)(-2  2)(0  4)
Discrétisation spatiale maillage 800 200 200, dx = dy = dz = 2cm
Durée physique 64ms
Discrétisation temporelle tmax = 3200, dt = 20µs
Atmosphère
Température Constante 295K
Humidité Constante nulle
Vent Constant nul
Conditions aux limites
Conditions aux limites X (réexion), Y (réexion), Z (réexion)
Source source de pression harmonique (f = 1000Hz; A = 1)
ponctuelle (coordonnées 0,0,1.6) [maille 15010080]
Champ libre PML(max = 8  103s 1) de 40 mailles
aux bords Xmin, Xmax, Ymin, Ymax et Zmax
Sol Matériau poreux ( = 2  105 Pa.s.m 2, 
 = 0:5, q = 1:4)
ou PR, de coordonnées (-3  13)(-2  2)(0  0.6)
et mailles [18001200130]
Tableau A.4  Cas-test : propagation 3D d'une onde
harmonique en présence d'un sol poreux.
Domaine et discrétisation
Taille physique (m) 270130
Discrétisation spatiale maillage 1080 520, dx = dz = 0:25m
Durée physique 0.75s
Discrétisation temporelle tmax = 1500, dt = 0:5ms
Atmosphère
Température Constante 295K
Humidité Constante nulle
Vent Constant nul
Conditions aux limites
Conditions aux limites X (réexion), Z (réexion)
Source source de pression soit harmonique (f = 50Hz; A = 1)
soit fronts d'onde sinusoïdaux donnés par (2.36),
ponctuelle (coordonnées 85,25) [maille 340100]
Champ libre Matériau poreux absorbant( linéaire de 0 à 200)
de 120 mailles aux bords Xmin, Xmax et Zmax
Materiau PR Materiau PR rectangulaire (taille 0.5m40m)
de coordonnées (110110.5)(040)
mailles [4404420160]
Tableau A.5  Cas-test : propagation 2D d'une onde harmonique en présence de sol
et d'une barrière.
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Domaine et discrétisation
Taille physique (m) 179.5117.5
Discrétisation spatiale maillage 1100 720, dx = dz = 0:16318m
Durée physique 0.39s
Discrétisation temporelle tmax = 1300, dt = 0:3ms
Atmosphère
Température Constante 295K
Humidité Constante nulle
Vent Gradient constant ~V (x; z) = z~x;  = 1m.s 1=m
Conditions aux limites
Conditions aux limites X (réexion), Z (réexion)
Source source de pression harmonique (f = 100Hz; A = 1)
ponctuelle (coordonnées 48.954,19.5816) [maille 300120]
Champ libre Matériau poreux absorbant( linéaire de 100 à 1000)
de 100 mailles aux bords Xmin et Zmax
Tableau A.6  Cas-test : propagation 2D d'une onde harmonique en présence de sol
et de gradient de vent.
Domaine et discrétisation
Taille physique (m) (-40  60)(-80  80)
Discrétisation spatiale maillage 1000 1600, dx = dz = 0:1m
Durée physique 0.3s
Discrétisation temporelle tmax = 1500, dt = 0:2ms
Atmosphère
Température Constante 295K
Humidité Constante nulle
Vent Composante radiale nulle et azimutale donnée par (2.37)
Conditions aux limites
Conditions aux limites X (réexion), Z (réexion)
Source source de pression harmonique (f = 43Hz; A = 1)
plane (coordonnées 0,-8080) [mailles 1(11600)]
Champ libre Pris en compte en repoussant la taille du domaine de calcul
et nissant la simulation avant réexion aux bords.
Domaine physique utile : -20m20m-20m20m.
Tableau A.7  Cas-test : propagation 2D d'une onde plane harmonique en présence
d'un vortex de Oseen.
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Simulations du chapitre 3
Domaine et discrétisation
Taille physique (m) (-100  100)(-100  100)
Discrétisation spatiale maillage 800 800, dx = dz = 0:25m
Durée physique 0.5s
Discrétisation temporelle tmax = 1500, dt = 0:5ms
Atmosphère
Température Décrite dans le corps du texte
Humidité Décrite dans le corps du texte
Vent Constant nul
Conditions aux limites
Conditions aux limites X (réexion), Z (réexion)
Source source de pression harmonique (f = 50Hz; A = 1)
plane (coordonnées -100,-100100) [mailles 1(1800)]
Champ libre Pris en compte en repoussant la taille du domaine de calcul
et nissant la simulation avant réexion aux bords.
Domaine physique utile : disque centré
sur l'origine de 70m de rayon.
Tableau A.8  Propagation 2D d'une onde plane harmonique en présence d'une
uctuation atmosphérique non-turbulente localisée.
Domaine et discrétisation
Taille physique (m) (-70  70)(-70  70)
Discrétisation spatiale maillage 1400 1400, dx = dz = 0:1m
Durée physique 0.44s
Discrétisation temporelle tmax = 2200, dt = 0:2ms
Atmosphère
Température Constante 295K
Humidité Constante nulle
Vent Composante radiale nulle et azimutale donnée par (3.26)
pour un nombre de Mach de 0.05 et 0.125.
Conditions aux limites
Conditions aux limites X (réexion), Z (réexion)
Source source de pression harmonique (f = 43Hz; A = 1)
plane (coordonnées -70,-7070) [mailles 1(11400)]
Champ libre Pris en compte en repoussant la taille du domaine de calcul
et nissant la simulation avant réexion aux bords.
Domaine physique utile : disque centré
sur l'origine de 50m de rayon.
Tableau A.9  Propagation 2D d'une onde plane harmonique en présence d'un vortex
à circulation totale nulle.
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Simulations du chapitre 4
Domaine et discrétisation
Taille physique (m) (-300  300)(-300  300)
Discrétisation spatiale maillage 2400 2400, dx = dz = 0:25m
Durée physique 1.75s
Discrétisation temporelle tmax = 3500, dt = 0:5ms
Atmosphère
Température Constante 295K hormis dans un disque de 25m de rayon
centré en l'origine dans lequel des perturbations turbulentes
sont ajoutées (E de von Kármán ( = 1K, L0 = 15m)).
Perturbations lissées sur 10 mailles au périmètre du disque.
Humidité et Vent Constants nuls
Conditions aux limites
Conditions aux limites X (réexion), Z (réexion)
Source source de masse harmonique (f = 50Hz; A = 1)
plane (coordonnées -100,-300300) [mailles 401(12400)]
Champ libre Matériau poreux absorbant( quadratique de 0 à 115)
de 400 mailles aux bords Xmin, Xmax, Zmin et Zmax
Tableau A.10  Propagation 2D d'une onde plane harmonique en présence d'une
uctuation atmosphérique turbulente localisée en température.
Domaine et discrétisation
Taille physique (m) (-84  324)(0  120)
Discrétisation spatiale maillage 3400 1000, dx = dz = 0:12m
Durée physique 0.94s
Discrétisation temporelle tmax = 4700, dt = 0:2ms
Atmosphère
Température Turbulente (moyenne 295K, E de von Kármán ( = 1K, L0 =
5:0643m)). Perturbations lissées sur 100 mailles après la source.
Humidité et Vent Constants nuls
Conditions aux limites
Conditions aux limites X (réexion), Z (périodicité)
Source source de masse harmonique (f = 100Hz; A = 1)
plane (coordonnées 0,0120) [mailles 701(01000)]
Champ libre (Xmin) Matériau poreux absorbant
( quadratique de 0 à 290) de 700 mailles.
(Xmax) Pris en compte en repoussant la taille du domaine de
calcul et nissant la simulation avant réexion aux bords.
Domaine physique utile : 0m240m0m120m.
Tableau A.11  Propagation 2D d'une onde plane harmonique en présence de
uctuations atmosphériques turbulente globales en température (faibles uctuations).
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Simulations du chapitre 5
Domaine et discrétisation
Taille physique (m) 50Hz (-84  2016)(0  420)
300Hz, 600Hz (-14  336)(0  70)
Discrétisation spatiale 50Hz maillage 5000 1000, dx = dz = 0:42m
300Hz maillage 5000 1000, dx = dz = 0:07m
600Hz maillage 10000 2000, dx = dz = 0:035m
Durée physique 50Hz 10.8s
300Hz, 600Hz 1.8s
Discrétisation temporelle 50Hz tmax = 12000, dt = 0:9ms
300Hz tmax = 12000, dt = 0:15ms
600Hz tmax = 24000, dt = 0:075ms
Atmosphère
Température (tous) Constante 295K
Humidité (tous) Constante nulle
Vent Turbulent (Ev de von Kármán,  = 4m:s 1,
L0 = 5:0643m) aux noeuds n et lissé sur m
mailles après la source. Nul ailleurs.
50Hz, 300Hz n=(2014800)(11000), m = 100
600Hz n=(40110000)(12000), m = 200
Conditions aux limites
Conditions aux limites (tous) X (réexion), Z (périodicité)
Source source de masse harmonique (f = f, A = 1)
plane (coordonnées c) [mailles m]
50Hz f = 50Hz, c=0(0420), m=200(11000)
300Hz f = 300Hz, c=0(070), m=200(11000)
600Hz f = 600Hz, c=0(070), m=400(12000)
Champ libre Matériau poreux absorbant( quadratique
de 0 à 800) de m mailles aux bords Xmin
et Xmax.
50Hz, 300Hz m = 200
600Hz m = 400
Tableau A.12  Propagation 2D d'une onde plane harmonique en présence de
uctuations atmosphériques turbulente globales en vent (fortes uctuations). Une
colonne est ajoutée pour discerner les jeux de simulations considérés.
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Simulations du chapitre 6
Domaine et discrétisation
Taille physique (m) (-5  5)(-5  5)(-5  5)
Discrétisation spatiale maillage 100 100 100, dx = dy = dz = 0:1m
Durée physique 20ms
Discrétisation temporelle tmax = 100, dt = 0:2ms
Atmosphère
Température Constante 295K
Humidité Constante nulle
Vent Constant nul
Conditions aux limites
Conditions aux limites X (périodicité), Y (périodicité), Z (périodicité)
Source source de pression gaussienne (A = 1, f = 800Hz,
et t0 = 5ms) (voir équation (6.1))
ponctuelle (coordonnées 0,0,0) [maille 505050],
linéique (coordonnées 0,0,-55) [5050(1100)],
ou plane (coordonnées 0,-55,-55) [50(1100)(1100)]
Tableau A.13  Propagation 3D d'une gaussienne à atmosphère constante et en
champ libre (illustration du phénomène de sillage).
Domaine et discrétisation
Taille physique (m) (-5  5)(-5  5)
Discrétisation spatiale maillage 100 100, dx = dz = 0:1m
Durée physique 20ms
Discrétisation temporelle tmax = 100, dt = 0:2ms
Atmosphère
Température Constante 295K
Humidité Constante nulle
Vent Constant nul
Conditions aux limites
Conditions aux limites X (périodicité), Z (périodicité)
Source source de masse équivalente à une source
générique gaussienne (A = 1, f = 800Hz et
t0 = 5ms) (voir équation (6.8))
ponctuelle (coordonnées 0,0) [maille 5050]
Tableau A.14  Propagation 2D d'une gaussienne à atmosphère constante et en
champ libre (validation ITM du phénomène de sillage).
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Domaine et discrétisation
Taille physique (m) 9.804.32
Discrétisation spatiale maillage 980 432, dx = dz = 0:01m
Durée physique 80ms
Discrétisation temporelle tmax = 4000, dt = 20µs
Atmosphère
Température Constante 295.15K
Humidité Constante nulle
Vent Constant nul
Conditions aux limites
Conditions aux limites X (réexion), Z (réexion)
Source source de masse ayant un signal wavelet
(f = 1kHz, T = 3=f , T1 = T2 = 1=f , voir éq. 2.36), ou
harmonique (fréquence 200Hz à 2kHz par pas de 10Hz),
ponctuelle (coordonnées 3,0.35) [maille 30035]
Materiau PR (Mur rééchissant)
Materiau PR rectangulaire (taille 0.20m0.97m)
de coordonnées (5.125.32)(00.97)
mailles [513532097]
Materiau PR (éventuellement Haut-parleur rééchissant)
Materiau PR rectangulaire (taille 0.15m0.30m)
de coordonnées (2.853)(0.20.5)
mailles [2853002050]
Champ libre Matériau poreux absorbant( quadratique de 0 à 4000)
de 200 mailles aux bords Xmin, Xmax, et Zmax
Microphones
Microphone 1 coordonnées 3.430.35, maille [34335]
Microphone 2 coordonnées 4.420.98, maille [44298]
Microphone 3 coordonnées 5.261.68, maille [526168]
Microphone 4 coordonnées 6.730.43, maille [67343]
Tableau A.15  Propagation 2D d'un wavelet ou d'une fréquence
pure, en présence d'un mur, d'un sol parfaitement rééchissant, et
éventuellement du haut-parleur rééchissant.
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Domaine et discrétisation
Taille physique (m) (-40  20)(-20  40)
Discrétisation spatiale maillage 1200 1200, dx = dy = 5cm
Durée physique 0.25s
Discrétisation temporelle tmax = 5000, dt = 50µs
Atmosphère
Célérité Constante 370m.s 1
Densité Constante 1.2kg.m 3
Vent Constant nul
Conditions aux limites
Conditions aux limites X (réexion), Y (réexion)
Source source de pression détonation (équation 6.2 avec
A = 1, a = 16, b = 1=4, c = 3:4, et f = 150Hz)
ponctuelle (coordonnées c) [maille m]
(SP1) : c = -34.60, m = 108400
(SP2) : c = -30.615, m = 188700
(SP3) : c = -19.626, m = 408920
(SP4) : c = -4.630, m = 7081000
(SP5) : c = 10.426, m = 1008920
Materiau PR Rectangulaire (taille 9.4m0.2m)
de coordonnées (-9.50)(-0.20)
et mailles [612800397400]
Materiau PR Rectangulaire (taille 0.2m9.4m)
de coordonnées (-0.20)(-9.40)
et mailles [797800212400]
Champ libre PML(max = 3  103s 1) de 30 mailles
aux bords Xmin, Xmax, Ymin et Ymax
Microphones
Microphone A coordonnées -4.66, maille [708520]
Microphone B coordonnées -4.63, maille [708460]
Microphone C coordonnées -4.61.5, maille [708430]
Microphone D coordonnées -4.60, maille [708401]
Microphone E coordonnées 0-6, maille [801280]
Microphone F coordonnées 1.5-6, maille [830280]
Microphone G coordonnées 3-6, maille [860280]
Microphone H coordonnées 6-6, maille [920280]
Microphone I coordonnées -4.6-0.2, maille [708396]
Microphone J coordonnées -4.6-3, maille [708340]
Tableau A.16  Propagation 2D d'une détonation en présence d'un coin de mur.
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Domaine et discrétisation
Taille physique (m) (-40  20)(-20  40)(0  10)
Discrétisation spatiale maillage 1200 1200 200, dx = dy = dz = 5cm
Durée physique 0.25s
Discrétisation temporelle tmax = 5000, dt = 50µs
Atmosphère
Célérité Constante 370m.s 1
Densité Constante 1.2kg.m 3
Vent Constant nul
Conditions aux limites
Conditions aux limites X (réexion), Y (réexion), Z (réexion)
Source source de pression détonation (équation 6.2 avec
A = 1, a = 16, b = 1=4, c = 3:4, et f = 150Hz)
ponctuelle (coordonnées c) [maille m]
(SP1) : c = -34.601.5, m = 10840030
(SP2) : c = -30.6151.5, m = 18870030
(SP3) : c = -19.6261.5, m = 40892030
(SP4) : c = -4.6301.5, m = 708100030
(SP5) : c = 10.4261.5, m = 100892030
Materiau PR Rectangulaire (taille 9.4m0.2m3.5m)
de coordonnées (-9.50)(-0.20)(03.5)
et mailles [612800397400170]
Materiau PR Rectangulaire (taille 0.2m9.4m3.5m)
de coordonnées (-0.20)(-9.40)(03.5)
et mailles [797800212400170]
Champ libre PML(max = 3  103s 1) de 30 mailles
aux bords Xmin, Xmax, Ymin, Ymax et Zmax
Microphones
Microphone A coordonnées -4.660, maille [7085201]
Microphone B coordonnées -4.631.5, maille [70846030]
Microphone C coordonnées -4.61.51.5, maille [70843030]
Microphone D coordonnées -4.601.5, maille [70840130]
Microphone E coordonnées 0-61.5, maille [80128030]
Microphone F coordonnées 1.5-61.5, maille [83028030]
Microphone G coordonnées 3-61.5, maille [86028030]
Microphone H coordonnées 6-61.5, maille [92028030]
Microphone I coordonnées -4.6-0.21.5, maille [70839630]
Microphone J coordonnées -4.6-30, maille [7083401]
Tableau A.17  Propagation 3D d'une détonation en présence d'un coin de mur.
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Domaine et discrétisation
Taille physique (m) (0  110)(40  168)
Discrétisation spatiale maillage 11000 12800, dx = dy = 1cm
Durée physique 2s
Discrétisation temporelle tmax = 100 000, dt = 20µs
Atmosphère
Température Constante 295.45K
Humidité et Vent Constant nuls
Conditions aux limites
Conditions aux limites X (réexion), Y (réexion)
Source source de pression ponctuelle, de signal la signature
acoustique du canon à butane (gure 6.1, g)
Materiaux PR multiples pour modéliser les bâtiments
Champ libre PML(max = 8  103s 1) de 40 mailles
aux bords Xmin, Xmax, Ymin et Ymax
Remarque
Les positions de la source, des bâtiments, ainsi que des 16 microphones
peuvent être extraites de la gure 6.14 (b).
Tableau A.18  Propagation 2D en milieu urbain réel.
Domaine et discrétisation
Taille physique (m) (0  110)(40  168)
Discrétisation spatiale maillage 11000 12800, dx = dy = 1cm
Durée physique 2.4s
Discrétisation temporelle tmax = 120 000, dt = 20µs
Atmosphère
Température Constante 295.45K
Humidité et Vent Constant nuls
Conditions aux limites
Conditions aux limites X (réexion), Y (réexion)
Source sources de pression ponctuelles dont les signaux sont
l'inversion temporelle de deux secondes de signal
acoustique enregistrés aux microphones de manière
expérimentale ou numérique. Les sources sont
positionnées à l'emplacement des microphones.
Jeu n°1 : microphones 7, 9, 10, 11, 13 et 16
Jeu n°2 : microphones 7, 14, 15 et 16
Materiaux PR multiples pour modéliser les bâtiments
Champ libre PML(max = 8  103s 1) de 40 mailles
aux bords Xmin, Xmax, Ymin et Ymax
Remarque
Les positions de la source, des bâtiments, ainsi que des 16 microphones
peuvent être extraites de la gure 6.14 (b).
Tableau A.19  Rétropropagation (2D) des signaux acoustiques en milieu urbain.
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Compléments sur quelques modèles
numériques de propagation acoustique
Cette annexe présente des informations complémentaires sur quelques modèles nu-
mériques de propagation acoustique : la méthode des rayons, l'équation parabolique, et
la méthode Transmission Line Matrix.
La méthode des rayons
La méthode des rayons (Candel 1977) est inspirée de l'optique et est géométrique.
Cette méthode consiste à suivre au cours de leur propagation les points d'un front d'onde
créé par une source acoustique. Les trajets décrits par ces points sont les rayons, d'où
la méthode tire son nom. La méthode requiert une longueur d'onde petite devant les
variations atmosphériques. Une hypothèse de haute fréquence est alors nécessaire pour
appliquer la méthode des rayons.
Soit ~s(t) la trajectoire d'un rayon et ~k(t) le vecteur nombre d'onde associé au rayon.
La méthode des rayons donne les équations de propagation suivantes :8>>><>>>:
@si
@t
= c0(~s(t))
ki(t)
k~k(t)k + Vi(~s(t))
@ki
@t
=  k~k(t)k

@c0
@xi

(~s(t))  kj(t)

@Vj
@xi

(~s(t))
(B.1)
où c0 est la célérité de l'onde et
 !
V est le vent. Ce jeu d'équations contient : la propagation
de l'onde à la vitesse c0 (1er terme de droite de la 1ère équation), la convection par le
vent (2ème terme), la réfraction par les gradients de c0 (1er terme de droite de la 2ème
équation), et la réfraction par les gradients de vent (2ème terme). Les réexions des rayons
sur le sol sont prises en compte en changeant ~k par son symétrique par rapport au sol
si celui-ci est parfaitement rééchissant. Pour un sol à impédance nie, il est possible
d'ajouter le facteur R (équation (1.4)) à l'amplitude du rayon pour chaque réexion
(Salomons 2001). En tirant des rayons dans toutes les directions à partir d'une source
ponctuelle, la méthode des rayons donne des résultats visuels comme ceux des gures 1.2
et 1.6, et permet de déterminer par exemple la localisation des zones d'ombre acoustique.
Bien que des eets tels que la diraction ne sont pas directement pris en compte par
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cette méthode, certains auteurs ont proposé des extensions (théorie géométrique de la
diraction) permettant de la considérer, ce qui permet de simuler des scénarios comme
celui présenté en gure 1.3.
Le niveau sonore au niveau d'un récepteur se calcule comme la somme des pressions
associées à chaque rayon. La méthode des rayons permet en eet également d'asso-
cier une amplitude aux rayons par diérentes méthodes (Candel 1977). Par exemple
il est possible de considérer que l'énergie est constante le long d'un tube de rayon
(R2A(t)RS(t) = Cste où RA est l'amplitude associée au rayon et RS la section du tube
formé par exemple en 3D par les 3 rayons tirés à 3 angles proches).
Cette méthode permet un calcul rapide et précis dans les cas simples, mais présente
certaines singularités. Par exemple, la pression acoustique dans les zones d'ombre est
strictement nulle selon ce modèle, ce qui génère une discontinuité non physique avec
les zones directement impactées par les rayons. De plus, en présence de réfractions vers
le bas par exemple, certains rayons se croisent. Dans ces zones, appelées caustiques, le
modèle numérique prévoit un niveau sonore inni ce qui n'est pas non plus physique.
Encore une fois, certains auteurs ont proposé des extensions à ce modèle (comme les
faisceaux gaussiens) qui permettent une meilleure estimation au niveau des caustiques
et des zones d'ombres (Salomons 2001).
Malgré les dicultés et limitations de ce modèle, de nombreux phénomènes phy-
siques ont pu être modélisés par la méthode des rayons, en particulier dans le cas d'une
propagation en présence d'un sol parfaitement rééchissant ou à impédance nie. Il a
été également employé pour simuler des phénomènes plus complexes, comme la propa-
gation en environnement turbulent (Blanc-Benon et Juvé 1990, Karweit et al. 1991).
Cependant ce modèle reste uniquement valable aux hautes fréquences ce qui en limite
l'application.
L'équation parabolique
Le modèle d'équation parabolique (PE) a tout d'abord été utilisé pour l'acoustique
sous-marine avant d'être adapté et utilisé pour la propagation aérienne par Gilbert
et White (1989). Elle repose sur trois hypothèses majeures, la première étant que les
variations atmosphériques varient lentement avec la distance de propagation, la seconde
que l'onde se propage principalement dans une direction, l'onde rétropropagée étant
négligée, et enn l'approximation de petit angle (approximation paraxiale). En prenant
ces approximations en compte, l'équation de propagation est la suivante :
@
@r

(r; z) = i(
pQ  k)(r; z) (B.2)
Dans ce cas (usuel) les coordonnées sont cylindriques (r et z). Le paramètre  est une
fonction d'enveloppe, reliée à la pression acoustique p par (r; z) = p(r; z)e ikr=
p
r.
L'opérateur Q est déni par :
Q = @
2
@z2
+

!
ceq(r; z)
2
(B.3)
où ceq est la célérité équivalente, dénie dans le paragraphe 1.3.2. La formulation donnée
par les équations (B.2) et (B.3) est couramment appelée narrow-angle parabolic equation.
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Figure B.1  Niveau sonore (en dB), donné par une méthode de PE prenant en
compte la turbulence atmosphérique, dans le cas d'une réfraction vers le haut.
(haut) propagation sans turbulence, (bas) propagation avec turbulence.
Figure extraite de Cheinet (2012).
La forme particulière de cette équation permet une résolution par itération successives
dans la direction de propagation (axe r) (Salomons 2001).
L'avantage de la PE est son temps de calcul limité compte tenu des multiples phé-
nomènes physiques pris en compte. En particulier, la PE supporte des variations hori-
zontales des paramètres atmosphériques (permettant la présence de prols moyens et de
turbulence) ainsi que de l'impédance du sol. Ce modèle numérique a été très largement
utilisé pour traiter des problèmes variés tels la propagation à travers des atmosphères
inhomogènes (Candel 1979, Dallois et Blanc-Benon 2001) voire turbulentes (Salomons
2000, Cotté et Blanc-Benon 2007), ou la propagation en présence de sol avec turbulence
atmosphérique (Chevret et al. 1996). Un exemple de propagation en présence de réfrac-
tion vers le haut extrait de Cheinet (2012) obtenu par une méthode PE est présenté en
gure B.1 (haut). Une zone d'ombre dans laquelle le niveau sonore baisse fortement ap-
paraît clairement dans cette gure. Des franges d'interférences sont également visibles.
Ceci illustre le bon fonctionnement de la PE pour la prise en compte des réfractions.
Cependant on voit dans cette même gure que le niveau sonore obtenu au dessus
de la source est très faible. Ceci est dû à l'approximation paraxiale, qui n'est valable
que dans un cône de quelques degrés (environ 15°) partant de la source et allant dans
la direction de propagation. Les prévisions données par la PE sont intrinsèquement
biaisées au delà. Ceci constitue la première limitation à ce modèle (Salomons 2001). Si
la topographie est complexe ou que des obstacles sont présents, ni la diraction au delà
de l'angle limite, ni l'onde rééchie en rétropropagation ne sont bien retranscrites. Dans
les applications courantes de source et récepteur proche d'un sol plan cette limitation
ne présente toutefois pas de problèmes. Une autre diculté des modèles de PE est la
condition initiale. En eet la simulation commence pour r = 0 et un champ (0; z) de
départ doit être donné. La diculté consiste à trouver un équivalent entre ce champ est
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un modèle de source spécique (voir l'annexe G.12 de Salomons 2001). Cette équivalence
peut changer selon le modèle de PE utilisé, et la présence ou non d'un sol à impédance
nie.
En raison de la popularité des modèles de PE, de nombreuses améliorations ont été
proposées par la communauté scientique (Bérengier 2003). Une prise en compte dié-
rente de l'approximation paraxiale aboutit à une équation plus complexe mais permet de
résoudre la propagation sonore dans un cône de 40°. Cette dérivation de l'équation para-
bolique est appelée wide-angle parabolic equation (WAPE, voir Dallois et Blanc-Benon
2001, Ostashev et al. 1997). L'utilisation de la green function parabolic equation (GFPE)
permet de prendre un pas spatial plus grand pour les itérations, rendant ainsi le calcul
plus rapide (Salomons 1998, annexe H de Salomons 2001). Il est également possible de
prendre en compte un sol irrégulier avec le modèle generalized terrain parabolic equation
(GTPE) en eectuant une transformation sur les coordonnées pour prendre en compte
les variations d'altitude du sol (Sack et West 1995, annexe M de Salomons 2001).
La turbulence atmosphérique peut être prise en compte dans les modèles de PE
de diérentes manières. La solution la plus directe consiste à propager le son dans une
réalisation statistique d'un champ turbulent plusieurs fois, puis de déduire les statistiques
de l'onde acoustique à partir de ces tirages. Cette approcheMonte-Carlo est couramment
appliquée (Salomons 2000, Blanc-Benon et al. 2001). L'autre solution possible consiste à
inclure les eets de la turbulence dans les équations de propagation. Diérentes équations
ont ainsi été proposées dans la littérature (Spivack et Uscinski 1988, Wilson et al. 2009,
Cheinet 2012). Un exemple (extrait de Cheinet 2012) de prise en compte de la turbulence
par un modèle de PE pour la propagation du son est donnée dans la gure B.1 (bas).
Dans cette gure, la conguration est identique entre la partie basse et haute. Dans la
partie basse cependant la turbulence est prise en compte. Le niveau sonore dans la zone
d'ombre augmente fortement, car celui-ci est fortement inuencé par la diusion du son
par la turbulence dans les zones proches (voir paragraphe 1.3.3).
L'équation parabolique est donc un modèle complet et rapide. Ce modèle prend en
compte les réfractions atmosphériques, les réexions sur un sol à impédance nie, les
variations de terrain, ou encore la turbulence atmosphérique. Il est cependant limité
à une propagation uniaxiale (pas de rétropropagation), et la limitation angulaire vient
également restreindre les domaines d'applications des méthodes PE. En particulier la
diraction est mal prise en compte pour de forts angles et nous montrons dans le chapitre
4 (paragraphe 4.5.1) que l'eet diusif de la turbulence est également impacté par cette
limitation angulaire.
Le modèle Transmission Line Matrix
Un dernier modèle de propagation est maintenant présenté : le modèle Transmission
Line Matrix (TLM). Il a été tout d'abord proposé pour l'électromagnétisme par Johns
et Beurle (1971) puis appliqué pour la propagation extérieure par Saleh et Blancheld
(1990). Ce modèle est encore en développement actif et depuis lors de nombreuses études
théoriques concernant la TLM sont menées (Dutilleux et Kristiansen 2003).
Le modèle TLM propose une approche originale de la propagation sonore. Il repose
sur le principe de Huygens : la propagation de proche en proche. Ce principe est mo-
délisé dans la TLM par des noeuds se transmettant des impulsions sonores à travers
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Figure B.2  Schéma de principe de la méthode TLM (a) en 2D et (b) en 3D. Le point
est un noeud de pression et les segments représentent les lignes de transmission (avec
les noeuds voisins, ou de dissipation/célérité). Figure extraite de Guillaume (2009).
des lignes de transmission. Ceci est illustré en gure B.2, extraite de Guillaume (2009),
dans laquelle un noeud de pression et ses lignes de transmission sont présentés (en 2D
et 3D). Dans le cas 2D, les segments numérotés 1 à 4 sont les lignes de transmission
avec les noeuds voisins, le segment 5 est une ligne de transmission spéciale permettant
d'appliquer une célérité équivalente diérente, et le segment 6 est une ligne de transmis-
sion permettant, par évacuation de l'énergie, de modéliser l'absorption atmosphérique.
Contrairement aux modèles présentés précédemment, la TLM est une méthode tempo-
relle, ce qui a l'avantage de permettre la propagation de signaux acoustiques quelconques
de manière naturelle.
Ce modèle part d'un principe physique alors que d'autres modèles comme l'équation
parabolique partent d'un jeu d'équations donné. Les équations de la TLM sont choi-
sies soigneusement an d'être équivalentes aux équations génériques de propagation des
ondes dans le cas homogène sans obstacles (Hofmann et Heutschi 2007, Guillaume 2009,
Aumond 2011). La célérité des ondes est directement déterminée par le rapport l=t
(en 2D, c0 = 2 1=2l=t), avec l le pas spatial du maillage et t le pas temporel.
En principe, une seule vitesse de propagation est alors possible au sein d'une simulation
TLM. De plus, comme l'onde qui se propage le long d'une ligne de transmission doit
être considérée comme plane, le rapport =l (où  est la longueur d'onde de la source)
doit être susamment grand an que le son se déplace à la même vitesse dans chaque
direction. Un rapport supérieur à 10 est nécessaire (Johns et Beurle 1971). Pour modé-
liser des variations de température, qui induisent des variations de célérité, une ligne de
transmission spéciale supplémentaire est ajoutée (segment 5 dans le cas 2D de la gure
B.2) (Hofmann et Heutschi 2007). Les variations de vent induisent des variations de
célérité équivalente qui dièrent selon la direction de propagation des ondes (Guillaume
et al. 2008). Ceci est modélisé dans la TLM en estimant à chaque pas de temps la di-
rection de propagation et modiant en conséquence les caractéristiques de la ligne de
transmission spéciale.
Les conditions aux limites de réexion avec un coecient de réexion donné s'im-
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plémentent directement dans le modèle TLM. Ces conditions modélisent une surface
parfaitement rééchissante (si le coecient est 1) et dans une certaine mesure un sol à
impédance nie. Pour modéliser plus ecacement une impédance nie, il est possible
d'ajouter un matériau poreux dans lequel les équations de propagation sont explicite-
ment calculées (Kristiansen et Jezzine 2000). Guillaume et al. (2011) proposent une
formulation alternative basée sur une expression dans le domaine temporel de l'impé-
dance. Un seul noeud supplémentaire est alors nécessaire, sur lequel un calcul spécique
récursif est eectué. Des conditions aux limites d'absorption, utiles pour modéliser un
champ libre (sans réexion), peuvent également être implémentées par un noeud parti-
culier aux frontières du domaine. En pratique cependant, l'absorption varie selon l'angle
d'incidence, et il est alors nécessaire de précéder la frontière par un matériau absorbant
dont le coecient d'absorption augmente progressivement. Selon Hofmann et Heutschi
(2007) l'épaisseur de ces matériaux doit être d'environ 500 mailles pour absorber e-
cacement. D'autres solutions, basées sur les couches PML (voir chapitre 2, paragraphe
2.2.7), sont prometteuses pour une absorption plus ecace (De Cogan et al. 2005).
La méthode TLM a été employée pour la propagation acoustique dans des scénarios
divers. El-Masri et al. (1996) l'emploient pour la propagation dans un conduit vocal.
Les propriétés acoustiques de matériaux absorbants multicouches sont étudiées avec une
méthode TLM par Lee et Wang (2006). Des applications pour l'acoustique des salles
ont été proposées (Kagawa et al. 1999) ainsi que pour la propagation en milieu urbain
(Kristiansen et al. 2000). La propagation en milieu inhomogène a été étudiée par une
méthode TLM par Dutilleux (2007) et Aumond (2010). Enn, la TLM a été utilisée par
Tsuchiya (2006) pour reproduire l'absorption atmosphérique.
La modèle TLM est donc un modèle basé sur le principe physique de Huygens.
Bien que cela rende le modèle intuitif, il est plus dicile d'établir un lien rigoureux
avec les équations de propagation générales et les phénomènes physiques subis par le
son lors de sa propagation dans l'air. Ceci dit, la TLM a démontré ses capacités à
reproduire des phénomènes tels que la dispersion géométrique, les réexions sur les
surfaces parfaitement rééchissantes et à impédance nie, ou encore la propagation en
atmosphère inhomogène. Son autre avantage est d'être une méthode temporelle.
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Temps de calculs et rendement de la
parallélisation pour le code ITM
Cette annexe propose des données complémentaires sur les temps de calculs du code
ITM pour quelques simulations présentées dans le mémoire, ainsi qu'une analyse du
rendement de la parallélisation implémentée dans ce code numérique.
An de fournir des temps de calcul comparables entre eux, un scénario de référence
est choisi et est simulé par les diérentes versions du code sur une même architecture :
un cluster de calcul composé de plusieurs noeuds de 8 processeurs chacun. Le scénario
choisi est une source en champ libre, dans un domaine 12001200 mailles, et la durée de
la simulation est de 500 itérations temporelles. Les diérentes versions du code testées
sont :
 s(1.2) : une version du code disponible en début de thèse (version 1.2), scalaire.
 s(2.2) : la version la plus récente du code (version 2.2), en mode scalaire.
 omp(n) : la version la plus récente du code, avec la parallélisation OpenMP activée
pour n processeurs.
 h(nx  ny) : la version la plus récente du code, avec les parallélisations OpenMP
et MPI activées (code hybride). La parallélisation MPI se fait sur la matrice de
noeuds nx  ny, et la parallélisation OpenMP utilise les 8 processeurs de chaque
noeud.
Le temps de calcul obtenu pour la version du code en début de thèse, s(1.2), est choisi
comme valeur de référence Tref . Le facteur d'accélération A d'une version du code peut
être déni par le rapport entre le temps de calcul de référence et le temps de calcul
obtenu T pour cette version du code.
A = TrefT (C.1)
Il donne une idée du gain en vitesse de calcul obtenu par les diérentes optimisations et
parallélisations.
Les temps de calculs et facteurs d'accélération obtenus sont présentés en gure C.1.
Les diérentes optimisations du code, entre autres la gestion de la mémoire et l'ordre des
boucles de calcul, ont permis un gain en vitesse de calcul d'un facteur 3.4. L'utilisation
de la parallélisation OpenMP sur 8 processeurs ajoute un gain supplémentaire d'environ
4.7 ce qui mène à un gain total d'un facteur 16.14. Le gain supplémentaire obtenu par
la parallélisation OpenMP n'est pas la valeur maximale théorique de 8 en raison des
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Figure C.1  Temps de calcul (histogramme et axe bleus) et facteur d'accélération
(histogramme et axe rouges) obtenus avec les diérentes versions du code ITM pour la
simulation de référence.
instructions supplémentaires liées à la gestion des diérents processeurs, et aux parties
scalaires du code. La parallélisation MPI est très ecace et apporte presque un facteur
d'accélération supplémentaire égal au nombre de noeuds utilisés. Ainsi lorsque 32 noeuds
sont utilisés (matrice 48) le gain supplémentaire est de 31. Dans ce cas là, le facteur
d'accélération total est d'environ 502. La simulation qui nécessitait presque 1h en début
de thèse peut alors être eectuée en moins de 7 secondes.
Le tableau C.1 donne les temps de calculs pour quelques simulations réalisées pendant
la thèse. Les améliorations successives du code ont été motivées par le temps de calcul
croissant au long de la thèse. En particulier, la simulation de la propagation sonore sur
le terrain de l'ISL n'était pas faisable par le code initial car le temps de calcul peut être
estimé à presque deux ans, alors qu'avec les diérentes parallélisations et optimisations
ce temps a été réduit à moins de 3 jours. Cela justie l'investissement apporté à ces
aspects pendant la thèse.
Un dernier point intéressant à aborder dans cette annexe est le rendement R des
parallélisations implémentées dans le code ITM. On peut dénir ce rendement par le
rapport entre le facteur d'accélération observé et le facteur d'accélération théorique
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Scénario Taille Temps de calcul
s(1.2) utilisé h(48)
Sol et barrière 1080520 70 min 70 min 8 sec
(paragraphe 2.3.4) 1500 it [s(1.2)]
Diusion par turbulence localisée 24002400 27 h 100 min 3 min
(chapitre 3) 3500 it [omp(8)]
Turbulence en vent, 50Hz et 300Hz 50001000 3.5 j 5 h 10 min
(chapitre 5) 12000 it [omp(8)]
Turbulence en vent, 600Hz 100002000 27 j 40 h 80 min
(chapitre 5) 24000 it [omp(8)]
Coin de mur (2D) 12001200 10 h 10 min 70 sec
(section 6.4) 5000 it [h(22)]
Coin de mur (3D) 12001200200 105 j 42 h 5.5 h
(section 6.4) 5000 it [h(22)]
Terrain de l'ISL 1100012800 1.9 A 2.7 j 34 h
(section 6.5) 100000 it [h(44)]
Tableau C.1  Temps de calculs nécessaires aux simulations réalisées pendant la
thèse. La quatrième colonne indique la version du code utilisée pour la simulation et le
temps de calcul associé. Les troisième et cinquième colonnes indiquent le temps de
calcul pour le code le plus lent s(1.2) et le plus rapide h(48).
maximal.
R(n) =
A(n)
nA(1) (C.2)
où A(n) est le facteur d'accélération observé lorsque n processeurs (ou noeuds pour le
standard MPI) sont utilisés. Le rendement, inférieur ou égal à 1, dépend de l'implémen-
tation de la parallélisation ainsi que de la fraction de code non parallélisé. Plus R est
grand plus la parallélisation est ecace et le code rapide. La grandeur 1   R donne
la proportion de calcul processeur non utilisé pour le calcul numérique, perdu dans la
gestion des multiples processus ou sous forme d'attente dans les parties séquentielles ou
de passage mémoire. La gure C.2 donne ce rendement pour les deux parallélisations
implémentées dans le code ITM.
Le rendement de la parallélisation OpenMP diminue avec le nombre de processeurs
utilisés et vaut environ 0.68 lorsque 8 processeurs sont utilisés. Ces résultats indiquent
que l'implémentation du standard OpenMP peut sans doute encore être optimisée, an
d'élever cette valeur. Une explication possible au fait que le rendement ne soit pas plus
proche de 1 est que les boucles parallèles ne sont présentes qu'au niveau des boucles
de calcul sur chaque étape Runge-Kutta, et sont donc régulièrement quittées pour des
parties séquentielles. La diminution du rendement avec le nombre de processeurs peut
de son côté être expliquée par le fait que la taille des sous-domaines de calculs traités
par chaque processeur diminue avec leur nombre, ce qui diminue le temps passé dans les
boucles parallèles alors que le temps passé dans le code séquentiel reste constant.
Le rendement de la parallélisation MPI a une allure plus constante en fonction du
nombre de noeuds utilisés et uctue autour de la valeur élevée de 0.9. Dans le cas MPI,
l'exécution du code est complètement parallèle et les baisses de rendement ne peuvent
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1 2 3 4 5 6 7 8
0
0.2
0.4
0.6
0.8
1
1.2
Nombre de processeurs
(a)
1.00
0.95
0.90
0.81 0.80
0.76
0.71
0.68
1 2 3 4 5 6 8 9 10 12 16 24 32
0
0.2
0.4
0.6
0.8
1
1.2
Nombre de noeuds
(b)
1.00
0.85
0.82
0.88
0.85
0.93
0.90
0.93
0.88
0.93
0.970.96
0.93
Figure C.2  Rendement des parallélisations implémentées dans le code ITM.
(a) Rendement du standard OpenMP en fonction du nombre de processeurs.
(b) Rendement du standard MPI en fonction du nombre de noeuds.
être expliquées que par le temps alloué au passage de mémoire entre noeuds. Comme ce
temps est faible en raison des petits volumes de mémoires nécessaires et de la rapidité
de transfert, l'implémentation MPI est très ecace et semble alors particulièrement
adaptée au code ITM.
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Annexe D
Intégration analytique de l'onde
diusée dans le cas d'une perturbation
circulaire uniforme
L'objectif de cette annexe est d'intégrer analytiquement l'équation (3.11) :
p1(~r) =  
ZZ
S

k2
T1
T0
p0 + ck
2q1p0   ~rT1
T0
 ~rp0 + ~rq1  ~rp0

G(~r; !r0 )d !r0 (D.1)
pour obtenir l'équation (3.12) :
p1(~r) =
k2
4
r
2
kr
eikr i
3
4 

1  2 sin2 
2

TF

T1
T0

( ~K)
+

c + 2 sin
2 
2

TF[q1]( ~K)
 (D.2)
Pour cela, il faut remplacer p0 par son expression, en considérant que cette onde exci-
tatrice est d'amplitude 1 :
p0(
 !r0 ) = exp(ik !mi   !r0 ) (D.3)
Le gradient de p0 est alors :
~rp0( !r0 ) = ik !mi exp(ik !mi   !r0 ) (D.4)
Il faut également utiliser l'expression de G, équation (3.7), approximée en champ lointain
(Abramowitz et Stegun 1961, Candel 1979) :
G(~r; !r0 ) = i
4
H
(1)
0 (kk~r   !r0k) '
i
4
s
2
kk~r   !r0k exp

ikk~r   !r0k   i
4

(D.5)
Toujours dans le cadre de l'approximation en champ lointain, comme r0  r, il est pos-
sible de remplacer k~r  !r0k par r dans la racine carrée. En revanche cette approximation
est trop grossière pour pouvoir être faite dans l'exponentielle complexe. Une approxima-
tion plus correcte et classique (Fraunhofer) consiste à prendre les deux premiers termes
de la décomposition en série (k~r  !r0k ' r  ~m  !r0 ). La fonction de Green devient ainsi :
G(~r; !r0 ) ' i
4
r
2
kr
exp

ikr   ik ~m   !r0   i
4

(D.6)
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En injectant (D.3), (D.4) et (D.6) dans (D.1), introduisant le nombre d'onde diracté
~K = k(~m    !mi), factorisant les exponentielles et sortant de l'intégrale les termes
constants, il vient :
p1(~r) =   i
4
r
2
kr
exp

ikr   i
4


ZZ
S

k2
T1
T0
e i
~K !r0
+ ck
2q1e
 i ~K !r0   ik !mi  ~rT1
T0
e i
~K !r0 + ik
 !mi  ~rq1e i ~K !r0

d !r0
(D.7)
On remarque dans l'équation précédente la présence de transformées de Fourier bidi-
mentionnelles :
TF[X]( ~K) =
ZZ
R2
Xe i
~K !r0d !r0 (D.8)
L'intégration sur S peut porter sur R2 car les diérents termes de l'intégrale sont nuls
en dehors du domaine uctuant. Réécrivons l'équation (D.7) en prenant en compte ces
transformées de Fourier :
p1(~r) =  ik
2
4
r
2
kr
exp

ikr   i
4



TF

T1
T0

( ~K)
+ cTF[q1]( ~K)  i
k
TF

 !mi  ~rT1
T0

( ~K) + 
i
k
TF
h !mi  ~rq1i( ~K) (D.9)
Il sut à présent d'utiliser une propriété de la transformée de Fourier 2D (formule de
dérivation selon un vecteur ~a) :
TF[~a  ~rX]( ~K) = i~a  ~KTF[X]( ~K) (D.10)
pour pouvoir factoriser par les transformées de Fourier de T1=T0 et q1 :
p1(~r) =  ik
2
4
r
2
kr
eikr i

4 
" 
1 +
 !mi  ~K
k
!
TF

T1
T0

( ~K)
+
 
c   
 !mi  ~K
k
!
TF[q1]( ~K)
# (D.11)
Enn pour terminer ce développement analytique, il faut utiliser
 !mi  ~K
k
=  2 sin2


2

(D.12)
et  ie i=4 = e i3=4 pour obtenir l'équation désirée (3.12).
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Annexe E
Calcul de la transformée de Fourier
d'un disque de rayon R
Dans cette annexe, l'objectif est d'obtenir une expression analytique de la transfor-
mée de Fourier d'un disque de rayon R. En prenant la notation DR pour la fonction
caractéristique d'un disque de rayon R, voir équation (3.13), et TF pour la transformée
de Fourier 2D, voir équation (D.8), il s'agit de calculer :
TF[DR]( ~K) =
ZZ
DR
exp( i ~K   !r0 )d !r0 (E.1)
Pour cela il faut passer en coordonnées polaires :
TF[DR]( ~K) =
Z 2
0
d
Z R
0
r0 exp( i ~K   !r0 )dr0 (E.2)
En prenant  !r0 = r0(cos !mi + sin !mt) et ~K = K(cos !mi + sin !mt), où  !mt est
perpendiculaire à  !mi dans le sens direct ( !mi^ !mt = 1), et  est l'angle que ~K forme par
rapport à  !mi on trouve :
~K   !r0 = Kr0(cos cos+ sin sin) (E.3)
Ce qui donne en utilisant des relations trigonométriques :
~K   !r0 = Kr0 cos(  ) (E.4)
En injectant cette relation dans (E.2), eectuant le changement de variable ' =  +,
notant la 2-périodicité, et utilisant la parité du cosinus il vient :
TF[DR]( ~K) = 2
Z 
0
d'
Z R
0
r0e
iKr0 cos'dr0 (E.5)
Or on trouve ici une des expressions de la fonction de Bessel (Abramowitz et Stegun
1961) :
J0(z) =
1

Z 
0
eiz cos d (E.6)
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ce qui donne, en intégrant sur ' :
TF[DR]( ~K) = 2
Z R
0
r0J0(Kr0)dr0 (E.7)
Une autre propriété des fonctions de Bessel est que :
@
@z
(zJ1(z)) = zJ0(z) (E.8)
ce qui constitue une primitive de l'intégrale dans l'équation (E.7) et permet d'aboutir
au résultat nal :
TF[DR]( ~K) = 2R
2J1(KR)
KR
(E.9)
où J1 est la fonction de Bessel d'ordre 1.
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Annexe F
Calcul du domaine d'existence et de
l'expression analytique de l'angle
d'interférence du second mécanisme de
directivité de l'onde diusée
L'objectif de cette annexe est de déterminer le domaine d'existence ainsi que l'expres-
sion analytique de l'angle d'interférence du second mécanisme de directivité de l'onde
diusée (2). En d'autres termes il faut résoudre (en 2) l'équation :
D2

T1
T0
; q1; 2

=

1  2 sin2 2
2

T1
T0
+

c + 2 sin
2 2
2

q1 = 0 (F.1)
Supposons dans un premier temps que 2 existe. Notons  = q1=(T1=T0) le rapport de
uctuation entre humidité et température, on tombe rapidement sur la relation :
2 = 2 sin
 1
s
1
2

1 + c
1  

(F.2)
Le principal problème consiste à déterminer l'ensemble des  tels que 2 existe. Compte
tenu de l'équation (F.2), les deux conditions sont : le terme dans la racine doit être
positif, et le terme dans le sinus inverse soit être de valeur absolue inférieure ou égale à
1. Mathématiquement ceci donne :(
(1 + c)(1  )  0
j1 + cj=j1  j  2
(F.3)
La première condition mêne (compte tenu des valeurs des paramètres) à :
 2 R 

  1
c
;
1


(F.4)
Il y a alors deux intervalles possibles pour . Première possibilité,    1=c. Alors
1 + c  0 et la seconde condition devient alors :
j1  j  ( 1=2)(1 + c) (F.5)
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ce qui mène à :
  1
2 + c
ou   3
2   c (F.6)
Compte tenu des valeurs des paramètres cette condition est remplie dans la première
possibilité. La seconde possibilité de l'équation (F.4) est que   1=. Alors  1  0
et la seconde condition devient alors :
j1 + cj  2(1  ) (F.7)
ce qui mène à :
  3
2   c et  
1
2 + c
(F.8)
Toujours en raison des valeurs des paramètres, ceci revient à restreindre encore davantage
le domaine d'exitence de 2. En eet :
3
2   c <
1

<
1
2 + c
(F.9)
Finalement l'angle 2 n'existe que si :
 2 R 

  1
c
;
1
2 + c

(F.10)
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Annexe G
Calcul de l'expression analytique dans
le cadre de l'approximation de Born
pour la diusion par un vortex
Ici l'objectif est d'obtenir l'expression analytique dans le cadre de l'approximation de
Born pour la diusion par un vortex. Pour de telles uctuations atmosphériques q1 = 0
et T1 = 0. En utilisant le terme source aux faibles uctuations SF il vient :
p1(~r) = k
2 e
ikr+i=4
p
2kr

1  2 sin2 
2

TF
" !mi  ~V
c0
#
( ~K) (G.1)
où ~K est le nombre d'onde diusé. La diculté réside dans le calcul de la transformée
de Fourier. Comme  !mi  ~V =  V sin  où V est donné par l'équation (3.26), cela revient
à calculer :
TF
" !mi  ~V
c0
#
( ~K) =  
ZZ
R2
M sin 
r
R
exp

1  r2=R2
2

exp( i ~K  ~r)d~r (G.2)
En passant en coordonnées polaires, simpliant les termes et sortant les termes constants
des intégrales il vient :
TF
" !mi  ~V
c0
#
( ~K) =  
p
eM
R
Z +1
0
r2e r
2=(2R2)
Z 2
0
sin  exp( i ~K  ~r)d

dr (G.3)
Soit  l'angle formé entre ~K et  !mi. Le produit scalaire ~K  ~r vaut alors Kr cos(   ).
Pour calculer le terme entre parenthèses dans l'équation (G.3), qui sera appelé C1, il
faut introduire une seconde intégrale C2 :
C2 =
Z 2
0
sin(   2) exp( iKr cos(   ))d (G.4)
et calculer la somme C1 + C2 et la diérence C1   C2 pour en déduire C1. Il vient :8>><>>:
C1 + C2 =
Z 2
0
(sin  + sin(   2)) exp( iKr cos(   ))d
C1   C2 =
Z 2
0
(sin    sin(   2)) exp( iKr cos(   ))d
(G.5)
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Ce qui donne après utilisation d'identités trigonométriques :8>><>>:
C1 + C2 = 2 cos()
Z 2
0
sin(   ) exp( iKr cos(   ))d
C1   C2 = 2 sin()
Z 2
0
cos(   ) exp( iKr cos(   ))d
(G.6)
Le calcul de la somme se fait en utilisant la primitive de l'intégrale. En ce qui concerne
la diérence, il faut commencer par changer la forme de l'intégrale, en eectuant le
changement de variable  =    , notant la 2-périodicité et utilisant la parité du
cosinus : 8>><>>:
C1 + C2 =
2 cos()
iKr

e iKr cos( )
2
0
C1   C2 = 4 sin()
Z 
0
cos exp( iKr cos)d
(G.7)
La somme donne zéro car la primitive est 2-périodique. Pour le calcul de la diérence,
il faut utiliser la relation (Abramowitz et Stegun 1964) :
J1(z) =
i

Z 
0
coseiz cosd (G.8)
Ainsi : (
C1 + C2 = 0
C1   C2 = 4i sin()J1(Kr)
(G.9)
Ce qui implique :
C1 = 2i sin()J1(Kr) (G.10)
Une fois ceci injecté dans (G.3) il vient :
TF
" !mi  ~V
c0
#
( ~K) =  2i
p
eM sin()
R
Z +1
0
r2e r
2=(2R2)J1(Kr)dr (G.11)
Une solution à cette autre intégrale se trouve dans la littérature (Abramowitz et Stegun
1964) : Z +1
0
t+1e a
2t2J(bt)dt =
b
(2a2)+1
exp

  b
2
4a2

(G.12)
Avec  = 1, a2 = 1=(2R2) et b = K, on peut injecter cette solution ce qui donne :
TF
" !mi  ~V
c0
#
( ~K) =  2ipeMKR3 sin() exp

 1
2
K2R2

(G.13)
On peut donner l'expression de sin(), en prenant la notation  !mt de l'annexe E :
sin() =
~K   !mt
K
=
k((cos    1) !mi + sin  !mt)   !mt
K
=
k sin 
K
(G.14)
Ainsi :
TF
" !mi  ~V
c0
#
( ~K) =  2ipekMR3 sin  exp

 1
2
K2R2

(G.15)
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Et nalement :
p1(~r) = 2M(kR)
3eikr 3i=4
r

2kr

1  2 sin2 
2

sin() exp

1 K2R2
2

(G.16)
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Annexe H
Développement théorique de T61 dans
le cas bidimensionnel
L'objectif de cette annexe est de présenter le développement mathématique de T61
pour la uctuation d'une onde plane acoustique en présence de turbulence globale. Le
point de départ est l'équivalent 2D de l'équation (4.19) et nous voulons obtenir le jeu
d'équations (4.23). Les diérentes approximations seront mises en évidence en italique.
L'approximation de Rytov en 2D dans la conguration de la section 4.4 donne :
 1(~r) =
k2i
2
ZZ
R2
H
(1)
0 (kk~r   !r0k)n( !r0 )eik(
 !r0 ~r) !mid !r0 (H.1)
où H(1)0 est la fonction de Hankel d'ordre zéro qui vient de la fonction de Green 2D har-
monique (voir équation 3.7). En remplaçant la fonction de Hankel par son approximation
champ lointain (voir équation D.5), et utilisant l'approximation paraxiale :
k~r   !r0k = jx  x0j+ (z   z0)
2
2jx  x0j (H.2)
avec ~r = (x; z) et  !r0 = (x0; z0), nous obtenons l'expression :
 1(~r) =
r
k3
2
e
i
4
ZZ
R2
ik(z z0)2
2jx x0j + ikjx  x0j+ ik(x0   x)pjx  x0j n( !r0 )d !r0 (H.3)
Si l'intégration dans l'axe X est limitée entre 0 et L (nouveau domaine noté 	), il vient :
 1(~r) =
r
k3
2
e
i
4
ZZ
	
ik(z z0)2
2(x x0)p
x  x0n(
 !r0 )d !r0 (H.4)
Il faut ensuite passer dans l'espace spectral transverse. Par dénition :8>>><>>>:
~ 1(x; kz) =
Z +1
 1
 1(x; z)e
 izkzdz
~n(x0; kz) =
Z +1
 1
n(x0; z0)e
 iz0kzdz0
(H.5)
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Injectons (H.4) dans l'équation du haut de (H.5). Il vient :
~ 1(x; kz) =
Z +1
 1
24r k3
2
e
i
4
ZZ
	
ik(z z0)2
2(x x0)p
x  x0n(x0; z0)dx0dz0
35 e izkzdz (H.6)
Ce qui donne :
~ 1(x; kz) =
r
k3
2
e
i
4
ZZ
	
n(x0; z0)p
x  x0
Z +1
 1
e
ik(z z0)2
2(x x0) e izkzdz

dx0dz0 (H.7)
Notons  le terme entre crochets dans (H.7) et  = k=(2(x x0)). Il est possible de mettre
en évidence une transformée de Fourier par changement de variable dans l'intégration :
 =
Z +1
 1
ei(z z0)
2
e izkzdz =
z z z0
e iz0kz
Z +1
 1
eiz
2
e izkzdz
= e iz0kzTF
h
z 7! eiz2
i
(kz)
(H.8)
Cette transformée de Fourier est résolue dans la littérature (Gradshteyn et Ryzkik 2007,
leurs équations 17.23.16 et 17.23.17) :
TF
h
z 7! eiz2
i
(kz) =
r


exp

i

4
  i k
2
z
4

(H.9)
Soit :
 =
r
2(x  x0)
k
exp

i

4
  ik
2
z(x  x0)
2k

e iz0kz (H.10)
En réinjectant ceci dans (H.7), nous avons :
~ 1(x; kz) = ki
ZZ
	
n(x0; z0) exp

 ik
2
z(x  x0)
2k

e iz0kzdx0dz0 (H.11)
En réarrangeant les intégrales de la manière suivante,
~ 1(x; kz) = ki
Z x
0
exp

 ik
2
z(x  x0)
2k
Z +1
 1
n(x0; z0)e
 iz0kzdz0

dx0 (H.12)
on retourve entre crochets l'expression de ~n. Donc :
~ 1(x; kz) = ki
Z x
0
~n(x0; kz) exp

 ik
2
z(x  x0)
2k

dx0 (H.13)
Cette expression est donnée par Ostashev et Wilson (2001, leur équation A14). Soit 
et  les parties réelles et imaginaires de  1. Pour simplier l'écriture de la suite, nous
prenons les notations :
X1 =  ; X2 =  ; sc1() = sin() ; sc2() = cos() (H.14)
Et L sera repris comme distance de propagation à la place de x. Ainsi :
~Xj(L; kz) = k
Z L
0
~n(x0; kz)scj

k2z(L  x0)
2k

dx0 (H.15)
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Calculons maintenant les corrélations transverses :
Rj(L; z1; z2) = hXj(L; z1)Xj(L; z2)i
=
Z +1
 1
~Xj(L; kz)e
iz1kzdkz 
Z +1
 1
~Xj(L; kz)e
iz2kzdkz

=
Z +1
 1
dkz1
Z +1
 1
~Xj(L; kz1)e
iz1kz1 ~Xj(L; kz2)e
iz2kz2dkz2
 (H.16)
Injectons (H.15) :
Rj(L; z1; z2) =
Z +1
 1
dkz1
Z +1
 1

k
Z L
0
~n(x0; kz1)scj

k2z1(L  x0)
2k

dx0


k
Z L
0
~n(x0; kz2)scj

k2z2(L  x0)
2k

dx0

eiz1kz1eiz2kz2dkz2
 (H.17)
Ce qui donne :
Rj(L; z1; z2) =k
2
Z +1
 1
dkz1
Z +1
 1
dkz2
Z L
0
dx1
Z L
0
scj

k2z1(L  x1)
2k

scj

k2z2(L  x2)
2k

h~n(x1; kz1)~n(x2; kz2)i eiz1kz1eiz2kz2dx2
(H.18)
A présent l'approximation de Markov (Tatarski 1961, 1971) permet d'écrire :
h~n(x1; kz1)~n(x2; kz2)i = 2x1 x2kz1+kz2n(x1; kz1) (H.19)
où  est la fonction de Dirac. Ainsi :
Rj(L; z1; z2) = 2k
2
Z +1
 1
dkz
Z L
0
sc2j

k2z(L  x0)
2k

n(x0; kz)e
ikz(z1 z2)dx0 (H.20)
Seul l'écart transverse z = z1   z2 entre en jeu dans cette équation. En intégrant cette
variable :
Rj(L; z) = 2k
2
Z +1
 1
dkz
Z L
0
sc2j

k2z(L  x0)
2k

n(x0; kz)e
ikzzdx0 (H.21)
Le produit des termes en kz de l'intégrale a une partie réelle paire et une partie imaginaire
impaire donc on peut réduire l'intégrale en kz à la partie positive en annulant la partie
imaginaire et doublant la partie paire :
Rj(L; z) = 4k
2
Z 1
0
dkz
Z L
0
sc2j

k2z(L  x0)
2k

n(x0; kz) cos(kzz)dx0 (H.22)
Cette équation correspond aux deux premières équations de (4.23). L'expression donnée
par T61 pour la corrélation transverse ne dépend pas du nombre de dimensions. Concer-
nant la moyenne de la pression complexe, le facteur de décroissance exponentielle  est
déni dans T61 par la relation :
 =
R1(L; 0) +R1(L; 0)
2L
(H.23)
Les termes en cos(kzz) valent 0, et la somme R1(L; 0) + R1(L; 0) fait apparaître
sin2+cos2 qui vaut 1. Avec une turbulence homogène, l'expression de  est simplement :
 = 2k2
Z 1
0
n(kz)dkz (H.24)
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Les densités spectrales de champs
turbulents 2D
Les densités spectrales de champs turbulents 3D sont bien connues dans la littérature.
La turbulence 2D étant plus rare, les caractéristiques des densités spectrales sont moins
connues. Cette annexe a pour objectif de rassembler et présenter le calcul des densités
spectrales de champs 2D. En particulier, l'objectif est d'aboutir aux relations (4.5) et
(5.3).
Cas d'un champ scalaire
La densité spectrale d'un champ scalaire est dénie dans le cas 3D telle qu'intégrée
en multipliant par la surface d'une sphère de rayon  on obtient la variance (Wilson
1998, son équation 12) : Z 1
0
()42d = 2 (I.1)
Par analogie avec la relation
R1
0
E()d = 2=2 il vient (Wilson 1998) :
() =
E()
22
(I.2)
L'équivalent 2D est déni de la même manière. La diérence se situe au niveau de
l'intégrale de (I.1) où la multiplication se fait sur le périmètre d'un cercle de rayon 
(contre la surface d'une sphère de rayon  en 3D). Ainsi :Z 1
0
()2d = 2 (I.3)
Finalement :
() =
E()

(I.4)
Cas d'un champ vectoriel
Pour le cas vectoriel il faut se référer à un ouvrage de référence (Batchelor 1953).
Dans le cas 3D, selon l'auteur (ses équations 3.4.10, 3.3.5 et 2.4.7), les densités spectrales
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ij d'un champ vectoriel non divergent sont telles que :
ij(~) = A()(ij   ij2) (I.5)
où A() est une fonction à déterminer et ij est le symbole de Kronecher. Le spectre
énergétique Ev du champ vectoriel peut être obtenu à partir des ij (ses équations 3.1.5,
3.1.2) :
Ev() =
1
2
ZZ
(11 + 22 + 33)(~)dS() (I.6)
où l'intégration est réalisée sur la surface d'une sphère de rayon . Cette équation se
simplie en :
Ev() =
1
2
( 22A())(42) =  44A() (I.7)
La densité spectrale peut donc s'écrire en fonction du spectre énergétique uniquement,
ce qui mêne à la relation connue (Wilson 1998, éq. 16) :
ij(~) =
Ev()
44
(ij
2   ij) (I.8)
Le cas 2D présente une simple diérence. L'équation (I.5) reste valide, mais l'intégration
en (I.6) porte sur le périmètre d'un cercle de rayon . Ainsi :
Ev() =
1
2
Z
(11 + 22)(~)dl() =
1
2
( 2A())(2) =  3A() (I.9)
Et nalement :
ij(~) =
Ev()
3
(ij
2   ij) (I.10)
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Description du modèle Multiple Phase
Screens
Dans cette annexe, le modèle Multiple Phase Screens (MPS) est présenté. Ce modèle
est une implémentation ecace de l'équation parabolique (PE) en absence de réfraction
moyenne. Cette méthode contient alors les mêmes limitations fréquentielles que la PE.
Les simulations MPS ont été largement utilisées pour étudier la propagation du son
en milieu aléatoire (par exemple dans Knepp 1983, Macaskill et Ewart 1984, Spivack et
Uscinski 1989, Coles et al. 1995). Les champs acoustiques donnés par les simulations MPS
ont été comparés à d'autres théories, d'autres modèles ou des données expériementales
avec un bon accord. Le modèle MPS est ainsi un modèle avéré.
Ce modèle permet le calcul du champ de pression acoustique par intération pas-à-
pas sur l'axe de propagation. La propagation à travers la turbulence est séparée en deux
processus physiques indépendants. Premièrement, l'atmosphère turbulente est modélisée
par plusieurs écrans séparés par une distance donnée dx. Commes les perturbations
atmosphériques sont supposées petites, les eets de ces écrans sur le son qui les traverse
se résument à un simple changement de phase (d'où le nom phase screens). En supposant
un écran de phase à l'abscisse x, la pression acoustique complexe juste après l'écran de
phase p(x+) est reliée à la pression acoustique complexe juste avant l'écran de phase
p(x ) par la relation :
p(x+; z) = p(x ; z)eikn(x;z)dx (J.1)
où n est l'indice équivalent du milieu, équation (3.10). Le second processus physique est
la propagation entre deux écrans de phase adjacents. Une propagation en champ libre
est considérée (pas de turbulence). La presion acoustique complexe juste avant l'écran de
phase suivant p(x+dx) est obtenue par application du facteur de propagation en champ
libre exp(iK2dx=(2k)) dans l'espace spectral transverse puis du facteur exp( ikdx) dans
l'espace physique (Knepp 1983, Coles et al. 1995) :
p(x+ dx; z) = TF 1

TF[p(x+; z)](K)  exp

iK2dx
2k

(z)  e ikdx (J.2)
où TF[p(x; z)](K) est la transformée de Fourier spatiale transverse de p(x; z) et
TF 1[p(x;K)](z) est la transformée de Fourier spatiale transverse inverse de p(x;K).
Ce second processus physique provoque des uctuations en amplitude qui découlent
des uctuations en phase. La méthode MPS consiste donc en l'application successive
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des équations (J.1) au niveau des écrans de phase, et (J.2) pour atteindre l'écran de
phase suivant. Cette méthode est inconditionnellement stable, consistante, et conver-
gente (Jenu et Bebbington 1994).
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