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KÄSITELUETTELO 
 
 
10 GigabitEthernet Käytetään kuvaamaan kaapeleita tai laitteita, jotka ky
 kenevät 10Gbit/s siirtonopeuteen. 
ARP Address Resolution Protocol, on protokolla, jota käyte
 tään Ethernet-verkoissa muuttamaan IP-osoite MAC-
 soitteeksi. 
BPDU Bridge Protocol Data Unit, kehys, joka sisältää tietoa  
 TP protokollasta. 
FastEthernet Käytetään kuvaamaan kaapeleita tai laitteita, jotka ky-
 kenevät 100Mbit/s siirtonopeuteen. 
Full-mesh  Mesh-topologia, jossa jokainen laite on liitettynä suo
 raan toisiinsa.  
GigabitEthernet Käytetään kuvaamaan kaapeleita tai laitteita, jotka ky-
 kenevät 1Gbit/s siirtonopeuteen. 
ICMP Internet Control Message Protocol, kontrolliproto-
 kolla, jolla voidaan lähettää viestejä nopeasti koneelta 
 toiselle. 
IP-osoite Internet Protocol address, eli internet protokollaosoite, 
 on  numeroin esitetty 32-bittinen numerosarja, joka on 
 jaettu neljään 8-bitin osaan (IPv4). IP-osoite koostuu 
 verkko- ja laiteosoitteesta, joilla määritel lään jokaiselle 
 saman IP-verkon laitteelle oma yksilöllinen tunniste.  
Keep-alive  Viesti, joita laite lähettää toiselle, tarkistamaan onko 
 niiden välinen yhteys toiminnassa. 
Keskitin Verkon aktiivilaite, joka välittää sille saapuvan paketin 
 eteenpäin kaikkiin sen ulospäin osoittaviin portteihin, 
 muuntamatta pakettia millään lailla. 
LAN Local Area Network, eli lähiverkko 
MAC-osoite Media Access Control address, jokaisen verkkolaitteen 
 yksilöivä tunnus verkoissa. 
Multicast Tietoverkoissa ryhmälähetys, jossa viesti lähetetään 
 usealle vastaanottajalle samanaikaisesti. 
Ping Tietoverkoissa ohjelma, jota käytetään testaamaan yh-
 teyksiä. 
WAN Wide Area Network, laajaverkko, joka kattaa maantie- 
 teellisesti suuria alueita. Laajaverkko yhdistää useita  
 maantieteellisesti erillään olevia lähiverkkoja yhdeksi 
 isoksi verkoksi. 
VLAN  Virtual LAN, virtuaalilähiverkko, tekniikka, jolla lähi-
 verkko voidaan jakaa segmentteihin riippumatta niiden 
 sijainnista. 
VPN Virtual Private Network, eli virtuaalinen erillisverkko, 
 jolla kaksi tai useampaa verkkoa voidaan yhdistää in-
 ternetin läpi.  
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1  JOHDANTO 
Yritysten ja organisaatioiden verkot voivat nykyään koostua jopa sadoista eri ver-
kon aktiivilaitteista ja voivat olla hyvinkin suuria ja monimutkaisia kokonaisuuk-
sia. Yleensä verkot koostuvat aluksi vain muutamista verkkolaitteista ja yhdestä 
lähiverkosta, jotka laajentuvat ajan mittaan yritysten tai organisaatioiden tarpeiden 
mukaan. Tästä syystä on tärkeää, että verkot alun perin suunnitellaan siten, että 
verkon ominaisuuksia ja toimintoja on mahdollista laajentaa tulevaisuudessa. 
Tietoverkot ovat nykyään osa lähes jokaisen yrityksen ja organisaation toimintaa. 
Kun uusi yritys tai organisaatio aloittaa toiminnan, on tärkeää selvittää, millaisia 
palveluita halutaan käyttää ja sen perusteella suunnitella tietoverkko, joka vastaa 
heidän tarpeitaan. Tietoverkkoja suunniteltaessa on otettava huomioon monia eri 
asioita, kuten verkon koko, laajennettavuus, luotettavuus ja suorituskyky.  
Yrityksien ja organisaatioiden liiketoiminnan harjoittamiseen käytettävien tieto-
verkkojen täytyy olla aina saatavilla. Täysin katkottomia tietoverkkoja on kuiten-
kin mahdoton luoda. Liiketoiminnan häiriintymisen estämiseksi onkin erityisen 
tärkeää käyttää hyväksi menetelmiä, joiden avulla katkoksien kestot voidaan mi-
nimoida verkon jokaisella eri tasolla. 
Tutkimusongelmat  
Tutkimusongelmana työssä on selvittää, miten yritysten ja organisaatioiden lähi-
verkot tulisi suunnitella oikeaoppisesti, tulevaisuutta silmälläpitäen. Lisäksi halu-
taan selvittää, mitä menetelmiä voidaan käyttää lähiverkkojen vikasietoisuuden 
lisäämiseksi, sekä miten nämä toimivat.  
Opinnäytetyön tavoitteet  
Tämän opinnäytetyön tarkoituksena on käydä läpi lähiverkon suunnittelussa huo-
mioon otettavat asiat ja verkkojen vikasietoisuutta lisäävät protokollat. Lisäksi 
työssä selitetään verkon rakenteen perusteet, sekä mitä verkkojen suunnittelussa 
täytyy ottaa huomioon, kun halutaan luoda vikasietoinen lähiverkko. 
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Teoriaosassa selvitetään, miten verkot toimivat, eli miten data liikkuu verkossa, 
sekä mitä fyysisiä laitteita ja kaapeleita tarvitaan verkkojen toteutuksissa. Tämän 
jälkeen käydään läpi verkon suunnitteluun liittyviä asioita, kuten verkkotopologiat 
ja verkon rakenne. Lopuksi käydään läpi eri protokollia, joiden avulla verkolle 
luodaan vikasietoisuutta. 
Käytännön osuudessa suunnitellaan lähiverkko, joka sisältää teoriaosassa läpikäy-
tyjä vikasietoisuusprotokollia. Seuraavaksi toteutetaan suunniteltu lähiverkko 
käyttäen Ciscon Packet Tracer -ohjelmistoa. Lopuksi suoritetaan testejä verkon 
vikasietoisuuden varmistamiseksi. 
Opinnäytetyössä käytetään Ciscon opettamia verkon suunnittelumalleja ja laittei-
ta, mutta ei oteta sen kummemmin kantaa laitevalintoihin. 
Opinnäytetyö on tehty Vaasan ammattikorkeakoulun tietojenkäsittelyn koulutus-
ohjelman opinnäytetyönä. Opinnäytetyöllä ei ole toimeksiantajaa. 
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2 TIETOVERKOT 
Tässä luvussa käydään läpi OSI-malli, jonka avulla kuvataan pakettien kulkua 
verkon sisältämissä eri laitteissa, sekä mitä nämä laitteet ja muut komponentit 
ovat ja mikä niiden tehtävä on tietoverkoissa. 
2.1 OSI-malli 
Tietoverkkojen yleistymisen alkuaikoina, 1980-luvulla tapahtui kovaa kasvua tie-
toliikennealalla. Useat eri valmistajat tuottivat omia laitteita ja ohjelmistoja tieto-
verkkojärjestelmille. Ongelmana tässä oli se, että eri valmistajien laitteet ja ohjel-
mistot eivät olleet välttämättä yhteensopivia toistensa kanssa, joten tietoverkot 
eivät pystyneet kommunikoimaan keskenään. Ongelman ratkaisemiseksi, vuonna 
1984, International Organization for Standardization (ISO), julkisti OSI-
viitemallin (Open Systems Interconnection), jonka avulla eri tietoverkkojärjestel-
mät kykenisivät kommunikoimaan toistensa kanssa. (Cisco Press, Cisco verk-
koakatemia – 1. vuosi, 2002, 45.) 
OSI-malli määrittelee kerrostetun toiminnan verkoille. Tarkemmin selitettynä se 
määrittelee seitsemän kerrosta (kuvio 1), jossa jokaisella on omat toimintonsa ja 
jossa alemmat kerrokset tarjoavat palveluitaan ylemmille kerroksille. Kerrokset 
alhaalta ylöspäin ovat fyysinen-, siirtoyhteys-, verkko-, kuljetus-, istunto-, esitys-
tapa- ja sovelluskerros. (Serpanos & Wolf 2011, 11.) 
- Fyysinen kerros määrittelee datan siirron bittimuodossa sähköisten ja 
mekaanisten toimintojen avulla päätelaitteiden välillä. 
- Siirtokerros tarjoaa fyysisen tai loogisen osoitteen ja muodostaa yhteyden 
laitteiden välille. Siirtokerros myös huolehtii siitä, että kaikki paketit ovat 
menneet perille vastaanottajalle. 
- Verkkokerros tarjoaa tiedon siirron toisiin verkkoihin reitityksen avulla 
käyttäen IP-osoitteita. 
- Kuljetuskerros tarjoaa luotettavan yhteyden, virheentunnistuksen ja vir-
heenkorjauksen, vuonohjauksen muodossa. 
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- Istuntokerros muodostaa, hallitsee ja purkaa yhteydet kahden laitteen vä-
lillä ja valvoo datan siirtoa asiakkaiden välillä  
- Esitystapakerros huolehtii tiedon formatoinnista, eli siitä, että lähetettävä 
tieto on vastaanottajan ymmärtämässä muodossa, esimerkiksi kuvan muut-
taminen pikseleiksi. 
- Sovelluskerros tarjoaa verkkopalveluita eri sovellusten väliseen kommu-
nikointiin, esimerkiksi käyttäjän verkkoselaimen ja verkkosivun palveli-
men ohjelmistoille. (Cisco Press, Cisco verkkoakatemia – 1. vuosi, 2002, 
55 – 58). 
 
 
Kuvio 1. OSI-mallin. (Kouvolan seudun ammattiopisto.)  
 
2.2 Verkon laitteet  
Tässä kappaleessa käydään läpi verkoista löytyvät aktiivilaitteet. 
2.2.1 Kytkin 
Kytkin on OSI-mallin toisessa, eli siirtokerroksessa toimiva verkkolaite, jota käy-
tetään eri päätelaitteiden yhdistämiseen lähiverkossa. Kytkimen tehtävänä on vä-
littää siirtokehyksiä lähiverkossa MAC-osoitteen perusteella. Kytkin lähettää pää-
sääntöisesti siirtokehyksiä ainoastaan portille, joka osoittaa päätekohteeseen. 
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Jokainen siirtokehys sisältää lähettäjän ja vastaanottajan MAC-osoitteen. Kun siir-
tokehys saapuu kytkimelle, se purkaa kehyksen saadakseen selville lähettäjän 
MAC-osoitteen, jonka se lisää omaan MAC-osoitetauluunsa. (Donahue 2007, 10 – 
12.) 
MAC-osoitetaulu sisältää tiedon siitä, mihin porttiin kyseisen MAC-osoitteen 
omaava laite on kytkettynä. Mikäli MAC-osoitetta ei ole vielä taulussa, se lisätään 
sinne. Tämän jälkeen kytkin selvittää vastaanottajan MAC-osoitteen siirtokehyk-
sestä ja vertaa sitä omasta MAC-osoitetaulusta. Mikäli taulusta löytyy tieto siitä, 
mikä portti välittää siirtokehyksen oikealla laitteelle, kytkin luo reitin lähettäjän ja 
vastaanottajan kytkin porttien välille ja välittää siirtokehyksen eteenpäin. Mikäli 
vastaanottajan MAC-osoitetta ei löydy MAC-osoitetaulusta, lähettää kytkin siirto-
kehyksen kaikille kytkimen porteille Multicast-viestinä. (Donahue 2007, 10 – 12.) 
Edellä mainittuja siirtokerroksessa toimivia kytkimiä kutsutaan yleisesti L2-
kytkimiksi (Layer2 switch), näiden lisäksi on myös olemassa OSI-mallin kolman-
nessa, eli verkkokerroksessa toimia kytkimiä, näitä kutsutaan reitittäviksi kytki-
miksi tai L3-kytkimiksi (Layer3 switch). L3-kytkimet tarjoavat samoja palveluita 
kuin L2-kytkimet, mutta niiden lisäksi ne pystyvät tarjoamaan samoja reitityspal-
veluita kuin reitittimet, joista lisää seuraavassa osassa. (Cisco Press, Cisco verk-
koakatemia – 1. vuosi, 2002) 
2.2.2 Reititin 
Reititin on verkkolaite, jonka tehtävänä on yhdistää tietoverkkoja ja välittää data-
paketteja eri verkkojen välillä tai oman lähiverkon sisällä. Reititin on OSI-mallin 
kolmannessa kerroksessa, eli verkkokerroksessa toimiva laite, koska se tekee pää-
töksen datapakettien välittämisestä vastaanottajan IP-osoitteen perusteella. (Do-
nahue 2007, 111 – 131.) 
Reitittimille on mahdollista konfiguroida erilaisia reititysprotokollia, jotka sisältä-
vät erilaisia algoritmeja, joiden tehtävänä on laskea paras mahdollinen reitti data-
paketin välitykselle. Riippuen valitusta reititysprotokollasta, parhaan reitin lasken-
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taan käytetään eri metriikoita, kuten hinta (Cost) tai hypyt (Hops). (Donahue 
2007, 111 – 131.) 
Esimerkki reititysalgoritmista on Dijkstran algoritmi, jota käytetään OSPF-
reititysprotokollassa (Open Shortest Path First), joka laskee lyhimmän mahdolli-
sen reitin kahden pisteen välillä, kyseessä ei kuitenkaan ole fyysinen lyhyin reitti 
vaan, hintaan (Cost) perustuva pienin arvo. (Doyle 2001.)  
Reititin saa tarvittavat metriikkatiedot parhaan reitin laskentaa varten sen omasta 
reititystaulusta, johon se kerää tietoa sitä ympäröivistä verkoista. Näitä tietoja rei-
titin kerää sille saapuvista datapaketeista, sekä lähettämällä erilaisia pyyntöjä sitä 
ympäröiviin verkkoihin. (Donahue 2007, 111 – 131.) 
2.2.3 Kaapelit 
OSI-mallin fyysisen kerroksen tehtävänä on siirtää dataa binaarimuodossa, eli yk-
kösinä ja nollina. Ykköset ja nollat esitetään joko sähköisinä pulsseina, eli jännit-
teenä verkkokaapelin sisällä, tai valopulsseina valokaapelin sisällä. Tätä siirtoa 
varten on olemassa erilaisia verkkokaapeleita, joilla on jokaisella omat vahvuudet 
ja heikkoutensa. (Cisco Press, Cisco verkkoakatemia – 1. vuosi 2002, 161) 
Nykyään käytössä on pääasiassa kaksi erilaista verkkokaapelityyppiä, kierrettypa-
rikaapeli ja optinen kuitukaapeli, eli valokaapeli. Kierrettyä parikaapelia kutsutaan 
yleisesti Ethernet-kaapeliksi ja sitä on kahta eri tyyppiä, pääkäytössä oleva suo-
jaamaton kierrettyparikaapeli UTP (Unprotected Twisted Pair) ja käytöstä suu-
rimmaksi osaksi poistunut suojattu kierrettyparikaapeli STP (Shielded Twisted 
Pair). Kierrettyjä parikaapeleita käytetään nykyään pääosin lyhyillä matkoilla lä-
hiverkoissa ja valokaapeleita sen sijaan eri verkkojen yhdistämisessä pidemmillä 
välimatkoilla. (Network Tutorials, Introduction to Network Cables 2007.) 
Kierretyt parikaapelit on jaettu standardisoituihin kategorioihin (CAT), jotka mää-
rittelevät kunkin eri kategorian kaistaleveyden, eli tiedonsiirtonopeuden. Nykyään 
yleisesti käytössä olevat kaapelityypit ovat kategorioista 5–7. Nämä kaapelityypit 
kykenevät 1–10 gigabitin tiedonsiirtonopeuksiin ja niiden suositeltu maksimikäyt-
töetäisyys on noin 100 metriä. (Wilkins 2011.)  
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Kuten parikaapeleita myös valokaapeleita on kahta eri tyyppiä, yksimuotokuitu ja 
monimuotokuitu. Monimuotokuitu MMF (Multi-Mode Fiber) lähettää valosignaa-
leja, jotka eivät ole alttiita häiriöille ja mahdollistavat jopa 2 kilometrin pituisten 
yhteyksien luomisen laitteiden välillä. Monimuotokuitu on yksimuotokuitua edul-
lisempi, jonka takia sitä käytetään myös lähiverkoissa Ethernet-kaapelien sijaan. 
(Wilkins 2011.) 
Yksimuotokuitu SMF (Single Mode Fibre) toimii samalla periaatteella kuin mo-
nimuotokuitu, erot löytyvätkin niiden fyysisistä ominaisuuksista. Monimuoto-
kuidussa on paksumpi ydin, jota pitkin valopulssi kulkee, mikä mahdollistaa valo-
signaalin tulemisen kaapeliin useista eri kulmista, kun taas yksimuotokuidussa 
ydin on huomattavasti pienempi, jonka takia valon on tultava tietyssä kulmassa 
kaapeliin. Pienempi ydin tarkoittaa sitä, että valo ei pääse ”pomppimaan” kaapelin 
sisällä ja siten säilyttää voimakkuutensa paremmin kuin paksummassa monimuo-
tokuidussa, tämän ansiosta yksimuotokuituja voidaan käyttää jopa 40 kilometrin 
välimatkoilla. (Wilkins 2011.)  
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3 TIETOVERKON SUUNNITTELU 
Tässä luvussa käydään läpi tietoverkkojen suunnitteluun liittyviä perusteita, eli 
mitä asioita on otettava huomioon verkkoja suunniteltaessa ja millä eritavoilla 
verkkoja kuvataan niitä suunniteltaessa. 
3.1 Topologiat 
Topologialla tarkoitetaan millainen verkko on rakenteeltaan. Topologioista puhut-
taessa käytetään kahta eri määritelmää, fyysinen- ja looginen topologia. Fyysisellä 
topologialla kuvataan tapaa, miten verkon eri osat ovat kytkettynä toisiinsa fyysi-
sesti, eli miten kaapelointi on toteutettu. Loogisella topologialla sen sijaan kuva-
taan verkon rakennetta fyysisestä sijainnista välittämättä (kuvio 2). (Cisco Press, 
Cisco verkkoakatemia – 1. vuosi, 2002, 77.) 
 
 
Kuvio 2. Fyysinen- ja looginen topologia. (Sachron3, CCNA Study Summary 
2013, 2013.) 
 
Yleisimpiä fyysisiä verkkotopologioita, joita käytetään kuvaamaan verkon raken-
netta, tai kaapelointi yleisesti, ovat väylä-, rengas-, tähti-, laajennettutähti-, hie-
rarkkinen- ja mesh-topologiat (Kuvio 3). 
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- Väylätopologiassa verkko koostuu yhdestä runkokaapelista, johon kaikki 
verkon päätelaitteet ovat kytkettynä suoraan. 
- Rengastopologiassa kaikki päätelaitteet on kytkettynä sarjassa toisiinsa 
muodostaen ympyrän. 
- Tähtitopologiassa kaikki päätelaitteet on kytkettynä keskipisteeseen, joka 
on yleisesti kytkin. 
- Laajennetussa tähtitopologiassa useita tähtitopologia verkkoja on liitetty 
yhdeksi isoksi topologiaksi, käyttämällä verkkoja yhdistävää keskitettyä 
verkkolaitetta. 
- Hierarkkinen topologia muistuttaa laajennettua tähtitopologiaa, mutta 
poiketen siitä, siinä ei ole kaikkia laitteita yhdistävää yksittäistä keskipis-
tettä 
- Mesh-topologiassa jokainen verkkolaite on suoraan yhdistettynä kaikkiin 
muihin verkon laitteisiin, luoden vikasietoisen verkon, jossa on useita 
vaihtoehtoisia reittejä laitteiden välillä vikatilanteissa. (Cisco Press, Cisco 
verkkoakatemia - 1.vuosi, 2002, 77 – 78.) 
 
 
Kuvio 3. Fyysiset verkkotopologiat. 
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3.2 Verkon suunnittelu 
Kun verkon rakennetta lähdetään suunnittelemaan, on tärkeä ottaa huomioon eri-
laisia asioita, kuten verkon koko, laajennettavuus, luotettavuus ja suorituskyky. 
(Cisco Press, Cisco verkkoakatemia – 2. vuosi, 2002, 281.) 
Verkkojen suunnittelussa eniten käytetty suunnittelumalli on Ciscon kehittämä 
hierarkkinen verkkomalli (kuvio 4), jossa on käytössä ydin-, jakelu- ja liityntäker-
rokset (Donahue 2007, 473).  
Hierarkkisen verkkomallin etuja ovat sen modulaarisuus, vikasietoisuus ja jousta-
vuus. Hierarkkisen kolmikerrosmallin tavoitteena on maksimoida verkon nopeus, 
saatavuus (vikasietoisuus) ja mahdollistaa verkon helppo laajentaminen tulevai-
suudessa. (Cisco Networking Academy 2014.)  
 
 
Kuvio 4. Ciscon hierarkkinen kolmitasoinen verkkomalli. (Cisco Networking 
Academy 2014.)  
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Hierarkkisesta verkkomallista on myös olemassa erilaisia variaatioita, joissa on 
käytössä vain osa kolmesta kerroksesta, tai joissa kerroksia on romautettu yhteen. 
Esimerkiksi, joissain pienissä ja keskisuurissa verkoissa, ydin ja jakelutaso on ro-
mautettu yhdeksi kerrokseksi, muodostaen kaksikerroksisen verkkomallin, jota 
kutsutaan collapsed core-malliksi. Collapsed core-mallissa ydin- ja jakelukerrok-
sen tehtävät suoritetaan samalla laitteella. Verkon koon avulla voidaan määritellä 
mitä mallia käytetään suunnittelussa. (Cisco Networking Academy 2014.)  
Cisco luokittelee verkkojen koot seuraavasti: 
 Pienet verkot – enimmillään 200 laitetta. 
 Keskikokoiset verkot – 200 - 1000 laitetta. 
 Suuret verkot – 1000+ laitteita. (Cisco Networking Academy 2014.) 
3.2.1 Ydinkerros (Core) 
Ydinkerros toimii koko verkon runkona. Sen tarkoituksena on välittää tietoa eri 
jakelukerroksien välillä, niin nopeasti ja luotettavasti kuin mahdollista. Tämän 
takia ydinkerroksessa ei normaalisti suoriteta minkäänlaista liikenteen suodatta-
mista, joka voisi hidastaa liikennettä. Ydinkerroksesta löytyy tyypillisesti normaa-
lia tehokkaampia L3-kytkimiä. (Cisco Networking Academy 2014.) 
3.2.2 Jakelukerros (Distribution) 
Jakelukerroksen tehtävänä on eri LAN segmenttien yhdistäminen liityntäkerrok-
selle, sekä liikenteen suodattaminen ja reitittäminen lähiverkoissa. Jakelukerrok-
sessa käytetään tyypillisesti L3-kytkimiä, koska ne tarjoavat erilaisia toimintoja 
verkkoliikenteen suodatukselle ja reititykselle, esimerkkinä lähiverkon eri VLAN-
verkkojen välisen liikenteen reititys ja verkon liikenteen suodatus pääsylistojen 
avulla. (Cisco Networking Academy 2014.) 
3.2.3 Liityntäkerros (Access) 
Liityntäkerros lähiverkkoympäristössä tarjoaa päätelaitteille yhteyden verkkoon. 
Laajoissa alueverkoissa liityntäkerros tarjoaa etäyhteyksiä (VPN) työryhmän jä-
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senille. Liityntäkerroksessa yleisesti käytettävät laitteet ovat L2-kytkimiä. (Cisco 
Networking Academy 2014.) 
3.3 Kaapelointi 
Verkon kaapeloinnin suunnittelulla tarkoitetaan, miten verkon rakenne toteutetaan 
fyysisesti ja mitä kaapelityyppiä käytetään verkon eri osien toteuttamiseen. Kaa-
peloinnin suunnittelussa on otettava huomioon eri kaapelityyppien rajoitukset, ku-
ten etäisyys- sekä nopeusrajoitukset. Eri kaapelityypeistä ja niiden ominaisuuksis-
ta on kerrottu aiemmassa luvussa. 
Yleisesti verkkojen kaapeloinnista puhuttaessa, puhutaan kolmesta eri kaapelointi 
tasosta, jotka ovat nousukaapelointi, kerroskaapelointi, ja työpistekaapelointi. 
Näiden lisäksi puhutaan myös kerros- ja pääjakamoista, jotka ovat tiloja raken-
nuksessa, jotka sisältävät kaikki verkkolaitteet, joiden avulla eri kaapelointitasot 
yhdistetään, muodostamaan verkko.  
- Työpistekaapeloinnilla tarkoitetaan kaapeleita, joilla päätelaitteet yhdis-
tetään kerroskaapelointiin, liitäntärasioiden välityksellä. Nykyisin tähän 
tarkoitukseen käytetään pääasiallisesti CAT6- sekä CAT7 UTP-kaapeleita. 
- Kerroskaapeloinnilla tarkoitetaan kaapelointia työpisteen liitäntärasian ja 
kerrosjakamon ristikytkentäpaneelien välillä. Tässä kaapeloinnissa on 
myös yleisesti käytössä CAT6- sekä CAT7 UTP-kaapeleita. 
- Kerrosjakamo on laitetila, jossa kerroskaapelointi ja nousukaapelointi 
yhdistyvät. Näiden edellä mainittujen tasojen välisen yhteyden luomisessa 
käytetään CAT6- sekä CAT7 UTP-kaapeleita tai valokuitukaapelointia. 
- Nousukaapelointia kutsutaan myös runkokaapeloinniksi, kaapelointi kä-
sittää kaikkien eri kerrosjakamojen väliset yhteydet pääjakamoon. Koska 
nousukaapelointi muodostaa koko verkon rungon, käytetään sen kaape-
loinnissa yleisesti yksimuotovalokuitua. 
- Pääjakamo, tai talojakamo on laitetila, jossa kaikki nousukaapelit yhdis-
tyvät. (Cisco Press, Cisco verkkoakatemia 1. vuosi; Cisco Press, Cisco 
verkkoakatemia – 2. vuosi 2002; Tallinn University 2007a, Tallinn Uni-
versity 2007 b). 
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4 VIKASIETOISUUS VERKOSSA 
Tietoverkot ovat nykyään osa lähes jokaisen yrityksen toimintaa, tavalla tai toisel-
la. Yritykset, joissa toimiva tietoverkko on liiketoiminnan kannalta välttämätön, 
tarvitsevat verkon, joka toimii katkotta. Tästä syystä yritykset pyrkivät 99,999 
prosentin saatavuuteen, joka sallii verkon olla saavuttamattomissa 5 minuuttia ja 
25 sekuntia vuosittain. (Cisco Press, Cisco Networking Academy Program CCNA 
3 and 4, 2003, 273.) 
Edellä mainitun tavoitteen saavuttaminen tuo kuitenkin huomattavia lisäkustan-
nuksia yrityksille. Tästä syystä suurinta osaa verkoista ei suunnitella täyttämään 
edellä mainittua tavoitetta, vaan niissä tyydytään hillitympiin ratkaisuihin, jotka 
ovat kustannustehokkaita toteuttaa ja tarjoavat tarpeeksi hyvän saatavuuden ver-
kolle. (Cisco Press, Cisco Networking Academy Program CCNA 3 and 4, 2003, 
273.) 
Täysin katkottoman verkon luonti on teknisesti mahdoton toteuttaa, sen sijaan py-
ritään siihen, että katkojen tapahtuessa niiden kesto minimoidaan.  
Tässä luvussa käydään läpi erilaisia protokollia, joiden tarkoituksena on nimen-
omaan katoksien tapahtuessa, verkon normaalin toiminnan palauttaminen, käyttä-
en vaihtoehtoisa reittejä tiedon kululle, minimoiden katoksien kesto. 
4.1 Vikasietoisuutta lisäävät laitteet ja protokollat 
Vikasietoisuuden lisäämisen periaatteena on luoda vaihtoehtoisia reittejä tiedon 
kululle verkossa, kun alkuperäinen reitti ei ole enää saatavilla.  
Lähiverkoissa tiedon siirto tapahtuu pääasiassa kytkinten välityksellä, joten kun 
puhutaan lähiverkon vikasietoisuuden lisäämisellä, luodaan vaihtoehtoisia reittejä 
kytkinten välille ja lisätään kytkinten määrää verkossa. (Cisco Press, Cisco Net-
working Academy Program CCNA 3 and 4, 2003, 273 - 275.) 
Lähiverkossa ei kuitenkaan voi olla kahta eri reittiä samanaikaisesti samaan koh-
teeseen, koska tällöin verkkoon syntyy kytkentäsilmukoita, jotka aiheuttavat 
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broadcast-myrskyjä. Broadcast-myrskyjen seurauksena verkossa liikkuvat mo-
nilähetysviestit kulkevat loputonta silmukkaa verkon aktiivilaitteiden välillä, hi-
dastaen niiden toimintaa ja lopulta aiheuttaen niiden ylikuormituksen ja kaatumi-
sen. (Cisco Press, Cisco Networking Academy Program CCNA 3 and 4, 2003, 
273 - 275.) 
4.1.1 STP 
STP eli Spanning Tree Protocol, on L2 verkkoprotokolla. Sen päätehtävänä on 
estää kytkentäsilmukoiden muodostus lähiverkossa. STP varmistaa, että vaikka 
verkossa on useita reittejä yhdelle laitteen, on reiteistä vain yksi käytössä ja loput 
on asetettu blocking-tilaan, jolloin se ei välitä viestejä laitteiden välillä. Kun käy-
tössä oleva reitti lakkaa toimimasta, STP-protokollan tehtävänä on automaattisesti 
ottaa käyttöön, aikaisemmin blocking-tilassa ollut reitti ja alkaa siirtämään liiken-
nettä sen kautta (kuvio 5).  (Cisco Press, Cisco Networking Academy Program 
CCNA 3 and 4, 2003, 278 - 280.) 
 
 
Kuvio 5. Kytkentäsilmukka ja sen estäminen 
 
STP-protokollan toiminta perustuu juurikytkimen (Root Bridge), juuriporttien 
(Root Port) ja valittujen porttien (Designated Port) valintaan lähiverkon toimin-
taan osallistuville kytkimille ja niiden porteille. Jotta edellä mainitut valinnat voi-
taisiin suorittaa, on lähiverkon kytkinten pystyttävä välittämään tietoa itsestään 
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toisille verkon kytkimille. Tähän kytkinten väliseen tiedonvälitykseen käytetään 
BPDU-viestejä (Bridge Protocol Data Units). BPDU-viestejä on kahta eri tyyppiä.  
 Konfiguraatio BPDU (Configuration BPDU), sisältää kaikki tarvittavat 
tiedot, esimerkiksi kytkintunnisteet, joita tarvitaan STP-protokollan toi-
minnan takaamiseksi verkossa. 
 Topologian muutos ilmoitus BPDU (Topology Change Notification), eli 
TNC-viesteillä verkon kytkimet ilmoittavat juurikytkimelle verkossa ta-
pahtuneesta muutoksesta. (Cisco Press, Cisco Networking Academy Pro-
gram CCNA 3 and 4, 2003, 2 - 280.) 
Kytkimet tekevät päätökset aktiivisiksi ja estetyiksi asetettavista porteista juuri-
kytkimen avulla. Juurikytkimen valinta verkossa tapahtuu automaattisesti ja se on 
verkossa oleva tavallinen kytkin, jonka kytkintunniste (Bridge ID) on pienin. 
(Mukherjee 2014 a.) 
Kytkintunniste muodostuu kahdesta eri arvosta, priority-arvosta ja MAC-
osoitteesta laskettavasta arvosta. Pääasiassa juurikytkimen valinta perustuu priori-
ty-arvoon, mutta mikäli verkossa on useilla kytkimillä sama priority-arvo, mikä 
on vakiona kaikilla kytkimillä sama (32769), tapahtuu valinta pienimmän MAC-
osoitteen perusteella. (Mukherjee 2014 a.)  
Suositeltavaa on, että käyttäjä valitsee itse juurikytkimen, määrittämällä haluamal-
leen kytkimelle itse alemman priority-arvon, kuin muilla kytkimillä, varmistaak-
seen, että juurikytkimenä toimiva kytkin on sellainen, jota ei tulla koskaan vaih-
tamaan. Juurikytkimen valinnan jälkeen, kaikki juurikytkimen portit asetetaan 
forwarding-tilaan. (Mukherjee 2014 a.) 
Kun juurikytkin on valittu, voivat muut verkon kytkimet valita omat juuriporttin-
sa. Juuriportti on portti kytkimellä, jolla on hintaan (cost) perustuva paras reitti 
juurikytkimelle, joka asetetaan forwarding-tilaan. (Mukherjee 2014 a.)  
Viimeisenä kytkimet valitsevat omat nimetyt portit, jotka osoittavat poispäin juu-
rikytkimeltä. Nimettyjen portin valinnassa käytetään myös hintaan perustuvaa va-
lintaa, jossa alimman hinnan omaava reitti asetetaan forwarding-tilaan. Lopuksi 
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kaikki muut portit asetetaan ei-nimetyiksi porteiksi (Non-Designated port), jolloin 
ne asetetaan blocking-tilaan.  Ei-nimetyt portit ainoastaan välittävät ja vastaanot-
tavat BPDU-viestejä eikä mitään muuta liikennettä.  Mikäli jokin juuri- tai nimet-
typortti lakkaa toimimasta kytkimellä, otetaan yksi ei-nimetyistä porteista käyt-
töön ja suoritetaan porttien valinnat uudelleen. (Mukherjee 2014 b.)  
Seuraavassa kuvassa (kuvio 6), on esimerkki verkosta, jossa juurikytkimen sekä 
juuri- ja nimettyjen porttien valinnat on suoritettu. 
 
Kuvio 6. Laitteiden porttien eri tilat valintojen jälkeen. 
 
Edellä mainittiin jo forwarding- ja blocking-porttitilat, joita käytetään STP-
protokollan toiminnassa. Seuraavaksi käydään läpi kaikki kytkinten porttien tilat 
tarkemmin läpi. STP-protokollaa käyttävien kytkinten portit käyvät läpi neljä eri 
tilaa niiden käynnistyessä.  
 Blocking on ensimmäinen tila, jossa kaikki portit ovat, kun kytkin käyn-
nistetään. Tässä vaiheessa kaikki portit ainoastaan kuuntelevat BPDU-
viestejä, muuta liikennettä verkossa ei liiku. Ensimmäisellä kerralla, kun 
kytkin käynnistetään se olettaa olevansa juurikytkin ja siirtyy suoraan seu-
raavaan vaiheeseen, muussa tapauksessa, jos BPDU-viestejä ei saavu 20 
sekunnin sisällä kytkimelle, se siirtyy seuraavaan tilaan. 
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 Listening-tilassa portit voivat lähettää ja vastaanottaa BPDU-viestejä. 
Tässä vaiheessa tapahtuu juurikytkimen, juuriportin ja nimettyjen porttien 
valinnat. Kun valinnat on suoritettu, siirrytään seuraavaan tilaan. Kytkin 
pysyy tässä tilassa 15 sekuntia. 
 Learning-tilassa, juuriportteja ja nimettyjä portteja lukuun ottamatta, 
kaikki kytkimen muut portit siirtyvät takaisin blocking-tilaan. Tässä tilassa 
kytkimet myös keräävät tietoa sitä ympäröivistä laitteista ja muodostavat 
MAC-osoitelistoja, jonka jälkeen siirrytään seuraavaan vaiheeseen. Kytkin 
pysyy tässä tilassa 15 sekuntia. 
 Forwarding-tilassa kytkimet ovat toimintavalmiita ja ne alkavat lähettä-
mään ja vastaanottamaan normaalia verkkoliikennettä. (Cisco Press, Cisco 
Networking Academy Program CCNA 3 and 4, 2003, 284 – 285.) 
Edellä mainittujen neljän porttitilan lisäksi on olemassa myös viides porttitila, di-
sabled. Tässä porttitilassa portti on manuaalisesti kytketty kokonaan pois käytöstä, 
jolloin se ei osallistu millään lailla STP-toimintaan. (Cisco Press, Cisco Networ-
king Academy Program CCNA 3 and 4, 2003, 284 – 285.) 
Koko edellä mainittu prosessi kestää noin 30–50 sekuntia, riippuen tilanteesta. 
Linkkivika korjaantuu noin 30 sekunnissa (listening(15) + learning(15)), kun taas, 
esimerkiksi juurikytkimen vioittuessa, kestää uuden juurikytkimen laskemisessa 
noin 50 sekuntia (blocking(20) + listening(15) + learning(15)). (Cisco Press, Cis-
co Networking Academy Program CCNA 3 and 4, 2003, 284 – 285.) 
Kuten aikaisemmassa luvussa ja tässäkin luvussa lyhyesti on jo selitetty, kytkin 
luo MAC-osoitetaulun, jonka avulla kytkin tietää, mistä portista on pääsy tiettyyn 
päätelaitteeseen. Oletus on, että kun MAC-osoitetauluun lisätään tallainen reitti, 
se on voimassa 300 sekuntia, eli 5 minuuttia. Tätä kutsutaan ikääntymisajaksi. Se 
tarkoittaa, että 5 minuuttia reitin oppimisen, jälkeen tietylle päätelaitteelle on 
voimassa sama reitti. (Cisco Press, Cisco Networking Academy Program CCNA 3 
and 4, 2003, 284 – 285.) 
Normaalissa STP-toiminnassa, verkon kytkimet eivät koskaan lähetä konfiguraa-
tio BPDU-viestejä juurikytkimelle, mutta juurikytkin sen sijaan lähettää konfigu-
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raatio BPDU-viestejä muille verkon kytkimille, joka toinen sekunti. (Cisco Press, 
Cisco Networking Academy Program CCNA 3 and 4, 2003, 284 – 285.) 
Mikäli jokin kytkin verkossa ei vastaanota kymmentä BPDU-viestiä 20 sekunnin 
sisällä, kytkimen portit siirtyvät automaattisesti listening-tilaan, jossa se kuuntelee 
ja vastaanottaa ainoastaan BPDU-viestejä ja määrittelee juuriportin ja nimetyn 
portin uudelleen. Porttien uudelleen määrityksen jälkeen kytkin lähettää TCN-
viestin juurikytkimelle, jolla se ilmoittaa tapahtuneesta muutoksesta. (Cisco Press, 
Cisco Networking Academy Program CCNA 3 and 4, 2003, 284 – 285.)  
TCN-viesti kulkee juuriporttia pitkin seuraavalle kytkimelle sen aktiiviseen port-
tiin, jolloin kytkin vastaanottaa viestin ja hyväksyy sen. Tämän jälkeen TCN-
viestin vastaanottanut kytkin luo uuden TCN-viestin ja lähettää sen edelleen juu-
rikytkintä kohti seuraavalle kytkimelle sen aktiiviseen porttiin. Tämä prosessi 
toistuu niin kauan, kunnes juurikytkin vastaanottaa TCN-viestin. (Cisco Press, 
Cisco Networking Academy Program CCNA 3 and 4, 2003, 284 – 285.) 
Kun juurikytkin on vastaanottanut TCN-viestin, se lähettää konfiguraatio BPDU-
viestin, joka sisältää TCA-lipun (Topology Change Acknowledgement), takaisin 
alkuperäisen TCN-viestin lähettäneelle kytkimelle, kuittauksena vastaanotetusta 
TCN-viestistä. TCN-viestin kuittaus tapahtuu sen takia, koska ilman sitä, TCN-
viestin alkuperäinen lähettäjä jatkaa viestin uudelleen lähettämistä niin kauan, 
kunnes se saa TCA-kuittauksen ilmoituksestaan (kuvio 7). (Cisco 2005.) 
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Kuvio 7. TCN-viestin ja konfiguraatio BPDU-viestin (sisältää TCA-lipun) kulku 
(Cisco 2005.) 
 
Kun juurikytkin on saanut tiedon muutoksesta verkossa, se lähettää broadcast 
viestinä kaikille verkon kytkimille konfiguraatio BPDU-viestin, joka sisältää TC-
lipun (Topology Change) (kuvio 8). Ilmoituksen myötä, muut kytkimet verkossa 
oppivat tapahtuneesta muutoksesta, jonka seurauksena kytkimet lyhentävät MAC-
osoitetaulujen ikääntymisajan 5 minuutista, 15 sekuntiin, jolloin kytkimien portit 
siirtyvät learning-tilaan ja itse kytkimet täyttävät MAC-osoitetaulunsa uudelleen, 
jonka jälkeen normaali liikennöinti voi jatkua verkossa. (Cisco 2005.) 
 
 
Kuvio 8. Konfiguraatio BPDU-viestin broadcast-lähetys, joka sisältää TC-lipun. 
(Cisco 2005.) 
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4.1.2 RSTP 
RSTP, eli Rapid Spanning Tree Protocol, suunniteltiin nopeuttamaan verkon pa-
lautumista muutoksen tapahtuessa, verrattuna edellisessä luvussa läpikäytyyn 
STP-protokollaan. (Cisco Press, Cisco Networking Academy Program CCNA 3 
and 4, 2003, 294.)  
STP ja RSTP toimivat osittain samalla tavalla, tästä syystä protokollat ovatkin yh-
teensopivia ja niitä voidaankin käyttää samanaikaisesti samassa verkossa. Eroja 
protokollien välillä kuitenkin on.  
RSTP tuo mukanaan uusia porttirooleja. STP-protokollassa porttirooleja oli kol-
me, RSTP sen sijaan sisältää neljä eri porttiroolia (kuvio 9). 
 Juuriportti (Root port) on portti kytkimellä, jolla on hintaan perustuva 
paras reitti juurikytkimelle. 
 Nimetty portti (Designated port) on portti kytkimellä, joka osoittaa seu-
raavalle laitteelle verkossa, poispäin juurikytkimeltä. 
 Vaihtoehtoinen portti (Alternate port) on portti kytkimellä, jolla on hin-
taan perustuen toiseksi paras reitti juurikytkimelle. Tämä portti toimii siis 
varajuuriporttina kytkimellä, joka voidaan ottaa nopeasti käyttöön juuri-
portin lakatessa toimimasta. 
 Varaportti (Backup port) on portti kytkimellä, joka osoittaa samalle lait-
teelle, jonne aktiivinen portti, mutta sillä ei ole reittiä juurikytkimelle. Va-
raporttia käytetään ainoastaan silloin, kun kaksi linkkiä osoittaa keskitti-
melle, toinen linkeistä on nimetty portti ja toinen varaportti. (Cisco 2006 
a.)  
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Kuvio 9. RSTP-porttiroolit 
 
Myös porttitiloissa on eroja protokollien välillä. STP sisältää viisi eri porttitilaa, 
kun RSTP sisältää vain kolme. 
 Discarding, tämä tila korvaa RSTP-protokollassa STP-protokollan di-
sabled, blocking ja listening tilat. Tässä tilassa portti vain kuuntelee 
BPDU-viestejä. 
 Learning-tilassa portti vastaanottaa ja lähettää BPDU-viestejä sekä oppii 
MAC-osoitteita, mutta ei vielä välitä normaalia verkkoliikennettä. 
 Forwarding-tilassa portti vastaanottaa ja lähettää normaalia verkkoliiken-
nettä, oppii MAC-osoitteita sekä välittää ja vastaanottaa BPDU-viestejä. 
(Cisco 2006 a.) 
Toisin kuin STP-protokollassa, jossa vain juurikytkin lähettää konfiguraatio 
BPDU-viestejä muille verkon kytkimille, RSTP-protokollassa sen sijaan kaikki 
kytkimet lähettävät toisilleen konfiguraatio BPDU-viestejä. Tämän ansiosta ver-
kossa tapahtuneesta muutoksesta ei tarvitse lähettää erillistä TCN-viestiä juurikyt-
kimelle, vaan vian havainnut kytkin voi itse, suoraan ilmoittaa muille verkon kyt-
kimille muutoksesta konfiguraatio BPDU-viestillä, joka sisältää TC-lipun. Tätä 
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menetelmää käyttämällä RSTP-protokollaa käytettäessä verkko kytkimet saavat 
tiedon tapahtuneesta muutoksesta nopeammin ja verkon toiminta palautuu myös 
nopeammin, kuin STP-protokollaa käytettäessä. (Cisco 2006 a.) 
Kuten aikaisemmin jo mainittiin, RSTP-protokollassa kaikki kytkimet lähettävät 
BPDU-viestejä toisilleen. Näitä viestejä kytkimet lähettävät kahden sekunnin vä-
lein ja niitä kutsutaan ”hello” viesteiksi. (Cisco 2006 a.) 
Hello-viestejä viestejä käytetään RSTP-protokollassa ”keep-alive” mekanismina. 
Mikäli jokin verkon kytkin ei vastaanota kolmea peräkkäistä hello-viestiä, joko 
juuriportista tai valitusta portista, kytkin automaattisesti olettaa, että yhteys naapu-
rilaitteeseen on katkennut ja kytkin välittömästi lyhentää oman MAC-osoitetaulun 
ikääntymisaikansa, jolloin uudet reitit voidaan välittömästi ottaa käyttöön. Tämän 
jälkeen kytkin itse lähettää TC-lipulla varustetun BPDU-viestin kaikille verkon 
kytkimille, jossa muutoksesta ilmoitetaan ja kytkimiä ohjeistetaan vanhentamaan 
välittömästi niiden MAC-osoitetaulujen ikääntymisaika, jolloin ne voivat alkaa 
täyttämään MAC-osoitetauluja uudelleen. (Cisco 2006 a.) 
Merkittävin uudistus RSTP-protokollassa on nopea porttitilojen läpikäyminen. 
STP-protokollassa porttitilojen läpikäyminen toimi passiivisesti, eli portit kävivät 
läpi kaikki porttitilat, viettäen tietyn ajan jokaisessa tilassa, ennen kuin portti voi-
tiin siirtää lopuksi forwarding-tilaan. RSTP-protokollassa ajastimia ei enää käyte-
tä, paitsi jos verkossa on vanhoja STP-protokollaa käyttäviä kytkimiä, jotka eivät 
tue RSTP-protokollaa, tai jos seuraavaksi läpikäytävää synkronointiprosessia ei 
voida suorittaa loppuun. (Cisco 2006 a.) 
Ajastimien tilalla RSTP-protokolla käyttää synkronointiprosessia, eli ”Synchro-
nization Process”, jota kutsutaan myös ehdotus- ja hyväksyntäprosessiksi, eli 
”Proposal and Agreement Process”. Synkronointiprosessi RSTP-protokollassa es-
tää kytkentäsilmukoita muodostumasta, asettamalla kaikki nimetyt portit discar-
ding-tilaan siihen asti, kunnes synkronointiprosessi on suoritettu. Synkronointi-
prosessi varmistaa sen, että kaikki verkon kytkimet hyväksyvät saman juurikytki-
men. (Cisco 2006 a.) 
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Synkronointiprosessi toimii, vertailemalla eri kytkinten lähettämiä BPDU-viestejä 
toisiinsa. Synkronointiprosessissa BPDU-viesteistä käytetään termejä parempi- ja 
heikompi BPDU-viesti. Parempi BPDU-viesti on viesti, joka sisältää hintaan pe-
rustuvan paremman reitin juurikytkimelle ja heikompi BPDU-viesti sisältää huo-
nomman reitin. (Cisco 2006 a.) 
Kun synkronisointiprosessi suoritetaan ensimmäisen kerran, kaikki verkon kytki-
met olettavat olevansa juurikytkimiä ja asettavat porttinsa discarding-tilaan. Tä-
män jälkeen jokainen kytkin ilmoittaa BPDU-viestillä seuraavalle kytkimelle ole-
vansa juurikytkin, jolloin BPDU-viestejä voidaan alkaa vertailemaan. (Cisco 2006 
a.) 
Kun kytkin vastaanottaa paremman BPDU-viestin, kuin mikä sillä on aiemmin 
muistissa tallennettuna, kytkin korvaa sen uudella BPDU-viestillä ja ilmoittaa sen 
lähettäjälle hyväksyvänsä tämän. Seuraavaksi kytkin lähettää uuden BPDU-viestin 
seuraavalle kytkimelle, joka taas hyväksyy tai hylkää BPDU-viestin. Tämä pro-
sessi jatkuu, kunnes kaikki verkon laitteet on synkronisoitu, eli kun kaikki laitteet 
ovat samaa mieltä siitä, mikä on juurikytkin (kuvio 10). Mikäli synkronointipro-
sessi epäonnistuu jostain syystä, siirtyy RSTP käyttämään STP-protokollasta tut-
tuja ajastimia juurikytkimen valitsemiseksi. (Cisco 2006 a.) 
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Kuvio 10. Synkronointiprosessin eteneminen (muokattu). (Daniels Networking 
Blog.) 
 
Synkronointiprosessin etu on nimenomaan siinä, että portit siirtyvät discarding-
tilasta suoraan forwarding-tilaan, kun se on tietää kuka on juurikytkin. Synkro-
nointi prosessi vie normaalisti 1–6 sekuntia, joka on huomattavasti nopeampi kuin 
STP-protokolla, jossa portin tilan muutos forwarding-tilaan vie 30–60 sekuntia. 
(Cisco 2006 a.)  
4.1.3 HSRP 
HSRP, eli Hot Swap Routing Protocol, on Ciscon kehittämä ja vain Cisco reititti-
millä toimiva reitittimien vikasietoisuusprotokolla. HSRP-protokollan tarkoituk-
sena on säilyttää päätelaitteiden verkkoyhteydet lähiverkossa, mikäli yhteys reitit-
timelle menetetään ja käytössä on kaksi tai useampaa reititintä. (Donahue 2007, 
163.) 
HSRP-protokollassa kaksi tai useampaa reititintä ryhmässä luovat kuvitteellisen 
virtuaalisen reitittimen, jota lähiverkon päätelaitteet käyttävät oletusyhdyskäytä-
vänä. HSRP-ryhmällä tarkoitetaan kaikkia reitittimiä, jotka osallistuvat HSRP-
protokollan toimintaan samassa lähiverkossa. HRSP-protokolla mahdollistaa jopa 
seitsemän reitittimen käytön samassa HSRP-ryhmässä. (Cisco 2006 b.) 
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Kaikille saman HSRP-ryhmän reitittimien sisäverkon porteille määritellään nor-
maali IP-osoite sekä virtuaalinen IP- ja MAC-osoite. Virtuaalinen IP-osoite määri-
tellään itse, mutta virtuaalinen MAC-osoite määrittyy automaattisesti (voidaan 
myös määritellä manuaalisesti, mutta se ei ole suositeltua). Virtuaalinen IP-osoite 
toimii lähiverkon päätelaitteilla oletusyhdyskäytävänä (kuvio 11).  (Cisco 2006 b.) 
 
 
 
Kuvio 11. Virtuaalisen reitittimen kuvaus. 
 
HSRP-protokollan toiminta perustuu aktiivisen, eli Active-tilassa ja valmiudessa, 
eli Standby-tilassa olevien reitittimien valintaan. Active-tilassa oleva reititin on 
ainoa lähiverkossa paketteja välittävä reititin, kun taas Standby-tilassa oleva reiti-
tin ei osallistu pakettien välitykseen. Kun Active-tilassa ollut reititin lakkaa toi-
mimasta, muuttuu Standby-tilassa aiemmin ollut reititin Active-tilaan, jolloin se 
ottaa haltuun pakettien välityksen. (Cisco 2006 b.) 
Koska uusi Active-reititin sisältää samat (virtuaaliset) IP- ja MAC-osoitteet kuin 
edellinen Active-reititin, verkon päätelaitteet eivät näe verkon rakenteessa tapah-
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tuneen mitään muutosta, jonka ansiosta liikennöinti voi jatkua ilman katkosta, 
mitkä näkyisi käyttäjille. (Cisco 2006 b.)  
Reitittimen ollessa Standby-tilassa se ei vastaa ARP-kyselyihin. Kun Standby-
reititin muuttuu Active-tilaan, se vastaa ARP-kyselyin, jossa se ilmoittaa omaksi 
MAC-osoitteeksi virtuaalisen MAC-osoitteen, jonka ansiosta lähiverkossa toimi-
vat kytkimet, osaavat lähettää liikenteen uudelle Active-reitittimelle vanhan si-
jaan. (Cisco 2009.) 
Kaikki samassa HSRP-ryhmässä olevat reitittimet lähettävät HSRP-paketteja mul-
ticast-lähetyksinä, joita muut saman HSRP-ryhmän reitittimet kuuntelevat. Kun 
HSRP-protokollaa käyttävä reititin käynnistyy, se lähettää HSRP hello-viestejä 
löytääkseen muita samaa protokollaa käyttäviä reitittimiä. Kun yksi tai useampi 
ylimääräinen reititin tunnistetaan, ne keskustelevat toistensa kanssa ja valitsevat 
mikä heistä asetetaan Active-tilaan. (Cisco 2006 b.) 
Active-reitittimeksi valitaan reititin, jonka priority-arvo on suurin. Oletus priority-
arvo on 100, mutta se on vaihdettavissa 0–255 väliltä. Mikäli kahdella tai useam-
malla reitittimellä on käytössä sama priority-arvo, valitaan Active-reititin suu-
rimman IP-osoitteen perusteella. Standby-reitittimeksi valitaan seuraavaksi suu-
rimman priority-arvon omaava reititin. Lopuksi muut saman HSRP-ryhmän reitit-
timet asetetaan listening-tilaan, jossa ne kuuntelevat HSRP hello-viestejä, mutta 
eivät lähetä niitä. Listening-tilassa olevat reitittimet muuttuvat tarvittaessa stand-
by-reitittimiksi. (Cisco 2006 b.)  
Kun verkon Active- ja Standby-reitittimet on valittu, ainoastaan Active-reititin 
jatkaa HSRP hello-viestien lähettämistä verkossa. Active-reititin lähettää HSRP 
hello-viestejä kolmen sekunnin välein Standby-reitittimelle. Mikäli Standby-
reititin ei vastaanota kolmea hello-viestiä kymmenen sekunnin sisällä, se olettaa 
Active-reitittimen lopettaneen toimintansa, jolloin Standby-reitittimestä tulee uusi 
Active-reititin. (kuvio 12). (Donahue 2007, 163 - 166.) 
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Kuvio 12. HSRP-protokollan liikenteen ja vikatilanteen kuvaus 
 
Normaalisti HSRP-protokollaa käytettäessä Active-reitittimeksi valitaan paras, eli 
tehokkain reititin ja Standby-reitittimeksi vähemmän tehokkaampi, koska sen on 
tarkoitus olla vain varalla. Kun Standby-reititin muuttuu uudeksi Active-
reitittimeksi vikatilanteessa, halutaan vian korjauksen jälkeen entinen tehokkaam-
pi Active-reititin takaisin Active-reitittimeksi tietystikin. Oletuksena HSRP-
protokollassa tätä ei tapahdu, vaan uusi Active-reititin säilyttää Active-tilansa, 
vaikka alkuperäinen Active-reittiin tulisikin takaisin ja sillä on isompi priority-
arvo. (Donahue 2007, 165 – 166.) 
Tätä varten HSRP-protokolla sisältää preempt-komennon. Preempt-komennolla 
taataan, että isomman priority arvon omaa reititin, asetetaan aina Active-
reitittimeksi, kun sellainen havaitaan lähiverkossa. (Donahue 2007, 165 – 166.) 
Normaalissa HSRP-protokollan toiminnassa Standby-reititin muuttuu Active-
reitittimeksi, vain tilanteissa joissa, Standby-reititin ei vastaanota HSRP hello-
viestejä Active-reitittimeltä. On kuitenkin olemassa tilanteita, joissa tämä toiminta 
ei riitä.  
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Seuraavassa kuviossa (kuvio 13), kuvataan tilannetta, jossa yhteys internettiin on 
poikki, mutta koska lähiverkkoon osoittava portti ja itse Active-reititin on toimin-
nassa, pystyy se lähettämään HSRP hello-viestejä Standby-reitittimelle, jolloin 
Standby-reititintä ei muuteta Active-reitittimeksi, vaikka silloin voitaisiin palaut-
taa internetyhteys. (Donahue 2007, 166 – 166.) 
 
 
Kuvio 13. Ei toivotun tilanteen kuvaaminen. 
 
Ongelman korjaamiseksi HSRP-protokollassa on mahdollista käyttää porttien 
tarkkailu, eli interface tracking ominaisuutta. Interface tracking ominaisuudella 
voidaan määritellä portteja mitä tarkkaillaan reitittimellä. (Donahue 2007, 166 – 
168.) 
Interface tracking toimii määrittelemällä mitä porttia tarkkaillaan ja määrittele-
mällä tarkkailtavalle portille priority-arvon laskemisarvon, eli ”priority decrement 
value”. Kun tarkkailtavana oleva portin tila muuttuu, eli se ei enää vastaanota tai 
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lähetä paketteja, lasketaan active reitittimen priority-arvoa määritetyllä laskemis-
arvolla. (Donahue 2007, 166 – 168.) 
Toiminnan tarkoituksena on laskea active reitittimen priority arvoa keinotekoisesti 
pienemmäksi, kuin Standby-reitittimellä, jolloin Standby-reitittimestä tulee uusi 
Active-reititin, jolloin kuvassa 13 mainittu tilanne korjaantuu. (Donahue 2007, 
166 – 168.) 
4.1.4 EtherChannel 
Normaalisti, jos lähiverkossa on kytkinten välillä useampia linkkejä, niin ne muo-
dostaisivat kytkentäsilmukan, joiden estämiseen käytetään STP-protokollaa. 
Ylimääräisten linkkien estämisen sijaan, käyttämällä EtherChannel tekniikkaa, 
voidaan ylimääräiset linkit ottaa hyötykäyttöön lähiverkossa. 
EtherChannel on Ciscon käyttämä termi, jolla kuvataan tekniikkaa, jonka avulla 
maksimissaan kahdeksan fyysistä Ethernet-linkkiä kahden kytkimen, reitittimen 
tai päätelaitteen välillä, voidaan yhdistää yhdeksi loogiseksi Ethernet-linkiksi (ku-
vio 14). (Donahue 2007, 55.) 
 
 
Kuvio 14. Yksi looginen linkki 
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Yhdistämällä useita fyysisiä linkkejä yhdeksi loogiseksi linkiksi, voidaan kasvat-
taa laitteiden välistä kaistaleveyttä, eli nopeutta. Jos käytössä on neljä 100 Mbit 
linkkiä, jotka on linkitetty yhteen kahden laitteen välillä, muodostaa se yhden loo-
gisen linkin, joka kykenee 400 Mbit/s nopeuteen. EtherChannel tekniikka mahdol-
listaa maksimissaan 800 Megabitin, 8 Gigabitin tai 80 Gigabitin loogisten link-
kien muodostamisen, käyttämällä FastEthernet-, GigabitEthernet- tai 10 Gigabi-
tEthernet-portteja. (Cisco 2014.) 
Vaikka muodostettaisiin esimerkiksi 8 Gigabitin looginen linkki, ei se tarkoita si-
tä, että tieto liikkuisi kahden laiteen välillä loogisen linkin maksimi nopeudella. 
Vaan se tarkoittaa sitä, että kahdeksalle eri laitteelle voidaan samanaikaisesti lä-
hettää samaa loogista linkkiä pitkin 8 Gbit/s nopeudella dataa, 1 Gbit/s nopeudella 
kutakin fyysistä linkkiä pitkin. (Donahue 2007, 55.) 
Yksi EtherChannelin suurimmista eduista on sen vikasietoisuus. Kun useita fyysi-
siä linkkejä on niputettu yhteen muodostamaan looginen linkki, yhden fyysisen 
linkin katoaminen nipusta ei vaikuta sen toimintaan muuten kuin, että menetetyn 
linkin kaistaleveys häviää. Kun kadonnut fyysinen linkki korjataan, se lisätään 
automaattisesti takaisin loogiseen linkkiin. (Cisco 2014.) 
Yleinen sääntö, jota on aina noudatettava loogisia linkkejä muodostettaessa, on 
että linkkien päissä käytettävien laitteiden portit ovat konfiguroitu identtisiksi. 
Esimerkiksi laitteiden porttien nopeus ja tyyppi täytyy olla samat ja niiden on 
kuuluttava samaan VLAN-ryhmään, muuten loogisen linkin muodostus ei voi on-
nistua. (Donahue 2007, 60.) 
Protokollat, joita käytetään loogisien linkkien muodostamiseen, riippuu yleensä 
siitä, mitä laitteita ja minkä valmistajan laitteiden välille linkkiä yritetään muodos-
taan. (Donahue 2007, 60.) 
Ciscon laitteita käytettäessä on mahdollista käyttää kahta protokollaa loogisten 
linkkien muodostamiseen.  
 Link Aggregation Control Protocol (LACP), on yleisin käytettävä pro-
tokolla muodostettaessa loogisia linkkejä, koska se on yleinen standardi, 
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jota suurin osa laitteista tukee. LACP protokollaa käytetään kun looginen 
linkki halutaan luoda Ciscon ja jonkin muun valmistajan laitteen välillä, 
joka voi olla esimerkiksi eri valmistajan kytkin tai palvelin. 
 Port Aggregation Protocol (PAgP), on Ciscon oma protokolla, jota käy-
tetään loogisten linkkien muodostamiseen kahden Cisco laitteen välille. 
(Donahue 2007, 60.) 
Molemmat protokollat tukevat kahta tilaa, passiivinen ja aktiivinen. LACP-
protokollassa passive-tilassa portti vastaanottaa neuvottelupyyntöjä loogisen lin-
kin muodostusta varten, mutta ei lähetä niitä, aktiivisessa tilassa portit lähettävät 
ja vastaanottavat neuvottelupyyntöjä. (Donahue 2007, 60 - 61.) 
PAgP-protokollassa passive-tilasta käytetään nimitystä ”auto”, joka toimii samaa 
lailla, kun LACP-protokollan passive-tila. Aktiivisesta tilassa PAgP-protokollassa 
käytetään nimitystä ”desirable”, joka toimii samalla tavalla, kun LACP-
protokollan aktiivinen tila. (Donahue 2007, 60 - 61.) 
Neuvottelupyynnöt on mekanismi, jonka avulla laitteet keskustelevat mahdollisien 
loogisten linkkien muodostamisesta laitteiden välille. Mikäli laite verkossa vas-
taanottaa neuvottelupyynnön toiselta laiteelta ja porttien konfiguraatiot täsmäävät, 
muodostuu laitteiden välille looginen linkki. (9tut 2014.) 
Seuraavassa kuvassa (kuvio 15) on LACP- ja PAgP-protokollien määrittelemät 
porttitilat, joissa loogisten linkkien muodostus on mahdollista, mikäli laitteiden 
konfiguraatiot täsmäävät. 
 
 
Kuvio 15. LACP- ja PAgP protokollien tilat joissa loogisen linkin muodostus on 
mahdollista. (9tut 2014.) 
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Kolmas tapa luoda loogisia linkkejä on niiden manuaalinen luonti, ilman mitään 
protokollaa apuna käyttäen. Silloin molempien laitteiden portti asetetaan ”on” ti-
laan ja se pakotetaan loogiseen tilaan, tarkistamatta toisen laitteen portin konfigu-
raatioita. (Donahue 2007, 60- 61.) 
Kaikki edellä mainitut tavat luoda loogisia linkkejä vaativat, että molempien lait-
teiden porttien protokollat ovat samat. LACP- ja PAgP-protokollat eivät ole yh-
teensopivia, vaan loogisen linkin molempien päiden portit tulee käyttää samaa 
protokollaa. (Donahue 2007, 60- 61.) 
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5 VERKON TOTEUTUS 
Käytännönosuudessa on tarkoituksena rakentaa esimerkki verkosta, joka voisi so-
pia minkä tahansa Pk-yrityksen verkoksi. Tarkoituksena ei ole konfiguroida täy-
dellistä valmista kuvitteellisen yrityksen verkkoa, vaan verkon runko, jonka päälle 
voidaan laajentaa ja lisätä ominaisuuksia. Päätarkoituksena on esitellä vikasietoi-
suus protokollia, joita työssä on esitelty.  
Verkko toteutetaan käyttäen Ciscon Packet Tracer ohjelmaa. Packet Tracer on 
verkkosimulaattori, jolla on mahdollista simuloida verkkoja tietokoneella.  
5.1 Verkon kuvaus ja topologia 
Lähiverkon suunnittelussa käytin hierarkkista mallia, josta otettiin käyttöön Pk-
yrityksille sopiva collapsed core-verkkomalli. 
Verkossa on käytössä kaksi L2-kytkintä ja kaksi L3-kytkintä, sekä kaksi reititintä. 
L2-kytkimet on asetettu liityntäkerrokselle, L3-kytkimet ydinkerrokselle ja reitit-
timet löytyvät verkon laidalta, kuten seuraavasta kuvasta selviää (kuvio 16). 
 
 
Kuvio 16. Verkon rakenne. 
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Verkon rungon päälle asetetaan lopussa muutamia päätelaitteita, joiden avulla 
voidaan testata yhteyksiä verkossa. 
Liityntäkerroksen kytkimet ovat siis tavallisia L2-kytkimiä, jotka on molemmat 
full-mesh topologialla kaapeloitu jakelukerrokseen, vikasietoisuuden paranta-
miseksi. Tämä tarkoittaa siis sitä, että molemmilla liityntäkerroksen kytkimillä on 
vaihtoehtoinen reitti jakelukerrokseen. RSTP-protokolla estää ylimääräisiä linkke-
jä muodostamasta kytkentäsilmukoita. 
Ydin/jakelukerroksella on käytössä L3-kytkimet, joiden tehtävä on pääasiassa, 
hoitaa lähiverkon reititys, Vlaneja käytettäessä, sekä suodattaa liikennettä. 
Ydin/jakelukerroksen kytkimet on yhdistetty toisiinsa käyttäen EtherChannel 
linkkiä, jonka ansiosta laitteiden välinen liikenne on muuta lähiverkkoa nopeam-
paa ja lisää samalla myös vikasietoisuutta. 
Verkon reunalla olevat reitittimet tarjoavat lähiverkolle yhteyden internettiin, tai 
jos yrityksellä olisi mahdollisesti toimipiste jossain muualla, voitaisiin reitittimien 
avulla yhdistää toimipisteet käyttäen jotain WAN-tekniikkaa.  
Reitittimille konfiguroidaan HSRP-protokolla, jonka ansiosta toisen reitittimen 
vioittuessa, lähiverkko- tai internetlinkin kadotessa, voidaan ottaa toinen reititin 
käyttöön, olettaen että yrityksellä on kaksi internetyhteyttä. 
Koko verkon tarkoituksena on luoda vikasietoinen verkko, jonka toiminta ei häi-
riydy yhden linkki- tai laitevian seurauksena. 
 
5.2 Konfigurointi 
Ensimmäisenä konfiguroidaan liityntäkerroksen kytkimet. Näissä konfiguraatiot 
eivät ole mitenkään monimutkaisia. Asetetaan vain muutamia peruskomentoja, 
kuten salasanat ja etähallintaa helpottavat toiminnot. Lisäksi määritellään oletus-
yhdyskäytävä kytkimille sekä määritellään laitteille nimet, niiden tunnistamisen 
helpottamiseksi. 
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Konfiguraatiot ovat molemmilla kytkimillä samat, paitsi laitteiden nimet ja etähal-
lintaosoitteet tietysti eroavat.  
Liityntätason kytkimet 
 Tunnistimien määritykset: 
 
 Switch0(config)#hostname Liitynta_1 
 Switch1(config)#hostname Liitynta_2 
 
 Etähallinta osoitteiden määritykset: 
 
 Liitynta_1(config)#interface vlan 1 
 Liitynta_1(config-if)#ip address 192.168.10.6 255.255.255.0 
 Liitynta_1(config-if)#no shutdown 
 
 Liitynta_2(config)#interface vlan 1 
 Liitynta_2(config-if)#ip address 192.168.10.7 255.255.255.0 
 Liitynta_2(config-if)#no shutdown 
 
 Oletusyhdyskäytävän määritys: 
 
 Liitynta_1(config)#ip default-gateway 192.168.1.1 
 Liitynta_2(config)#ip default-gateway 192.168.1.1 
 
 RSTP-protokollan käyttöönotto: 
 
 Liitynta_1(config)#spanning-tree mode rapid-pvst 
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Jakelutason kytkimet 
 
 Tunnistimien määritykset: 
 
 Switch2(config)#hostname Jakelu_1 
 Switch3(config)#hostname Jakelu_2 
 
 Etähallinta osoitteiden määritykset: 
 
 Jakelu_1(config)#interface vlan 1 
 Jakelu_1(config-if)#ip address 192.168.10.4 255.255.255.0 
 Jakelu_1 (config-if)#no shutdown 
 
 Jakelu_2(config)#interface vlan 1 
 Jakelu_2(config-if)#ip address 192.168.10.5 255.255.255.0 
 Jakelu_2 (config-if)#no shutdown 
 
 Etherchannel linkin luonnit: 
 
 Jakelu_1(config)#interface port-channel 1 
 Jakelu_1(config-if)#description Jakelu Etherchannel 
 Jakelu_1(config)#interface range fa0/2-3 
 Jakelu_1(config-if-range)#channel-group 1 mode desirable 
  
 Jakelu_2(config)#interface port-channel 1 
 Jakelu_2(config-if)#description Jakelu Etherchannel 
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 Jakelu_2(config)#interface range fa0/2-3 
 Jakelu_2(config-if-range)#channel-group 1 mode desirable 
 
 RSTP-protokollan, juurisillan ja varajuurisillan määritykset: 
 
 Jakelu_1(config)#spanning-tree mode rapid-pvst 
 Jakelu_1(config)#spanning-tree vlan 1 root primary 
 Jakelu_1(config)#spanning-tree vlan 1 priority 4096 
  
 Jakelu_2(config)#spanning-tree mode rapid-pvst 
 Jakelu_2(config)#spanning-tree vlan 1 root secondary 
 Jakelu_2(config)#spanning-tree vlan 1 priority 8192 
 
Reitittimien konfigurointi 
 
 Tunnistimien määritykset: 
 
 Router0(config)#hostname Active 
 Router1(config)#hostname Standby 
 
 Reitittimien sisäverkon porttien ja HSRP-protokollan määritykset: 
 
 Active(config)#interface GigabitEthernet0/0 
 Active(config-if)#ip address 192.168.10.2 255.255.255.0 
 Active(config-if)#duplex auto 
 Active(config-if)#speed auto 
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 Active(config-if)#standby 1 ip 192.168.10.1 
 Active(config-if)#standby 1 priority 110 
 Active(config-if)#standby 1 preempt 
 Active(config-if)#standby 1 track GigabitEthernet0/1 
  
 Standby(config)#ip address 192.168.10.3 255.255.255.0 
 Standby(config-if)#duplex auto 
 Standby(config-if)#speed auto 
 Standby(config-if)#standby version 2 
 Standby(config-if)#standby 1 ip 192.168.10.1 
 Standby(config-if)#standby 1 priority 105 
 Standby(config-if)#standby 1 preempt 
 Standby(config-if)#standby 1 track GigabitEthernet0/1 
 
Reitittimien ulkoverkon porttien ja HSRP-protokollan määritys: 
 
 Active(config)#interface GigabitEthernet0/1 
 Active(config-if)#ip address 10.10.10.2 255.255.255.248 
 Active(config-if)#duplex auto 
 Active(config-if)#speed auto 
 Active(config-if)#standby 2 ip 10.10.10.1 
 Active(config-if)#standby 2 priority 115 
 Active(config-if)#standby 2 preempt 
 Active(config-if)#standby 2  
 Active(config-if)#track GigabitEthernet0/0 
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 Standby(config)#interface GigabitEthernet0/1 
 Standby(config-if)#ip address 10.10.10.3 255.255.255.248 
 Standby(config-if)#duplex auto 
 Standby(config-if)#speed auto 
 Standby(config-if)#standby version 2 
 Standby(config-if)#standby 2 ip 10.10.10.1 
 Standby(config-if)#standby 2 priority 110 
 Standby(config-if)#standby 2 preempt 
 Standby(config-if)#standby 2 track GigabitEthernet0/0  
 
 OSPF reititysprotokollan konfiguroinnit: 
 
 Active(config)#router ospf 1 
 Active(config-router)#network 192.168.10.0 0.0.0.255 area 0 
 Active(config-router)#network 192.108.10.0 0.0.0.255 area 0 
 
 Standby(config)#router ospf 1 
 Standby(config-router)#network 192.168.10.0 0.0.0.255 area 0 
 Standby(config-router)#network 192.108.10.0 0.0.0.255 area 0 
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6 VERKON VIKASIETOISUUDEN TESTAUS 
Verkon konfiguroinnin jälkeen on aika testata toimivatko yhteydet ja määritellyt 
vikasietoisuusprotokollat toivotulla tavalla. 
Verkon testaamisen helpottamiseksi, olen lisännyt verkkoon muutamia lisälaitteita 
kuten, ylimääräisen kytkimen sekä muutamia tietokoneita, jotka olen myös konfi-
guroinut (kuva 17). 
 
 
Kuvio 17. Valmis verkko, lisälaitteineen. 
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Testaukset tehdään pääasiassa käyttämällä ping-komentoa ja erilaisia show-
komentoja. STP- ja HSRP-protokollien kohdalla, teen myös käytännön testin, jos-
sa irrotan tai lisään fyysisen linkin topologiaan ja katson reagoivatko protokollat 
niihin oikealla tavalla, sekä toimivatko yhteydet vielä sen jälkeen. 
 
6.1 Päätelaitteiden välisten yhteyksien ja ulkoverkko yhteyden testaus 
Ensin tarkastetaan, että kaikki sisäverkon päätelaitteet saavat yhteyden ulkoverk-
koon. Koska kaikki sisäverkon päätelaitteet kuuluvat samaan verkkoon, ei meidän 
tarvitse testata kuin yhdeltä päätelaitteelta pääsy ulkoverkkoon, mikäli se onnis-
tuu, toimivat muidenkin päätelaitteiden yhteydet. 
 
 
Kuvio 18. Sisäverkosta ulkoverkkoon yhteyden testaus. 
 
Ensimmäinen ”ping” ei onnistunut, koska verkko ei ollut vielä tässä vaiheessa 
muodostanut kaikki yhteyksiä. Hetken kuluttua kuitenkin, yhteydet alkoivat toi-
mia. 
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Kuvio 19. Ulkoverkosta sisäverkkoon yhteyden testaus. 
 
Ulkoverkon päätelaitteeltakin on yhteys sisäverkkoon. Eli kaikki päätelaitteiden 
väliset yhteydet toimivat. 
 
6.2 EtherChannel linkin testaus 
Seuraavaksi tarkastetaan, että EtherChannel linkki on muodostettu ja että se on 
toiminnassa varmasti. 
”Show etherchannel summary” komennolla, näen onko muodostettuja Etherchan-
nel linkkejä ja missä tilassa ne mahdollisesti ovat. 
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Kuvio 20. EtherChannel yhteenveto. 
 
Kuten kuvasta näkee, käytössä on yksi EtherChannel linkki joka sisältää Fa0/2 ja 
Fa0/3 portit ja toimii käyttäen PAgP-protokollaa. 
Seuraavaksi testaamme EtherChannel linkin vikasietoisuuden, poistamalla toisen 
fyysisistä linkeistä ja testaamalla ping-komennolla, vieläkö laitteiden välinen Et-
herChannel on toiminnassa. 
 
 
Kuva 21. Fa0/3 portin sulkeminen ja yhteyden testaus. 
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Testi oli onnistunut, EtherChannel linkki oli edelleen toiminnassa, vaikka toinen 
sen fyysisistä linkeistä oli poissa käytöstä testin ajan. 
 
6.3 STP-protokollan testaus 
STP protokollan tarkastus tapahtuu komennolla ”show spanning-tree”.   
 
Kuvio 22. Jakelu_1 kytkimen STP-protokollan tiedot. 
 
Kuten kuvasta nähdään, Jakelu_1 on juurikytkin, niin kuin sen kuuluukin olla. 
Kuvasta myös näkee laitteeseen yhdistettyjen linkkien hinnat, joista puhuttiin 
aiemmin työssä. Tästä myös voimme varmistua, että EtherChannel linkki toimii, 
koska siinä yhdistyy kaksi 100Mbit/s nopeuksista linkkiä yhdeksi loogiseksi lin-
kiksi, on se tuplasti nopeampi, kuin muut yhteydet ja siitä syystä sen hinta on al-
haisempi. 
STP-protokolla määriteltiin käyttöön kaikille verkkolaitteille. Jakelu_1 määritel-
tiin juurikytkimeksi ja Jakelu_2 varajuurikytkimeksi, muuttamalla niiden priority-
arvoa. 
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Testasin myös STP-protokollan toimintaa, lisäämällä verkkoon ylimääräisen lin-
kin, liitynta_1 kytkimeltä, Jakelu_1 kytkimelle. 
 
 
 
Kuvio 23. Ylimääräisen linkin lisäys 
 
Kuten kuvasta näkee, STP-protokolla esti ylimääräisen linkin toiminnan asetta-
malla sen estettyyn tilaan, jolloin vältyttiin kytkentäsilmukan muodostukselta. 
 
6.4 HSRP-protokollan testaus 
HSRP-protokollan konfiguraation testaus tapahtuu komennolla ”show standby”. 
 
   55 
 
 
Kuvio 24. HSRP protokollan tiedot. 
Kuvasta 24 näemme, että Active reitittimellä on konfiguroituna kaksi HSRP-
ryhmää, toinen portille Gig0/0 ja toinen Gig0/1, eli lähi- ja ulkoverkon porteille ja 
molemmat seuraavat vastakkaisia portteja muutoksien varalta myös, joka näkyy 
kuvasta ”Track interface” kohdissa. 
Käytännön testissä sisäverkon päätelaitteelta lähetetään loputtomasti ICMP-
pyyntöjä ulkoverkon päätelaitteelle ”ping -t ” komennolla, jolloin näemme palau-
tuuko yhteys ulkoverkkoon, linkki- tai laitevian tapahtuessa. 
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Kuvio 25. HSRP yhteyden palautumisen testaus vikatilanteessa. 
 
Yhteys palautui, oltuaan vain hetken poikki, kun poistin Active reitittimen ulko-
verkonporttiin Gig0/1 tulevan kaapelin. Toistin testin poistamalla sisäverkosta 
Active reitittimeen tulevan kaapelin ja tulos oli sama, eli HSRP-protokolla toimii. 
Myös reititin ilmoittaa käyttäjälle muutoksista. Seuraava kuva (kuvio 26) on otet-
tu Standby reitittimeltä samalla, kun poistin kaapelin Active reitittimeltä, eli 
Standby reititin, muuttui välittömästi uudeksi aktiiviseksi reitittimeksi. 
 
 
Kuvio 26. Standby-reitittimen tilan muutos, Active-reitittimen vikatilanteessa. 
 
Lopuksi testattiin preempt-komennon toiminta palauttamalla linkki Active reitit-
timelle. 
 
 
 
Kuvio 27. Kaapelin yhdistäminen takaisin Active reitittimelle. 
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Linkki palautettiin ja Active reititin asetettiin takaisin Active-tilaan, kuten oli tar-
koituskin, eli testi on onnistunut.  
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7 TULOKSET JA JOHTOPÄÄTÖKSET 
Opinnäytetyössä tutkittiin lähiverkkojen toimintaa ja otettiin selville, mitä lähi-
verkkojen suunnitellussa tulisi ottaa huomioon, sekä kertoa eri vikasietoisuuspro-
tokollista ja kuinka ne toimivat. Käytännönosuudessa oli tarkoituksena suunnitella 
ja toteuttaa vikasietoinen verkko. 
Työn tarkoituksena oli pääasiallisesti kehittää omaa osaamistani tietoverkkojen 
suunnittelussa ja verkkojen konfiguroinnissa. Työssä suunniteltu verkko luotiin 
lukemani teorian pohjalta, jonka pitäisi sopia Pk-yrityksen verkon rungoksi, mutta 
kokemusta oikeista verkoista ei ole, sitä vertaa, että olisin voinut todellista verk-
koa mallintaa työssäni. Rajoittavana tekijänä, oli myös Packet Tracer-ohjelman 
puutteelliset tuet eri protokollille. 
Työhön valittujen ja siinä käytettyjen protokollien tarkoituksena, oli luoda vika-
sietoinen verkko, joka sallii vähintään yhden linkki- tai laitevian, jokaisessa ver-
kon kerroksessa, menettämättä yhteyksiä, pientä viivettä yhteyksien palautumises-
sa lukuun ottamatta. 
Ajettujen testien perusteella, voidaan sanoa, että käytännöntyölle määritettyihin 
tavoitteisiin päästiin.  
EtherChannel linkki saatiin luotua ja se kesti sen sisältämän fyysisen linkin simu-
loidun vikatilanteen. 
STP-protokollalle määriteltiin juurikytkin onnistuneesti, priority arvoa muutta-
malla itse. Testissä STP-protokolla esti onnistuneesti kytkentäsilmukan muodos-
tuksen, lisättäessä ylimääräinen reitti liityntä ja ydin kerroksien välille. 
Reitittimille saatiin onnistuneesti konfiguroitua, active- ja standby reitittimet ja 
luotua HSRP-ryhmät, sekä port tracking ja preempt toiminnot, jotka testissä toi-
mivat molemmat moitteetta vikatilannetta simuloidessa. 
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8 YHTEENVETO 
Opinnäytetyö oli osittain tutkimus ja osittain projektiluontoinen. Toimeksiantajaa 
työllä ei ollut. Sain idean opinnäytetyölleni suorittaessani Cisco CCNA valinnais-
kurssia, jossa käytiin joitain työssä käytyjä asioita teoriatasolla läpi, josta sitten 
syntyi halu tutkia ja testata asioita tarkemmin ja tietysti syventää osaamistani tie-
toliikennealalla. 
Onnistuin hyvin tavoitteissani, koska tuloksena sain luotua verkon, jossa on onnis-
tuneesti otettu käyttöön työssäkin läpikäydyt EtherChannel, STP- ja HSRP-
protokollat, joilla saatiin luotua vikasietoisuutta verkkoon.  
Alun perin tarkoituksena oli käydä vikasietoisuusprotokollia laajemmin läpi, sekä 
luoda modernimpi verkko käyttäen liikenteensuodatusta mukana verkon vika-
sietoisuuden parantamiseen. Työn edetessä huomasin Packet Tracer-ohjelmiston 
huomattavat puutteet. Ohjelmisto tukee vain muutamia vikasietoisuusprotokollia, 
joten sillä ei ole mahdollista luoda monimutkaisia verkkoja, joten ei ollut juuri-
kaan vara valita, mitä vikasietoisuusprotokollia voisin käyttää. 
Työn teoriaosan tekemisessä oli myös ongelmia. Kirjallisuutta etsiessäni työn 
alussa, huomasin hyvin nopeasti, ettei ajan tasalla olevia tietoliikennealan kirjoja 
juurikaan ole. Ainakaan sellaisia, jotka olisivat sisältäneet tietoa, jota hain. Tästä 
syystä jouduin jatkuvasti tarkistamaan vanhoista kirjoista löytyvän tiedon paik-
kansapitävyyden internetistä. 
Kaiken kaikkiaan ongelmista riippumatta, saatiin kuitenkin luotua vikasietoinen 
lähiverkko sekä testattua sen toiminta onnistuneesti. 
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Liitynta_1 Startup-config 
Using 1111 bytes 
! 
version 12.2 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname Liitynta_1 
! 
! 
! 
! 
! 
spanning-tree mode rapid-pvst 
! 
interface FastEthernet0/1 
! 
interface FastEthernet0/2 
! 
interface FastEthernet0/3 
! 
interface FastEthernet0/4 
! 
interface FastEthernet0/5 
! 
interface FastEthernet0/6 
! 
interface FastEthernet0/7 
! 
interface FastEthernet0/8 
! 
interface FastEthernet0/9 
! 
interface FastEthernet0/10 
! 
interface FastEthernet0/11 
! 
interface FastEthernet0/12 
! 
interface FastEthernet0/13 
! 
interface FastEthernet0/14 
! 
interface FastEthernet0/15 
! 
interface FastEthernet0/16 
! 
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interface FastEthernet0/17 
! 
interface FastEthernet0/18 
! 
interface FastEthernet0/19 
! 
interface FastEthernet0/20 
! 
interface FastEthernet0/21 
! 
interface FastEthernet0/22 
! 
interface FastEthernet0/23 
! 
interface FastEthernet0/24 
! 
interface GigabitEthernet0/1 
! 
interface GigabitEthernet0/2 
! 
interface Vlan1 
ip address 192.168.10.6 255.255.255.0 
! 
! 
! 
! 
line con 0 
password cisco 
login 
! 
line vty 0 4 
password cisco 
login 
line vty 5 15 
login 
! 
! 
end 
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Liitynta_2 Startup-config 
Using 1181 bytes 
! 
version 12.2 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname Liitynta_2 
! 
enable secret 5 $1$mERr$5.a6P4JqbNiMX01usIfka/ 
enable password Cisco 
! 
! 
! 
! 
! 
spanning-tree mode rapid-pvst 
! 
interface FastEthernet0/1 
! 
interface FastEthernet0/2 
! 
interface FastEthernet0/3 
! 
interface FastEthernet0/4 
! 
interface FastEthernet0/5 
! 
interface FastEthernet0/6 
! 
interface FastEthernet0/7 
! 
interface FastEthernet0/8 
! 
interface FastEthernet0/9 
! 
interface FastEthernet0/10 
! 
interface FastEthernet0/11 
! 
interface FastEthernet0/12 
! 
interface FastEthernet0/13 
! 
interface FastEthernet0/14 
! 
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interface FastEthernet0/15 
! 
interface FastEthernet0/16 
! 
interface FastEthernet0/17 
! 
interface FastEthernet0/18 
! 
interface FastEthernet0/19 
! 
interface FastEthernet0/20 
! 
interface FastEthernet0/21 
! 
interface FastEthernet0/22 
! 
interface FastEthernet0/23 
! 
interface FastEthernet0/24 
! 
interface GigabitEthernet0/1 
! 
interface GigabitEthernet0/2 
! 
interface Vlan1 
ip address 192.168.10.7 255.255.255.0 
! 
! 
! 
! 
line con 0 
password cisco 
login 
! 
line vty 0 4 
password cisco 
login 
line vty 5 15 
login 
! 
! 
end 
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Jakelu_1 Startup-config 
Using 1436 bytes 
! 
version 12.2 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname Jakelu_1 
! 
! 
! 
enable secret 5 $1$mERr$hx5rVt7rPNoS4wqbXKX7m0 
enable password class 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
no ip domain-lookup 
! 
! 
spanning-tree mode pvst 
spanning-tree vlan 1 priority 24576 
! 
! 
! 
! 
! 
! 
interface Port-channel 1 
description Jakelu Etherchannel 
! 
interface FastEthernet0/1 
! 
interface FastEthernet0/2 
LIITE 3  2(3) 
 
description Linkki 1 
channel-group 1 mode desirable 
! 
interface FastEthernet0/3 
description Linkki 2 
channel-group 1 mode desirable 
! 
interface FastEthernet0/4 
! 
interface FastEthernet0/5 
! 
interface FastEthernet0/6 
! 
interface FastEthernet0/7 
! 
interface FastEthernet0/8 
! 
interface FastEthernet0/9 
! 
interface FastEthernet0/10 
! 
interface FastEthernet0/11 
! 
interface FastEthernet0/12 
! 
interface FastEthernet0/13 
! 
interface FastEthernet0/14 
! 
interface FastEthernet0/15 
! 
interface FastEthernet0/16 
! 
interface FastEthernet0/17 
! 
interface FastEthernet0/18 
! 
interface FastEthernet0/19 
! 
interface FastEthernet0/20 
! 
interface FastEthernet0/21 
! 
interface FastEthernet0/22 
! 
interface FastEthernet0/23 
! 
interface FastEthernet0/24 
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! 
interface GigabitEthernet0/1 
! 
interface GigabitEthernet0/2 
! 
interface Vlan1 
ip address 192.168.10.4 255.255.255.0 
! 
ip classless 
! 
ip flow-export version 9 
! 
! 
! 
! 
! 
! 
! 
line con 0 
! 
line aux 0 
! 
line vty 0 4 
login 
! 
! 
! 
end 
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Jakelu_2 Startup-config 
Using 1436 bytes 
! 
version 12.2 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname Jakelu_2 
! 
! 
! 
enable secret 5 $1$mERr$hx5rVt7rPNoS4wqbXKX7m0 
enable password class 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
no ip domain-lookup 
! 
! 
spanning-tree mode pvst 
spanning-tree vlan 1 priority 28672 
! 
! 
! 
! 
! 
! 
interface Port-channel 1 
description Jakelu Etherchannel 
! 
interface FastEthernet0/1 
! 
interface FastEthernet0/2 
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description Linkki 1 
channel-group 1 mode desirable 
! 
interface FastEthernet0/3 
description Linkki 2 
channel-group 1 mode desirable 
! 
interface FastEthernet0/4 
! 
interface FastEthernet0/5 
! 
interface FastEthernet0/6 
! 
interface FastEthernet0/7 
! 
interface FastEthernet0/8 
! 
interface FastEthernet0/9 
! 
interface FastEthernet0/10 
! 
interface FastEthernet0/11 
! 
interface FastEthernet0/12 
! 
interface FastEthernet0/13 
! 
interface FastEthernet0/14 
! 
interface FastEthernet0/15 
! 
interface FastEthernet0/16 
! 
interface FastEthernet0/17 
! 
interface FastEthernet0/18 
! 
interface FastEthernet0/19 
! 
interface FastEthernet0/20 
! 
interface FastEthernet0/21 
! 
interface FastEthernet0/22 
! 
interface FastEthernet0/23 
! 
interface FastEthernet0/24 
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! 
interface GigabitEthernet0/1 
! 
interface GigabitEthernet0/2 
! 
interface Vlan1 
ip address 192.168.10.5 255.255.255.0 
! 
ip classless 
! 
ip flow-export version 9 
! 
! 
! 
! 
! 
! 
! 
line con 0 
! 
line aux 0 
! 
line vty 0 4 
login 
! 
! 
! 
end 
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Active Startup-config 
Using 1422 bytes 
! 
version 15.1 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname Active 
! 
! 
! 
enable secret 5 $1$mERr$hx5rVt7rPNoS4wqbXKX7m0 
enable password class 
! 
! 
ip dhcp excluded-address 192.168.10.1 192.168.10.10 
! 
ip dhcp pool Lahiverkon_DHCP 
network 192.168.10.0 255.255.255.0 
default-router 192.168.10.1 
! 
! 
! 
ip cef 
no ipv6 cef 
! 
! 
! 
! 
license udi pid CISCO2911/K9 sn FTX15242JB1 
! 
! 
! 
! 
! 
! 
! 
! 
! 
no ip domain-lookup 
! 
! 
spanning-tree mode rapid-pvst 
! 
! 
! 
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! 
! 
! 
interface GigabitEthernet0/0 
ip address 192.168.10.2 255.255.255.0 
duplex auto 
speed auto 
standby version 2 
standby 1 ip 192.168.10.1 
standby 1 priority 110 
standby 1 preempt 
standby 1 track GigabitEthernet0/1 
! 
interface GigabitEthernet0/1 
ip address 10.10.10.2 255.255.255.248 
duplex auto 
speed auto 
standby version 2 
standby 2 ip 10.10.10.1 
standby 2 priority 115 
standby 2 preempt 
standby 2 track GigabitEthernet0/0 
! 
interface GigabitEthernet0/2 
no ip address 
duplex auto 
speed auto 
! 
interface Vlan1 
no ip address 
shutdown 
! 
router ospf 1 
log-adjacency-changes 
network 192.168.10.0 0.0.0.255 area 0 
network 10.10.10.0 0.0.0.255 area 0 
! 
router rip 
! 
ip classless 
! 
ip flow-export version 9 
! 
! 
! 
banner motd ^CPaareititin ei saa tehda muutoksia!!!^C 
! 
! 
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! 
! 
line con 0 
password salasana 
login 
! 
line aux 0 
! 
line vty 0 4 
password salasana 
login 
! 
! 
! 
end 
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Standby Startup-config 
Using 1405 bytes 
! 
version 15.1 
no service timestamps log datetime msec 
no service timestamps debug datetime msec 
no service password-encryption 
! 
hostname Standby 
! 
! 
! 
enable secret 5 $1$mERr$hx5rVt7rPNoS4wqbXKX7m0 
enable password class 
! 
! 
ip dhcp excluded-address 192.168.10.1 192.168.10.10 
! 
ip dhcp pool Lahiverkon_DHCP 
network 192.168.10.0 255.255.255.0 
default-router 192.168.10.1 
! 
! 
! 
ip cef 
no ipv6 cef 
! 
! 
! 
! 
license udi pid CISCO2911/K9 sn FTX1524130J 
! 
! 
! 
! 
! 
! 
! 
! 
! 
no ip domain-lookup 
! 
! 
spanning-tree mode pvst 
! 
! 
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! 
! 
! 
! 
interface GigabitEthernet0/0 
ip address 192.168.10.3 255.255.255.0 
duplex auto 
speed auto 
standby version 2 
standby 1 ip 192.168.10.1 
standby 1 priority 105 
standby 1 preempt 
standby 1 track GigabitEthernet0/1 
! 
interface GigabitEthernet0/1 
ip address 10.10.10.3 255.255.255.248 
duplex auto 
speed auto 
standby version 2 
standby 2 ip 10.10.10.1 
standby 2 priority 110 
standby 2 preempt 
standby 2 track GigabitEthernet0/0 
! 
interface GigabitEthernet0/2 
no ip address 
duplex auto 
speed auto 
! 
interface Vlan1 
no ip address 
shutdown 
! 
router ospf 1 
log-adjacency-changes 
network 192.168.10.0 0.0.0.255 area 0 
network 10.10.10.0 0.0.0.255 area 0 
! 
ip classless 
! 
ip flow-export version 9 
! 
! 
! 
banner motd ^CVarareititin ei saa tehda muutoksia!!!^C 
! 
! 
! 
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! 
line con 0 
password salasana 
login 
! 
line aux 0 
! 
line vty 0 4 
password salasana 
login 
! 
! 
! 
end 
 
