We investigate in multidimensional compound Poisson processes (CPP) the relation between the dependence structure of the jump distribution and the dependence structure of the respective components of the CPP itself. For this purpose the asymptotic λt Ñ 8 is considered, where λ denotes the intensity and t the time point of the CPP. For modeling the dependence structures we are using the concept of copulas. We prove that the copula of a CPP converges under quite general assumptions to a specific Gaussian copula, depending on the underlying jump distribution.
Introduction
Let pN t q tě0 be a Poisson process on a probability space pΩ, F, P q with intensity λ ą 0 and let X j : pΩ, Fq Ñ pR, BpR d qq, j P N be a sequence of i.i.d. random variables, such that pX j q jPN and pN t q tě0 are independent. Set F 
Y is a compound Poisson process with the d-dimensional jump distribution F . Given the n equidistant observations Y 1 , . . . , Y n , Buchmann and Grübel [2] propose in a one dimensional setting a deconvolution based method to estimate the underlying jump distribution F . In doing so they investigate relations between the jump distribution and the distribution of the resulting compound Poisson process (CPP).
To get more convenient with their approach we citate Lemma 7 in [2] :
Lehrstuhl IV, Fakultät für Mathematik, Technische Universität Dortmund, D-44227 Dortmund, Germany, christian.palmes@math.tu-dortmund.de Lemma 7 of Buchmann, Grübel [2] . Let F and G be probability distributions on R`d 
The convergence of the right-hand sum in (3) holds in some suitable Banach space Dpτ q introduced in detail in Buchmann, Grübel [2] . Note, that we have by considering (2) the relation P Yt´Yt´1 " Ψpλ, F q, t " 1, . . . , n.
In this sense, Φ in the cited Lemma 7 regains the jump distribution F out of Ψpλ, F q.
In this paper we analyse in a multidimensional setting the relation between the copula of the jump distribution and the copula of the associated CPP under the asymptotic λt Ñ 8. Our investigations imply for instance that a multidimensional copula analogue of the above Lemma 7 in [2] does not hold.
To be more precise it is even not possible to define a copula analogue version of the function Ψ, cf. Remark 3.7.
Organisation of this paper
To keep the technical overhead as small as possible, we assume in what follows w.l.o.g. the case d " 2.
Section 2 simply states some useful definitions for our needs. If F is a two dimensional distribution with continuous margins, i.e. F P M c , we denote with T F its unique copula, cf. Proposition 2.1.
In Section 3, we consider the copula of a compound Poisson process Y under the asymptotic λt Ñ 8, i.e. we consider the limit behaviour of
Obviously, (4) implies that we can fix w.l.o.g. t def " 1 and consider only the intensity limit λ Ñ 8. In this context, Theorem 3.5 yields the convergence
which is uniform on r0, 1s 2 . Here, Σ P R 2ˆ2 denotes a positive definite matrix defined in Theorem 3.5. Thus, it follows that the copula of a CPP converges uniformly under this asymptotic to the Gaussian copula T N p0, Σq. To distinguish between the Gaussian limit copulas, we have to investigate whether T N p0, Σq " T N p0, Σ 1 q holds for two positive definite matrices Σ, Σ 1 P R 2ˆ2 . This is done in Proposition 3.4: With the notations in Section 2 the entity
determines the limit copula of the CPP with jump distribution F " P X1 . Using this asymptotic approach, the statement of Corollary 3.6 implies that (1) is, in general, not true, compare Remark 3.7.
In Section 4, we analyse the resulting limit copulas of all compound Poisson processes in a certain way. For this purpose, we investigate the map F Þ Ñ ρpF q. The first interesting question is whether
holds, where M c denotes all two dimensional distributions F with F pr0, 8q 2 q " 1 and continuous margins. To say it in prose: The question is, whether the set of jump distributions which consists of the set of copulas C, can generate every limit copula, which belongs to a CPP with positive jumps. Proposition 4.1 states that this is not the case since we have
Note, that Cauchy Schwarz yields for every F the inequalities´1 ď ρpF q ď 1 and that ρ can be geometrically interpreted as the cosinus of the two coordinates of X 1 in the Hilbert space L 2 pΩ, F, P q. Thus, from the above geometric point of view, copulas always span an angle between 0 and 60 degrees. Additionally, Example 4.2 states that all limit copulas that are reachable by a copula jump distribution are even obtained by a Clayton copula, i.e.
see Section 2 for the notation. Finally, Example 4.3 provides the answer to the question of how to obtain the remaining limit copulas which belong to ρ P`0,
In this example, we describe a constructive procedure how to construct such jump distributions: Fix any 0 ă ă 1. Simulate two independent on r0, 1s uniformly distributed, i.e. U r0, 1s distributed, random variables U and V . If |U´V | ě , make the jump pU, V q P R 2 . Else repeat this procedure until the difference between U and V is not less that , and make afterwards the jump pU, V q P R 2 . All necessary repetitions are performed independently from each other. Then, if runs through the interval p0, 1q, we get a set of corresponding ρ values that includes 0,
Observe that the resulting jumps of the above procedure are all positive. Finally, in Section 5, a simulation study is presented. We investigate the finite sample behavior of the convergence statement (10) in Theorem 3.5 by use of several MATLAB simulations. Clayton copulas are simulated for the jump distribution of the respective compound Poisson processes.
Basic definitions
We denote with M the set of all probability measures on pR 2 , B 2 q where B 2 are the Borel sets of R 2 . Furthermore, define
i.e. the case that both margins of F are continuous. If we have additionally
we write F P C and call it a copula. Thus, we have defined a further subclass and have altogether the inclusions
For a more convenient notation, we do not distinguish between a probability measure and its distribution function, e.g. we shall write without confusion
The definition of the map T in the following proposition is crucial for what follows.
Proposition 2.1. It exists a unique map
with the property F px, yq " pT F qpF 1 pxq, F 2 pyqq, x, y P R where
Proof. This is a consequence of Theorem 2.3.3. (Sklar) in Nelsen [5] .
T is a map that transforms a probability measure in its copula. We require the margins to be continuous in order to get a unique map. Note that it holds of course T |C " id |C . We will deal with the following concrete copulas:
Fréchet-Hoeffding lower bound,
Fréchet-Hoeffding upper bound,
family of Clayton copulas,
on the domain of all F P M c which possess square integrable margins, and write as in Buchmann and Grübel [2] Ψpλ, F q " e´λ
Asymptotic results
Lemma 3.1. Given F, G P M c and λ ą 0. Then, it holds F˚G P M c and Ψpλ, F q P M c .
Proof. Fubinis theorem yields with any fixed r P R
In order to prove the second assertion note that we have Ψpλ, F q j ptruq "˜e´λ
where the last expression is zero because of what we have proven at the beginning.
Then, we have sup
Proof. Set C n def " T F n and let F j n , j " 1, 2 denote the two marginal distributions of F n . Fix pu, vq P p0, 1q
2 . Then, there exist x, y P R with
Since with the margins of F 0 , F 0 itself is also continuous, the assumption
Next, it holds 
which is a direct consequence of the Cramér-Wold Theorem. The pointwise convergence in (6) follows from (7) and (8) .
For the uniform convergence, fix ą 0 and choose any m ą 1 , m P N. Then, we have for all 0 ď u, v ď 1 and
Consider also the paper of Sempi [7] for further results in this area.
Remark 3.3. Let Σ P R 2ˆ2 be a positive-semidefinite matrix. Then, we obviously have
Assume this is the case, i.e. σ 11 σ 22 ą 0. Then (i) Σ is strictly positive definite, iff
Proposition 3.4. Let Σ, Σ 1 P R 2ˆ2 be two positive-definite matrices with σ 11 σ 22 ą 0. Then, it holds
Proof. We can assume because of the previous Remark 3.3 w.l.o.g. that Σ and Σ 1 are strictly positive definite. Consider
where φ Σ resp. φ σjj denotes the cumulative distribution function of Np0, Σq resp. Np0, σ jj q, j " 1, 2. Set further φ def " φ 1 . Considering the respective densities, the equality of the left hand side in (9) is equivalent to
Note that
We have
Furthermore, note
This proves, together with the fact that
is a surjection, our claim.
Theorem 3.5. Let F P M c be a distribution with square integrable margins, i.e. ż px 2`y2 q dF px, yq ă 8.
Then, sup
0ďu,vď1
with
Proof. Denote with ř Ntpλq j"1 X j the corresponding compound Poisson process to Ψpλ, F q, i.e.
Next, define a map
It suffices to show that
because Theorem 2.4.3 in Nelsen [5] yields
so that Proposition 3.2 can be applied. Note that the latter application of T is allowed because of Lemma 3.1 and the fact that ϕ λ is injective.
We verify (12) by use of Lévy's continuity theorem: For a convenient notation, set
and observe
Hence, it suffices to establish for every v P R 2 the convergence
Write for this
This proves the desired convergence. Note that we used Sato [6] Corollary 3.6. Let F P M c be a distribution with square integrable margins. Then, there exists another such distribution G and a number Λ ą 0 such that T F " T G, but
To be more precise, there exists u 0 , v 0 P p0, 1q such that lim λÒ8 |T Ψpλ, F q´T Ψpλ, Gq| pu 0 , v 0 q ą 0.
Additionally, we can choose
Proof. For any c, d ě 0 set G def " δ pc,dq˚F P M c and observe G P M c if F P M c . Because of Theorem 2.4.3 in Nelsen [5] we have T F " T G. Next, let X be a random variable with X " F , so that pX 1`c , X 2`d q " G. Due to Theorem 3.5 together with Proposition 3.4, we only have to show that we can choose c and d such that ρpF q ‰ ρpGq. For this purpose, note that
Assume pc, dq Þ Ñ r ρpc, dq is constant. Then
is also constant. This implies
which is only possible if VarX 2 " 0, i.e. X 2 is a.s. constant which is a contradiction to the assumed continuity of the second marginal distribution of F .
Remark 3.7. The equality
does not hold in view of Corollary 3.6. This implies that a map
is not well-defined.
Two examples
Consider the introduction of this paper for the motivation of the following two examples.
Proposition 4.1. We have 1 2 ď ρpCq ď 1, C P C.
Proof. The upper bound is a direct consequence of the Cauchy-Schwarz inequality. For the lower bound suppose pU, V q " C, i.e. in particular U, V " U r0, 1s. We have to show that EU V ě 1 6 .
Cauchy-Schwarz yields
Ep1´V qU ď pEp1´V q 2 EU 2 q
This implies EU V ě EU´EU 2 " 1 2´1 3 " 1 6 which proves the claim. Example 4.2. Let pC θ q θPr´1,8qzt0u be the family of Clayton copulas. Then, we have
Proof. First, we show the continuity of the map θ Þ Ñ ρpC θ q, θ P r´1, 8qzt0u.
For this purpose, choose a sequence pθ n q nPN0 Ď r´1, 8qzt0u with θ n Ñ θ 0 . The pointwise convergence
yields the convergence of measures C θn d Ñ C θ0 . Define the product function
Since H is continuous, we have C
, which implies
Finally we can writěˇˇˇż
where the last convergence holds because of (14) and dominated convergence. This proves the claimed continuity. Next, observe the pointwise convergences
and C´1 " W , cf. Nelsen [5] (4.2.1). This completes, together with the continuity of (13),
and Proposition 4.1, the proof. Then, the following two statements are true:
(i) pU T , V T q " U pI q with I " tpu, vq P r0, 1s 2 : |u´v| ě u.
(ii) Set ϕ : p0, 1q Ñ r0, 1s Þ Ñ ρpP pU T ,V T.
It holds p0,
Proof. To have an unambiguous notation in this proof, the two dimensional Lebesgue measure is denoted in the following with l 2 instead of λ 2 .
(i): Let A P B 2 and write
Note that P pT " 8q " 0.
(ii): Obviously l 2 pI q " p1´ q 2 holds. Next, we obtain
and
A symmetry argument yields EpV
T q, so that we have
Continuity of ϕ and
proves (ii).
Simulation study
In this section, we investigate the convergence (10) in Theorem 3.5 by means of numerical MATLAB simulations. For this purpose, choose
i.e. the jump distribution is a two dimensional Clayton Copula, compare Section 2. Since we need for the convergence (10) the values of the matrix (11), consider the following proposition.
Proposition 5.1. Let C be a two dimensional Copula with existing first partial derivatives. Further, let U, V be to random variables, such that P pU,V q " C. Then, we have
Proof. Fix any 0 ď v ď 1. Then, it holds for every 0 ď a ď 1
Ep1 tV ďvu |U q dP " P pU ď a, V ď vq
Further, it follows from Bauer [1] [Theorem 23.8]
EpV |U " uq "
Finally, a substitution of (16) in (15) proves together with (i) the claim (ii).
We have for θ ą 0 C θ pu, vq " pu´θ`v´θ´1q´1 θ , 0 ď u, v ď 1.
This yields
and, thus, we have together with Proposition 5.1 (ii)
θ 0 1 2 5 ρpC θ q 0.7500 0.8696 0.9206 0.9712 . Table 1 : Gaussian limit copulas as a function of θ Note the connection between EpU V q and Spearman's rho ρ S , cf. Nelsen [5] [Theorem 5.1.6.], i.e. we have ρ S " 12EpU V q´3. However, a closed form expression of Spearman's rho for Clayton copulas is not known and hence, we perform numerical calculations of the integrals in (17) and state the results in Table 1 . Observe further, that it holds ş
, θ ě 0 and that θ " 0 implies that U and V are independent, i.e. E 0 pU V q " E 0 pU qE 0 pV q " Proposition 5.2. Let U and Z be independent U r0, 1s distributed random variables. Set
Then, we have
Proof. Proposition 5.1 (i) yields
Observe that
is equivalent to
which is the condition of (18) on U " u and that (19) is a known fact, i.e. (18) is true. Thus, it remains to calculate F´1 θ,u , 0 ď u ď 1, θ ą 0. Consider for this
A straightforward calculation yields
This proves together with (18) the claim.
Consider in this context also Lee [4] . The next proposition is useful for the simulation of the Gaussian limit copulas in Theorem 3.5.
Proposition 5.3. Fix any´1 ď τ ď 1 and let X and Y be two independent, N(0,1) distributed random variables. Set
here φ denotes the cumulative distribution function of N(0,1). Then, it holds
Proof. Observe thatˆ1 0 τ ? 1´τ 2˙i s the Cholesky decomposition ofˆ1
This proves together with the definition of ρ, cf. (5), the claim. Figure 1 shows a scatter diagram of respectively 500 i.i.d. samples of Clayton copulas and their associated Gaussian limit copulas, compare Table 1 . Table 1 , it holds
uniformly on r0, 1s 2 with τ " 0.9712. However, Figure 2 indicates that even T Ψp3, F 5 q is close to T Ψp8, F 5 q. All four copula plots in Figure 2 resemble the associated Gaussian limit copula T Ψp8, F 5 q in Figure 1 . Hence, this graphical comparison method seems to be inadequate, i.e. not subtle enough. As a solution, we simulate in Figure 3 the density of the difference ∆pλ, θq def " |T Ψpλ, F θ q´T Ψp8, F θ q|, λ " 3, 5, 7, 20, θ " 0, 1, 2, 5.
To be more precise, let pX k λ,θ q k"1,...,N resp. pY k 8,θ q k"1,...,N be N i.i.d. samples following the distribution T Ψpλ, F θ q resp. T Ψp8, F θ q and let K Ď r0, 1s 2 be a measurable set. Then, it holds by the strong law of large numberšˇˇˇˇ1
for some fixed M P N. Thus, (20) yields that the numbers
which is for large M an approximation to the density of ∆pλ, θq in the point p and M " 30 in our simulations in Figure 3 .
It remains to find a suitable representation of the function
Ψ is realized as a 2D-plot in the following way: Plot in the square K i,j , i, j " 0, . . . , 29 randomly tαc i,j u points where α ą 1 is a scaling constant in order to controll the average point intensity of the respective plots in Figure 3 . Here, we choose α " 20, so that m i,j plotted points in a square K i,j represents a density difference of mi,j 20 . The plots in Figure 3 clearly illustrate the decrease of the density difference since the respective scatter diagrams are getting thinner with increasing λ. Further, the largest difference is around the origin. This is not surprising since a compound Poisson process does not jump with the probability e´λ in the unit intervall and thus, the corresponding distribution has an atom at the origin. This is in utter contrast to the continuity of the Gaussian limit copulas. However, this effect vanishes for increasing λ, compare Table 2 . Table 2 : Probability of no jumps Finally, Table 3 states the total difference mass of the limit copula and its approximation, i.e. The entries in Table 3 are decreasing in λ and increasing in θ. This can be interpreted in the sense that in the case of a Clayton copula, a stronger dependence of the components in the jump distribution results in a slower convergence to the Gaussian limit copula. 
