ABSTRACT We study an uplink distributed multiple-input-multiple-output (D-MIMO) system, where multiple users are served by multiple base stations (BSs) connected to a common central unit (CU). We propose a generalized signal-space alignment (SSA)-based physical-layer network coding (PNC) scheme, termed G-SSA-PNC. In G-SSA-PNC, the multi-antenna users encode their messages by using nested lattice coding, linearly precode the nested lattice codewords for SSA, and then broadcast to the multi-antenna BSs. The BSs linearly post-process the received signals to extract signals at certain aligned directions. PNC decoding is applied to those extracted signals to generate network-coded message combinations, and the decoded message combinations are then forwarded to the CU for user messages decoding. Compared with the original SSA-PNC scheme, our scheme is different in the following three aspects. First, the G-SSA-PNC employs an individual shaping lattice for nested lattice coding at each source, as in contrast to the use of a common shaping lattice in original SSA-PNC. Second, we derive the feasibility condition of PNC decoding under the new nested lattice coding scheme and show that the SSA precoding and the nested lattice coding needs to be jointly designed to meet the feasibility condition. Third, we formulate a sum rate maximization problem and propose a suboptimal solution to the problem. The numerical results demonstrate the superiority of the G-SSA-PNC in performance over the benchmark schemes, including original SSA-PNC, compressand-forward, and interference alignment.
information theoretical perspective [2] [3] [4] . Compress-andforward (CoF) relaying is applied to analyze the achievable rate of uplink D-MIMO systems. It is shown in [2] that joint decompression and decoding at CU is advantageous over separated operations. In [3] , [4] , the authors proposed a virtual multiple access channel (VMAC) scheme involving Wyner-Ziv coding in BSs and successive decoding of compressed codewords and user messages. The network performance is improved by maximizing the achievable sum rate over the beamforming matrices at users and the quantization noises at BSs.
A second approach is to orthogonalize the desired signals and the interference in the received signal-space through interference alignment (IA). For example, the IA technique can improve the degrees of freedom (DoF) of a K user time-varying interference channel from 1 to BSs. The BSs linearly post-process the received signals from the users to extract signals at certain aligned directions. PNC decoding is applied to those extracted signals. Finally, the decoded messages are forwarded through the backhaul to the CU for user message recovery.
We summarize the novelty and contribution of our work as follows. G-SSA-PNC allows the use of different shaping lattices at different sources, as well as different precoding and channel gains for different spatial streams at the BSs. This gives more freedom for the design of nested lattice coding to match the channel conditions. The challenge is how to preserve the nested lattice structure at the BSs, especially when each BS computes multiple message combinations. As one of our main contributions, we show that certain feasibility conditions on the joint design of SSA precoding and nested lattice coding need to be met, so as to ensure the nested lattice structure at the BSs. 1 With the derived feasibility conditions, we establish an achievable rate region and formulate a sum-rate optimization problem for the G-SSA-PNC scheme. The problem is non-convex and we propose an approximate solution to the problem. We show by simulations the superiority of the G-SSA-PNC over several baseline schemes, including interference alignment, compress-and-forward, generalized compute-compress-andforward (GCCF) [16] , and decode-and-forward.
The paper is organized as follows. The system model is presented in Section II. The optimized SSA-PNC scheme is discussed in Section III. The feasibility of the proposed scheme is investigated in Section IV. The sum-rate maximization problem is formulated and the corresponding algorithm is presented in V. The numerical results and the conclusions are given in Section VI and VII, respectively. Throughout this paper, lowercase boldface letters (e.g., b) are used to denote column vectors, and uppercase boldface letters (e.g., H) are used to denote matrices. Frequently used notations are summarized in Table 1 .
II. SYSTEM MODEL
Following [12] , we consider a D-MIMO network with K users and J base stations (BSs), as illustrated in Fig. 1 . Each user is equipped with N antennas and each BS is equipped with M antennas. All the BSs connect to a common central unit (CU) via an error-free backhaul link with a limited capacity. We assume that users are geographically separated and so are the BSs.
The D-MIMO network consists of two layers, namely, the air-interface layer and the backhaul layer. In the air-interface layer, the K users transmit individual messages to the J BSs. In the backhaul layer, each BS processes its received signal and forwards the processed signal to the CU via the backhaul link. After receiving signals from the J BSs, the CU manages to recover all the messages from the K users.
1) AIR-INTERFACE LAYER
Denote by b k ∈ F s k ×1 q the message of user k, where s k is an integer, q is a prime number, and F q is a finite field with q elements. User k encodes b k into a real N -by-n space-time signal matrix
where n is the number of channel use. The function φ k (·) represents the encoding at user k, which is elaborated in Section III-A.1. Then, the entropy rate of user k is R k = s k n log 2 q bits per channel use. Consider a block fading channel in the air-interface layer, i.e. the channel coefficients remain constant over a block of n channel uses and vary from block to block. In a block, BS j observes a channel output matrix
where H j,k ∈ R M ×N is the flat-fading channel coefficient matrix from user k to BS j, and Z j ∈ R M ×n is the additive white Gaussian noise (AWGN) matrix with independent and identically distributed (i.i.d.) elements of zero mean and σ 2 z variance. The power constraint of each user k is given by
2) BACKHAUL LAYER After receiving Y j , BS j decodesÛ j from Y j , whereÛ j is an estimate of U j that is a certain deterministic function of the source messages. 2 Then, BS j forwardsÛ j to the CU through its backhaul link. In this paper, we consider a total backhaul rate constraint as in [3] , [12] . Lossless distributed source coding [17] can be applied to {Û j } at BSs. From the Slepian-Wolf coding [18] and GCCF, the transmission over backhaul links is error-free if the following constraint is met:
where H (·) denotes the entropy function, and C BH is the total capacity of all the J backhaul links. After receivingÛ j , j ∈ I J , the CU needs to recover all K users' messages {b k , k ∈ I K }. The decoded user messages are represented by
where (·) denotes the decoding operation. The decoding is successful ifb k = b k for all k ∈ I K . A rate tuple (R 1 , R 2 , · · · , R K ) is said to be achievable if the decoding error probability satisfies
for any > 0 as the block length n → ∞. Our goal is to design a transceiver scheme for the D-MIMO system presented above with a high achievable sum rate.
Full channel state information (CSI) is assumed in this paper. That is, every node in the network knows all the channel matrices in the network. This is, however, difficult to realize in practical scenarios. In practice, our proposed G-SSA-PNC scheme can be realized as follows. Each BS j estimates its channels and then forward the estimated channels to CU. With full CSI, CU is able to compute the construction of nested lattice codes, the linear precoding matrices at the users, and the post-processing matrices at BSs, etc. Then, CU sends the computed information back to BSs and users through the backhaul links and the wireless links between BSs and users.
III. GENERALIZED SSA-PNC SCHEME
In this section, we describe a novel SSA-PNC approach, as illustrated in Fig. 2 . Note that the scheme in Fig. 2 is similar to the SSA-PNC scheme in [12] . The difference of our approach will be elaborated in Remarks 1, 3, 4, and Subsection III-F.
A. ENCODING AT USERS 1) NESTED LATTICE CODING
The encoding operation is carried out as follows. The mes-
] T , where b k,l is the l-th data stream of user k, and L k is the total number of data streams of user k. Denote by s k,l the length of b k,l and R k,l the rate
Nested lattice coding [19] is applied to encode data stream b k,l . To this end, we construct a nested lattice chain with 2L lattices using Construction A [11] 
We divide all lattices in the nested lattice chain L as L lattice pairs
In encoding, each data stream b k,l is mapped to a spatial stream c k,l ∈ R n×1 using the lattice codebook C k,l . The normalized codeword matrix of user k is defined as 
2) DISTRIBUTED LINEAR PRECODING
After obtaining C k , each user performs linear precoding to generate the channel input signal
where P k ∈ R N ×L k is the linear precoding matrix of user k. Then, the l-th column of P k , denoted by p k,l , specifies the signal space of the l-th spatial stream of user k. Since each user has N antennas, the number of independent spatial streams for each user is at most N , i.e. L k ≤ N , k ∈ I K . Note that {c k,l } are independent spatial streams and so
Then, the power constraint in (3) can be rewritten as 
where '' '' stands for parallelism. Since each BS has M antennas, all L spatial streams need to be aligned in the signal-spaces with dimension M . To represent the alignment pattern, we define an integer
where
, our objective is to align c k 1 ,l 1 and c k 2 ,l 2 in the m-th aligned direction of BS j, i.e. to satisfy (12) . Thus, the alignment pattern is determined by given (14) where β j,m,k 1 ,l 1 and β j,m,k 2 ,l 2 are non-zero real coefficients.
Remark 3: Note that (14) reduces to the original SSA-PNC [12] by letting β j,m,k 1 
Here, we allow {β j,m,k,l } to be arbitrary non-zero real numbers. That is, the power ratio of the received spatial stream at one aligned direction, |
This decoupling gives more freedom to the system design as well as the system performance optimization.
Example 1: An example is given in Fig. 2 to illustrate SSA precoding. In the example, we set
, and L 2 = 2. All integer vectors are given as
Since S(g 1,1,1 ) = 1, S(g 1,1,2 ) = 1, we need to align spatial stream c 1,1 and c 2,1 in the 1st aligned direction of BS 1. Then, p 1,1 and p 2,1 satisfy
The other constraints can be obtained in a similar way.
To represent the alignment pattern conveniently, we denote
Thus,G j ∈ Z L×M specifies the alignment pattern at BS j. Since every spatial stream can be and only be aligned in one direction at each BS, the number of non-zero elements of each row inG j is 1. The generator matrix is defined bỹ
The generator matrix consisting the integer vectors in Example 1 is given bỹ 
Note thatG determines the alignment pattern of the D-MIMO system. Also note that the existence of {P k } satisfying (14) for a given generator matrixG is not always guaranteed. The feasibility condition of signal-space alignment will be discussed in Section IV-A.
C. BS PROCESSING
By substituting (9) into (2), we obtain the received signal at BS j:
In the above, Y j is a summation of L received spatial streams. For BS j, it is required to decode linear combinations of data streams based on Y j . In the following, we first introduce some concepts about network-coding and then present the detailed operations at BSs, including nulling and network-coded decoding.
1) NETWORK-CODED MESSAGES
Following [16] , we zero-pad b k,l with length s k,l tob k,l with common length s max max k,l s k,l . Then, we rewrite the message of user k as
Then, the messages of all K users can be rewritten as
A network-coded message is a linear combination of all users' messages and is represented by
where g ∈ Z L q is referred to as a network-coded coefficient vector, and ϕ(·) maps Z q into F q . Note that for a vector or matrix input, ϕ(·) is applied in an element-wise manner.
BS j attempts to generate L j network-coded message
We assume L j ≤ M by noting that the dimension of the signal space of receiver j is M . We choose the network-coded coefficient vectors of u j,i as
Rewrite the network-coded messages and the corresponding coefficient vectors in a matrix form:
Then, we have
Note that G j consists of the first L j columns ofG j . The total number of network-coded message sequences of all BSs is given by L = J j=1 L j . Then, the network-coded message all J BSs are given by
is referred to as the network-coding matrix. As all user messages need to be recovered from U, it is required that the rank of ϕ(G) is no less than L.
Criterion 2:
where L is the total number of network-coded messages decoded at the J BSs. In this paper, we always assume L = L to reduce the consumption of the backhaul capacity.
2) NULLING AT BSS
In the receiver shaping step, BS j processes the received signal Y j by performing a linear transformation to Y j
Denote by f T j,i and t T j,i the i-th row of F j and T j , respectively. With carefully chosen f j,i , t j,i only consists of the spatial streams in the i-th aligned direction of BS j (specified by indicator vector g j,i ). Specifically, we introduce the following nulling criteria:
(28) Note that there are M antennas in each BS and thus M aligned directions. Due to channel randomness, the M aligned directions are linearly independent with high probability. Thus, the nulling in (28) is always feasible, i.e., there exist {f j,i } such that Criterion 3 is met.
Then, t j,i can be represented as
wheret 
Then, we see that
We see that t 1,1 only contains the aligned spatial streams specified by g 1,1 .
3) DECODING AT BSS
In the network-coded decoding step, BS j decodes the network-coded messages
Note that (30) can be represented bỹ
c k,l is referred to as a scaled lattice codeword (i.e., a scaled version of c k,l ), constructed from the scaled lattice pair f
We apply the following decoding operation to t j,i : t j,i = Q F,j,i t j,i mod 1 (34) where Q (·) represents a quantization operation over lattice and F,j,i is the finest lattice among the scaled coding
Here, they are assumed to be nested. A Criteria is proposed to ensure the assumption in the following). Then, by mappingt j,i (a lattice point in F,j,i ) to the finite field F s k q [20] , we obtainû j,i (a estimation of u j,i ).
For the reliable decoding of u j,i , i.e. Pr(û j,i = u j,i ) → 0 as n → ∞, we require that the decoding procedure in (34) is reliable, i.e.
and {t j,i } are valid lattice codewords. The decoding error oft j,i is equivalent to P e = Pr(z j,i / ∈ V F,j,i ) where V F,j,i is the Voronoi region of F,j,i [21] . From Construction A, the coding lattices { c,k,l } are Poltyrev-good and Rogers-good simultaneously, and so are { F,j,i }. Thus, the error probability P e decays exponentially in n if [11] (
or equivalently σ (37) where σ 2 z is the second moment of elements ofz j,i , Vol(·) is the volume of a Voronoi region [11] . That is, lim n→∞ P e = 0 if (37) is satisfied. VOLUME 7, 2019 To guarantee that {t j,i } are network-coded codewords with combining coefficients {g j,i,k,l }, it suffices to require that the following design criterion holds.
Criterion 4: For any j ∈ I J and i ∈ I L j , the scaling coefficients f
are equal.
To meet the criterion, we need to carefully design the nested lattice chain and linear precoding matrices 
Under the assumption thatÛ = U, we have
where (40b) follows from the bijective mapping U = Bϕ(G) (since ϕ(G) is invertible). Thus, (4) can be rewritten as
E. ACHIEVABLE RATES
Based on the discussions in the preceding subsections, we obtain the following main result. 
Proof: From the previous discussions, we see that a rate tuple (R 1 , R 2 , · · · , R k ) is achievable if criteria 1 − 4 together (37) and (41) are met. Clearly, (42) is the same as (41). Thus, we only need to show that (44) is equivalent to (37).
We first show that (37) implies (44). To see this, we have
for
in (45c) is the second moment of the scaled
is the second moment
is the finest lattice among the scaled coding lattices
c,k,l |g j,i,k,l = 0}, and (45f) is from (37). We next show that (44) implies (37). We first note that (45a)-(45c) still hold. Combining (44) and (45c), we obtain that for any k ∈ I K and l ∈ I L k ,
F,j,i is finest lattice among the scaled coding lattices
Thus, (37) holds, which concludes the proof.
F. FURTHER DISCUSSIONS
We now highlight the differences between our approach and the approach in [12] . Basically, we generalize the original SSA-PNC by allowing different shaping lattices for the construction of nested lattice codes at the sources. This generalization, on one hand, relaxes the coefficients {β j,m,k,l } to be arbitrary real numbers, which allows more freedom in the design of nested lattice codes to fit the channel conditions. (In contrast, in the original SSA-PNC, {β j,m,k,l } are determined by the generator matrixG.) On the other hand, in G-SSA-PNC, the SSA pattern imposes new constraints (i.e. criterion 4) on the construction of nested lattices.
This implies a necessity for the joint design of the SSA pattern and nested lattice coding, while the two can be designed sequentially in two separate steps in the original SSA-PNC. In the following, we consider the system design based on Criteria 1-4.
IV. FEASIBILITY CONDITIONS OF THE GENERALIZED SSA-PNC
In this section, we consider the feasibility of the generalized SSA-PNC approach. The discussion of feasibility consists of two parts, the feasibility of SSA precoding and the feasibility of PNC. In the subsequent, we first present the feasibility condition of SSA. After that, the feasibility condition of PNC operation is derived based on nested lattice coding.
A. FEASIBILITY OF SSA PRECODING
We now present the feasible region of precoding matrices. We first stack all precoding vectors together as
(48) Then, we can represent (14) as
Note that |S(g j,m )| represents the number of spatial streams aligned in the m-th direction of BS j. We see that, for given j and m, there are |S(g j,m )| − 1 independent equations in (49). Then, for j ∈ I J , m ∈ I M , there are 
whereH ∈ R J (L−M )×LN . Thus, for givenG and {β j,m,k,l }, the feasible region ofp is given by the nullspace ofH. Then, a sufficient condition to ensure a non-trivial nullspace ofH is given by
B. FEASIBILITY OF NETWORK-CODED DECODING
Recall from (30) thatt j,i is a sum of scaled lattice codewords with scaling factors {f
To meet Criterion 4, the nested lattice chain need to be carefully designed.
We start with some basic concepts to facilitate our discussions. A graph consists of two finite sets, V and E. Each element in V is called a vertex. Each element in E is called an edge which is an unordered pair of vertexes. Denote by e(v, w) the edge connecting vertices v and w. A path is a sequence of distinct vertices v 1 , v 2 , · · · , v k together with their connecting edges e (v We now construct a bipartite graph to express the relation between {c k,l } and the {t j,i }. We represent {c k,l } as the circle node set and {t j,i } as the square node set. Each edge e(c k,l , t j,i ) means that t j,i contains the spatial stream c k,l . Consider example 1 (illustrated in Fig. 2 ). The corresponding bipartite graph is given in Fig. 3 . The fact that t 1,1 is connected to c 1,1 and c 2,1 indicates that c 1,1 and c 2,1 are aligned at BS 1 (see the SSA in the dashed box of Fig. 2 ) and the two aligned streams generates t 1,1 (as expressed by (32)). We are now ready to present the feasibility condition of a nested lattice chain for network-coded decoding.
1) CYCLE-FREE BIPARTITE GRAPH
We first consider the case of bipartite graphs with no cycle. We show the existence of a nested lattice chain L such that Criterion 4 is met.
Theorem 2: Assume that {p k,l }, {f j,i }, and G satisfy Criteria 1 − 3.
If no cycle exists in the bipartite graph associated with G, then there always exists a nested lattice chain L such that Criterion 4 is met.
The proof of Theorem 2 is presented at Appendix A. Example 3: Consider the bipartite graph in Fig. 3 . Since there is no cycle in the bipartite graph, the graph can be represented into a tree. We next show the procedure of design Similarly, for the remaining circle nodes (c 1,2 , c 1,3 
2) BIPARTITE GRAPH WITH CYCLES
We now consider the case of bipartite graphs with cycles. We start with definitions. A cycle basis, denoted by O, is a maximal set of linearly independent cycles. 3 An example is illustrated in Fig. 4 . 
The proof of Theorem 3 is presented at Appendix B.
Example 4: We consider a D-MIMO system with
The associated bipartite graph is illustrated in Fig. 4 . There are 3 cycles in the cycle basis: o 1 = (c 1,1 , t 1,1 , c 3,1 , t 3,1 ), o 2 = (c 3,1 , t 2,2 , c 2,2 , t 3,1 ) , o 3 = (c 1,2 , t 1,2 , c 2,2 , t 2,2 ) .
From (52), the constraint for {β j,i,k,l } induced from cycle o 1 is given by (β 1,1,1,1 g 1,1,1,1 )(β 3,1,3,1 g 3,1,3,1 ) = (β 1,1,3,1 g 1,1,3,1 )(β 3,1,1,1 g 3,1,1,1 ) .
Similarly, in o 2 and o 3 , the constraints for the two cycles are respectively given by (β 2,2,3,1 g 2,2,3,1 )(β 3,1,2,2 g 3,1,2,2 ) 3 ''Linearly independent'' means that for any subset O ⊂ O, the subgraph formed by the circles in O cannot contain a cycle o satisfying o ∈ O and o / ∈ O . 4 In (52), we set k γ +1 = k 1 and l γ +1 = l 1 for notational convenience. = (β 2,2,2,2 g 2,2,2,2 ) (β 3,1,3,1 g 3,1,3,1 ) (β 1,2,1,2 g 1,2,1,2 )(β 2,2,2,2 g 2,2,2,2 ) = (β 1,2,2,2 g 1,2,2,2 )(β 2,2,1,2 g 2,2,1,2 ).
V. SUM-RATE MAXIMIZATION
In this section, we consider the sum-rate maximization problem of the D-MIMO system in Fig. 1 which employs our optimized SSA-PNC scheme.
A. PROBLEM FORMULATION
For a given D-MIMO system with feasible parameters K , J , M , N , {L k }, {L J }, andG, the sum-rate maximization problem is given by
In the above formulation, (53d) and (53e) are the constraints to precoding matrices, and are respectively from (11) and (50); (53f) and (53g) are respectively from Criteria 3 and (28); (53h) is from Theorem 3.
B. APPROXIMATE SOLUTION
The sum-rate maximization problem is highly non-convex and difficult to obtain the optimal solution because of the non-convex form of (53b) and the integer programming for the optimization ofG. Here we present an approximate solution with a heuristic method. For given {β j,m,k,l } satisfying (53h), we can solve (53) by the following steps:
• ConstructH and obtain an arbitrary basis of the nullspace ofH;
• Generate a feasiblep in the nullspace ofH using the basis obtained in the first step;
• Withp, generate feasible {f j,i } satisfying (53f) and (53g);
• Calculate R k,l using the upper bound in (53b). Note that the dimension of the nullspace ofH is LN − J (L − M )M . Thus, the coefficient tuple ofp consists of
with α ∈ R. Similarly, generate the basis of feasible region of f j,i according (53f) and generate the coefficient tuple (θ 1 , θ 2 , · · · , θ K f ). Thus, we obtain a feasible f j,i . What remains is how to optimize {β j,m,k,l }, and the two coefficient tuples. In this paper, we apply the differential evolution algorithm [22] . The algorithm is practical in such a non-convex and multi-variable problem. Therefore, with given H and G, we utilize the differential evolution algorithm to obtain suboptimal candidates, i.e., {{β}, (α 1 , α 2 , · · · , α K α )}, (θ 1 , θ 2 , · · · , θ K f ). The corresponding maximal sum rate is given by Algorithm 1.
Algorithm 1
Require: 
C. OPTIMIZATION OFG
The optimization procedures above is based on a fixed generator matrixG. SinceG determines the pattern of SSA, for given channel matrix, various alignment patterns result into various performances of our G-SSA-PNC scheme. Not strictly, the pattern should be ''close'' to the channel matrix in some senses. However, up to now, we don't know how to measure the ''closeness'' betweenG and channel matrix. Besides, it is NP-hard to optimize such a matrix with discrete values.
In this paper, we apply the brute-force method to search an optimalG (each element inG is set to be 0 or 1). Though with high computation complexity, the method can show the essential performance gain of optimizingG.
VI. NUMERICAL RESULTS
In this section, we apply the proposed scheme to the D-MIMO systems with different parameters. In the simulations, the power budgets of the users satisfy P 1 = P 2 = · · · = P K = P and the SNR at transmitter is given by SNR P σ 2 . The numerical results are obtained by averaging over 2000 channel realizations.
A. PERFORMANCE OF GENERALIZED SSA-PNC
In this subsection, we show the performances of the proposed G-SSA-PNC scheme. Specifically, to show the advantage of the generalizations in G-SSA-PNC, we consider the performance comparison between the following four schemes:
• SSA-PNC: the original SSA-PNC scheme in [12] ;
• G-SSA-PNC-P: the proposed scheme with optimized precoding matrix {P k } ( {β j,m,k,l } are all set to 1);
• G-SSA-PNC-P&β: the proposed scheme with optimized precoding matrix {P k } and {β j,m,k,l };
• G-SSA-PNC-P&β&G: the proposed scheme with optimized precoding matrix {P k }, β, and generator matrixG; In the first three schemes, the integer vectors are given in Example 1 and the corresponding generator matrix is given by (18) . 
We see that with optimized precoding matrix P, the performance gain over original SSA-PNC is about 7 dB in high SNR. By optimizing {β}, there is an extra 7 dB. By optimizingG additionally, there is about a 2 dB extra gain. {P i }, {β}, and G. In particular, with optimized precoding matrix P, the performance gain over original SSA-PNC is more than 10 dB gain. By optimizing {β} additionally, there is a 2 dB gain. By optimizingG additionally, there is about a 5 dB extra.
2) CHANNEL MODEL WITH PATH LOSS FADING AND SPATIAL CORRELATION
In more practical scenarios, due to the geometrical separation between BSs and users as well as the multi-antennas setting, the channel fading and spatial correlation should be considered in the channel modeling. Specifically, we factorize the VOLUME 7, 2019 channel coefficient matrix in (2) as
where R j,r is the receiver-side spatial correlation matrix, R k,t is the transmitter-side spatial correlation matrix, and d j,k is the distance between user k and BS j in the pass loss model. Then, the channel coefficient matrix can be expressed as
where ⊗ is the Kronecker product. Following [23] , the spatial correlation matrix R t is set as
and R r is the same as R t in (56) except that the antenna number N is replaced by M . Though the simple model in (56) is not accurate for the real world antenna array, we can use it to study the effect of antenna correlation to the system performance by only manipulating α.
In our simulation, the following parameter settings are employed: α = 0.2, d j,k ∼ U (10, 100) in meter, and
. The considered SNR range is actually reasonable for practical systems with large scale fading. The simulation results for K = J = 2 and K = J = 3 are respectively presented in Fig. 7 and Fig. 8 . We see that the trends of the four SSA-PNC schemes in Figs. 5 and 6 remain roughly unchanged in Figs. 7 and 8. We also see that G-SSA-PNC achieves considerable performance gains at high SNR. 
B. PERFORMANCE COMPARISON OF BENCHMARK SCHEMES
In this subsection, we compare the proposed G-SSA-PNC with other benchmark schemes. In G-SSA-PNC, parameters {P i }, {β}, andG are all optimized following Algorithm 1. The other benchmark schemes are described as follows.
• IA: The interference alignment approach in [6] ; no symbol extension is considered.
• GCCF: Each MIMO users is regarded as M equivalent single-antenna users, and then GCCF in [16] is applied to the equivalent single-antenna system model; all the transmit antennas in the system have the same transmission power.
• CF: Following [4] , each user linearly precodes the message to be transmitted; each BSs first takes a LMMSE estimator to process its received signal and then quantize the processed signal to satisfy the capacity limit of the backhaul link; the beamforming matrix and quantization noise covariance matrices are optimized by the WMMSE-SCA method in [4] . • DF: Here we consider a straightforward decode-andforward scheme in which each BS k is required to decode the message of user k for k ∈ I K .
1) SUM RATE VERSUS SNR UNDER LIMITED BACKHAUL CAPACITY
The numerical results are presented in Fig. 9 and Fig. 11 , where Fig. 9 is under Rayleigh fading with K = J = 2, and Fig. 11 is under Rayleigh fading with K = J = 3. We see that G-SSA-PNC outperforms the benchmark schemes at relatively high SNR. GCCF is not presented in Fig. 10 due to the intractable complexity under this system setting.
2) SUM RATE VERSUS BACKHAUL CAPACITY UNDER FIXED SNR
The numerical result is given in Fig. 10 with the system parameters K = J = 2, N = M = 3, L = 5, and SNR = 30dB. Here the upper bound is defined as follows. Assume that the BSs can fully cooperate in decoding and forwarding. Then the D-MIMO system can be treated as a MIMO multiple-access channel. Then, an upper bound is given by C upper = min{R mac , C BH }, where R mac is the capacity of the equivalent MIMO multiple-access channel. When the sum backhaul capacity is small (less than 8 bits/channel use), G-SSA-PNC outperforms CF and achieves the same performance as IA, GCCF, and DF. When the sum backhaul capacity is moderate (between 8 to 24 bits/channel use), G-SSA-PNC outperforms the other four schemes. When the sum backhaul capacity is relatively large (over 24 bits/channel use), CF outperforms G-SSA-PNC. The reason is that, as the sum backhaul capacity increases, the compression operation in CF becomes information lossless, and hence eventually outperforms the other schemes.
C. COMPLEXITY ISSUES
We now briefly discuss the complexity involved in G-SSA-PNC. From the discussions in Section, it is not difficult to see that the operation of G-SSA-PNC is similar to that of SSA-PNC. Thus, the operational complexity of G-SSA-PNC is comparable to that of SSA-PNC. The difference is that G-SSA-PNC involves additional optimization of SSA precoding and nested lattice coding coefficients. To see this, we present the average CPU running time of various optimization algorithms for each channel realization in Table 2 . The simulation is implemented with Intel i5-6267U and Python2.7. Due to the brute-force search ofG as well as the heuristic search of {β j,m,k,l } andp, we see that the optimization becomes more and more time-consuming as the increase of the network size and the number of optimization variables. The design of more efficient optimization algorithms is an interesting research topic, but is out of the scope of this paper.
VII. CONCLUSION
In this paper, we proposed a generalized SSA-PNC scheme for distributed MIMO systems. Compared to the original SSA-PNC scheme in [12] , we improved the system performance through the following aspects. We allowed different shaping lattice for each source nested lattice code. This allows more freedom in the design of nested lattice codes to fit the channel conditions. We presented the feasibility conditions of the G-SSA-PNC scheme. We considered jointly designed the linear precoding for SSA, the generator matrix as well as the source nested lattice codes and thus formulated a sum-rate maximization problem. To show the performance of G-SSA-PNC, we addressed the non-convex maximization problem by taking an approximate approach. The numerical results demonstrate a considerable gain of our proposed SSA-PNC scheme over the benchmark schemes.
APPENDIX A PROOF OF THEOREM 2
From [21, Theorem 2], we see that L always exists provided σ s,k,l > σ c,k,l for k ∈ I K , l ∈ I L k . Thus, to prove Theorem 2, it suffices to show the existence of {σ s,k,l , σ c,k,l } such that σ s,k,l > σ c,k,l for k ∈ I K , l ∈ I L k and Criterion 4 is met. Also note that Criterion 4 does not involve {σ c,k,l }. That is, for any given σ s,k,l , the design of σ c,k,l is irrelevant to Criterion 4. Therefore, we only need to design {σ s,k,l } to meet Criterion 4.
To this end, we apply the broad first search (BFS) algorithm to the bipartite graph associated with G. Since the bipartite graph is cycle-free, BFS yields a tree if the graph is connected or a forest otherwise [24] . We next only consider the case of a tree. The discussion for a forest is similar and thus omitted.
Without the loss of generality, we assume that the first visited node (root node) in BFS is the circle node c 1,1 . The child nodes of c 1,1 is a set of square nodes, given by Further, the child nodes of each child node t j,i in (57) is a set of circle nodes, given by where each equation corresponds to one square node t j τ ,i τ for τ = 2, · · · , γ . With (14) , we see that (60) and (61) respectively reduce to β j 1 ,i 1 ,k 1 ,l 1 g j 1 ,i 1 ,k 1 ,l 1 σ s,k 1 ,l 1 = β j 1 ,i 1 ,k 2 ,l 2 g j 1 ,i 1 ,k 2 ,l 2 σ s,k 2 ,l 2 , β j τ ,i τ ,k τ ,l τ g j τ ,i τ ,i τ ,l τ σ s,k τ ,l τ = β j τ ,i τ ,k τ +1 ,l τ +1 g j τ ,i τ ,i τ +1 ,l τ +1 σ s,i τ +1 ,l τ +1 , for τ = 2, 3, · · · , γ .
Combining the equalities in (62), we further see that (60) holds if and only if β j τ ,i τ ,k τ +1 ,l τ +1 g j τ ,i τ ,k τ +1 ,l τ +1 .
Thus, Criterion 4 is met if (63) 
