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Vorwort 
Seit mehr als fünf Jahren sprechen wir in Deutschland von und über Industrie 
4.0 und die Digitalisierung der Produktion. Dabei geht es immer auch um die 
Zukunft menschlicher Arbeit – das Ausmaß künftiger Automatisierung, die 
wachsende Bedeutung von Dienstleistungen, neue Geschäftsmodelle sowie 
um Veränderungen der Mensch-Technik-Arbeitsteilung und Mensch-Technik-
Interaktion. In der Produktion dürfte menschliche Arbeit vor allem bei außer-
planmäßigen und problemhaltigen Aufgaben mit nicht-routinehaften Entschei-
dungen von großer Bedeutung bleiben. Typische Beispiele solcher Tätigkei-
ten sind die Instandhaltung von Maschinen und Anlagen und – dazu komple-
mentär – der Service seitens der Ausrüstungslieferanten.  
Genau in dieser Domäne wurde 2014 bis 2016 das Projekt „S-CPS: Ressour-
cen-Cockpit für Sozio-Cyber-Physische Systeme“ durchgeführt. Ziel des Pro-
jektes war es, Instandhalter und Servicetechniker durch kontextsensitive In-
formationen und Kommunikationsangebote auf mobilen Endgeräten – den so-
genannten Ressourcen-Cockpits – direkt am Ort ihrer Tätigkeit zu unterstüt-
zen. Am Projekt beteiligt waren auf der Anwenderseite die Audi AG (Werk 
Neckarsulm), die Continental Automotive GmbH (Werk Limbach-Oberfrohna) 
und die BLUe KommanD GmbH Lonsee-Luizhausen. Die CBS Information 
Technologies AG Chemnitz, die Hiersemann Prozessautomation GmbH 
Chemnitz und die Xenon Automatisierungstechnik GmbH Dresden vertraten 
die Seite der Industrieausrüster. Die wissenschaftliche Begleitung erfolgte 
durch die Technische Universität Chemnitz (Professur Arbeitswissenschaft 
und Innovationsmanagement, Professur für Fabrikplanung und Fabrikbe-
trieb), die Friedrich-Alexander-Universität Nürnberg-Erlangen (Lehrstuhl für 
Fertigungsautomatisierung und Produktionssystematik, Lehrstuhl für Wirt-
schaftsinformatik, insb. Innovation und Wertschöpfung), die fortiss GmbH (An-
Institut der Technischen Universität München) und die Handelshochschule 
Leipzig (CLIC – Center for Leading Innovation & Cooperation). 
Mit diesem Abschlussband geben die Projektpartner Einblicke in den Entwick-
lungsprozess des Ressourcen-Cockpits und stellen die im Projekt S-CPS ent-
standenen Demonstrator-Lösungen vor. Die Beiträge richten sich einerseits 
an betriebliche Praktiker, die ähnliche Arbeitsassistenzsysteme für mobile, an 
veränderlichen Arbeitsorten tätige Mitarbeiter entwickeln, auswählen oder ein-
führen wollen. Andererseits werden auch Wissenschaftler angesprochen, die 
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sich mit der Frage befassen, wie die im Kontext von Industrie 4.0 postulierten 
Cyber-Physischen-Systeme und der Mensch künftig interagieren werden. 
Folgende Beiträge stellen zunächst den Entwicklungsprozess des Ressour-
cen-Cockpits vor: 
Hopf et al. (S. 1 ff.) zeigen in ihrem Beitrag zur Modellierung und Optimierung 
von Instandhaltungsprozessen die bestehenden Defizite bei der informatio-
nellen Vernetzung der Instandhaltung auf. Aus den mangelhaften Informa-
tions- und Kommunikationsmöglichkeiten resultieren derzeit hohe Aufwände 
für die Informationsbeschaffung (Zeiten und Wege) und entgangener Nutzen 
(nicht verfügbare Produktionszeit), die durch den Einsatz des Ressourcen-
Cockpits für ausgewählte Referenz-Instandhaltungsprozesse bis zu 75 Pro-
zent reduziert werden konnten. 
Der Weg zu diesen Verbesserungen der Instandhaltungsprozesse führte über 
eine mehrstufige Entwicklung. Reidt et al. (S. 23 ff.) beschreiben in einem 
ersten Beitrag, wie aus individuellen Anforderungen der am Projekt beteiligten 
Unternehmen generische Anforderung an die Software des Ressourcen-
Cockpits abgeleitet und priorisiert wurden. In einem zweiten Beitrag stellen 
Reidt et al. (S. 43 ff.) das im Projekt S-CPS entwickelte Referenzmodell für 
das Ressourcen-Cockpit vor. 
In Ergänzung dazu untersetzen Oks et al. (S. 61 ff.) das im Projekt S-CPS 
verwendete Rollenmodell und berichten von dessen Entwicklungsweg bis hin 
zu einem ersten System-Mock-Up, das maßgebliche Nutzungsszenarien und 
Views darstellt.  
Horbach und Trommler (S. 81 ff.) beschreiben dann die softwaretechnische 
Implementierung des Ressourcen-Cockpits als Web-Applikation auf Basis 
von Microsoft Internet Information Services. Auf diese App kann von verschie-
denen (mobilen) Geräten aus über die gängigen Webbrowser zugegriffen wer-
den.  
Domänenspezifische Aspekte der Instandhaltung stellt der Beitrag von 
Fleischmann und Franke (S. 103 ff.) heraus: Sie beschreiben das für die Re-
alisierung des Ressourcen-Cockpits notwendige Fehlerdiagnose- und Ma-
schinenanbindungskonzept. Dazu charakterisieren sie instandhaltungsrele-
vante Daten und entwickeln ein auf dem OPC UA Standard basierendes se-
mantisches Modell.  
Die Gebrauchstauglichkeit des Ressourcen-Cockpits als Assistenzsystem für 
Instandhalter steht im Fokus des Beitrags von Wächter et al. (S. 117 ff.). Der 
Beitrag beschreibt den nutzerzentrierten, iterativen Entwicklungs- und Evalu-
ationsprozess der tangiblen Mensch-Maschine-Schnittstellen der Hardware 
sowie der grafischen Benutzeroberfläche. 
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Die Beiträge im zweiten Teil des Bandes befassen sich mit den im Projekt S-
CPS realisierten Demonstratoren des Ressourcen-Cockpit.  
Stelzner et al. (S. 131 ff.) beschreiben am Beispiel einer Sondermaschine das 
Zusammenwirken des Anlagenlieferanten Xenon und des Betreibers Conti-
nental bei der Entwicklung und Nutzung des Ressourcen-Cockpits durch In-
standhalter des Betreibers und Servicetechniker des Anlagenlieferanten. Be-
sondere Aspekte sind hier die Einbindung des vorhandenen MES, die Kopp-
lung mit dem ERP-System und die Eskalation von Fehlermeldungen bis hin 
zur Freigabe eines Fernzugriffs seitens des Anlagenlieferanten. 
Schacht und Niemeyer (S. 153 ff.) stellen ein pilothaftes Ressourcen-Cockpit 
für den Karosseriebau vor. Im Mittelpunkt steht dabei die Datenanbindung von 
Prozessgeräten, im Beispiel sind das Stanznietgeräte, einschließlich der De-
finition eines mit dem Ausrüster abgestimmten Namensraums.  
Brenner et al (S. 167 ff.) berichten von der Implementierung des Ressourcen-
Cockpits in eine existierende Laborfabrik, wobei auch Automatisierungsgeräte 
eingebunden wurden, die nicht über das im Umfeld von Industrie 4.0 favori-
sierten OPC UA Protokoll kommunizieren können. 
Lehmann und Balun (S. 187 ff.) widmen sich abschließend der Transformation 
bestehender Geschäftsmodelle durch die Digitalisierung. Beispielhaft gehen 
sie auf Industrie 4.0-basierte Dienste in der Windkraftbranche ein. 
Das Projekt S-CPS war für die beteiligten Unternehmen und Institutionen ein 
wichtiger Impuls für eigene Entwicklungen in Richtung Industrie 4.0. Die er-
reichten Ergebnisse bilden bei allen Projektbeteiligten eine wichtige Basis für 
die Entwicklung marktreifer Produkte, weiterer Implementierungen und fort-
führender Forschungsarbeiten.  
Diese frühen Arbeiten zur Realisierung von Industrie 4.0 Lösungen waren nur 
durch die Förderung durch das Bundesministerium für Bildung und Forschung 
(BMBF) möglich. Ein besonderer Dank geht an Frau Barbara Mesow und Frau 
Ute Kadner vom Projektträger Karlsruhe (PTKA) für die zuverlässige, kon-
struktive und stets souveräne Betreuung des Projekts.  
 
Chemnitz, im Januar 2017 
 
Angelika C. Bullinger-Hoffmann, Thomas Löffler & Ullrich Trommler
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Modellierung und Optimierung von 
Instandhaltungsprozessen mit 
Sozio-Cyber-Physischen Systemen 
Hendrik Hopf1, Manuela Krones1, Egon Müller1 
1Professur Fabrikplanung und Fabrikbetrieb, TU Chemnitz 
Zusammenfassung 
Durch aktuelle Entwicklungen wie Industrie 4.0, Smart Factories und Cyber-Physische Systeme 
wird die Produktion tiefgreifend verändert. Dadurch ergeben sich vielfältige Potenziale, jedoch 
auch Herausforderungen für die Fabrikplanung und den Fabrikbetrieb. Die Instandhaltung re-
präsentiert ein wichtiges Gestaltungsfeld im Zusammenhang mit Sozio-Cyber-Physischen Sys-
temen, da sie einerseits eine hohe Bedeutung für die Prozessstabilität in Produktionssystemen 
aufweist und andererseits von komplexen Arbeitstätigkeiten geprägt ist. Im Projekt S-CPS steht 
die Optimierung von Instandhaltungsprozessen im Vordergrund, indem verschiedene mensch-
liche und technische Akteure in intelligenten, kollaborativen Netzwerken zusammengeführt 
werden. Der vorliegende Beitrag stellt Ansätze zur Modellierung und Bewertung der relevanten 
Prozesse dar, diskutiert Verbesserungspotenziale durch den Einsatz von Sozio-Cyber-Physi-
schen Systemen in Instandhaltungsprozessen und zeigt erzielbare Effekte anhand eines pro-
totypischen Demonstrators auf. 
1  Einleitung 
1.1 Smart Maintenance 
Im Zuge von Industrie 4.0 (u. a. Bauer et al., 2014), Smart Factories (u. a. 
Bauernhansl et al., 2014; Riedel et al., 2015) und Cyber-Physischen Syste-
men (CPS) wird die Digitalisierung von Unternehmen und ihrer Prozesse vo-
rangetrieben, sodass die gesamte Wertschöpfungskette eines Produkts über 
Unternehmensgrenzen hinweg informationstechnisch vernetzt wird. CPS neh-
men dabei eine zentrale Rolle in der Smart Factory ein. Sie vereinen reale, 
physische Objekte (z. B. Anlagen, Maschinen, Einrichtungen, Werkzeuge, 
Behälter oder Teile) mit intelligenten Informationskomponenten zur intelligen-
ten Daten-/Informationsverarbeitung und Kommunikation sowie zur eigen-
ständigen, dezentralen Arbeitsweise (Bauer et al., 2014; Geisberger & Broy, 
2012; Lee, 2006). 
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Die Instandhaltung ist ein entscheidender Faktor für die Produktivität, Verfüg-
barkeit und Wirtschaftlichkeit von Produktionssystemen (Faccio et al., 2014; 
Schenk et al., 2014). Die Instandhaltung umfasst alle technischen, organisa-
torischen und administrativen Maßnahmen, um die Funktion eines Objektes 
zu gewährleisten, wobei die Grundmaßnahmen Inspektion, Instandsetzung, 
Verbesserung und Wartung unterschieden werden (DIN 13306, 2010; DIN 
31051, 2012). Die Effizienz und die Effektivität der Planung und Steuerung 
der Instandhaltungsprozesse spielen dabei eine besondere Rolle (Kovacs et 
al., 2011). Hierfür werden mehr und mehr moderne Informations- und Kom-
munikationstechnologien eingesetzt.  
Aus der zunehmenden Vernetzung der Produktion resultiert, dass das Ange-
bot an Daten und Informationen über die Technologien und Abläufe in der 
Fabrik steigt, sodass sich daraus weitreichende Chancen zur Prozessoptimie-
rung im Fabrikbetrieb und damit auch in der Instandhaltung ergeben. Demge-
genüber stehen jedoch komplexe Herausforderungen wie die effektive Hand-
habung und Nutzung der Menge an automatisch erfassten Daten sowie der 
nutzer- und kontextspezifischen Informationsbereitstellung in der Fabrik (Mül-
ler et al., 2016).  
Trotz der hohen Bedeutung von Informations- und Kommunikationstechnolo-
gien für Instandhaltungsprozesse ist die Instandhaltung selbst in der Praxis 
nur partiell in die Informationsnetzwerke im Unternehmen eingebunden. Dem-
zufolge müssen Daten und Informationen häufig manuell aus vorhandenen 
Informationssystemen wie Enterprise Resource Planning (ERP), Produktions-
planung und -steuerung (PPS), Manufacturing Execution System (MES), Pro-
duct Data Management (PDM) sowie aus Sensorik und Aktorik auf Maschi-
nen- und Anlagenebene zusammengetragen werden, um bspw. Mitarbeiter 
koordinieren, Aufgaben planen oder Maschinen und Anlagen verwalten zu 
können. Des Weiteren kommen in den schwer vorhersagbaren, zeitlich be-
grenzten (u. a. Berücksichtigung des Produktionsbetriebs), serviceorientier-
ten und arbeitsteiligen Instandhaltungsprozessen verschiedenste interne und 
externe, menschliche und technische Akteure zusammen, deren Einsatz ge-
plant und gesteuert werden muss. In den Instandhaltungsprozessen tritt daher 
Verschwendung – insbesondere in Form von Zeiten für die Suche und Aufbe-
reitung der Informationen – auf. 
1.2 Prozessbetrachtung im Projekt S-CPS 
Vor diesem Hintergrund wird im Forschungsprojekt S-CPS: Ressourcen-
Cockpit für Sozio-Cyber-Physische Systeme darauf abgezielt, die für die In-
standhaltung relevanten Datenströme eines Produktionssystems mit den re-
levanten Informationen für die an der Instandhaltung beteiligten Mitarbeiter in 
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Form eines sogenannten Ressourcen-Cockpits zusammenzuführen (Hopf et 
al., 2014). Das S-CPS-Ressourcen-Cockpit bietet Potenziale zur Prozessop-
timierung, indem bspw. Prozesszeiten reduziert und langfristig die Qualität der 
Instandhaltung gesteigert werden kann (Hopf & Müller, 2015).  
Zur Beschreibung und Beurteilung der Potenziale zur Prozessverbesserung 
wurde zunächst eine umfangreiche Analyse der Ist-Prozesse in den Anwen-
dungsunternehmen durchgeführt, um daraus die Anforderungen an das zu 
entwickelnde Gesamtkonzept und insbesondere an das Ressourcen-Cockpit 
ableiten zu können. Hierfür wurden u. a. die Ist-Prozesse, die Stakeholder 
sowie die gewünschten Funktionalitäten der Anwender mittels Datenanalyse, 
Befragungen und Beobachtungen aufgenommen. Als Teilergebnis wurden die 
Anforderungen zusammengefasst, die neben der Größe, Form und Handha-
bung des Ressourcen-Cockpits vor allem die abzubildenden Daten, Informa-
tionen und Funktionen betreffen. Unter Berücksichtigung dieser Anforderun-
gen wurden im zweiten Schritt die konzeptionellen Entwicklungsarbeiten 
durchgeführt, welche die Gestaltung von informationstechnischer Referenzar-
chitektur, Referenzprozessen, Hard- und Softwarebausteinen zur Fehlerdiag-
nose, Mensch-Maschine-Schnittstellen sowie Rollen und Views der Benutzer 
umfassen. Die Referenzprozesse als übergeordneter, nutzungsorientierter 
Rahmen für die Entwicklung und Anwendung des Ressourcen-Cockpits wer-
den in Kapitel 2 näher vorgestellt. 
Aus dem Vergleich der Ist- und Referenzprozesse der Instandhaltung wurden 
im Rahmen von Workshops die grundsätzlichen Potenziale zur Prozessver-
besserung durch S-CPS abgeleitet (Kapitel 3). Die Vorgehensweise und Kri-
terien zur Beurteilung der Prozessverbesserung werden nachfolgend in Kapi-
tel 4 vorgestellt. Die konkrete Bewertung der Potenziale erfolgt anhand eines 
Test Cases für den Demonstrator des Ressourcen-Cockpits in Kapitel 5, der 
in der Experimentier- und Digitalfabrik der Professur Fabrikplanung und Fab-
rikbetrieb umgesetzt wurde. In einer abschließenden Zusammenfassung wer-
den die wesentlichen Potenziale des S-CPS-Ressourcen-Cockpits resümiert. 
2 Modellierung der Instandhaltungsprozesse 
2.1 Zielstellung und Vorgehen 
Als Rahmen für die Entwicklung des Ressourcen-Cockpits werden allgemeine 
und spezifische Abläufe der Instandhaltung als Prozesse abgebildet, um da-
mit die beabsichtigte Anwendung des Ressourcen-Cockpits aus einer über-
geordneten Sichtweise beschreiben zu können. Zudem können damit An-
sätze zur Prozessoptimierung identifiziert werden, die durch den Einsatz von 
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S-CPS entstehen. Die Herausforderung besteht insbesondere darin, die Pro-
zesse der Instandhaltung, die in unterschiedlichsten Ausprägungen in der 
Praxis auftreten und oftmals nicht standardisiert werden können, in einer ver-
einfachten Form zu verallgemeinern. 
Dazu wurden im Forschungsprojekt S-CPS zunächst die Ist- und Soll-Pro-
zesse für Betrieb, Instandhaltung und Service der Maschinen und Anlagen in 
den Anwendungsunternehmen aufgenommen und analysiert. Zur einheitli-
chen Aufnahme und Darstellung dieser Geschäftsprozesse wurde insbeson-
dere eine Dateivorlage in Form erweiterter Ereignisgesteuerter Prozessketten 
(eEPK) erarbeitet und eingesetzt. Damit wurden mittels projektrelevanter At-
tribute (bspw. verwendete Dokumente, IT-Systeme und Nutzerrollen) auch die 
nutzerspezifischen Daten- und Informationsbedarfe erfasst. 
Parallel zur Ist-Analyse wurde eine Literatur- und Marktrecherche durchge-
führt, um domänenübergreifende Standardprozesse der Instandhaltung zu 
identifizieren. Dabei wurde deutlich, dass in den Normen und Richtlinien nur 
auszugsweise verallgemeinerte Modelle für Instandhaltungsprozesse verfüg-
bar sind. Wesentliche Anhaltspunkte für Abläufe in der Instandhaltung liefern 
die DIN 31051, die VDI 2890 und VDI 2895 sowie das Prozess-/Leistungsmo-
dell im Facility Management der International Facility Management Associa-
tion der Schweiz (DIN 31051, 2012; IFMA, 2015; VDI 2890, 2015; VDI 2895, 
2012). Auf dieser Basis wurden verallgemeinerte Standardprozesse u. a. für 
die übergeordnete Planung und Steuerung sowie für die grundlegenden In-
standhaltungsmaßnahmen Inspektion, Instandsetzung, Verbesserung und 
Wartung abgeleitet und modelliert. Hierfür wurde die Dateivorlage derart er-
weitert, dass die einzelnen Modellierungssichten (vgl. Gadatsch, 2008) für die 
(Informations-) Systeme, Daten, Organisation und Prozesse detailliert werden 
können. Diese Herangehensweise ist für S-CPS von entscheidendem Vorteil, 
weil sie es erlaubt, die Abläufe und das Zusammenwirken der eingesetzten 
technischen Systeme und der nutzenden, menschlichen Akteure nach dem 
Grundsatz „Mensch, Technik und Organisation“ fokussiert auf die Daten- und 
Informationsflüsse abbilden zu können.  
Schließlich wurden Referenzprozesse für die Instandhaltung unter Einbezie-
hung von S-CPS modelliert. Dazu fand ein Abgleich der Ist-/Soll-Prozesse und 
der Standardprozesse statt. Darauf aufbauend und unter Berücksichtigung 
der konzeptionellen Entwicklungsarbeiten für die Referenzarchitektur, Rollen, 
Schnittstellen etc. wurden Modelle für die Referenzprozesse erarbeitet. Diese 
erweitern die Standardprozesse um die S-CPS-spezifischen Elemente (in den 
folgenden Abbildungen durch die kursive Schrift gekennzeichnet; instanziierte 
Attribute sind eingerückt) für die System-, Daten-, Organisations- und Pro-
zesssicht. Die Referenzprozesse und ihre einzelnen Sichten werden nachfol-
gend erläutert. 




Die Systemsicht stellt die eingesetzten (Informations-) Systeme und deren 
Verbindung dar (Abbildung 1). Dabei werden die grundsätzlichen Informati-
onssysteme der Produktion, wie ERP, MES und PDM, berücksichtigt. Auf An-
lagen-/Maschinenebene kommen üblicherweise Speicherprogrammierbare 
Steuerungen (SPS) und andere Steuerungen zum Einsatz. Ebenfalls werden 
mehr und mehr Condition Monitoring (CM) oder separate Instandhaltungspla-
nungs- und -steuerungssysteme (IPS) eingesetzt. 
 
Abbildung 1: Systemsicht (Auszug) 
An diese Grundstrukturen werden die S-CPS-Komponenten adaptiert. Die S-
CPS Box erweitert ein reales Objekt (z. B. bestehende Maschine) zum CPS. 
Sie ist mit dem Objekt verbunden (z. B. per Datenverbindung zur SPS), nimmt 
eigenständig Daten auf (z. B. per eigene Sensoren), speichert Daten und In-
formationen lokal und dezentral (z. B. Bedienungsanleitungen, Pläne oder Zu-
standsdaten) und stellt diese im Netzwerk über eine oder mehrere Schnittstel-
len bzw. Webservices in permanenten Verbindungen (wenige Informationen) 
und Ad hoc-Verbindungen (bei Bedarf detaillierte Informationen) bereit. Der 
S-CPS Aggregator, als zentrale Einheit (Backend), verbindet zum einen die 
Boxen bzw. Objekte miteinander und zum anderen die S-CPS-Komponenten 
per unternehmensspezifischen S-CPS Schnittstellenpaket mit vorhandenen 
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nutzerschnittstelle), u. a. in Form eines mobilen Endgeräts, bekommt der Be-
nutzer rollen- und kontextspezifische Informationen für seine Prozesse bereit-
gestellt. 
2.2.2 Datensicht 
In der Datensicht werden die notwendigen bzw. die zu verarbeitenden Daten 
und Informationen zusammengefasst (Abbildung 2). Dabei werden auftrags-
neutrale Stammdaten (z. B. Dokumentationen, Listen, Pläne oder Vorschrif-
ten), auftragsabhängige Bewegungsdaten (z. B. Aufträge, Meldungen, Proto-
kolle oder Zustandsdaten) sowie sonstige Daten (z. B. Foto- und Videoauf-
nahmen) unterschieden. 
 
Abbildung 2: Datensicht (Auszug) 
2.2.3 Organisationssicht 
Die Organisationssicht stellt die beteiligten verantwortlichen Akteure dar (Ab-
bildung 3). Dabei findet eine grundsätzliche Unterscheidung nach Betreibern 
sowie nach Herstellern, Lieferanten bzw. Service-Dienstleistern der Anlagen 
und Maschinen statt. Dies ist notwendig, um die Verantwortlichkeiten und die 
Zusammenarbeit der unterschiedlichen Personen unternehmensübergreifend 
darstellen zu können. Dies betrifft auch die Daten- und Systemsicht, weil hier 
u. a. entsprechende Zugriffsrechte auf Daten und Informationen aus organi-
satorischen, rechtlichen und sicherheitsrelevanten Gründen berücksichtigt 
werden müssen (z. B. bei der Fernwartung). Da CPS als intelligente auto-
nome Einheiten selbstständig Aufgaben verantworten können, könnten diese 
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Abbildung 3: Organisationssicht (Auszug) 
2.2.4 Prozesssicht 
In der Prozesssicht werden die auszuführenden Funktionen und die damit ver-
bundenen Ereignisse in ihrer Reihenfolge dargestellt, wobei den Funktionen 
ihre notwendigen Systeme, ein- und ausgehenden Daten/Informationen sowie 
die verantwortlichen Akteure zugeordnet werden. Somit werden in der Pro-
zesssicht die anderen Sichten zusammengeführt.  
Die Referenzprozesse umfassen Modelle für die Instandhaltungsplanung und 
-steuerung, die Inspektion, Instandsetzung, Verbesserung und Wartung, die 
Störungsaufnahme, -analyse und -behebung, den Betrieb und die Betriebs-
überwachung, der Materialbereitstellung sowie die Inbetriebnahme und Ab-
nahme. In Abbildung 4 wird bespielhaft der Prozess der Störungsbehebung 
auszugsweise dargestellt. Wie zu erkennen ist, besteht die Prozessbeschrei-
bung aus einem Kopfbereich, in dem zunächst der Prozess anhand von Typ, 
Ziel, Leistung, Messgrößen etc. charakterisiert wird. Darunter wird die eigent-
liche eEPK abgebildet, wobei die jeweiligen Akteure nicht fest zugeordnet 
werden, denn die Funktionen können je nach Anwendungsfall von verschie-
denen Personen ausgeführt werden (z. B. durch internen Instandhalter und/o-
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3 Potenziale zur Prozessverbesserung mittels 
S-CPS 
Aus den vorangegangenen Ausführungen wird deutlich, dass durch den Ein-
satz moderner Informations- und Kommunikationstechnologien und insbeson-
dere durch S-CPS Instandhaltungsprozesse unterstützt und verbessert wer-
den können.  
Das hauptsächliche Potenzial zur Prozessoptimierung des eingangs vorge-
stellten S-CPS Ressourcen-Cockpits liegt in der Zusammenführung der ver-
schiedensten, individuellen Hard- und Softwaresysteme sowie der zugehöri-
gen Daten und Informationen im Unternehmen sowie im unternehmensüber-
greifenden Zusammenhang, um damit den unterschiedlichen Benutzern Hil-
festellung zur Lösung ihrer Aufgaben zu bieten und dadurch die Instandhal-
tungsprozesse effizienter zu gestalten. Um dies zu erreichen, können in der 
ersten Iterationsstufe die folgenden grundlegenden Ansätze und Schritte zur 
Prozessoptimierung identifiziert werden: 
· Integration/Zusammenführung der relevanten und spezifischen Hard- und 
Softwaresysteme der Unternehmen, 
· Integration/Zusammenführung der relevanten und spezifischen Daten und 
Informationen für die Instandhaltung, 
· Verarbeitung der Daten zu kontextspezifischen Informationen für die In-
standhaltungsprozesse, 
· dezentrale Haltung der Daten und Informationen, 
· mobile, kontextspezifische, bedarfsgerechte Bereitstellung der Informatio-
nen. 
Hierfür müssen zunächst alle notwendigen Hard- und Softwaresysteme im 
Unternehmen erfasst, kategorisiert und an das Ressourcen-Cockpit angebun-
den werden. Dazu gehören bspw. vorhandene ERP-, MES- oder PDM-Sys-
teme, die von Unternehmen zu Unternehmen sehr stark variieren. Darüber 
hinaus betrifft dies die Cyber-Physischen Systeme in der Produktion, die in 
der Lage sind, selbst vernetzt zu kommunizieren und zu kooperieren. Daher 
enthält das Ressourcen-Cockpit generische Schnittstellen, mit denen es in die 
jeweiligen Unternehmen, Unternehmenssysteme und -prozesse integriert 
werden kann, sodass die vorhandenen Datenquellen abgefragt bzw. mit ihnen 
Daten ausgetauscht werden können (vgl. S-CPS Schnittstellenpaket und S-
CPS Aggregator/Backend). 
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Ist diese Voraussetzung geschaffen, können nun die für die Prozesse notwen-
digen Daten und Informationen zusammengeführt werden. Das bedeutet, 
dass im Ressourcen-Cockpit die prozessrelevanten Daten und Informationen 
(z. B. Arbeitsaufträge der Mitarbeiter, Maschinenbelegung oder -zustände) 
aus den angebundenen Systemen abgefragt, selbst erfasst und zusammen-
gefasst werden. Hierfür sind die Arten und Eigenschaften der Daten sowie die 
benötigte Form der Informationen zu spezifizieren (vgl. S-CPS Schnittstellen-
paket und S-CPS Aggregator/Backend). 
Ein wesentlicher Punkt zur Prozessoptimierung besteht in der weiteren Ver-
arbeitung der Daten zu kontextspezifischen Informationen. Das bedeutet, 
dass aus der Unmenge an Daten nur die aufgaben- und rollenspezifischen 
Informationen gefiltert bzw. generiert werden. Dementsprechend sind hierbei 
die Instandhaltungsaufgaben (z. B. Störungsbehebung) sowie die Rollen der 
Benutzer (z. B. Werker, Instandhalter, Service-Mitarbeiter) zu berücksichti-
gen, sodass nur die wirklich relevanten Informationen bedarfsgerecht aggre-
giert werden. Dies führt dazu, dass manuelle Prozessschritte, die die Suche, 
Sammlung und Zusammenfassung notwendiger Daten umfassen, reduziert 
bzw. eliminiert werden (vgl. S-CPS Aggregator/Backend). Die Eliminierung 
manueller Prozessschritte erhöht zusätzlich die Prozesssicherheit, da an 
Schnittstellen zwischen manuellen Aufzeichnungen und elektronischen Sys-
temen Übertragungsfehler auftreten können. 
Im Zuge der zunehmenden Vernetzung der Systeme sowie der automati-
schen, sensorgestützten Datenerfassung und -verarbeitung wächst die Da-
tenmenge im Unternehmen und in der Produktion immer weiter an. Daher sind 
neben der kontextspezifischen Zusammenfassung der Daten und Informatio-
nen auch deren Speicherung und Bereitstellung zu verbessern. Zentralisti-
sche Systeme verlangen eine entsprechende Netzwerkinfrastruktur, die die 
großen Datenmengen sowie die notwendigen Übertragungsraten und -ge-
schwindigkeiten gewährleisten können. Um die Belastung der Netzwerke 
möglichst gering zu halten, bietet es sich an, eine dezentrale Datenhaltung 
vorzusehen. 
Gerade vor dem Hintergrund der unternehmensübergreifenden Zusammen-
arbeit von Betreibern und Herstellern, Lieferanten bzw. Service-Dienstleistern 
zeigt sich, dass sich auf der Maschinen- und Anlagenebene alle grundsätzli-
chen Daten und Informationen zu den technischen Betriebsmitteln bündeln 
lassen. Diese können bedarfsgerecht für verschiedene Anwendungsfälle 
(z. B. Kontrolle und Protokollierung der Betriebszustände durch den Betreiber 
bzw. Durchführung oder Überwachung notwendiger Instandhaltungsaufgaben 
durch Service-Dienstleister) bedarfsgerecht angeboten werden. Das führt 
auch dazu, dass verschiedenste unternehmensinterne oder -externe Informa-
tionssysteme an die dezentrale Einheit angebunden werden können (vgl.  
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S-CPS Box). Eine Bündelung der Informationen ermöglicht eine einfachere 
Aktualisierung von Dokumenten (z. B. Anlagendokumentation) ebenso wie 
die Sicherstellung, dass alle beteiligten Akteure auf die jeweils aktuelle Ver-
sion der Dokumentation zugreifen.  
Nachdem die relevanten Daten und Informationen aggregiert sind, müssen 
sie kontextspezifisch dem Benutzer bereitgestellt werden. Da die Instandhal-
tungsaufgaben typischerweise vor Ort an der Anlage oder Maschine auszu-
führen sind, ist dementsprechend eine mobile Lösung (u. a. Tablet oder Lap-
top) notwendig. Dabei ist der Benutzer mit seiner Rolle am System angemel-
det und bekommt nur die für ihn und seine aktuelle Aufgabe relevanten Infor-
mationen angezeigt. Somit kann der Prozess effizienter, insbesondere 
schneller, durchgeführt werden, weil nicht erst die notwendigen Informationen 
manuell zusammengetragen werden müssen. Aus der Ist-Analyse im Projekt 
S-CPS geht hervor, dass diese Zusammenstellung der Daten und Informatio-
nen einen großen Zeitfaktor in der ganzen Prozesskette einnimmt. Des Wei-
teren assistiert das System bei der Durchführung der Arbeiten, indem es auf 
Basis der verarbeiteten Daten und Benutzereingaben die nächsten Bearbei-
tungsschritte vorgibt. Dadurch kann den Instandhaltungsmitarbeitern Sicher-
heit bei der Ausführung der typischerweise komplexen und heterogenen Tä-
tigkeiten gegeben werden. Schließlich steigert die Übersichtlichkeit von Infor-
mationen das Nutzungspotenzial eines Systems durch die Mitarbeiter sowie 
deren Zufriedenheit. 
Darüber hinaus kann der Benutzer während und nach Abschluss seiner Tä-
tigkeiten den Auftrag und die damit verbundenen Aufgaben direkt vor Ort do-
kumentieren, ohne dass weitere Prozessschritte notwendig sind (vgl. S-CPS 
User Interface). Durch die Dokumentation und Auswertung von Instandhal-
tungsprozessen (z. B. Störungsbehebung) wird eine kontinuierliche Unterstüt-
zung und Verbesserung der standardisierten Prozesse ermöglicht. Langfristig 
können diese Informationen genutzt werden, um die Planbarkeit der Instand-
haltung zu erhöhen und damit weitere wirtschaftliche Potenziale zu erschlie-
ßen (z. B. Berücksichtigung typischer Fehlerquellen in der vorbeugenden In-
standhaltung).  
Zusammengefasst tragen die dargestellten Ansätze dazu bei, dass das Da-
ten- und Informationsmanagement erweitert und vereinfacht sowie die Pro-
zessumfänge (Prozessinhalte, -schritte, -ketten) auf die wesentlichen Punkte 
zur Lösung der Instandhaltungsaufgaben reduziert werden. Letzteres betrifft 
insbesondere die Verkürzung oder Eliminierung von Prozessen und Prozess-
schritten zur Daten-/Informationssuche, -verarbeitung, -bereitstellung sowie 
zur Auftrags-/Aufgabensteuerung, -durchführung und -kontrolle. Die Beurtei-
lung der Prozessverbesserung anhand konkreter Zielgrößen ist Gegenstand 
des nachfolgenden Abschnittes. 
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4 Beurteilung der Prozessverbesserung 
4.1 Methodische Vorgehensweise  
Die kontinuierliche Analyse, Überprüfung und Optimierung von Abläufen in 
einem Unternehmen folgt der Vorgehensweise des Geschäftsprozessmana-
gements in den Schritten Vorbereitung (Zielformulierung, Abgrenzung), 
Durchführung (Modellierung, Implementierung und Analyse) sowie Verbesse-
rung in Form einer (inkrementellen) Optimierung oder einer (radikalen) Rest-
rukturierung (Palleduhn & Neuendorf, 2013). 
Der Ausgangspunkt für die Identifizierung von Möglichkeiten zur Prozessver-
besserung ist daher die Modellierung der Ist-Prozesse (siehe Kapitel 2). Hier-
bei ist zusätzlich die Definition von Prozesszielgrößen zu berücksichtigen, die 
den Ausgangspunkt für die nachfolgende Optimierung bilden. Für die Erarbei-
tung von Optimierungspotenzialen können neben allgemeinen Kreativitäts-
techniken konkrete Methoden der Prozessverbesserung wie Kaizen oder Six 
Sigma eingesetzt werden (Koch, 2015). Die erarbeiteten Soll-Prozesse kön-
nen anschließend in der gleichen Methodik wie die Ist-Prozesse modelliert 
werden. Danach erfolgt der beurteilende Vergleich zwischen Ist- und Soll-Pro-
zess anhand der definierten Prozesszielgrößen. Prozessverbesserungen 
können grundsätzlich mithilfe der folgenden Maßnahmen erreicht werden: 
· Eliminierung von Prozessen oder Prozessschritten, 
· Verkürzung von Prozessen oder Prozessschritten sowie 
· Vereinfachung von Prozessen oder Prozessschritten. 
Für die Bewertung von Prozessmodellen können quantitative (z. B. Kosten-
vergleichsrechnung) und qualitative Bewertungsverfahren (z. B. Nutzwertana-
lyse) herangezogen werden (Koch, 2015). Die methodische Vorgehensweise 
zur Beurteilung der Prozessverbesserung ist in Abbildung 5 zusammenfas-
send visualisiert und wird in Kapitel 5 für den Demonstrator angewendet. 
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4.2 Bewertungskriterien für Instandhaltungsprozesse 
Wie in Abschnitt 4.1 dargestellt, ist die Definition von Zielgrößen eine wesent-
liche Voraussetzung für die Bewertung von Prozessverbesserungen. Für die 
Bewertung der Instandhaltung können verschiedene Indikatoren in Form von 
absoluten oder relativen Kennzahlen herangezogen werden (VDI 2893, 
2006). Dabei ist jeweils zwischen dem Aufwand für Instandhaltungsprozesse 
(Prozess- bzw. Finanzkennzahlen) und dem resultierenden Nutzen für die 
Produktion zu unterscheiden. Im Rahmen des Projektes wurden Kennzahlen 
für Instandhaltungsprozesse definiert, die zur Beurteilung der Verbesserung 
von Instandhaltungsprozessen herangezogen werden können (Tabelle 1). Die 
Anwendung der Bewertungskriterien für den Demonstrator des S-CPS Res-
sourcen-Cockpits erfolgt in Abschnitt 5.3.  
Tabelle 1: Ausgewählte Kennzahlen für Instandhaltungsprozesse, erweitert nach 
VDI 2893 (2006) 












Instandhaltungszeit Gesamte Zeit für Instandhaltungsmaß-
nahme 
Reaktionszeit Zeit von Auftreten einer Störung bis Be-ginn der Analyse 
Analysezeit Zeit zur Analyse einer Störung (z. B. Suche nach geeigneten Informationen) 
Behebungszeit Zeit zur Behebung einer Störung 
Anzahl beteiligter Rollen Anzahl interner und externer Rollen mit Aufgaben im Instandhaltungsprozess 
Anzahl Systemübergänge Anzahl der Übergänge zwischen 
verschiedenen Systemen oder Medien 
Bereitstellungsaufwand für 
Instandhaltungsinformationen 
Aufwand für Erstellung und Pflege von 
instandhaltungsrelevanten Informationen 












Ausfallzeit Ausfallzeiten an Anlagen (z. B. aufgrund 
von Störungen) 
Anlagenverfügbarkeit Grad der Nutzungsfähigkeit einer Anlage 
Mittlere Ausfallzeit / Mean Time 
To Repair (MTTR) 
Durchschnittliche Ausfallzeit pro 
Instandsetzung 
Mittlerer Ausfallabstand / Mean 
Time Between Failures (MTBF) 
Durchschnittliche Laufzeit einer Anlage 
zwischen zwei Ausfällen 
Anzahl Störungen Anzahl an Störungen einer Anlage in 
einer definierten Zeit 
Anzahl Ausfälle Anzahl der Anlagenausfälle aufgrund von Störungen in einer definierten Zeit 
Arbeitssicherheit z. B. Anzahl Unfälle 
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5 Verbesserung von Instandhaltungsprozessen am 
Beispiel des Demonstrators Experimentier- und 
Digitalfabrik 
5.1 Beschreibung des Demonstrators 
Im Rahmen des Projektes wurde ein Demonstrator in der Experimentier- und 
Digitalfabrik (EDF) der Professur Fabrikplanung und Fabrikbetrieb realisiert. 
Die EDF verfügt über verschiedene Produktions- und Logistikkomponenten 
einer stückgutbasierten Produktion einschließlich der zugehörigen Planungs- 
und Steuerungskomponenten. 
Für den Demonstrator wurden zunächst die vorhandenen Anlagen und Ein-
richtungen hinsichtlich ihrer Eignung als Betrachtungsobjekt untersucht. Auf 
dieser Basis wurde das Transfersystem TS5 ausgewählt, das einen Stetigför-
derer zum Transport von Kleinladungsträgern umfasst. Das System weist fünf 
Arbeitsstationen auf, die manuelle oder automatische Bearbeitungsschritte re-
präsentieren, sodass verschiedene Anwendungsszenarien abgebildet werden 
können. Das Transfersystem ist mit einer Siemens S7 SPS ausgestattet, die 
den Materialfluss der Werkstückträger steuert. Dabei wird an der ersten Ar-
beitsstation mithilfe eines RFID-Identifikationssystems das jeweilige Produkt 
identifiziert, in Abhängigkeit dessen die Bearbeitungszeiten sowie die Art der 
nachfolgenden Arbeitsstationen (manuell oder automatisch) festgelegt sind. 
Den Eingang bzw. Ausgang eines Werkstückträgers in bzw. aus einer Arbeits-
station wird durch induktive Näherungsschalter registriert. 
Zur Umsetzung des Demonstrators erfolgte die Ankopplung der Datenerfas-
sung mithilfe der S-CPS-Box und der Datenvisualisierung mittels des S-CPS 
Ressourcen-Cockpits (Brenner et al., s. S. 167 ff.). Auf dieser Basis werden 
auftretende Störmeldungen des Transfersystems direkt in eine Visualisierung 
des Ressourcen-Cockpits überführt, die über mobile Endgeräte von verschie-
denen Benutzern abgerufen werden kann (Abbildung 6).  
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Abbildung 6: Demonstrator Experimentier- und Digitalfabrik 
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5.2 Anwendungsszenario für Instandhaltungsprozess 
Die Beurteilung des umgesetzten Demonstrators erfolgt nach der in Abschnitt 
4.1 skizzierten Vorgehensweise. Hierfür wird ein konkreter Test Case einer 
Störung im Transfersystem betrachtet. Für dieses Szenario werden nachfol-
gend sowohl der Instandhaltungsprozess im Ausgangszustand als auch im 
verbesserten Zustand unter Nutzung des S-CPS Ressourcen-Cockpits be-
schrieben und modelliert. 
Der Ausgangspunkt des Prozesses ist eine vom System gemeldete Störung. 
Daraufhin wird zunächst der Anlagenfahrer kontaktiert, der die Störungsmel-
dung am Bedienpanel der Steuerung identifiziert und die Störung unter Nut-
zung der Dokumentation des Anlagenlieferanten analysiert. Führen die in die-
ser Dokumentation enthaltenen Maßnahmen (z. B. Reset der Steuerung) 
nicht zur Lösung des Problems, wird die Instandhaltung kontaktiert. Für die 
weitere Analyse werden zudem die Dokumentationen des Anlagenherstellers 
bzw. Herstellers einzelner Komponenten (z. B. Identifikationssystem für 
Werkstückträger) benötigt. Je nach Eingrenzung möglicher Fehlerursachen 
wird der Anlagenlieferant kontaktiert und eine Beschreibung des Systemzu-
standes übermittelt. Im Austausch zwischen dem Anlagenlieferanten und dem 
Instandhalter werden weitere Maßnahmen abgeleitet und die Störung schließ-
lich behoben (z. B. durch mechanisches Verstellen der Initiatoren). Aus dieser 
Beschreibung lässt sich schlussfolgern, dass ein hoher Anteil der Instandhal-
tungszeit für die Suche und Erschließung der relevanten Informationen auf-
gewendet wird und viele Personen am Prozess beteiligt sind. 
Unter Nutzung des S-CPS Ressourcen-Cockpits wird die Störungsmeldung 
dem Instandhalter direkt auf einem mobilen Endgerät angezeigt. Die Analyse 
möglicher Fehlerursachen und Ableitung entsprechender Maßnahmen wird 
durch den bereitgestellten Handlungsleitfaden unterstützt. Ein Kontakt zum 
Anlagenlieferant ist in diesem Fall nur erforderlich, falls der Instandhalter 
Rückfragen hat oder die Störung auf einen anderen Fehler wie bspw. der pro-
grammierten Steuerung zurückzuführen ist. 
Die Modellierung der Prozesse ist in Abbildung 7 dargestellt, wobei die S-
CPS-Komponenten kursiv hervorgehoben sind. Es wird deutlich, dass durch 
die Nutzung des S-CPS Ressourcen-Cockpits Prozessschritte eliminiert und 
vereinfacht werden können. Die Beurteilung anhand ausgewählter Prozess-
zielgrößen erfolgt im nachfolgenden Abschnitt. 
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Abbildung 7: Vergleich des Ausgangsprozesses und des optimierten Prozesses 


































































































































Ø Eliminierung von Prozessschritten




Ø Reduzierung Anzahl beteiligter Rollen
Ø Vermeidung von Systemübergängen
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5.3 Beurteilung der Prozessverbesserung im Demonstrator 
Die Beurteilung der Prozessverbesserung durch das S-CPS Ressourcen-
Cockpit erfolgt unter Anwendung ausgewählter Kennzahlen aus Abschnitt 4.2.  
Instandhaltungszeit 
Die Instandhaltungszeit setzt sich aus der Reaktions-, Analyse- und Behe-
bungszeit zusammen. Während im Ausgangszustand eine manuelle Meldung 
an den Anlagenfahrer erfolgt, kann die Reaktionszeit unter Nutzung des Res-
sourcen-Cockpits verkürzt werden, indem die automatische Meldung direkt an 
den Instandhalter erfolgt. Für die Analyse der Störung werden im Ausgangs-
szenario die Suche und Erschließung geeigneter Informationen in der Doku-
mentation berücksichtigt, die je nach Häufigkeit der Arbeit mit dem entspre-
chenden System sehr hoch ausfallen kann. Das Ressourcen-Cockpit stellt 
stattdessen einen Handlungsleitfaden bereit, der eine gezielte Analyse er-
möglicht. Das Einsparpotenzial der Analysezeit wird für den Test Case auf bis 
zu 75 % eingeschätzt, hängt jedoch stark von der Ausgangsbasis der Anla-
gendokumentation sowie der Art der Aufbereitung der Informationen im Hand-
lungsleitfaden ab. Die Behebungszeit hängt von der Art der Störung und der 
zugrundeliegenden Fehlerursache ab. Falls zusätzliche Abstimmungen mit 
dem Anlagenlieferanten erforderlich sind, hängen diese weiterhin von der Ver-
fügbarkeit der jeweiligen Ansprechpartner ab. Die Störungsbehebung mithilfe 
des Ressourcen-Cockpits wird durch den Handlungsleitfaden und ggf. durch 
ein Wiki unterstützt, sodass grundsätzlich keine weiteren Abstimmungen er-
forderlich sind. Insgesamt kann die Reduzierung der Instandhaltungszeit für 
das betrachtete Szenario im Demonstrator auf bis zu 50 % geschätzt werden. 
Anzahl beteiligter Rollen 
Im Ausgangszustand sind neben dem Werker und dem Instandhalter zusätz-
lich der Anlagenfahrer, der Instandhaltungs-Gruppenleiter sowie der Anlagen-
lieferant am Prozess beteiligt. Dies führt zu zusätzlichem Kommunikations- 
und Abstimmungsaufwand, der durch das Ressourcen-Cockpit stark verrin-
gert werden kann. 
Anzahl Systemübergänge 
Im Ausgangszustand werden verschiedene Medien zur Kommunikation (Te-
lefon, E-Mail) und Dokumentation (schriftliche Anlagendokumentation, manu-
elle Störungsmeldung) benötigt. Durch das Ressourcen-Cockpit kann ein 
durchgängiges System genutzt werden und der Kommunikationsaufwand 
wird verringert. Dadurch wird der Instandhaltungsprozess vereinfacht. Zusätz-
lich entfällt die Übertragung manuell geführter Dokumente in ein IT-System 
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(z. B. zur Dokumentation aufgetretener Störungen), die zusätzlichen Aufwand 
verursacht und zu weiteren möglichen Fehlern führen kann.  
Bereitstellungsaufwand für Instandhaltungsinformationen 
Die für die Instandhaltung erforderlichen Informationen müssen vor deren An-
wendung in einem bestimmten Szenario zur Verfügung stehen. Im Ausgangs-
zustand umfassen diese die vom Hersteller bzw. Anlagenlieferanten stan-
dardmäßig bereitgestellten Dokumentationen. Für die Entwicklung des Hand-
lungsleitfadens und ggf. weiterer Dokumente des S-CPS Ressourcen-Cock-
pits ist zunächst der Erstellungsaufwand zu berücksichtigen, der jedoch durch 
die Bereitstellung von Vorlagen o. ä. reduziert werden kann. 
Ausfallzeit 
Im vorliegenden Anwendungsszenario wird davon ausgegangen, dass die 
Ausfallzeit der Instandhaltungszeit entspricht, da es sich lediglich auf einen 
Störungsfall bezieht. Dementsprechend liegt ein hohes Potenzial zur Redu-
zierung der Ausfallzeit bzw. Steigerung der Anlagenverfügbarkeit vor. 
Zusammenfassende Betrachtung 
Für den umgesetzten Demonstrator des S-CPS Ressourcen-Cockpits liegen 
hohe Potenziale zur Reduzierung der Instandhaltungszeit, der am Instandhal-
tungsprozess beteiligten Rollen sowie der Anzahl von Systemübergängen vor 
(siehe Abbildung 7). Andererseits ist der initiale Aufwand zur Erstellung der 
unterstützenden Dokumente (z. B. Handlungsleitfaden) als hoch einzustufen 
und wurde für den vorliegenden Demonstrator nur exemplarisch für einzelne 
Störungskategorien umgesetzt. Weiterhin ist festzustellen, dass die konkrete 
Auswirkung der Prozessverbesserung stark vom Ausgangszustand abhängt. 
In jedem Falle bietet die Umsetzung des S-CPS Ressourcen-Cockpits jedoch 
Potenziale zur Steigerung der Transparenz und Standardisierung der Instand-
haltungsprozesse.  
6 Fazit 
Im Zuge aktueller Entwicklungen wird die Digitalisierung der Unternehmen in 
Form der informationstechnischen Vernetzung von Produktionssystemen zu-
nehmend vorangetrieben. Die Instandhaltung bietet hierfür ein großes wirt-
schaftliches Potenzial, da sie eine wichtige Rolle zur Steigerung der Produk-
tivität von Unternehmen spielt. Zudem zeichnen sich Instandhaltungspro-
zesse durch heterogene Aktivitäten mit verschiedensten menschlichen und 
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technischen Akteuren aus. Durch den Einsatz von S-CPS können die Pla-
nung, Steuerung und Durchführung von Instandhaltungsaufgaben unterstützt 
werden. Dies betrifft insbesondere die rollen- und kontextspezifische Daten- 
und Informationsbereitstellung für die mobilen Mitarbeiter durch das S-CPS 
Ressourcen-Cockpit. Hierzu werden im vorliegenden Beitrag verallgemei-
nerte Referenzmodelle für Instandhaltungsprozesse beschrieben. Der Einsatz 
von S-CPS in Instandhaltungsprozessen bietet verschiedene Potenziale zur 
Prozessoptimierung, die anhand der vorgestellten Zielgrößen beurteilt werden 
können. Die exemplarische Anwendung des S-CPS Ressourcen-Cockpits 
wird anhand eines Demonstrators aufgezeigt und die Verbesserungspotenzi-
ale anhand eines konkreten Test Cases diskutiert. Hierbei zeigt sich ein gro-
ßes Potenzial zur Reduzierung der Instandhaltungszeit und zur Vereinfa-
chung der Instandhaltungsprozesse. 
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Zusammenfassung 
Durch die Bereitstellung von Referenzarchitekturen (RA) im Kontext von Industrie 4.0 kann der 
Prozess zur Entwicklung entsprechender Applikationen stark verbessert werden. Die Entwick-
lungszeit verkürzt sich, die Qualität steigert sich und eine Kompatibilität zwischen unterschied-
lichen Applikationen, die auf einer gemeinsamen RA aufbauen, kann gesichert werden. Die 
Entwicklung von RAen ist jedoch eine herausfordernde Aufgabe, besonders wenn keine beste-
henden offenen Architekturen für diese Art von Applikationen existieren, aus denen eine RA 
extrahiert werden kann. Um die Entwicklung solcher RAen zu vereinfachen, wird daher in die-
sem Beitrag der Erstellungsprozess einer RA für Ressourcen-Cockpits zur Unterstützung der 
Instandhaltung dargelegt, der anhand von Anforderungen an spezifische Systeme eine adä-
quate RA ableitet. Neben dem Prozess werden die Grundlagen in Form von generischen, und 
spezifische Anforderungen an ein Ressourcen-Cockpit dargelegt. 
1 Einleitung 
Die fortschreitende Digitalisierung führt aufgrund ihrer disruptiven Effekte bei 
der traditionellen, etablierten Industrie zu großen Umwälzungen. Besonders 
betroffen ist das in Deutschland stark vertretende produzierende Gewerbe: 
Hier wirken als Treiber der Digitalisierung insbesondere auch verbundene 
Trends wie die digitale Fabrik (Hollstein et al., 2012), Cyber-physische Sys-
teme (CPS) (Geisberger & Broy, 2012), Industrie 4.0 (Lachenmaier et al., 
2015) oder dessen begriffliches Pendant, dem Industrial Internet (Lin et al., 
2015). Dies hat einerseits zur Folge, dass bestehende Prozesse der produ-
zierenden Industrie einem starken rein technologischen Wandel unterliegen, 
andererseits werden Änderungen am bisher betriebenen Geschäftsmodell 
durch die aktuellen Technologien nicht nur möglich, sondern auch nötig. Eine 
zu beobachtende Auswirkung bei den produzierenden Unternehmen ist, dass 
diese sich zunehmend von ursprünglich rein produzierenden Unternehmen zu 
produzierenden Service Anbietern wandeln (Daeuble et al., 2015). 
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Damit verbunden sind insbesondere Auswirkungen auf unterstützende Pro-
zesse wie der Instandhaltung, welche sich mit enorm erhöhter Komplexität, 
aber auch Bedeutung auseinandersetzen muss (Reidt et al., 2016). Unter In-
standhaltung wird in diesem Beitrag die „Kombination aller technischen und 
administrativen Maßnahmen sowie Maßnahmen des Managements während 
des Lebenszyklus einer Betrachtungseinheit zur Erhaltung des funktionsfähi-
gen Zustandes oder der Rückführung in diesen, so dass sie die geforderte 
Funktion erfüllen kann“ (DIN 31051, 2012-09) verstanden. Die fortlaufend stei-
gende Komplexität äußert sich in der zunehmenden Integration von fortschritt-
licher Informationstechnologie in Produktionsanlagen und Maschinen, 
wodurch der Anspruch an die handelnden Personen der Instandhaltung er-
höht wird. Die steigende Bedeutung drückt sich, neben den enormen Kosten 
bei Ausfall von Maschinen, in der Möglichkeit aus, dass die Instandhaltung 
integraler Bestandteil des Geschäftsmodells des Unternehmens bzw. Teil der 
Service-Leistung des zu verkaufenden Produktes wird. 
Der technologische Fortschritt erzeugt jedoch nicht nur neue Herausforderun-
gen, sondern bietet auch die Möglichkeit, dass die Instandhaltung durch effi-
ziente IT-Systeme Unterstützung erhält (Reidt et al., 2016). Der Instandhalter 
kann u. a. bei der Fehlerdiagnose und -behebung durch unterstützende mo-
bile Systeme die nötigen Informationen zur Arbeitsbewältigung aggregiert dar-
gestellt bekommen (Daeuble et al., 2015; Fellmann et al., 2013). Diese Infor-
mationen können weiterhin durch Augmented Reality (Emmanouilidis, 
Jantunen, Gilabert, Arnaiz, & Starr, 2011) vereinfacht und zielgerichtet darge-
stellt werden. Wartungspläne können durch Condition-Monitoring Systeme 
(CMS) in Abhängigkeit von der aktuellen Abnutzung bestimmter Komponen-
ten berechnet werden (Abdennadher et al.,  2010) oder bevorstehenden Aus-
fälle können durch die Anwendung von Data Mining Techniken im Rahmen 
von Predictive Maintenance erkannt werden (Lee et al., 2009). 
Die Einbindung und Anpassung von neuartigen und bestehenden IT-Syste-
men in unternehmensspezifische Produktions- und Instandhaltungs-prozesse 
und die Bündelung von Informationen aus mehreren Quellen und Systemen 
stellt Unternehmen jedoch vor große Probleme (Bienzeisler et al., 2014). In 
vielen Fällen sind relevante Daten von potenziell vorhandenen betrieblichen 
Informationssystemen und Maschinen für den Instandhalter nicht oder nur ein-
geschränkt verfügbar (Trommler et al., 2014). Diese Daten sind jedoch auch 
für den Einsatz von zusätzlichen, neuartigen IT-Systemen Voraussetzung. 
Daher ist das Problem der nicht aufeinander abgestimmten und 
zueinanderpassenden Datenquellen für die Instandhaltung von besonderer 
Bedeutung (Moore & Starr, 2006). Auch bei der später im Beitrag beleuchte-
ten Analyse der Instandhaltung bei vier Unternehmen bestätigte sich dieser 
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Sachverhalt: In den untersuchten Unternehmen müssen Daten aus einer Viel-
zahl an Systemen oder analogen Quellen manuell gesucht und extrahiert wer-
den. Dieser Umstand führt bei der Arbeit des Instandhalters zu hohen Warte-
zeiten, erhöhter Fehleranfälligkeit und in letzter Konsequenz längeren Still-
standzeiten. Daraus resultiert, dass die Instandhalter oftmals nicht adäquat 
durch IT-Systeme unterstützt werden (Reidt et al., 2016).  
Die Gründe hierfür sind vielfältig: Die Entwicklungskosten für zentrale Sys-
teme zur Unterstützung der Instandhaltung sind hoch, da die Integration von 
Daten aus heterogenen, oft proprietären Systemen mit hohen manuellen Auf-
wand verbunden ist. CMS sind bspw. oft nur bei einigen Maschinenherstellern 
in teils einfacher Art und Weise vorhanden und hauptsächlich für die eigenen 
Maschinen verfügbar (Reidt & Krcmar, 2016). Diese entwickeln die CMS mit 
jeweils unterschiedlichen Datenprotokollen, Übertragungsmechanismen und 
zusätzlich meist noch unterschiedlichen informationstechnischen Konzepten 
(Winter & Wollschlaeger, 2015). Daneben ist mangelndes Know-How bei Be-
urteilung der technologischen Potentiale ein weiteres Hemmnis die verfügba-
ren Technologien effizient einzusetzen (Bienzeisler et al., 2014). 
1.1 Ressourcen-Cockpit als Lösungsansatz 
Ein endgeräteübergreifendes Ressourcen-Cockpit, welches aktuelle techno-
logische Möglichkeiten zur Integration und Interpretation von Daten und Infor-
mationen aus einer Vielzahl an Systemen ausnutzt, diese Informationen ziel-
gerichtet bündelt und auswertet, stellt eine Möglichkeit zur Lösung der ange-
sprochenen Herausforderungen dar (Reidt et al., 2016). Ein solches Ressour-
cen-Cockpit kann durch Ausnutzung und Integration der Möglichkeiten eines 
CPS, von mobilen Endgeräten und eines dynamischen Backends, Funktionen 
und Inhalte kontext-sensitiv dezentral bereitstellen. Hierdurch würden die an 
der Durchführung der Instandhaltung beteiligten Personen bei ihren Arbeits-
abläufen zielgerichtet mit den nötigen Informationen unterstützt, ohne dass 
Konnektivität eine große Rolle spielt. CPS umfassen in diesem Beitrag „ein-
gebettete Systeme, Logistik-, Koordinations- und Managementprozesse so-
wie Internetdienste, die mittels Sensoren unmittelbar physikalische Daten er-
fassen und mittels Aktoren auf physikalische Vorgänge einwirken, mittels di-
gitaler Netze untereinander verbunden sind, weltweit verfügbare Daten und 
Dienste nutzen und über multimodale Mensch-Maschine-Schnittstellen verfü-
gen“ (Geisberger & Broy, 2012). In Kombination mit neuen, sich verbreitenden 
Standards in der Produktion, wie OPC UA (Enste & Mahnke, 2011) ist es mög-
lich, dezentral Informationen von Maschinen mit deutlich weniger Aufwand zu 
extrahieren und zentral bei Bedarf zusammenzuführen. Dies erlaubt Funktio-
nen leichter über verschiedene Systeme zu verteilen und diese ohne größeren 
Aufwand in bestehende Systeme der Produktion einzubinden. 
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1.2 Referenzarchitekturen im Kontext Instandhaltung 
Die Identifizierung von individuellen Anforderungen an ein Ressourcen-Cock-
pit und die Entwicklung selbst sind jedoch aufwändig und erfordern erhebliche 
Ressourcen. Insbesondere kleine und mittelständische Unternehmen können 
aufgrund dieses hohen Aufwandes kaum Systeme entwickeln, welche deren 
individuellen Anforderungen genügen. Weiterhin ist ein uneinheitliches Ver-
ständnis über die Funktionsweise und Schnittstellen eines solchen Ressour-
cen-Cockpits ein Faktor, der zu Kompatibilitäts-problemen mit anderen Sys-
temen führen kann und somit eine Weiterentwicklung hemmt. 
Um die zukünftige Entwicklung von Ressourcen-Cockpits für die Instandhal-
tung zu erleichtern, soll eine RA für ein Ressourcen-Cockpit zur Unterstützung 
der Instandhaltung (RARC) entwickelt werden. Eine RA ist eine spezielle, abs-
trakte Architektur, welche die allgemeinen Richtlinien zur Spezifikation von 
konkreten Architekturen setzt (Angelov et al., 2008). Diese Richtlinien werden 
durch die RARC dadurch gesetzt, dass in abstrakter Weise dargestellt wird, 
welche Funktionen, Prozesse, Konzepte und damit welche Intelligenzvertei-
lung zwischen verschiedenen Systemen durch effiziente Ausnutzung der Fä-
higkeiten eines CPS und mobilen Endgeräten abgebildet werden können. 
Diese Funktionen und Prozesse sind mit generischen und spezifischen Anfor-
derungen verbunden, sodass die Identifizierung, Auswahl und Rückverfolg-
barkeit von Anforderungen für den eigenen Anwendungsfall ermöglicht wird. 
Demzufolge wird die RA Domänenwissen im Bereich der Instandhaltung be-
reitstellen, um den Entwurf einer Softwarearchitektur zur Erstellung eines In-
formationssystems zu erleichtern, welches dem Menschen zur Bewältigung 
der Aufgaben der Instandhaltung dienen soll.  
Die Erstellung einer RA für ein Ressourcen-Cockpit zur Unterstützung der In-
standhaltung stellt aufgrund ihrer Komplexität und Neuartigkeit jedoch eine 
große Herausforderung dar. Obwohl im Industrie 4.0 Kontext durch das 
RAmodell RAMI (Adolphs et al., 2015) bzw. dem amerikanischen Pendant, 
der Industrial Internet Reference Architecture (Lin et al., 2015) in letzter Zeit 
einige prominente RAen erstellt wurden, existieren wenige konkrete Metho-
den zur Erstellung von RAen. Wenn bei vorhandenen RAen auf die Methodik 
zur Erstellung eingegangen wird, so werden meist mehrere offene Architektu-
ren verglichen, um daraus eine RA abzuleiten. Im vorliegenden Fall einer RA 
für ein Ressourcen-Cockpit oder ähnliche Architekturen im Bereich der In-
standhaltung konnten keine offen zugängliche Architekturen in Literatur und 
Praxis identifiziert werden, die miteinander verglichen werden können (Reidt 
& Krcmar, 2016). Dies liegt zum einen daran, dass bestehende Architekturen 
bzw. Lösungen nicht öffentlich zugänglich sind. Zum anderen sind Lösungen, 
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welche die Potenziale von neuen Technologien wie CPS oder OPC UA aus-
nutzen, noch nicht in der Praxis angekommen. 
Aus diesem Grunde soll in diesem Beitrag das Vorgehen zur Erstellung einer 
RA anhand spezifischer Anforderungen am Beispiel der RARC dargestellt 
werden. Zusätzlich werden die spezifischen Anforderungen an ein Ressour-
cen-Cockpit aus Sicht von vier Unternehmen illustriert. Diese Informationen 
bilden die Grundlage der in Reidt et al. (S. 43 ff.) vorgestellten RARC.  
1.3 Aufbau des Beitrags 
Der nachfolgende Beitrag gliedert sich wie folgt: In Kapitel 2 wird das Vorge-
hen zur Erstellung einer RA skizziert. Anschließend werden die für die Erstel-
lung nötigen Anforderungen in Kapitel 3 behandelt. Dazu werden die unter-
suchten Unternehmen mit ihren spezifischen Anforderungen vorgestellt und 
illustriert wie sich aus diesen Anforderungen die Basis für die Erstellung der 
RARC ableiten lässt.  
2 Methodik zur iterativen Erstellung einer 
Referenzarchitektur  
Zur Erstellung der RA wurde ein mehrstufiger Ansatz gewählt, der sich an dem 
Vorgehen von (Reidt & Krcmar, 2016) orientiert. Die einzelnen Schritte wer-
den nachfolgend detailliert beschrieben und auf das allgemeine Vorgehen so-
wie auf die konkrete Ausprägung des Vorgehens am Beispiel der RARC ein-
gegangen.  
Folgende Schritte wurden konkret durchgeführt: 
· Schritt 1: Festlegung des Zweckes und des Ziels der RA – In diesem 
ersten Schritt soll die Definition des Zwecks und damit des Ziels der RA 
erfolgen. Damit verbunden ist die Festlegung des Betrachtungsrahmens 
und der Darstellungsart der RA. Der Betrachtungsrahmen sollte so fest-
gelegt werden, dass die Ziele, die mit der RA verfolgt werden, mit dem 
Fokus dieser erreicht werden können. Die Darstellungsart sollte sich an 
den Kenntnissen der Anwender der RA orientieren und ist im vorliegenden 
Fall so gewählt worden, dass ein domänenübergreifendes Verständnis 
möglich ist. Betrachtungsrahmen bei der RARC war das gesamte System 
des Ressourcen-Cockpits, die Infrastruktur und die damit verbundenen 
Personen. Denn das Ziel, die Entwicklung von Ressourcen-Cockpits zu 
erleichtern, konnte dadurch erreicht werden.  
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· Schritt 2: Literaturrecherche – Als Wissensbasis zur Erstellung einer 
Referenzarchitektur sollte der aktuelle Stand der Wissenschaft und Tech-
nik dienen. Ein Weg, dies zu erreichen ist es, eine wissenschaftliche Lite-
raturrecherche durchzuführen, die sich an den nötigen Aspekten der zu 
entwickelnden Referenzarchitektur orientiert. Daher wurde zur Erstellung 
der RARC eine Literaturrecherche nach (Webster & Watson, 2002) zu In-
dustrie 4.0, Instandhaltung, RAen, CPS sowie verwandten Themen durch-
geführt. Dadurch wurden der aktuelle Status quo zu diesen Themen im 
wissenschaftlichen Kontext ergründet, weitere Komponenten für Instand-
haltungssysteme erfasst und möglichst verwandte RAen identifiziert. Dazu 
wurden auch praxisorientierte RAen im Kontext der Industrie 4.0 unter-
sucht. Ein Fokus der Literaturrecherche bestand darin, die Bereiche Ma-
schinenbau, Informatik und Wirtschaftsinformatik thematisch zu verbin-
den. Bei dieser Literaturrecherche konnten keine RAen identifiziert wer-
den, welche frei zugängliche Architekturen für Systeme zur Unterstützung 
der Instandhaltung aufzeigen. Dies hatte zur Folge, dass zum einen keine 
offenen Architekturen genutzt werden konnten, um die generischen As-
pekte einer RA herauszuarbeiten. Zum anderen wurde die Wichtigkeit des 
Unterfangens bestätigt, eine solche RA bereit zu stellen. 
· Schritt 3: Situation und Anforderungen aus der Praxis – Um die Pra-
xisrelevanz einer RA sicherzustellen und die wichtigsten Informationen zur 
Erstellung dieser zu sammeln müssen umfassende und generalisierbare 
Anforderungen für spezifische Einzelarchitekturen aufgenommen werden. 
Dazu müssen die untersuchten Unternehmen zusammen betrachtet einen 
umfassenden und nicht spezifischen Blick auf die Domäne bzw. das zu 
entwickelnde System ermöglichen. Für die RARC wurden vier Unterneh-
men aus unterschiedlichen Branchen bzgl. des Themas der Instandhal-
tung untersucht. Der Ablauf war zweigeteilt: Zuerst wurde der aktuelle 
Stand in der Instandhaltung bei den jeweiligen Unternehmen aufgenom-
men. Es wurden die Prozesse aus der Instandhaltung untersucht, die be-
teiligten Systeme beschrieben und geklärt wie diese zur Unterstützung der 
Instandhaltung herangezogen wurden. Daneben wurden Anforderungen 
an ein Ressourcen-Cockpit aus Sicht der Unternehmen aufgenommen, so 
dass vier unabhängige Lastenhefte für ein solches System entstanden 
sind. Die Anforderungen wurden priorisiert und genau beschrieben. In-
standhaltung wird bei diesen Unternehmen teils als eigener Service für 
andere Unternehmen erbracht, teils auch von Dritten getätigt oder vom 
eigenen Personal für fremdbezogene Maschinen betrieben. Auch sind die 
Anforderungen an ein System zur Unterstützung der Instandhaltung in ei-
ner eigenen Fabrik andere als bei Windrädern, die sich in einem spärlich 
besiedelten Raum mit großen Distanzen zueinander befinden. Dort stellen 
u. a. Konnektivität und damit die Verfügbarkeit von Informationen große 
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Herausforderungen dar. Durch die unterschiedliche Branchenzugehörig-
keit und Ausprägungen der Instandhaltung dieser Unternehmen wurde ein 
umfangreiches Bild der Instandhaltung und der Bedürfnisse der Unterneh-
men gezeichnet. Hierdurch wurde es möglich, aus den einzelnen, 
spezifschen Anforderungen auf potentielle spezfische Architekturen der 
einzelnen Ressourcen-Cockpits der Unternehmen zu schließen. Aus 
diesen einzelnen Architekturen und Anforderungen konnte eine 
umfassende, generische RA extrahiert werden. Die untersuchten Unter-
nehmen werden in Kapitel 3.2 genauer beschrieben.  
· Schritt 4: Erstellung einer Domänenbeschreibung und eine Verein-
heitlichung durch Festlegung/Standardisierung von Begrifflichkei-
ten – Die Domäne der RA solle eindeutig beschrieben werden und nötige 
Begriffe identifiziert und vereinheitlicht werden. Gegebenenfalls müssen 
hier schon Standards und Definitionen für einige der Begrifflichkeiten oder 
Aspekte der Domäne festgelegt werden. Bei der RARC waren dies vor 
allem Definitionen zu technischen Aspekten eines Ressourcen-Cockpits, 
Benennung von Funktionen und Anforderungen, sowie Schnittstellen.  
· Schritt 5: Extraktion von generischen und optionalen Anforderungen 
an ein Ressourcen-Cockpit – Anhand der Ergebnisse aus Schritt 2 wer-
den die Anforderungen aggregiert, auf eine einheitliche Basis gebracht 
und in generische und optionale Anforderungen unterteilt. Generisch sind 
Anforderungen, welche allgemeingültig sind und bei allen Unternehmen 
vorhanden sind bzw. sein sollten. Optionale Anforderungen sind spezi-
fisch für einzelne Anwendungsfälle und nur bei diesen umzusetzen. Er-
gebnis dieses Schrittes sind Listen und Beschreibungen von generischen, 
sowie optionale Anforderungen. Nötige Unklarheiten sind mit den jeweili-
gen Ansprechpartnern der Anforderungen möglichst im Vorfeld zu klären.  
· Schritt 6: Überführung der gefundenen Anforderungen in n:1 Bezie-
hungen in funktionale, logische Module – Anhand der Anforderungen 
werden logische Module gebildet, sodass jede Anforderung durch ein Mo-
dul umgesetzt wird. Ein Modul kann hierbei beliebig viele Anforderungen 
umsetzen. Ziel ist es, dass ein Modul möglichst eine logisch in sich ge-
schlossene Einheit bildet und für eine Funktion des Systems verantwort-
lich ist. Die Aufteilung und der Schnitt der Module sollte nach Aspekten 
der Kapselung und des Separations of Concerns (Laplante, 2007) getätigt 
werden. Eine einfache technische Umsetzbarkeit wird hierdurch gewähr-
leistet. Lassen sich Anforderungen nicht auf ein Modul aufteilen, bedarf es 
einer Ausdifferenzierung bzw. Aufspaltung der Anforderungen. Die Mo-
dule können wiederum generisch oder optional sein. Je nachdem ob 
hauptsächlich generische oder optionale Anforderungen in ihnen enthal-
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ten sind. Weiterhin ist in den Modulen die jeweilige Beschreibung und Aus-
arbeitung dieser in Hinsicht Umsetzbarkeit, Intelligenzverteilung und Iden-
tifizierung von Verbindung zwischen Modulen enthalten. 
· Schritt 7: Erstellung von Referenzprozessen - unter Einbezug der logi-
schen Module, einer optimalen Intelligenzverteilung, Use Cases und ge-
wählten Endgeräten müssen Referenzprozesse erstellt werde. Diese Re-
ferenzprozesse sind möglichst mit den technischen Aspekten der RA ver-
bunden. Referenzprozesse wurden in der RARC durch Zusammenfassen 
von einer Vielzahl an Use Cases erzeugt.  
· Schritt 8: Feedbackzyklen & Anwendung der RA - Zusätzlich müssen 
im Kontext der Anforderungsaufnahme und Entwicklung mehrere Feed-
backgespräche mit Entwicklern und Stakeholdern bzgl. der RA geführt 
werden, um die Anforderungen nach dem jeweiligen Feedback iterativ zu 
verbessern. Die vorliegende RA wurde für die Entwicklung verschiedener 
Prototypen im Rahmen des Projektes S-CPS genutzt und diente dem An-
passen von Anforderungen und dem generellen Anforderungsmanage-
ment. Verbunden mit einer groß angelegten Anforderungsevaluierung 
nach 1,5 Jahren Projektdauer wurden somit die Schritte 3-8 iterativ durch-
laufen, um so die RA stetig zu verbessern.  
Durch das Vorgehen konnte sichergestellt werden, dass die erarbeitete Lö-
sung hohe Praxisrelevanz besitzt, da viele Anforderungen direkt aus dem Be-
darf der befragten Industrieunternehmen stammen. Durch die Literaturrecher-
che konnten zwar keine RAen gefunden werden, welche Systeme für die In-
standhaltung behandelten. Es wurden jedoch verwandte RAen für die Berei-
che Condition-Monitoring und Industrie 4.0 identifiziert. Diese konnten zusätz-
lich zu allgemeine Trends und Anforderungen für Instandhaltungssysteme in 
die Wissensbasis zur Erstellung der RARC miteinfließen. Durch den agilen 
Verbesserungsprozess konnte sichergestellt werden, dass die Darstellungs-
art und der Inhalt optimal verstanden und angewendet werden konnte.  
3 Anforderungen an ein Ressourcen-Cockpit 
Zur Erstellung der RARC wurden Anforderungen an ein Ressourcen-Cockpit 
aus der Literatur und aus der Praxis von vier verschiedenen Unternehmen 
aufgenommen. In Unterkapitel 3.1 wird zuerst auf die Anforderungssuche in 
der wissenschaftlichen Literatur eingegangen. Das Endergebnis beinhaltet 
dann die von den Unternehmen bestätigten spezifischen und priorisierten An-
forderungen aus der Praxis (vgl. Kapitel 2, Schritt: 3). Die untersuchten Unter-
nehmen und deren Hintergrund wird in Kapitel 3.2 beschrieben. Die dazuge-
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hörigen Anforderungen mitsamt dem Vorgehen zur Erhebung werden in Ka-
pitel 3.3 vorgestellt. Anschließend werden die Anforderungen analysiert und 
in generische Anforderungen überführt (Kapitel 3.4, vgl.: Kapitel 2 Schritt: 5). 
Schließlich wird die Priorisierung der Anforderungen in Kapitel 3.5 vorgestellt.  
3.1 Anforderungen aus der Literatur 
Die später beschriebenen Anforderungen basieren auf einer ausgiebigen Li-
teraturrecherche, wodurch Anforderungen an ein Ressourcen-Cockpit aus 
wissenschaftlicher Literatur extrahiert werden konnten. Diese Anforderungen 
sind direkt durch Evaluation seitens der Unternehmen in die spezifischen An-
forderungen miteingeflossen und werden an dieser Stelle nicht gesondert dis-
kutiert.  
3.2 Untersuchte Unternehmen 
Die im Vorgehen zur Erstellung der RA angesprochenen Unternehmen wer-
den nachfolgend detaillierter hinsichtlich der Instandhaltung beschrieben. Ein 
wichtiges Kriterium für die Auswahl der Unternehmen war die Verwendung 
unterschiedlicher Modelle zur Durchführung der Instandhaltung. Dies führte 
im Stadium der Anforderungsanalyse zu einem umfassen Blick auf die Do-
mäne der Instandhaltung. Es wurden dabei insgesamt vier Unternehmen und 
deren Rolle bei der Instandhaltung untersucht, deren Eigenschaften in Tabelle 
1 zusammengefasst werden. 
Bei der Rolle der Instandhaltung in den vier untersuchten Unternehmen konn-
ten vier Fälle unterschieden werden. Im ersten Fall, bei Unternehmen U2, wird 
die Instandhaltung nahezu komplett autark vom Unternehmen selbst geleistet, 
während im zweiten Fall, bei Unternehmen U3, die Instandhaltung nur als Ser-
vice bezogen wird. Im dritten Fall, bei Unternehmen U4, wird die Instandhal-
tung für die eigenen verkauften Maschinen als Service angeboten und ist Teil 
des Geschäftsmodells. Im Rahmen der RARC wurde sich bei diesem Unter-
nehmen auf die externe Serviceerbringung konzentriert. Die Instandhaltung 
der eigenen internen Maschinen wurde bei diesem Unternehmen nicht be-
trachtet. Abschließend ist eine Mischform von hauptsächlich eigenem Betrieb 
mit einer Kombination aus externem Service bei Unternehmen U1 anzutref-
fen. Zusätzlich werden in der angesprochenen Tabelle die Rolle bei der In-
standhaltung, der betrachtete Funktionsbereich, die Systemstruktur, der Ort 
der Durchführung der Instandhaltung sowie der momentane Hauptfokus der 
Optimierung der Instandhaltung zum Zeitpunkt der Untersuchung dargestellt.  
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Tabelle 1: Übersicht der untersuchten Unternehmen 
  Anwendungsunternehmen 
 
 



































tung als Service an-
geboten 
Systemstruktur Internes Netzwerk 
mit SPS, MES, 
ERP sowie DBs  
Internes Netzwerk 
mit SPS, MES so-
wie DBs  
SPS, MES, DBs 













































3.3 Spezifische Anforderungen aus der Praxis 
Bei den im vorherigen Kapitel vorgestellten Unternehmen wurde eine syste-
matische Anforderungserhebung nach (Pohl, 2010) durchgeführt. Das Ergeb-
nis der Analyse brachte ein dediziertes Lastenheft für jedes Unternehmen her-
vor. Es wurden der aktuelle Stand der Instandhaltung sowie spezifische An-
forderungen der Unternehmen an ein Ressourcen-Cockpit aufgenommen. Die 
einzelnen Anforderungen wurden seitens der untersuchten Unternehmen 
nummeriert und priorisiert. Nach 1,5 Jahren wurde zusätzlich eine Evaluation 
der Anforderungen durchgeführt. Die endgültigen und bestätigten Anforderun-
gen sind in der folgenden Tabelle 2 zusammengefasst. Dabei wurde die je-
weilige Kurzbeschreibung der Anforderungen der Unternehmen ohne Anpas-
sung, außer einer evtl. nötigen Anonymisierung, übernommen. 
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Tabelle 2: Anforderungen aller Unternehmen 
Nr. Unternehmen U1 Unternehmen U2 Unternehmen U3 Unternehmen U4 
1 E-Mail  Kurze prägnante Melde-
texte bei Störfall & 
Fehlercode 
Informationsaus-





fos der Anlage 
Handlungsleitfäden zu 
Störungen/Editierbar 




zusammen mit ERP 
Anlagen-, Bauteil- und 
Maßnahmenhistorie 
Internet Remote Anlagen-überwa-
chung (auch SPS) 
4 Barcode scannen Automat. Doku und 













Optimierung der Auswertung 
der Dokumentation 






Abgleich Betriebsdaten1 zw. 
Anlagenbetreiber und -her-




Schichtbuch Anzeige der Wetter-
beschaffenheit 
Erweiterung der Leitfäden 
zur Fehlerbehebung 
8 Ergänzung/Korrektur 
von Dokumentationen & 
Wikis 
Automatischer Link zu 




kation mit Kollegen und Kun-
den 





10 Anlagen-, Bauteil- und 
Maßnahmenhistorie 
Mobiles Endgerät als 
Telefonersatz 
GPS Genauigkeit 
für Kartenversion  
Nachverfolgung offener 
Punkte 
11 Condition Monitoring  Condition Monitoring  Betriebs Protokoll Telefonbücher 







13 Anzeige offener und ab-
geschl. Aufträge durch 
das System 
Anzeige offener und ab-
geschl. Aufträge durch 
das System 
Anlagenplan Fotografieren 
14 OPC UA Schnittstelle 
zum Empfang & Senden 
von Maschinendaten 
OPC UA Schnittstelle 







15 Bauteilinformationen für 
Anlagen verfügbar 
Synchronisation zw. Ge-
räten und Systemen 





Ticket System Internet 
17 Synchronisation zw. Ge-
räten und Systemen 
Störungs-/Anlagen-zu-
weisung z. Personen 
Wartungsberichte Unterstützung Datentypen 
18 Überwachung/Protokol-
lierung von Maschinen-
daten und Zuständen 
Status Störung  Bereitstellung von 
3D-Daten 
                                               
1
 (z. B. Protokoll Störfälle & Fehlermeldungen) 
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Nr. Unternehmen U1 Unternehmen U2 Unternehmen U3 Unternehmen U4 
19 Pluginkonzept für 
Schnittstellen und Ma-
schinen 
Annahme & Ablehnung 






tion der Mitarbeiter für 
das Management  




von Aufträgen durch In-
standhalter möglich 
Mobiler Zugriff auf Pro-
zessgeräte 
 
Erfassung der Arbeitszeit 
der Instandhalter 
22 Algorithmus präventive 
Instandhaltung 
Mobiles Abarbeiten von 
Check- und Prüflisten 
 






tel und aktuell) 
 
Maschinenpläne im System 
verfügbar 





Mobiles Arbeiten im Offli-
nemodus 
25 Ersatzteilmanagement Pluginkonzept zur In-
tegration von Schnitt-
stellen und Maschinen 
 
Erfassung von Reisekosten 
durch das System 




daten und Zuständen 
 
Anzeige von aktuellen Ver-
tragsdaten für Auftrag (Leis-
tungen ...)  
27 Link zum Kataster von 
Hilfs- und Betriebsstof-
fen für Anlagen 
Predictive Maintenance 
(kont. lernendes/voraus- 
schauendes System)  
 
Signierfunktion durch Auf-
traggeber und Instandhalter 
28 Anzeige Betriebstempe-
ratur 
Personalisierung  Annahme und Ablehnung 










Serviceprotokoll autom. in 
digitaler erstellen 
31 Intranet/Internet Zugang Bauteilinformationen  Condition Monitoring  
32 Fehlerdatenbank mit 
Suchfunktion  










34 Auswertung & Anzeige 
der akt. und mittleren 
Laufzeiten aller Anlagen 
Wiki/Forum  Kommunikation mit ERP-
System  
35 Mobiles Arbeiten im Off-
linemodus 
Push Benachrichtigung 
bei Änderungen von 
HW/SW Komponenten  
 
Pluginkonzept für Schnitt-
stellen und Maschinen 
36 Anzeigen der Verfügbar-







lermeldung und Zustand An-
lage 
37  "Hilfe-Button"  Servicedienstleister erhält 
autom. fertiges Störmel-
dungsformular 
38  Status Mitarbeiter  Bauteilinformationen verfüg-
bar 
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Nr. Unternehmen U1 Unternehmen U2 Unternehmen U3 Unternehmen U4 




 Navigation zum Kunden 
41  Spracheingabe  Barcodescanner 
42  Laufkarte zur Anlage   
43  Outlook Zugang   
44  Internetzugang   
45  Videofunktion   
3.4 Generische Anforderungen 
Die einzelnen Anforderungen wurden dahingehend untersucht, ob sie einen 
allgemeinen Charakter besitzen. Dazu wurden die vorgestellten spezifischen 
Anforderungen analysiert und zu generischen Anforderungen aggregiert. An-
forderungen, welche trotz teils unterschiedlicher Benennung die gleiche Be-
deutung hatten, wurden zusammengefasst. Das Ergebnis dieses Prozesses 
ist in Tabelle 3 zu erkennen. Hier sind die zusammengefassten Anforderun-
gen dargestellt, welche bei mindestens drei Unternehmen genannt wurden. 
Das Vorkommen bei den einzelnen Unternehmen ist dabei gesondert gekenn-
zeichnet. Die restlichen Anforderungen, die nicht bei mindestens drei Unter-
nehmen vorkamen sind optionale Anforderungen im Kontext der RA und wer-
den bei (Reidt et al., 2016) ausführlich beschrieben.  
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Tabelle 3: Generische Anforderungen 
Nr. Anforderung U1 U2 U3 U4 
1 Automatische Fehlermeldung x x x x 
2 Detaillierte Fehlermeldung und Störungsart x x x x 
3 Kommunikation (Messenger, Telefon, Mail, Kontakte) x x x x 
4 Condition Monitoring an der Maschine x x x x 
5 Überwachung/Protokollierung relevanter Maschinendaten und Zuständen  x x x x 
6 Auftragsverwaltung mit Anzeige Status der Instandhaltungsaufträge durch das System x x x x 
7 (Mobiler) Zugriff auf relevante Maschinendaten x x x x 
8 Zugang zu relevanten Webanwendungen über Internet (Mail) x x x x 
9 Dokumentenmanagement und -bearbeitung x x x x 
10 Anzeige von Maschinenplänen (Steuerungspläne, SPS, etc.) x x x x 
11 Handlungsleitfäden/Checklisten für Instandhaltungsaufgaben x x x x 
12 Anlagen-, Bauteil-, und Maßnahmenhistorie x x x x 
13 Synchronisationsmechanismus zwischen Geräten und Systemen  x x x x 
14 Technisches Nutzermanagement inklusive Rollensystem x x x x 
15 OPC UA Schnittstelle zum Empfang und Senden von Maschinendaten x x  x 
16 Bauteilübersicht der Anlagen verfügbar x x  x 
17 Herstellerunterlagen der Anlage verfügbar x x  x 
18 Annahme und Ablehnung von Aufträgen durch Instandhalter möglich x x  x 
19 Ersatzteilmanagement (Informationen und Verfügbarkeit) x x x x 
20 Mobiles Arbeiten im Offlinemodus x x x x 
21 Wartungsplanmanagement & Historie x x x x 
22 Priorisierung der abzuarbeitenden Tätigkeiten x x x x 
23 Remote Zugriff auf Anlage x x x x 
24 Auftragsmanagement in Verbindung mit ERP  x x x x 
25 Anlagenübersicht x x x x 
26 Möglichkeit zur Erweiterung der Handlungsanweisungen x x  x 
27 Automatische Doku und Auswertung der Instandhaltungsmaßnahmen x x  x 
28 Bereitstellung von 3D-Daten/3D-Darstellung der Anlage  x  x x 
29 Anzeige von Betriebstemperaturen  x  x x 
30 Scannen der Anlagencodierung (Barcodescanner) x x  x 
31 Auswertung und Anzeige der aktuellen und mittleren Laufzeiten aller Anlagen x x x  
32 Predictive Maintenance (kontinuierlich lernendes, vorausschauendes System) x x  x 
33 Wiki x x x  
34 Fehlerdatenbank mit Suchfunktion  x x  x 
35 Pluginkonzept zur Integration von diversen Schnittstellen und Maschinen x x  x 
36 Anzeigen der Verfügbarkeit/aktuelle Zuweisung der Instandhalter x x  x 
37 Mobiler Zugriff auf die SPS x x x x 
38 Verarbeitung audiovisuelle Medien  x x  x 
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3.5 Priorisierung der Anforderungen 
Insgesamt wurden 69 unterschiedliche Anforderungen (generisch plus optio-
nal) bei den untersuchten Unternehmen aufgenommen. Die einzelnen Anfor-
derungen wurden von jedem Unternehmen priorisiert. Zur Erreichung einer 
generischen Priorisierung wurden die ursprünglich von jedem Unternehmen 
vorgenommenen Priorisierungen übernommen, falls diese identisch waren. 
Ansonsten wurde der gerundete Mittelwert berechnet und als Priorität genom-
men. Bei Anforderungen, welche sich aus mehreren nicht komplett gleichen 
Anforderungen zusammensetzen, wurde die Gewichtung anteilig berechnet. 
In Fällen, wo sich kein einheitliches Bild ergab, wurde eine erneute Priorisie-
rung der generischen Anforderung seitens der Unternehmen bestimmt. Bei 
dieser mussten sich die Unternehmen auf eine Priorisierung einigen. Diese 
Priorisierungen der generischen Anforderungen sind in Tabelle 4 dargestellt.  
Bei den optionalen Anforderungen konnten die Anforderungen mitsamt der 
Priorisierung übernommen werden, jedoch spielen diese Anforderungen nur 
bei Spezialfällen eine Rolle.  
Tabelle 4: Priorisierte Anforderungen 
Nr. Priorisierung Anforderung 
1 1 Automatische Fehlermeldung 
2 1 Detaillierte Fehlermeldung und Störungsart 
3 1 Kommunikation (Messenger, Telefon, Mail, Kontakte) 
4 1 Condition Monitoring an der Maschine 
5 1 Überwachung/Protokollierung relevanter Maschinendaten und Zuständen  
6 1 Auftragsverwaltung mit Anzeige Status der Instandhaltungsaufträge durch das Sys-
tem 
7 1 (Mobiler) Zugriff auf relevante Maschinendaten 
8 1 Zugang zu relevanten Webanwendungen über Internet (Mail) 
9 1 Dokumentenmanagement und -bearbeitung 
10 1 Anzeige von Maschinenplänen (Steuerungspläne, SPS, etc.) 
11 1 Handlungsleitfäden/Checklisten für Instandhaltungsaufgaben 
12 1 Anlagen-, Bauteil-, und Maßnahmenhistorie 
13 1 Synchronisationsmechanismus zwischen Geräten und Systemen  
14 1 Technisches Nutzermanagement inklusive Rollensystem 
15 1 OPC UA Schnittstelle zum Empfang und Senden von Maschinendaten 
16 1 Bauteilübersicht der Anlagen verfügbar  
17 1 Herstellerunterlagen der Anlage verfügbar 
18 1 Annahme und Ablehnung von Aufträgen durch Instandhalter möglich 
19 2 Ersatzteilmanagement (Informationen und Verfügbarkeit) 
20 2 Mobiles Arbeiten im Offlinemodus 
21 2 Wartungsplanmanagement & Historie  
22 2 Priorisierung der abzuarbeitenden Tätigkeiten 
23 2 Remote Zugriff auf Anlage 
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Nr. Priorisierung Anforderung 
24 2 Auftragsmanagement in Verbindung mit ERP  
25 2 Anlagenübersicht 
26 2 Möglichkeit zur Erweiterung der Handlungsanweisungen 
27 2 Automatische Doku und Auswertung der Instandhaltungsmaßnahmen 
28 2 Bereitstellung von 3D-Daten/3D-Darstellung der Anlage  
29 2 Anzeige von Betriebstemperaturen  
30 2 Scannen der Anlagencodierung (Barcodescanner) 
31 2 Auswertung und Anzeige der aktuellen und mittleren Laufzeiten aller Anlagen (Stör-
dauer/Anzahl Störungen etc.) 
32 2 Predictive Maintenance (kontinuierlich lernendes, vorausschauendes System)  
33 2 Wiki 
34 2 Fehlerdatenbank mit Suchfunktion  
35 2 Pluginkonzept zur Integration von diversen Schnittstellen und Maschinen 
36 2 Anzeigen der Verfügbarkeit/aktuelle Zuweisung der Instandhalter 
37 3 Mobiler Zugriff auf die SPS 
38 3 Verarbeitung audiovisuelle Medien (Erstellen, Speichern, Anzeigen von Bildern, Vi-
deo und Audio) 
   
4 Fazit 
In diesem Beitrag wurde das Vorgehen zur Erstellung von RA anhand spezi-
fischer Anforderungen am Beispiel der RARC vorgestellt. Dieses Vorgehen 
wurde durch einen iterativen Prozess mit acht Schritten gesteuert. Anschlie-
ßend wurden die Anforderungen an ein Ressourcen-Cockpit aus vier Unter-
nehmen, basierend auf den Anforderungen aus der Literatur und Praxis dar-
gestellt und deren Überführung in eine Form, welche als Basis der RARC 
dient, dargelegt.  
Mit diesen Informationen können in einfacher Art und Weise neuartige RAen 
erstellt werden, welche nicht auf offene Architekturen zurückgreifen können. 
Auch können die hier vorgestellten Anforderungen als Vorlage und damit zur 
Wiederverwendung bei der eigenen Implementierung von ähnlichen Syste-
men genutzt werden. Weiterhin wird auch dieser Weg mit neuen Informatio-
nen angereichert, sodass es möglich ist, zielgerichtete und exaktere RAen zu 
erstellen. Die Darstellung der Anforderungen dient als Grundlage, um die RA, 
welche im folgenden Kapitel dargestellt wird, zu verstehen.  
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Zusammenfassung 
Durch die Trends der Digitalisierung und der Industrie 4.0 steigen die Anforderungen an die 
handelnden Personen im produzierenden Gewerbe. Unterstützende Prozesse wie die Instand-
haltung trifft dieser Wandel besonders stark, da dort das Wissensmanagement auch wegen 
zunehmenden Alters der beteiligten Personen stark an Bedeutung zunimmt. Informationssys-
teme, wie ein Ressourcen-Cockpit, die den Instandhalter durch zielgerichtete und gebündelt 
dargestellte Informationen und Auswertungen unterstützen, stellen eine Lösung dieser Heraus-
forderung dar. Die Entwicklung eines solchen Ressourcen-Cockpits ist jedoch kostspielig und 
erfordert ein tiefes Verständnis der technischen Möglichkeiten sowie der Domäne der Instand-
haltung. Zusätzlich führen fehlende Standards und Architekturen zu dem Problem, dass unab-
hängig voneinander entwickelte Systeme inkompatibel zueinander sind. Dies erschwert eine 
branchen- und unternehmensübergreifende Zusammenarbeit, die in der Instandhaltung nötig 
ist. Um eine zukunftssichere Entwicklung zu ermöglichen, soll in diesem Beitrag die Referenzar-
chitektur eines Ressourcen-Cockpits zur Unterstützung der Instandhaltung vorgestellt werden, 
die die Entwicklung eines individuellen Ressourcen-Cockpits erleichtert. 
1 Einleitung 
RAen (RA) sind ein probates Mittel die Entwicklung von innovativen Software-
lösungen zu erleichtern. Sie stellen Domänenwissen, eine einheitliche Be-
griffswelt und eine Vorgehensweise für die Ausarbeitung konkreter Soft-
warearchitekturen bereit, wodurch die Basis für ein einheitliches Verständnis 
und Kompatibilität gelegt wird. Dies geschieht durch die Bereitstellung einer 
speziellen, abstrakten Architektur, welche die allgemeinen Richtlinien zur 
Spezifikation von konkreten Architekturen setzt (Angelov et al., 2009). 
Für den Anwendungsfall des Ressourcen-Cockpit ist eine RA ein ideales Mit-
tel um die Entwicklung zu steuern und zu vereinfachen. Nachdem in Reidt et 
al. (S. 23 ff.) das Vorgehen zur Erstellung einer RA anhand von spezifischen 
Anforderungen an ein Ressourcen-Cockpit und deren Bedeutung dargelegt 
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wurde, soll in diesem Beitrag die konkrete Referenzarchitektur für ein Res-
sourcen-Cockpit zur Unterstützung der Instandhaltung (RARC) vorgestellt 
werden. 
Die in diesem Beitrag vorgestellten Elemente der RARC sind eine Zusam-
menfassung der Ergebnisse aus der Arbeit von (Reidt et al., 2016a). Zuerst 
wird daher der Hintergrund von RAen in Kapitel 2 erläutert. Darauffolgend wird 
die Darstellungsform in Kapitel 3 der RARC erklärt, bevor deren Inhalt in Ka-
pitel 4 präsentiert wird. Ein zusätzlicher Aspekt bzgl. Sicherheit und Daten-
schutz wird der RARC in Kapitel 5 hinzugefügt. Abschließend werden die Er-
kenntnisse zusammengefasst. 
2 Hintergrund Referenzarchitektur 
RAen oder -modelle existieren in der (Wirtschafts-)Informatik und verwandten 
Domänen seit langer Zeit. Durch die Durchdringung von Informationstechno-
logie im produzierenden Gewerbe nimmt die Anzahl an Publikationen, welche 
als RAen bezeichnet werden, besonders im Kontext der Industrie 4.0 zu (vgl. 
Adolphs et al., 2015; Lin et al., 2015). Erdacht wurde dieses Konzept um u. a. 
die Entwicklung in komplexen Domänen zu erleichtern, indem Wissen und 
Konzepte bereitgestellt werden, oder um Aspekte zu vereinheitlichen. Bei-
spiele für solche RAen wären AUTOSAR in der Automobilindustrie 
(AUTOSAR, 2015) oder die RA von Webbrowsern (Grosskurth & Godfrey, 
2005). Demgemäß geben Referenzmodelle und -architekturen oft eine Grund-
struktur eines Systems bzw. eine Vorgehensweise zur Erstellung vor oder be-
schreiben welche Teilelemente vorhanden sein müssen um ein solches Sys-
tem zu etablieren bzw. einen Prozess erfolgreich durchzuführen. Dem Refe-
renzaspekt wird dadurch Ausdruck gegeben, dass die Architektur einen ten-
denziell allgemeingültigen Charakter haben muss. Dies bedeutet, dass eine 
RA über Unternehmensgrenzen und individuelle Fälle hinweg für eine be-
stimmte Domäne anwendbar sein sollte. Aus diesem Grund sind RAen ein 
beliebtes Mittel um Gemeinsamkeiten aufzuzeigen und die Kerne von Appli-
kationen vergleichbar zu machen. Weiter wird in vielen Anwendungsfällen von 
RAen angestrebt durch eine RA eine Standardisierung bzw. Vereinheitlichung 
herbeizuführen oder schlicht Domänenwissen verfügbar zu machen. 
Für das tiefere Verständnis des Begriffes der RA ist wiederum der bereits ge-
nannte Begriff des Referenzmodells von entscheidender Bedeutung. In Wis-
senschaft und Praxis wird dieser Begriff bereits ausgiebig verwendet. Im wis-
senschaftlichen Kontext werden Referenzmodelle als Informationsmodelle 
definiert, die als Ausgangslösungen zur Entwicklung projektspezifischer Mo-
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delle Verwendung finden (Becker et al., 2007). RAen hingegen sind Referenz-
modelle, die auf Softwareelemente heruntergebrochen werden, die Funktio-
nen der Modelle kooperativ implementieren und die Datenflüssen zwischen 
den Elementen skizzieren (Bass et al., 2013). Zusammengefasst stellt eine 
RA im Kontext dieser Publikation eine spezielle, abstrakte Architektur dar, 
welche die allgemeinen Richtlinien zur Spezifikation von konkreten Architek-
turen setzt (Angelov et al., 2009). 
Die Darstellung des Zusammenhangs zwischen den Begriffen und einer kon-
kreten Softwarearchitektur wird in Abbildung 1 weiter veranschaulicht. Die 
Veränderung des Abstraktionsniveaus über die verschiedenen Modelle hin-
weg wird so ersichtlich. Insbesondere im Hinblick auf Softwarearchitekturen 
wird deutlich, dass eine RA diese nicht ersetzt bzw. ersetzen soll sondern eine 
Grundlage für die Erstellung eben dieser darstellt. 
 
 
Abbildung 1 : Zusammenhang Referenzmodell, -architektur und Softwarearchitektur 
(Abbildung angelehnt an (Martínez-Fernández et al., 2013) 
3 Darstellung der Referenzarchitektur 
Eine verständlichen Darstellung ist nach (Cloutier et al., 2009) von 
entscheidener Bedeutung für den Erfolg einer RA. Für die RARC wurde daher 
eine Darstellungsart gewählt, welche sich an das 4+1-Sichten Softwarearchi-
tekturmodell von (Kruchten, 1995) anlehnt. Diese Art von Architekturdarstel-
lung, die auf verschiedenen Sichten bzw. Sichtweisen beruht, ist eine typische 
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dem Aspekt der Verständlichkeit auch aus dem Grund gewählt, dass die in-
kludierten verschiedenen Sichten es ermöglichen zielgruppenspezifisch be-
stimmte Elemente einer Architektur mit unterschiedlicher Darstellungsform 
hervorzuheben.  
Diese Art der Darstellung und der Grund für diese Entscheidung wird in Kapi-
tel 3.1 erläutert. Zusätzlich werden In Kapitel 3.2 die Anpassung erklärt, die 
nötig sind, um anstelle von konkreten Softwarearchitekturmodellen eine RA 
für den angestrebten Zweck darzustellen.  
3.1 Darstellung einer Softwarearchitektur nach Kruchten 
Um die Architektur eines Software-intensiven Systems, wie des Ressourcen-
Cockpits, darzustellen, müssen verschiedene Sichten auf die Architektur mög-
lich sein bzw. diese dargestellt werden können. Eine der bekanntesten und 
verständlichsten Arten dies umzusetzen ist das 4+1-Sichten Softwarearchi-
tekturmodell von Kruchten (1995). Aufgrund der einfachen Darstellung und 
Erweiterbarkeit im Hinblick auf die Nutzung für RAen, wurde diese Darstellung 
als Basis verwendet. 
Das Modell unterscheidet ursprünglich zwischen 4+1-Sichten, welche jeweils 
einen Blickwinkel eines bestimmten Stakeholders (z. B. Endnutzer, Entwickler 
oder Projektmanager) auf das zu entwickelnde System darstellt. Dies erlaubt 
für jeden Projektbeteiligten eine übersichtliche Darstellung der benötigten In-
formationen. Darüber hinaus können, falls zusätzliche Blickwinkel wün-
schenswert sind, neue Sichten leicht eingefügt werden. Die Sichten selbst 
sind in ihrer Notation und ihrem Aufbau nicht festgelegt und die Auswahl der 
adäquatesten Darstellungsform wird an den jeweiligen Anwendungsfall ange-
passt. Nachfolgend werden die 4+1-Sichten beschrieben und anschließend 
wird auf Anpassungen hinsichtlich der RA eingegangen. 
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Abbildung 2 : 4+1 Sichten angelehnt an Kruchten (1995) 
3.1.1 Logische Sicht 
Diese Sicht beschreibt die Funktionalitäten und Services, welche dem End-
nutzer zur Verfügung stehen. Die logische Sicht unterstützt vordergründig die 
funktionalen Anforderungen. Dem Endnutzer wird somit die logische Architek-
tur dargestellt, womit er die zu erwartenden Services identifizieren kann. Um 
diese Ansicht zu erzeugen, wird das vorliegende System analysiert, in eine 
Menge von sogenannten „Schlüsselabstraktionen“ zerlegt und anschließend 
Gemeinsamkeiten und Designelemente zwischen diesen herausgearbeitet 
(Kruchten, 1995). Schlüsselabstraktionen bei Kruchten können dabei als Ob-
jekte oder Klassen angesehen werden. Die Informationen dieser Sicht werden 
meist per UML-Klassendiagramm, UML-Aktivitätsdiagrammen oder UML-Se-
quenzdiagrammen dargestellt. 
3.1.2 Entwicklungssicht 
Die Entwicklungssicht beschreibt das System vom Standpunkt eines Entwick-
lers und beschäftigt sich mit dem Softwaremanagement. Die logische Sicht 
bildet hierbei die Grundlage. Aus den einzelnen Objekten und Klassen der 
logischen Sicht werden in der Entwicklungssicht Softwarekomponenten er-
zeugt. Deren Verteilung auf verschiedene Subsysteme und Schichten wird 
bspw. durch UML-Komponenten- oder -Paketdiagramme abgebildet. Zusätz-
lich werden diese Komponenten in eine Hierarchie einsortiert, wodurch sich 
eine für den Entwickler hierarchische Darstellung der zu implementierenden 
Funktionalitäten ergibt. Diese sind über klare Interfaces voneinander getrennt. 
Hierdurch können Arbeitspakete einzelnen Entwicklern oder kleinen Teams 
zugewiesen werden und erleichtert auch die Wartung/Erweiterung der Soft-
ware selbst.  
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3.1.3 Prozesssicht 
In der Prozesssicht werden die dynamischen Aspekte des Systems verdeut-
licht. Der Zusammenhang zwischen den Elementen aus der logischen Sicht, 
deren Zuordnung zu Kontrollflüssen, Kommunikationswegen und der notwen-
digen Synchronisation werden beschrieben. Dadurch wird das Laufzeitverhal-
ten ersichtlich und zusätzlich nichtfunktionale Anforderungen wie Parallelität, 
Verteilung, Integration, Performance und Skalierbarkeit hervorgehoben.  
3.1.4 Physische Sicht 
Die physische Sicht beschäftigt sich mit der Systemtopologie, der Verteilung 
und Kommunikation der verschiedenen Komponenten auf physischer Ebene. 
Es ist eine Sicht für Systemarchitekten, die die Verteilung des zu entwickeln-
den Systems auf verschiedene Hardwarekomponenten und Netzwerkverbin-
dungen plant.  
3.1.5 Szenarien 
Die der Architektur zugrundeliegenden Szenarien bilden die fünfte Sicht. 
Diese Szenarien stellen die wichtigsten Anwendungsfälle der Architektur bzw. 
der Anwendung dar. Die Szenarien sind dabei teils redundant mit den vorher-
gehenden Sichten (daher das „+1“), jedoch helfen die dort enthaltenen Ab-
läufe Architekturelemente zu identifizieren, zu veranschaulichen und die Ar-
chitektur mit all ihren Sichten zu überprüfen. Die Szenarien können in Form 
von bspw. Use Cases grafisch oder textuell beschrieben werden. Die be-
schriebenen Use Cases gehen schlussendlich vollständig in den beschriebe-
nen Sichten auf und dienen als Implementierungsgrundlage für Anwendun-
gen. Sie verbinden damit alle anderen Sichten. 
3.2 Anpassungen für eine Referenzarchitektur 
Die vorgestellten Sichten bilden in den meisten Fällen eine Grundlage zur 
Darstellung von konkreten Softwarearchitekturen. Im Falle einer abstrakteren 
RA, wie der RARC, werden jedoch andere Anforderungen an die Darstellung 
und die Architektur selbst gestellt. Sie muss als Vorlage benutzt werden kön-
nen, um technische, konkrete Architekturen zu entwickeln. Aus diesem Grund 
wurden die Sichten von Kruchten dahingehend angepasst, dass die Modellie-
rung einer abstrakten RA möglich ist. Das Ergebnis dieser Anpassung ist in 
Abbildung 3 zu erkennen. Dort sind die einzelnen Sichten und deren Verbin-
dungen zueinander abgebildet. Besteht eine Verbindung zwischen zwei Sich-
ten so sagt dies aus, dass eine Sicht auf den Informationen der anderen auf-
baut. Nachfolgend werden die Sichten und deren Auswahl beschrieben.  
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Abbildung 3 : Angepasste Sichten der RA (Eigene Darstellung) 
Wie im vorherigen Abschnitt dargelegt, ist die logische Sicht im ursprünglichen 
Modell von Kruchten sehr detailliert. Dort werden die funktionellen Anforde-
rungen in Klassen oder Objekte heruntergebrochen und miteinander verbun-
den und/oder in Vererbungshierarchien gebracht. Die Entwicklungssicht teilt 
die Klassen in Module, Subsysteme und verschiedene Schichten ein, die über 
spezifische Schnittstellen miteinander kommunizieren müssen. Diese Darstel-
lung ist für eine RA zu spezifisch, da konkrete Klassen, Schnittstellen und 
Subsysteme gegenläufig zu einer hohen Abstraktion und einer generischen 
Sichtweise wären. Eine individuelle Adaptierung auf die eigenen technischen 
Gegebenheiten und Systeme wäre demzufolge kaum möglich. 
Daher wurde die ursprüngliche logische Sicht dahingehend angepasst, dass 
sie optionale und generische Module einschließlich verbundener Anforderun-
gen darstellt. Module sind in dieser Sicht, nicht wie bei Kruchten, Elemente, 
die verschiedene Klassen oder Objekte enthalten. Module stellen im Kontext 




· Unterteilung des Systems 
in abstrakte generische 
oder optionale Module 
· Verbindung zw. Modulen 
und Anforderungen 




· Verteilung der Module auf 
technische Entitäten
· Ermöglicht Diskussionen 
über Intelligenzverteilung  
und den Ort der 
Leistungsbereitstellung
· Kernanwendungsfälle des 
Systems
· Unterteilung in generisch 
und optional möglich 
· Darstellung von 
Kernprozessen in 
Abhängigkeit der Module 
und deren Verteilung
· Dient zur Illustration eines 
generischen Kerns
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Modul im Sinne der ursprünglichen Entwicklungssicht. Jedoch sind sie auf ei-
nem deutlich höheren Abstraktionsniveau und enthalten daher keine konkre-
ten Klassen, Verweise auf technische Bibliotheken oder Vererbungshierar-
chien. Sie stellen vielmehr eine abstrakte Funktionsbeschreibung einer logi-
schen Einheit mitsamt Anforderungen, Unterfunktionen und bidirektionale 
Verbindungen zu anderen Modulen dar. Dies ermöglicht eine einfache Dar-
stellung von nötigen und optionalen Funktionen in Verbindung mit generi-
schen und optionalen Anforderungen. Durch diese nachvollziehbare Verbin-
dung von Modul und Anforderung werden die individuelle Auswahl der Module 
anhand eigener Anforderungen, sowie eine transparente Rückverfolgbarkeit 
dieser bei Änderungen, erreicht. Weiterhin bieten die Module eine Grundlage 
für die Implementierung, ohne dass entscheidende Freiheitsgrade bei dieser 
eingeschränkt werden. Der Name dieser Sicht ist demgemäß Funktionale 
Sicht und auf eine isolierte Entwicklungssicht wurde komplett verzichtet.  
Weitergehend ist die physische Sicht stark angepasst worden. Sie wurde ur-
sprünglich genutzt, um den physischen Aufbau mitsamt Hardwareallokation 
so zu beschreiben, dass die Architektur nicht-funktionale Anforderungen wie 
Performance oder die Verfügbarkeit erfüllen konnte. Da der physische Aufbau 
von der Wahl der Module, deren Implementierung und der Größe der Appli-
kationen im Allgemeinen abhängt, wäre eine solche Darstellung nicht zielfüh-
rend. Sie ist im Kontext der RA daher zu einer Verteilungssicht umgewandelt 
worden und zeigt auf, welche Module aus der Funktionalen Sicht auf welchen 
Entitäten (Backend, mobiles Endgerät, Maschine) verfügbar sein müssen. Der 
Fokus liegt also auf der abstrakten Verteilung von Komponenten und Funkti-
onen. Dies hat den Vorteil, dass die Stakeholder der Entwicklung einfach er-
kennen können, welche Funktionen zentral, dezentral oder mobil verfügbar 
sind. Hierdurch lässt sich die Intelligenzverteilung zwischen Backend, mobi-
lem Endgerät und Anlage klar strukturieren und festlegen. Die Frage nach der 
Intelligenzverteilung stellt einen enorm wichtigen Punkt bei der Entwicklung 
von Industrie 4.0 Applikationen dar, die die Fähigkeiten von CPS effizient aus-
nutzen wollen.  
Die Use Case Sicht ist im Kontext der RARC ähnlich wie die Szenarien von 
Kruchten umgesetzt worden. Die dort enthaltenen Anwendungsfälle beschrei-
ben die wichtigsten Aspekte der Architektur und dienen dazu, Architekturele-
mente der anderen Sichten zu identifizieren. Für die hier erstellte RA ist es 
jedoch von Nöten, unterschiedliche Use Cases von unterschiedlichen Unter-
nehmenstypen abzubilden, um alle Aspekte eines Ressourcen-Cockpits hin-
sichtlich generischen und optionalen Elementen darzustellen. Daher sind z. 
T. ähnliche Use Cases verschiedener Unternehmen vorhanden.  
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Diese Use Cases bilden auch die Grundlage der Modellierung der Prozess-
sicht. In dieser werden die Use Cases per UML-Aktivitätsdiagramm so model-
liert, dass eine Verbindung zwischen den Use Cases, Funktionaler Sicht und 
Verteilungssicht einfach ersichtlich ist. Dies geschieht für alle Use Cases. An-
hand dieser Informationen werden weitere generische und optionale Teile von 
Prozessen der RARC identifiziert. Im Falle der RARC wird ebenso eine 
Grundaktivität identifiziert, welche die grundlegende Funktionsweise eines 
Ressourcen-Cockpits umspannt und die Use Cases vereinheitlicht. In dieser 
Grundaktivität werden die identifizierten generischen und optionalen Teile der 
Prozesse aggregiert und mit den übrigen Sichten verbunden. Mit dieser Form 
der Darstellung unterscheidet sich die Prozesssicht stark von der bei Kruchten 
verwendeten, da ein höherer Abstraktionsgrad und eine zweite Form der Ver-
knüpfung der übrigen Sichten erreicht werden. Sie stellt damit die generische 
Überführung der Use Cases mitsamt Verknüpfung zu den restlichen Sichten 
dar und ist die Basis für eine iterative Weiterentwicklung der Architektur. Wei-
terhin wird anhand dieser Sicht das Wissen über die Gesamtarchitektur punkt-
genau dargelegt, sodass eine Evaluation der restlichen Sichten durch das 
Wechselspiel erreicht werden kann. Im Kontext der RARC wird insbesondere 
durch diese Sicht die Kommunikation zwischen allen Stakeholdern ermöglicht.  
4 RARC 
Nachdem die Darstellungsart skizziert wurde, werden die einzelnen Sichten 
und ihr konkreter Inhalt beschrieben. Genauere Ausführung mitsamt aller De-
tails der einzelnen Sichten sind ausführlich bei (Reidt et al., 2016a) zu finden.  
4.1 Use Case View 
Die RARC enthält insgesamt neun spezifische Use Cases, welche Referenz-
prozesse für die jeweiligen Unternehmen und Instandhaltungsarten darstel-
len. Diese Use Cases werden ausgiebig bei (Reidt et al., 2016a) diskutiert. 
Aus den vorgestellten Use Cases ist ersichtlich, dass diese in sechs Katego-
rien eingeteilt werden können. Diese wären:  
· Instandsetzung von Anlagen 
· Wartung/Inspektion von Anlagen durch Bediener 
· Wartung/Inspektion von Anlagen durch Instandhalter 
· Zustandsabfrage und Wartungsbedarfsanzeige von Anlagen 
· Auswertung über die Verfügbarkeit der Anlagen sowie die 
· Auswertung über die Fehlerhistorien 
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Die Use Case Sicht beinhaltet daher den Grundstock an nötigen Use Cases 
zur Benutzung eines Ressourcen-Cockpits. 
4.2 Funktionale Sicht 
Die funktionale Sicht umfasst insgesamt 40 Module und deren Verbindung 
zueinander. Nachfolgend sind die enthaltenen Module zusammengefasst dar-
gestellt. Die hell dargestellten Module sind hierbei optionale Module und die 
in dunkel hinterlegten Module sind generisch. Generische Module sind Mo-
dule, die sich in jedem Ressourcen-Cockpit befinden müssen, optionale sind 
abhängig vom konkreten Anwendungsfall des Ressourcen-Cockpits (z. B. 
Kundendienst) und können, müssen jedoch nicht, implementiert werden. 
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Abbildung 4: Darstellung der funktionalen Module der RARC 
Die Module werden bei (Reidt et al., 2016a) nach dem in Tabelle 1 dargestell-
ten Schema beschrieben. Hierdurch wird gewährleistet, dass die technische 
Umsetzung, die Verbindung zu anderen Modulen, wie auch die Verbindung 
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Tabelle 1: Vorlage und Aufbau der Modulbeschreibungen 
Name der Kompo-
nente 
In dieser Sektion wird der Name der Komponente eingetragen 
Darstellung in Re-
ferenzarchitektur 
In dieser Sektion wird das Modul mitsamt den enthaltenen Anforderungen in ei-
nem Block dargestellt. Hierdurch ist die Zusammensetzung des Moduls aus op-
tionalen wie auch generischen Anforderungen ersichtlich.  
Zweck/Ziel Hier wird das Ziel bzw. der Zweck des Moduls beschrieben. 
Generisch/ optional Dieses Feld beschreibt, ob das Modul generisch oder optional ist.  
Funktions-be-
schreibung 
Die Funktionsbeschreibung des Moduls wird in dieser Sektion gegeben. Unter 
Funktionsbeschreibung wird hier das allgemeine Vorgehen zur Erfüllung des 
Ziels bzw. des Zweckes verstanden. Es können ebenso auf spezifische Heraus-
forderungen während der Implementierung hingewiesen und gegebenenfalls 
deren Lösung skizziert werden.  
Mögliche Unter-
funktionen 




Hier werden die Module genannt mit welchen das vorliegende Modul im Aus-




Technische, organisatorische Voraussetzungen zur Funktionstüchtigkeit des 
Moduls werden hier erläutert. 
Erfüllte Anforderun-
gen 
In diesem Abschnitt werden die jeweiligen Anforderungen genannt, die durch 
das Modul abgedeckt werden.  
Verbundene Pro-
zesse 
Hier werden die jeweiligen Prozesse genannt, in denen das Modul vorkommt. 
Mögliche Technolo-
gien Mögliche Technologien zur Umsetzung des Moduls werden hier genannt. 
Aufteilung nach En-
tität 
Die Aufteilung des Moduls auf Entitäten wird hier erklärt. Eine komplette Dar-
stellung mit allen Modulen und deren Aufteilung ist darüber hinaus in Kapitel 4.3 
zu finden. 
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4.3 Verteilungssicht 
Die Verteilungssicht enthält alle Module aus der Funktionalen Sicht und stellt 
dar, auf welcher Entität das jeweilige Modul vorhanden sein muss. Als Entitä-
ten werden drei Systeme, auf denen sich Module befinden, bezeichnet und 
mit „E“ abgekürzt. Die drei Entitäten sind dabei: 
· E1. Maschine/Anlage - Hiermit sind maschinennahe Systeme ge-
meint, die sich entweder in der Maschine selbst, oder an einem direkt 
an der Maschine lokal angeschlossenen System, befinden.  
· E2. Mobiles Endgerät - Hiermit ist ein mobiles Endgerät gemeint, wel-
ches der Instandhalter, Bediener oder eine dem Instandhaltungsma-
nagement zugeordnete Person zur Unterstützung von Instandhal-
tungsaufgaben nutzt. Im Kontext der untersuchten Unternehmen 
wurde ein Tablet als mobiles Endgerät erwünscht.  
· E3. Backend - Das Backend stellt den zentralen Server dar, auf denen 
die meisten Informationen zusammenlaufen. Es ist nicht spezifiziert 
welche Leistung oder welche Art von Rechner das Backend haben 
bzw. sein sollte. Der Zugang zu dem Backend wird in der Regel durch 
einen Desktop PC oder einen Laptop erlangt. Hierfür ist i. d. R. ein 
Inter- bzw. Intranet Zugang notwendig. 
Anhand dieser Übersicht lässt sich die Intelligenzverteilung des Ressourcen-
Cockpits und von bestimmten Modulen erläutern und planen. Der Trend zu 
einem stärker dezentralen System lässt sich ebenso hier erkennen. Fokus-
sierter auf den dezentralen Aspekt eines CPS sind die einzelnen Teilmodule 
bei (Reidt & Krcmar, 2016) diskutiert worden.  
4.4 Prozesssicht 
Die Prozesssicht der RARC beinhaltet die wichtigsten Prozesse basierend auf 
den Use Cases. Diese werden mithilfe von abgewandelten UML-Aktivitäts-
diagrammen so dargestellt, dass klar ersichtlich ist, welche Aktivität auf wel-
chem Modul und auf welcher Entität abläuft. Zusätzlich sind generische, wie 
auch optionale Aktivitäten und Abzweigungen eingezeichnet. Neben diesen 
Prozessen wurde auch eine Grundaktivität abgeleitet, welche den Kern des 
Systems darstellt. Durch diese Sammlung an Prozessen ist klar ersichtlich 
welche Prozesse durch ein Ressourcen-Cockpit wie zu unterstützen sind und 
an welchen Punkten Entwicklungspotential vorhanden ist. Aufgrund der Kom-
plexität der Prozesse und der Darstellung wird hier auf die Arbeit von (Reidt 
et al., 2016a) verwiesen.  
56 A. Reidt, M. Duchon, H. Krcmar 
5 Sicherheitsaspekte 
Die RA wurde im Laufe des Projektes durch Sicherheitsaspekte erweitert. 
Diese sind zwar kein fester Bestandteil der RARC, erweitern diese jedoch um 
essentielle Faktoren hinsichtlich Sicherheit und Datenschutz. Im Zusammen-
hang mit der Sicherheit muss bedacht werden, dass sich der ursprüngliche 
Datenschutzgedanke der Datenvermeidung nur sehr schwer mit den digitalen 
Geschäftsmodellen in Einklang bringen lässt. Wie auch in der Studie im Rah-
men des Projekte „IKT Wandel“ (Gonzalez et al., 2016) festgestellt worden ist, 
setzt die Nutzung von Daten durch Dritte – sowohl bei der privaten, aber spe-
ziell auch bei der industriellen Nutzung – ein ausreichendes Vertrauen in ei-
nen Umgang mit den Daten voraus. Dabei gewinnt der Begriff der Datenho-
heit, also welche Entitäten unter welchen Umständen und Voraussetzungen 
Zugriff auf Daten erhalten, immer mehr an Bedeutung. Davon unberührt blei-
ben natürlich Maßnahmen zur Reduzierung der Angriffsfläche. Gerade dieser 
Punkt stellt bei einer Vielzahl an verbundenen Geräten (Maschinen, Senso-
ren, etc.) im Industrie 4.0 Umfeld eine besondere Herausforderung dar.  
Um einen Überblick über die bestehenden Herausforderungen und Bedrohun-
gen, Sicherheitsziele sowie geeignete Maßnahmen für deren Umsetzung zu 
erhalten wurde die aktuelle Wissensbasis aus Literatur und Praxis zusam-
mengetragen und analysiert. Anhand dieser Literaturrecherche ergaben sich 
unter Berücksichtigung des Industrie 4.0 Kontextes elf relevante Schutzziele. 
Die drei am häufigsten genannten waren:  
· Verfügbarkeit (Availability),  
· Integrität (Integrity) und  
· Vertraulichkeit (Confidentiality),  
Diese entsprechen dabei den sogenannten Schutzzielen der Informationssi-
cherheit (Krcmar, 2015). Die identifizierten Herausforderungen lassen sich in 
die folgenden vier Ebenen unterteilen:  
· Endpunktsicherheit,  
· Kommunikationssicherheit, 
· Datenverteilung  
· sichere Speicherung sowie  
· Steuerung der Überwachung.  
Die einzelnen Schutzziele zusammen mit den technischen Möglichkeiten zur 
Umsetzung lassen sich verschiedenen Abstraktionsebenen zuordnen. Diese 
Ebenen wären im Kontext der Industrie 4.0: 
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· Anwendungsebene,  
· Wahrnehmungsebene,  
· Vermittlungsebene und  
· physikalische Ebene.  
Für eine detailliertere Beschreibung der Ziele, Herausforderungen und Bedro-
hungen sei an dieser Stelle auf (Reidt et al., 2016b)) verwiesen. 
Basierend auf diesen generischen Kategorisierungen können unterschiedli-
che Bedrohungsszenarien analysiert und geeignete Maßnahmen zusammen 
mit den technischen Möglichkeiten abgeleitet werden. Bei dem Beispiel einer 
sicheren Fernwartung der RARC, bei der eine Kommunikationsverbindung 
von einem entfernten Rechner zu einer Anlage aufgebaut werden soll, ist eine 
der betroffenen Bedrohungsebenen die Vermittlungsebene. Ausgehend von 
dieser Ebene lassen sich Herausforderungen für die Kommunikationssicher-
heit, die Endpunktsicherheit und die Steuerung und Überwachung ableiten, 
zusammen mit technischen Möglichkeiten, um die damit verbundenen Schutz-
ziele zu erreichen. Beispiele dieser Möglichkeiten umfassen in diesem Fall die 
Verschlüsselung oder die Nutzung sicherer Protokolle (Kommunikationssi-
cherheit), die Authentifizierung und Autorisierung oder Whitelisting und Zu-
griffskontrolle von bestimmten Anwendungen (Endpunktsicherheit) sowie eine 
Initiierung der Fernwartung ausgehend von der Anlage (Steuerung und Über-
wachung), um dadurch nach außen offene Ports zu vermeiden und somit die 
Angriffsfläche zu reduzieren.  
6 Zusammenfassung 
In diesem Beitrag wurde die Referenzarchitektur eines Ressourcen-Cockpits 
vorgestellt. Zuerst wurden aufbauend auf den Grundlagen der RARC in Reidt 
et al. (S. 23 ff.) der Hintergrund von Referenzarchitekturen beleuchtet. An-
schließend wurde die Darstellungsart der Referenzarchitektur dargelegt, um 
anhand dieser Darstellung den Inhalt auszuarbeiten. Eine Erweiterung durch 
Sicherheitsaspekte wurde als abschließender Teil der Referenzarchitektur 
vorgestellt. Anhand dieser Informationen ist es möglich, Ressourcen-Cockpits 
schneller, zielgerichteter und kompatibler zu entwickeln.  
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Zusammenfassung 
Der Einsatz cyber-physischer Systeme im Industrie 4.0-Kontext verändert die industrielle Wert-
schöpfung nachhaltig. Die Fertigung „smarter“ Produkte nach kundenindividuellen Wünschen 
in „Batch Size One“, die zunehmende Hybridität von Produkten und Dienstleistungen sowie die 
Verfügbarkeit immenser Datenmengen aus der Produktion und dem Produktlebenszyklus, er-
höhen die Prozesskomplexität fortlaufend. Dies gilt auch für nachgelagerte, wertschöpfungs-
unterstützende Services, wie die Instandhaltung. Der vorliegende Beitrag beschreibt die im 
Rahmen des Förderprojekts „Ressourcen-Cockpit für Sozio-Cyber-Physische Systeme“ (S-
CPS), das ein Instandhaltungssystem basierend auf einem cyber-physischen System entwi-
ckelt, durchgeführten Tätigkeiten zur Ausarbeitung von Rollen, Views und Schnittstellen für 
dieses System. Dazu werden zunächst cyber-physische Systeme sowie Theorien und Metho-
den zur stakeholderzentrierten Systementwicklung vorgestellt. Darauf folgend werden das me-
thodische Vorgehen und dessen Ergebnisse in Form eines Rollenmodells und System-Mock-
ups präsentiert. Abschließend werden die generalisierten Erkenntnisse aus dem Projekt be-
schrieben sowie ein Ausblick für anschließende Forschung gegeben. 
1 Einleitung 
In einer Vielzahl von visionären Studien wird das enorme Potenzial der 
Digitalisierung für unterschiedlichste Anwendungsbereiche beschrieben (Nist, 
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2013; CyPhERS, 2014; Geisberger & Broy, 2015). Die vorgestellten Umset-
zungsszenarien prognostizieren zum einen die Steigerung von Effizienz und 
Effektivität in bestehenden Prozessen, beschreiben zum anderen aber auch 
Ansätze, in denen völlig neue Nutzungs- und Wertschöpfungsszenarien ent-
stehen. Das Spektrum der Anwendungsbereiche reicht dabei vom individuel-
len privaten Gebrauch im Heimanwendungsbereich (z.B. Smart Home), über 
die institutionelle Nutzung in ökonomischen oder öffentlichen Organisationen 
(z.B. Industrie 4.0) oder aber auf volkswirtschaftlicher, staatlicher und inter-
staatlicher Ebene (z.B. Smart Mobility oder Smart Grid) (acatech, 2011).  
Insbesondere dem Bereich der industriellen Anwendung weitreichender Digi-
talisierung wird von Seiten der Praxis und Wissenschaft unter dem Begriff In-
dustrie 4.0 erhöhte Aufmerksamkeit geschenkt (Bundesministerium für Bil-
dung und Forschung, 2014). Neben einer Vielzahl eigenständiger Umset-
zungsaktivitäten durch Unternehmen unterschiedlichster Branchen setzt das 
Bundesministerium für Bildung und Forschung durch dessen Förderaktivitä-
ten Akzente, um die Thematik zielgerichtet, diversifiziert und nachhaltig vo-
ranzutreiben. Dies geschieht u.a. in Pilotierungsvorhaben, die von Konsortien, 
zusammengesetzt aus Wissenschafts- und Praxispartnern, durchgeführt wer-
den. Das Förderprojekt „Ressourcen-Cockpit für Sozio-Cyber-Physische Sys-
teme“ (S-CPS) (Förderkennzeichen: 02PJ4027) ist eines dieser Vorhaben. Es 
verfolgt die Zielstellung, durch intelligente Vernetzung in der Produktion In-
standhaltungsprozesse zu digitalisieren, um somit die Voraussetzungen für 
die Instandhaltung nach Industrie 4.0-Standards zu ermöglichen. Hierzu ge-
hört u.a. die Entwicklung eines Ressourcen-Cockpits für Instandhalter, das 
sich aus adäquater Hard- und Software zusammensetzt, um durch Einspei-
sung von Daten und anschließender kontextbasierter Bereitstellung von Infor-
mationen die Aufgabenausführung des Instandhaltungspersonals vielfältig zu 
unterstützen. Darüber hinaus werden die Arbeitsprozesse und -abläufe dem-
entsprechend reorganisiert, sodass das Ressourcen-Cockpit sein volles Opti-
mierungspotenzial entfaltet und somit die Arbeitsausführung des Instandhal-
tungspersonals größtmöglich erleichtert. Gleichzeitig soll durch den effizien-
teren Ablauf bestehender Prozesse und die Einführung von neuen Verfahren, 
wie vorausschauender Instandhaltung und ortsungebundener Fernwartung, 
der gesamte Produktionsoutput gesteigert werden. Ein besonderes Augen-
merk legt das Vorhaben S-CPS in diesem Zusammenhang auf das Zusam-
menwirken zwischen cyber-physischen Systemen (CPS) und dem Menschen, 
was auch durch den Begriff „sozio“ im Projektnamen verdeutlicht wird. 
Der vorliegende Beitrag gibt zunächst einen Überblick über die Spezifika von 
cyber-physischen Systemen und die relevanten Theorien und Methoden der 
Stakeholderzentrierung. Darüber hinaus wird das Vorgehen und die daraus 
gewonnenen Ergebnisse, des Arbeitspakets „Rollen Views und Schnittstellen“ 
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beschrieben, welches für die verschiedenen betrieblichen Akteure der In-
standhaltung in der Automobil-, Automobilzuliefer- sowie Windkraftindustrie 
ein informationstechnisch umsetzbares Rollenkonzept entwickelt, um davon 
die erforderlichen bzw. zulässigen Sichten auf Daten und Elemente des S-
CPS abzuleiten. Abschließend wird das entwickelte Schnittstellenkonzept vor-
gestellt, dessen Ergebnisse im Mock-up des Ressourcen-Cockpits zusam-
mengeführt werden. 
2 Cyber-physische Systeme 
Wie bereits im Titel des Vorhabens „Ressourcen-Cockpit für Sozio-Cyber-
Physische Systeme“ verdeutlicht, bildet die Kernkomponente zur Realisierung 
der beschriebenen Anwendungen ein cyber-physisches System. Definiert von 
Lee (2008) mit „Cyber-Physical Systems (CPS) are integrations of computa-
tion with physical processes. Embedded computers and networks monitor and 
control the physical processes, usually with feedback loops where physical 
processes affect computations and vice versa“, verbinden diese Systeme, 
durch Verwendung von Hard- und Softwarekomponenten der Informations- 
und Kommunikationstechnologien (IKT), Abläufe der physischen Welt mit di-
gitalen Datenverarbeitungsprozessen, die gegenseitig aufeinander einwirken 
(Marwalder, 2011). Der Konzeptualisierung des Internets der Dinge (IoT) fol-
gend, nimmt Sensorik dabei physische Zustände sowie deren Veränderungen 
auf. Die so entstandenen Daten werden von dezentralen EDV-Systemen in 
Echtzeit verarbeitet, um wiederum durch Aktorik, entsprechend des System-
zwecks auf die physische Umwelt einzuwirken (Fortino et al., 2014). Ergän-
zungsmöglichkeiten und Funktionserweiterungen cyber-physischer Systeme, 
wie zum Beispiel die Langzeitauswertung von Daten zur Mustererkennung 
(Big Data-Analytics) oder die ad-hoc Integration in bzw. Interaktion mit über-
geordneten Systemen (System of Systems), zeigen die weitreichende Funkti-
onalität dieser Systeme. Auch können „smarte“ Produkte in cyber-physische 
Systeme integriert werden und über den gesamten Produktlebenszyklus Da-
ten generieren, die wichtige Erkenntnisse, beispielsweise zur Optimierung von 
Produktionsprozessen, liefern. Gegebenen durch die schier unendlichen 
Diversifizierungsmöglichkeiten und vielfältigen Anwendungsszenarien cyber-
physischer Systeme geht deren Umsetzung mit einem hohen Komplexitäts-
grat einher (Lee, 2008). 
Dies gilt insbesondere für die Anwendungsdomäne Industrie 4.0, in der cyber-
physische Systeme in der betriebsinternen Kategorie der „Smart Factory“ als 
cyber-physische Produktionssysteme (CPPS) zum Einsatz kommen. Ergänzt 
werden sie durch industrielle Service Systeme, die die Produktionsvorgänge 
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unterstützen. Eine Übersicht der genannten Zusammenhänge und die Veror-
tung industrieller cyber-physischer Systeme in diesen gibt Abbildung 1. 
 
Abbildung 1: Verortung industrieller cyber-physischer Systeme 
Zur Bewältigung der bereits erwähnten erheblichen Komplexität müssen, um 
cyber-physischen Systeme erfolgreich zu planen, zu designen und schließlich 
zu implementieren, Lösungen für bestehende Herausforderungen in den drei 
Dimensionen, die cyber-physischen Systemen inhärent sind, erlangt werden. 
Bei den Dimensionen handelt es sich um die technologische, die personen-
bezogene sowie die organisationale (Oks et al., 2017). Während in der tech-
nologischen Dimension Problemstellungen der systemisch-technischen Rea-
lisierbarkeit, wie beispielsweise die Entwicklung von proprietär-kompatiblen 
Software-Schnittstellen, bestehen, sind in der personenbezogenen Dimen-
sion Fragen der Nutzerintegration und -qualifizierung zu beantworten und in 
der organisationalen Dimension Herausforderungen der organisationalen 
Systemintegration unter Berücksichtigung betriebswirtschaftlicher Zielgrößen 
zu lösen. Innovationen im Bereich cyber-physischer Systeme lassen sich 
dementsprechend nicht allein aus technischer Sicht vorantreiben, sondern er-
fordern die Berücksichtigung weiterer Gesichtspunkte, die nur durch Einbe-
ziehung verschiedener Personengruppen in den Entwicklungsprozess er-
schlossen werden können (Fritzsche, 2017). 
Das Vorhaben „Ressourcen-Cockpit für Sozio-Cyber-Physische Systeme“ 
verfolgt das Ziel, cyber-physische Produktionssysteme unterschiedlicher 
Wertschöpfungskontexte mit dem industriellen Service System eines Res-
sourcen-Cockpits für Instandhaltungszwecke zusammenzuführen. Somit gilt 
es auch in diesem Projekt, spezifische Herausforderungen der zuvor genann-
ten Dimensionen zu bewältigen. U.a. sind hierbei zu nennen: Sicherstellung 
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der Konnektivität bestehender und neu hinzukommender Produktionsinfra-
struktur, Aufnahme von Anlagenzuständen via Sensorik, Datenverarbeitung 
und -haltung sowie deren kontextbasierte Bereitstellung und die Modellierung 
neuer Referenzarchitekturen, Produktionsprozesse und Geschäftsmodelle. 
Darüber hinaus die Entwicklung der Hard- und Software des Ressourcen-
Cockpits unter Berücksichtigung von Nutzeranforderungen und ergonomi-
schen, arbeitsrechtlichen und sicherheitstechnischen Fragestellungen und die 
Ausarbeitung eines informationstechnisch umsetzbaren Rollenmodells. Der 
vorliegende Beitrag beschreibt die Entwicklung dieses Rollenmodells sowie 
die Bestimmung der erforderlichen bzw. zulässigen Sichten der einzelnen 
Nutzergruppen auf Daten und Elemente des Systems und die diesbezüglich 
relevanten Schnittstellen. Da für die im Rahmen dieses Arbeitspakets stattfin-
denden Tätigkeiten, Konzepte und Methoden der stakeholderzentrierten Sys-
tementwicklung bedeutsam sind, werden zuvor relevante Theorien und der 
aktuelle Forschungsstand diesbezüglich dargelegt. 
3 Theorien und Modelle zur Stakeholder-
zentrierung bei Systementwicklungen 
Ausgehend von der Konzeptualisierung von Trist und Bamforth (1951) sind 
organisationale Systeme, die zur Erfüllung bestimmter Aufgaben konzipiert 
und betrieben werden, sozio-technische Systeme, wenn diese sowohl Ar-
beitskräfte als auch Technologien zur Zielerfüllung einsetzen. Zusammenge-
fasst in der soziotechnischen Systemtheorie (socio-technical system theory) 
werden Arbeitssysteme in soziale und technische Subsysteme unterteilt, wel-
che fortlaufend miteinander interagieren und sich gegenseitig beeinflussen 
(Bostrom et al., 2009). Das technische Subsystem wird wiederum in die Kern-
komponenten Aufgabe (task) und Technologie (technology) aufgeteilt. Wäh-
rend im Bereich der Aufgabe konkrete Anwendungen, Prozesse und Verfah-
ren, die zur Zielerfüllung eingesetzt werden, betrachtet werden, konzentriert 
sich der Bereich der Technologie auf die verwendeten Artefakte, Soft- und 
Hardware sowie Anlagen und Maschinen. Das soziale Subsystem wiederum 
ist in die Komponenten Struktur (sturcture) und Personen (people) unterteilt. 
Im Bereich der Struktur werden Personalsysteme, -einsatz und Hierarchien 
zusammengefasst; in der Komponente Personen die Belegschaft mit ihren 
Qualifikationen, Laufbahnen und Entwicklungen (Bostrom & Heinen, 1977). 
Dem Paradigma der soziotechnischen Systemtheorie folgend, kann auch das 
im Rahmen des Projekts S-CPS entwickelte cyber-physische System mit dem 
dazugehörigen Ressourcen-Cockpit als soziotechnisches System verstanden 
werden. 
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Ein weiteres Konzept, das die an betriebswirtschaftlichen Prozessen beteilig-
ten bzw. von diesen betroffenen Personen in den Mittelpunkt rückt, ist die Sta-
keholdertheorie. 1984 von Freeman mit dem Beitrag „Strategic Management: 
A Stakeholder Approach“ begründet, vereint diese Theorie Ansätze der Orga-
nisationstheorie und Unternehmensethik. Die maßgebliche Lehrmeinung der 
Stakeholdertheorie ist dabei, alle Personen (-gruppen) (Stakeholder), die von 
unternehmerischen Prozessen, Abläufen und Systemen in irgendeiner Form 
berührt sind, bei der Gestaltung, Implementierung oder Veränderungen dieser 
zu berücksichtigen (Reynolds et al., 2006). Dies gilt sowohl für inner- als auch 
außerbetriebliche Stakeholder, unabhängig ihrer hierarchischen Stellung und 
ihres gewichteten Beitrags für die Wertschöpfung (Kaler, 2003). Somit werden 
nicht ausschließlich die Motive und Interessen der Anteilseigner berücksich-
tigt, um eine möglichst für alle Beteiligten annehmbare Lösung zu generieren. 
Dieses Vorgehen orientiert sich jedoch nicht ausschließlich daran, bei Ma-
nagemententscheidungen dem Gemeinwohl stärker Rechnung zu tragen, 
sondern auch daran, basierend auf konsensorientierten Lösungen, die die In-
teressenlagen aller Beteiligter bestmöglich berücksichtigen, einen höheren 
ökonomischen Erfolg zu erzielen. Dieser ökonomische Erfolg kann sich u.a. 
in Prozess- und Projekteffizienz, Mitarbeiterzufriedenheit, Innovationsfähig-
keit und der öffentlichen Unternehmenswahrnehmung wiederspiegeln und 
sich schlussendlich positiv auf Gewinnmaximierung und Marktwert des Unter-
nehmens auswirken (Harrison et al., 2013). Aus mehreren Gründen ist auch 
bei der Systemgestaltung des S-CPS der Rückgriff auf die Inhalte der Stake-
holdertheorie sinnvoll. So sind nicht nur innerbetriebliche Stakeholdergruppen 
für die Systemnutzung nach erfolgreicher Implementierung vorgesehen, son-
dern es besteht in zwei der drei zu pilotierenden Anwendungsszenarien auch 
das Kriterium, Stakeholdern unterschietlicher Unternehmen die Nutzung des 
Ressourcen-Cockpits zu ermöglichen. 
Während die soziotechnische Systemtheorie und die Stakeholdertheorie 
hauptsächlich für die Planungs- und Designphasen der Systementwicklung 
von Relevanz sind, sind für die erfolgreiche Implementierung und Sicherstel-
lung der nachhaltigen Integration in Arbeitsabläufe im Rahmen der Verwen-
dung durch die Mitarbeiter andere Ansätze bedeutsam (vgl. Fritzsche & Oks, 
2016). Die “Affordances”-Theorie von Gibson (1979) beschreibt in diesem Zu-
sammenhang den wahrnehmbaren Angebotscharakter, den Objekte in ihrer 
Umwelt verkörpern. Dabei geht es nicht nur um die Beschaffenheit des Ob-
jekts selbst, aus der verschiedene Handlungsmöglichkeiten entstehen, son-
dern auch um die Absichten, die Handlungsträger aufgrund ihres Vorwissens 
mit dem Objekt verbinden. Um die Nutzung der Objekte in der Praxis nach-
vollziehen zu können, müssen beide Aspekte gleichermaßen berücksichtigt 
werden. Im Fall des Ressourcen-Cockpits bedeutet dies, dass sich dessen 
Angebotscharakter nicht über das Artefakt selbst genährt wird, sondern über 
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die entsprechenden, sich dem Nutzer dadurch bietenden Handlungsmöglich-
keiten. Durch Berücksichtigung dieser Theorie lassen sich demnach in iterati-
ven Schleifen Implikationen zur Systemgestaltung gewinnen, die sich aus den 
Handlungsintentionen der Nutzer ableiten lassen. 
Die Technologieadaption durch den Nutzer an sich wird mit unterschiedlichen 
Modellen untersucht. Zu den am weitest etablierten Verfahren gehören das 
Technologieakzeptanzmodell (Technology Acceptance Model) (Davis, 1989) 
und die Theorie des geplanten Verhaltens (Theory of Planned Behaviour) 
(Ajzen, 1991). Das Technologieakzeptanzmodell postuliert, dass die subjek-
tive Einstellung einer Person zur Verwendung einer Technologie von den zwei 
Faktoren der wahrgenommenen Nützlichkeit (Perceived Usefulness) und der 
wahrgenommenen Benutzerfreundlichkeit (Perceived Ease of Use) beein-
flusst wird. Die Intention zur Verwendung der Technologie wiederum ist von 
der so entstandenen Einstellung abhängig. Die Theorie des geplanten Ver-
haltens, eine Weiterentwicklung der Theorie des überlegten Handelns, be-
schreibt die Determinationsabfolge, die von der Verhaltensintention zum 
schließlich stattfinden Handeln führt. Besondere Berücksichtigung findet da-
bei die wahrgenommene Verhaltenskontrolle des Menschen, die sich positiv 
auf die Ausführung des Verhaltens auswirkt. Zusammengeführt werden die 
beiden zuvor beschriebenen Sichtweisen durch das UTAUT-Modell (Unified 
Theory of Acceptance and Use of Technology), das unter Berücksichtigung 
der Akzente beider Theorien die Akzeptanz von Informationstechnologien und 
die davon abhängige Verwendung bestimmt (Venkatesh et al., 2003). 
Insbesondere für den Anwendungsbereich Industrie 4.0 sind die genannten 
Modelle zur Bestimmung der Technologieakzeptanz und -nutzung von hoher 
Relevanz. Dies ist darin begründet, dass sich unter der Industrie 4.0-Prämisse 
das „Nebeneinander“ und die Interaktion zwischen Mensch und Maschine in 
vielen Bereichen nachhaltig verändert (Hirsch-Kreinsen & ten Hompel, 2015). 
So wird der Trend der barrierefreien, durchgängigen und adaptiven Mensch-
Maschine-Kooperation zukünftig intensiviert voranschreiten. Humanoide Ro-
boter zur Unterstützung der Produktionsarbeiter und am Körper getragene 
Technologien wie Augmented-Reality-Brillen und Exoskelette können hierfür 
als Beispiele dienen (Oks et al., 2017). Darüber hinaus gilt dies auch für das 
Ressourcen-Cockpit des Projekts S-CPS. Als Mensch-Maschine-Schnitt-
stelle, im mobilen Einsatz auf unterschiedliche Hardware (Tablets, Smartpho-
nes, etc.) zurückgreifend, empfiehlt sich ein stakeholderzentrierter Syste-
mentwicklungsansatz, unter Berücksichtigung der der in diesem Abschnitt 
vorgestellten Theorien und Modelle. 
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4 Ausarbeitung von Rollen, Views und Schnitt-
stellen für das S-CPS Ressourcen-Cockpit 
Dem Verständnis der soziotechnischen Systemtheorie folgend, wurde das zu 
entwickelnde S-CPS inklusive des angeschlossenen Ressourcen-Cockpits 
als ein sozio-technisches System interpretiert. Dementsprechend wurde ne-
ben den Entwicklungstätigkeiten im technischen Subsystem ein gleichwerti-
ger Fokus auf die durchzuführenden Arbeiten im sozialen Pendant gelegt. Die 
in diesem Beitrag beschriebenen Tätigkeiten zur Erstellung eines funktional 
umsetzbaren Rollen-, Views- und Schnittstellenmodells vereint dabei die bei-
den Komponenten des sozialen Subsystems, Struktur und Personen. Die 
Komponente Struktur findet sich in der Modellentwicklung, die unter organisa-
tionalen Gesichtspunkten sicherstellt, dass das Ressourcen-Cockpit Arbeits-
abläufe, auch über Rollengruppen-, Abteilungs- und gar Unternehmensgren-
zen hinweg, effizient koordiniert und unterstützt. Des Weiteren wurden neu 
entworfene Soll-Prozesse antizipiert und in der Konzeptualisierung des Rol-
len-, Views- und Schnittstellenmodells verankert. Die Komponente Personen 
wurde dabei insofern inkludiert, dass der Stakeholdertheorie entsprechend, 
ein stakeholderzentrierter Entwicklungsansatz verfolgt wurde, der allen betei-
ligten und betroffenen Stakeholdern die Möglichkeit geben sollte, an der Pla-
nung, dem Design und der Implementierung des S-CPS zu partizipieren. 
Auch wurde das Ressourcen-Cockpit mit dem Anspruch entworfen, für ein 
möglichst breites Spektrum an Anwendungsszenarien im Rahmen von indust-
riellen Instandhaltungstätigkeiten eingesetzt werden zu können. Verdeutlicht 
wird dies u.a. durch die heterogenen Branchen, Unternehmensgrößen und -
rechtsformen der pilotierenden Praxispartner (ein OEM aus der Automobilin-
dustrie, ein OEM aus der. Automobilzuliefererindustrie sowie ein mittelständi-
scher Windkraftanlagenbetreiber). Darüber hinaus unterscheiden sich die je-
weiligen Anwendungsszenarien auch dahingehend, inwieweit und unter wel-
cher Prämisse das System über Organisationsgrenzen hinweg verwendet 
werden soll (rein innerbetrieblich, in Kooperation mit einem strategischen 
Partner oder mit Subunternehmen, an die Instandhaltungsaufgaben ausgela-
gert wurden). Weitere Unterschiede ließen sich mit Bezug auf die geplante 
Verwendung des S-CPS zu strategischen Unternehmenszwecken feststellen 
(Oks et al., 2016). Die Herausforderung bei diesem diversifizierten Spektrum 
an Anwendungsszenarien und den damit einhergehenden unternehmensspe-
zifischen Anforderungen ist es, ein Ressourcen-Cockpit und vorgelagert ein 
Rollen-, Views- und Schnittstellenmodell zu konzipieren, das die unterschied-
lichen Anforderungen weitestmöglich verallgemeinert, um eine komplemen-
täre Lösung, die für alle im Projekt repräsentierten, aber auch darüber hinaus 
bestehenden Szenarien zielerfüllend verwendbar ist. 
S. J. Oks, A. Fritzsche, K. M. Möslein 69 
 
Nachfolgend wird das methodische Vorgehen beschrieben, welches für die 
Ausarbeitung des Rollen-, Views- und Schnittstellenmodell, unter Berücksich-
tigung der zuvor erläuterten Erfordernisse der Stakeholderpartizipation und 
der Generalisierbarkeit für heterogene Anwendungsszenarien, angewandt 
wurde:  
1. Der erste Arbeitsschritt erfolgte mit dem Ziel, alle Stakeholder zu identifi-
zieren, die von der Einführung des Ressourcen-Cockpits betroffen sein 
würden. Unterschieden wurde hierbei zwischen späteren Systemnutzern 
und Personengruppen, die zwar nicht mit dem System direkt arbeiten wür-
den, aber von Prozess- und Arbeitsablaufveränderungen, die mit der Sys-
temeinführung einhergehen, betroffen sein würden. Zur Identifikation der 
Stakeholder wurden alle Ist-Prozesse der Instandhaltung gesammelt, ana-
lysiert und schließlich in Form von Prozessmodellierungen systematisch 
visualisiert. In Ergänzung dazu wurden Abteilungsorganigramme und 
Funktionsbäume der Instandhaltung und anderer produktionsnaher Abtei-
lungen ausgewertet. Um nicht nur den Status quo zu berücksichtigen, son-
dern um auch eventuell darüber hinaus zu berücksichtigende Stakeholder 
zu erfassen, wurden die Soll-Prozesse auf gleiche Art und Weise ausge-
wertet. 
2. Darauf folgend wurden die Strukturen der einzelnen Stakeholdergruppen 
und deren Verbindungen untereinander visualisiert. Hierdurch konnten In-
terdependenzen und hierarchische Stellungen anschaulich verdeutlicht 
werden. 
3. In den zwei Anwendungsfällen, in denen das S-CPS nicht ausschließlich 
innerbetrieblich verwendet wird, wurden daraufhin die interorganisationa-
len Systemschnittstellen definiert und die Stakeholder des strategischen 
Partners bzw. der Subunternehmen ebenfalls erfasst und ergänzend in die 
Visualisierung eingefügt. 
4. Um die Rollen der einzelnen Stakeholder besser definieren zu können, 
wurden die jeweiligen Aufgaben und deren Bezug zur Instandhaltung auf-
genommen und ebenfalls in die Visualisierung integriert. Hierbei fanden 
wiederum sowohl die Aufgaben des Ist- als auch des Soll-Prozesses Be-
rücksichtigung. 
5. In Ergänzung zu dem vorherigen Schritt wurden die Informations- und Res-
sourcenbedarfe für die Bewältigung der jeweiligen Aufgaben ermittelt. 
Dadurch konnten die instandhaltungsrelevanten Informations- und Materi-
alflüsse direkt mit den Stakeholdern und deren jeweiligen Arbeitsschritten 
verknüpft werden, was eine Voraussetzung darstellte, um die Verzahnung 
mit anderen Arbeitspaketen, beispielsweise der Ausarbeitung der Refe-
renzarchitektur, sicherzustellen. 
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Die Ergebnisse der Schritte eins bis sechs wurden in Form von unterneh-
mensindividuellen Stakeholder Maps zusammengefasst (Oks & Fritzsche, 
2015). Diese grafischen Abbildungen wurden im nachfolgenden Prozess in 
zweierlei Hinsicht verwendet. Zum einen wurden die Stakeholder Maps als 
Grundlage für das Stakeholdermanagement herangezogen, um einen zielge-
richteten und konfliktvorbeugenden Entwicklungsprozess über den gesamten 
Projektzeitraum sicherzustellen. Die dazu gehörenden Maßnahmen waren die 
Abschätzung der Projektunterstützung der einzelnen Stakeholder (-gruppen) 
sowie die Ausarbeitung eines Stakeholdermanagementplans, der sowohl die 
Gruppen nannte, deren Einstellung bzw. Position gegenüber dem Projekt ver-
bessert werden sollte sowie geeignete Maßnahmen für diesen Zweck, wie 
beispielsweise das Angebot von Informationsterminen und fachoffenen Work-
shops. Zum anderen wurden die Stakholder Maps herangezogen, um die Aus-
arbeitung und anschließende Orchestrierung der unterschiedlichen Rollen für 
das Ressourcen-Cockpit durchzuführen. Hierzu wurden, je nach Gruppen-
größe, mit Repräsentanten einzelner Stakeholdergruppen (Management, Be-
triebsräte, etc.) semistrukturierte Interviews geführt, während der Input ande-
rer Gruppen (Instandhaltungspersonal, Facharbeiter, externes Serviceperso-
nal, etc.) durch Fokusgruppen und Fragebögen eingeholt wurde. Die Aussa-
gen wurden im Anschluss systematisch ausgewertet und unter Ergänzung der 
zuvor ausgearbeiteten Soll-Prozesse zur Entwicklung der unternehmensindi-
viduellen Rollenmodelle herangezogen. Die in diesen Modellen verankerten 
Rollen mussten jedoch nicht zwangsläufig deckungsgleich den Stakeholdern 
sein, da als Rollen nur diese Gruppen berücksichtigt wurden, die als System-
verwender vorgesehen waren. Im Anschluss wurden die Rollenmodelle in ite-
rativen Validierungsschleifen durch Vertreter der Stakeholdergruppen vali-
diert. 
Aufgrund der bereits zuvor erläuterten Zielsetzung der Generalisierbarkeit des 
S-CPS für diverse Anwendungsszenarien wurden die drei unternehmensindi-
viduellen Rollenmodelle nachfolgend zu einem Rollenmodell zusammenge-
fasst, das die Anwendbarkeit bei den drei Anwendungspartnern bei gleichzei-
tig größtmöglicher Generalisierung sicherstellt. Auch dieser Arbeitsschritt 
wurde wiederum durch Rückspiegelungen mit den Stakeholdern der einzel-
nen Praxispartner validiert. Eine Übersicht über das auf diesem Weg finali-
sierte Rollenmodell im Projekt S-CPS gibt Tabelle 1 im nachfolgenden Ergeb-
niskapitel. 
Im Rahmen der weiteren Systementwicklung wurden anschließend die durch 
die Referenzarchitektur (Reidt et al., 2016) definierten Funktionalitäten des 
Ressourcen-Cockpits mit den aufgenommenen Soll-Prozessen, die ebenso 
wie das Rollenmodell anhand eines Use Case-Katalogs generalisiert wurden, 
verknüpft. Darüber hinaus wurden in diesem Arbeitsschritt die Schreib- und 
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Leserechte der einzelnen Rollen definiert. Das Ergebnis ist eine Sammlung 
der rollenspezifischen Sichten, die das Ressourcen-Cockpit im jeweiligen Pro-
zessschritt in Form von Informationen und Eingabemöglichkeiten visuell aus-
gibt. Da dieser Entwicklungsschritt eine direkte Vorarbeit für die nachfolgen-
den Aufgaben der Systemprogrammierung und Softwareergonomie-orientier-
ten grafischen Gestaltung der Programmdarstellung war, wurde für die Dar-
stellung der Sammlung der rollenspezifischen Sichten die Form eines „klick-
baren“ html-basierten Mock-ups gewählt. Neben dem Vorteil, dass zuvor ge-
nannte darauf aufbauende Entwicklungsaktivitäten dadurch vereinfacht 
durchgeführt werden konnten, bot sich die Möglichkeit, den Stakeholdern früh-
zeitig eine visuelle, und durch Klickbarkeit veranschaulichte Simulation der 
Funktionalitäten des Ressourcen-Cockpits zur Zwischenevaluation vorzule-
gen. Ebenso wie das Rollenmodell werden auch die Logik und Beispiel-Views 
des Mock-ups im anschließenden Ergebnisabschnitt dieses Beitrags darge-
legt. 
Abschließend wurden noch die durch unternehmensübergreifende Zusam-
menarbeiten im Instandhaltungsprozess (zum einen strategische Koopera-
tion, zum anderen operationales Outsourcing) bedingten interorganisationa-
len Schnittstellen identifiziert und ebenfalls im Mock-up integriert. 
5 S-CPS Rollenmodell und Mock-up 
Nachfolgend werden die Ergebnisse der zuvor beschriebenen Entwicklungs-
tätigkeiten dargestellt. Diese veranschaulichen einerseits die schlussendliche 
Systemkonfiguration des S-CPS Instandhaltungssystems, können anderer-
seits aber auch als Grundlagen für anderweitige Entwicklungen von auf cyber-
physischen Systemen basierenden Instandhaltungssystemen herangezogen 
werden. 
Ausgehend von den sehr diversifizierten Rollenmodellen in den drei Anwen-
dungsunternehmen wurde nachfolgendes generalisiertes Rollenmodell ent-
worfen, das vier Rollengruppen mit elf auf diese Gruppen verteilte Rollen be-
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Während die drei Rollengruppen Management, Instandhaltung und Fertigung 
unternehmensinterne Rollen vereinen, handelt es sich in der Gruppe externer 
Service um außerorganisationale Rollen. Um dem Anspruch einer möglichst 
hohen Anwendungsgeneralität gerecht zu werden, sind die jeweiligen Zusam-
menstellungen von Rollengruppen und Rollen je nach Kontext individuell zu-
sammenstellbar. So können ja nach Anwendungskontext Systemkonfigurati-
onen erstellt werden, die bedarfsentsprechend Rollengruppen und darin ent-
haltene Rollen berücksichtigen oder aber auch nicht. So ist beispielsweise bei 
einer im Unternehmen autark durchgeführten Instandhaltung die Rollen-
gruppe externer Service nicht zu berücksichtigen. 
Einer jeweiligen Systemkonfiguration entsprechend, gilt es auch das System-
Mock-up anzupassen. Das für das S-CPS erstellt Mock-up berücksichtigt dies 
durch die Sicherstellung von Modularität in der Prozessablaufdarstellung. Den 
Funktionsumfang des Mock-ups zeigt Abbildung 2. 
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Abbildung 2: Funktionsumfang des S-CPS Mock-ups 
Die in Abbildung 2 anwählbaren Szenarien zeigen, welche unterschiedlichen 
Verläufe bei der Bewältigung von Instandhaltungsaufgaben rollenspezifisch 
durch das Mock-up simuliert werden können. Nach Auswahl des jeweiligen 
Szenarios werden die Views und Funktionen je nach Rolle bis zum erfolgrei-
chen Abschluss des Instandhaltungsauftrags durchlaufen. Ein Bespiel-View 
in der Rolle des Instandhalters bei einer handlungsleitfadenunterstützten Re-
paratur ist in Abbildung 3 gezeigt. 
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Abbildung 3: Beispiel-View aus dem S-CPS Mock-up 
Nachdem die Ergebnisse des Arbeitspakets Rollen, Views und Schnittstellen 
zurückliegend dargestellt wurden, soll abschließend im Folgenden ein Aus-
blick gegeben werden, der die im Rahmen des Projekts S-CPS erlangten Er-
kenntnisse zu auf cyber-physischen Systemen basierender Instandhaltung in 
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6 Zusammenfassung und Ausblick 
Neben den beschriebenen konkreten Arbeitsergebnissen in Form des Rollen-
modells und Mock-ups, konnten weitere Erkenntnisse durch das Arbeitstakt 
Rollen, Views und Schnittstellen erlangt werden, die für die fortschreitende 
Digitalisierung von industriellen Wertschöpfungsprozessen im Kontext von In-
dustrie 4.0 von Wert sind. Zunächst ist diesbezüglich der maßgeblich gestie-
gen Komplexitätsgrad von industriellen Systemarchitekturen zu nennen, der 
Organisationen vor große Herausforderungen stellt (Fritzsche & Oks, 2016). 
Wie im Projekt S-CPS zu erkennen, sind bei Systementwicklungen organisa-
tionale Abteilungs- Kompetenz- oder gar Unternehmensgrenzen nicht mehr 
für Systemabgrenzungen probat. So sind in das Instandhaltungssystem S-
CPS weit mehr Abteilungen und Organisationsbereiche involviert als nur die 
innerbetriebliche Instandhaltungsabteilung. Dies trifft auf unterschiedlichen 
Ebenen zu. So sind zum einen Daten aus unterschiedlichsten Quellen (Pro-
duktion, Lagerhaltung, Auftrags- und Personalmanagement, etc.) nötig, um 
die volle Funktionalität des S-CPS zu erreichen. Gleiches, wie für die Zugäng-
lichkeit von Daten, gilt auch auf der Prozessebene, wo eine zunehmende Ver-
linkung und Vernetzung über unterschiedliche Organisationsbereiche festzu-
stellen ist. Ein weiteres Indiz für die steigende Komplexität ist die stetig wach-
sende Menge an verfügbaren Daten, die durch sensorbasierte Produktions-
systeme entsteht. Diese Daten können nur dann als Katalysator für die Opti-
mierung von Effektivität und Effizienz dienen, wenn sie durch zweckorientierte 
Aufarbeitung (Big Data zu Smart Data) in ein Format gebracht werden, das 
kontextabhängig und rollenbasiert dem jeweiligen Mitarbeiter zur Verfügung 
gestellt werden.  
Die genannte Rollenbasierung betont die Relevanz der Stakeholderzentrie-
rung bei der Planung, dem Design und der Implementierung insbesondere 
von sozio-cyber-physischen System, also Systemarchitekturen, die explizit 
als sozio-technische Systeme einzustufen sind. So verspricht dieser Ansatz, 
sich positiv auf die Partizipativität des Entwicklungsprozesses und die an-
schließende Systemakzeptanz auszuwirken. Weiterhin zeigt sich der Ansatz 
der Generalisierbarkeit als hervorhebungswürdig. Da aufgrund unterschied-
lichster unternehmensindividueller Anwendungsszenarien Standardsystem-
konfigurationen im Kontext der Industrie 4.0-basierten Wertschöpfung als im-
mer weniger anwendbar gelten, kommt generalisierbaren Rollen-, Referenz- 
und Schnittstellenmodellen, die als Grundpfeiler der Industrie 4.0-gerechten 
Systementwicklung eingesetzt werden können, eine zunehmend wichtige 
Rolle zu. In Ergänzung dazu bieten Referenzarchitekturen und Applikations-
karten die Möglichkeit, industrielle cyber-physische Systeme systematisch zu 
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implementieren und fortlaufend, mit dem Ziel eine ganzheitliche und durch-
gängige Produktion und Wertschöpfung nach Industrie 4.0-Standards zu er-
reichen, miteinander zu verbinden. Gerade auch für diesen Anwendungsbe-
reich sind zukünftige Forschungsvorhaben und wissenschaftlich-anwen-
dungsorientierte Pilotierungen von großem Wert. So sollten anschließende 
Forschungsvorhaben Systematiken erarbeiten, die bereits bestehende Insel-
projekte zu Gesamtsystemen zusammenfassen. Da hierbei sowohl Produk-
tion als auch Services ebenso wie Produkte systematisch zu digitalen Wert-
schöpfungssystem orchestriert werden müssen, bieten sich disziplinübergrei-
fende Forschungskonsortien an, die Fachbereiche der Wirtschafts-, Ingeni-
eurs-, Arbeits-, Systemwissenschaften, etc., wie bereits im Projekt S-CPS ge-
schehen, weiterhin zusammenbringen. 
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 Konzeption und Umsetzung eines 
Ressourcen-Cockpits für die 
Instandhaltung 
Sebastian Horbach1, Ullrich Trommler1 
1CBS Information Technologies AG 
Zusammenfassung 
Der Beitrag stellt die Implementierung des Ressourcen-Cockpit als die zentrale Software-Platt-
form für die Instandhaltung in Sozio-Cyber-Physischen Systemen vor. Zuerst wird der Entwick-
lungsprozess kurz beschrieben. In der Folge wird auf die Architektur der Umsetzung als We-
banwendung eingegangen. Schließlich werden die angebotenen Funktionalitäten in kompakter 
Form präsentiert. Dabei wird aufgezeigt, wie das Ressourcen-Cockpit über ein generisches 
Plug-In-Konzept direkt auf die Informationen angeschlossener Anlagen oder betriebswirtschaft-
licher Standardlösungen zugreifen kann.  
1 Einleitung 
Dieser Beitrag stellt die Ergebnisse der Arbeit der CBS Information Technolo-
gies AG (CBS) innerhalb des Projekts „Ressourcen-Cockpit für Sozio-Cyber-
Physische Systeme (S-CPS)“ vor. 
CBS ist ein inhabergeführtes Softwareunternehmen mit etwa 30 Mitarbeitern, 
das kurz nach der Wende gegründet wurde. Schwerpunkte der Geschäftstä-
tigkeit sind Beratung und Anpassung der ERP (Enterprise Ressource Plan-
ning) -Systeme der Firma Microsoft MS Dynamics AX (Microsoft Dynamics 
AX 2016), MS Dynamics NAV (Microsoft Dynamics NAV 2016) und MS Dy-
namics CRM (Microsoft Dynamics 2016). Als innovatives Unternehmen in ei-
ner dynamischen Branche war und ist CBS in zahlreichen Forschungsprojek-
ten beteiligt. CBS übernahm im Projekt S-CPS die Rolle des Projektkoordina-
tors. 
Das Projekt S-CPS definierte es als seine zentrale Zielstellung, alle für die 
Instandhaltung relevanten Datenströme eines Produktionssystems mit den re-
levanten Informationen für die an der Instandhaltung beteiligten Mitarbeiter 
bereitzustellen, um daraus automatisiert und dynamisch eine Übersicht der 
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notwendigen und freien Ressourcen, Kompetenzen und Informationen in ei-
nem Ressourcen-Cockpit zusammenzuführen. Das Ressourcen-Cockpit 
sollte vor allem für den Einsatz auf mobilen Geräten optimiert werden. Von 
der Bildschirmgröße her waren hier allerdings Tablets den Smartphones vor-
zuziehen. Ein wesentliches Ziel war die intuitive Bedienbarkeit der Lösung. 
(Hopf et al., 2014, Trommler et al., 2014) 
Aus Sicht von CBS besteht das vorrangige Ziel darin, mit dem entwickelten 
Ressourcen-Cockpit das eigene Produktportfolio zu vergrößern, wobei ein 
Schwerpunkt auf der Integration mit dem ERP-System MS Dynamics AX liegt. 
Gleichzeitig soll ein Beitrag zur Entwicklung des Verfügbarmachens von Infor-
mationen aus ERP-Systemen auf mobilen Geräten geleistet werden. 
Der Beitrag beschreibt zunächst in Kapitel 2 einige organisatorische Aspekte 
des Entwicklungsprozesses am Ressourcen-Cockpit. Anschließend wird in 
Kapitel 3 die Architektur erläutert. Kapitel 4 geht dann detailliert auf die Funk-
tionen des Ressourcen-Cockpits ein. Das Plug-In-Konzept für die Interopera-
bilität mit anderen Systemen steht im Mittelpunkt von Kapitel 5. Schließlich 
beschreibt Kapitel 6 mögliche Einsatzszenarien des Ressourcen-Cockpits. 
2 Entwicklungsprozess 
Die Entwicklungsarbeiten konnten auf Grundlage der im Projekt erbrachten 
Vorleistungen erfolgen. Die Anforderungen an das Ressourcen-Cockpit erga-
ben sich aus dem am Anfang der Projektarbeit erstellten Lastenheft, in dessen 
Erstellung insbesondere die Befragung der zukünftigen Nutzer einfloss. Auf 
der Grundlage des Lastenheftes wurde im Verbund unter Federführung des 
Partners fortiss eine Referenzarchitektur erstellt (S. 43 ff.), welche die ent-
scheidende Grundlage für die Modularisierung der Lösung bildete. Der dyna-
mische Aspekt des Ressourcen-Cockpits fand seine Basis in den Referenz-
prozessen (S. 1 ff.), wofür die Professur Fabrikplanung und -betrieb der Tech-
nischen Universität Chemnitz hauptsächlich verantwortlich zeichnete. 
Die Gestaltung der Benutzeroberfläche basiert auf den von den Professuren 
Wirtschaftsinformatik, insb. Innovation und Wertschöpfung der Friedrich-Ale-
xander-Universität Erlangen-Nürnberg sowie Arbeitswissenschaft und Inno-
vationsmanagement der TU Chemnitz entwickelten Mock-Ups (S. 117 ff.). An 
der Professur Wirtschaftsinformatik, insb. Innovation und Wertschöpfung 
wurde gleichzeitig das Rollenkonzept für die Stakeholder in der Instandhal-
tung erarbeitet (S. 61 ff). 
Der Entwicklungszyklus folgte weitestgehend einem agilen Ansatz. Die Funk-
tionalitäten wurden in Aufgaben aufgeteilt, deren Bearbeitungsstand mit MS 
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Sharepoint überwacht wurde. In regelmäßigen Abständen konnte den Part-
nern so eine erweiterte Version zur Verfügung gestellt werden. 
Da die Architektur des Ressourcen-Cockpits dem MVC-Pattern (MVC: Model 
– View – Controller) (Krasner & Pope, 1988) folgte, konnte die Entwicklung 
auch entsprechend auf Spezialisten verteilt werden. Der Datenbankdesigner 
legte die Basis mit dem Datenmodell, während sich ein Web-Designer auf die 
Entwicklung einer webbasierten Benutzeroberfläche, optimiert für mobile Ge-
räte, konzentrieren konnte. Ein Softwareentwickler erarbeitete die verbin-
dende Logik in der Controller-Ebene. 
3 Architektur und Technologie des Ressourcen-
Cockpits 
In diesem Kapitel wird der grobe Aufbau des Ressourcen-Cockpits aus Archi-
tektursicht aufgezeigt (vgl. auch Trommler 2016). Außerdem wird aufgeführt, 
auf welche Technologien das Ressourcen-Cockpit zurückgreift. 
3.1 Architektur 
Eine schematische Darstellung der Architektur des Ressourcen-Cockpits bie-
tet Abbildung 1. 
Zur Wahrung der Datensicherheit und einer aufgabenbezogenen Funktionali-
tätsauswahl ist eine Benutzerführung im Ressourcen-Cockpit unerlässlich. 
Durch das Rollenkonzept wird hierbei einerseits festgelegt, welche Rechte der 
Benutzer ausführen kann, andererseits auf welche Anlagen er zugriffsberech-
tigt ist. Dazu werden dem Benutzer Qualifikationen und Zertifikate zugeordnet, 
nach denen eine Selektion der Wartungs- und Störungsaufträge erfolgen 
kann, für welche der Instandhalter geeignet ist. 
Durch die Rollen müssen die Rechte nicht für jeden Benutzer vergeben wer-
den, stattdessen findet eine Gruppierung statt. Die Rollen beinhalten verschie-
dene Formen der Berechtigung zum Zugriff auf durch das Ressourcen-Cock-
pit angebotene Funktionen. Dabei kann es sich um die Anzeige von Listen- 
und Detailseiten handeln oder die Beschränkung der Anzeige von Inhalten 
wie Plänen oder Anlagendokumentationen, wie sie von den Herstellern gefor-
dert wird. 
Da das Ressourcen-Cockpit vor allem auch für größere Maschinenparks ein-
gesetzt werden soll, ist eine Gruppierung der betrachteten Anlagen unerläss-
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lich. Die Gruppierung erfolgt hierbei vor allem nach technischen Gesichts-
punkten. Eine Rolle kann für mehrere Ressourcengruppen gelten, anderer-
seits werden einer Ressourcengruppe in der Regel mehrere Rollen zugeord-
net. Zu einer Ressourcengruppe gehören mehrere Ressourcen, es besteht 
die Möglichkeit, eine Ressource mehreren Ressourcengruppen hinzuzufü-
gen. 
Den Ressourcen können Plug-Ins zugeordnet werden, mit denen eine direkte 
Verbindung zur Steuerungseinheit der Anlage vor allem nach dem OPC-UA-
Standard hergestellt werden kann. 
Konkreten Störungsbeseitigungs- und Wartungsaufträge sind konkrete Res-
sourcen zugeordnet. Die bekannten Fehlercodes und Wartungsvorschriften, 
welche diesen Aufträgen zugrunde liegen, sind in Katalogen zusammenge-
fasst. Den Katalogen und damit auch den Aufträgen ist Equipment zugeord-
net, unter diesem Begriff sind Werkzeuge und Ersatzteile zusammengefasst. 
3.2 Eingesetzte Technologien 
Das Ressourcen-Cockpit läuft auf Microsoft Internet Information Services 
(IIS). Diese müssen jedoch nur auf einem Rechner im Firmennetzwerk (oder 
in der Cloud) installiert sein, auf den dann die anderen Geräte über Webbrow-
ser als Clients zugreifen. 
Serverseitig sind Webseiten des Ressourcen-Cockpits in der Razor-Syntax 
mit der Programmiersprache C# codiert. Diese ist in die übliche Webtechno-
logie mit HTML 5 und CSS 3 eingebunden. Programmlogik, die auf dem Client 
laufen muss, wurde mit JavaScript entwickelt. Die Aufteilung des Quelltextes 
folgt dabei dem MVC-Pattern. Die Vorteile dieses Entwurfsmusters für den 
Entwicklungsprozess wurden bereits im vorhergehenden Kapitel erläutert. 
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Abbildung 1: Architektur Ressourcen-Cockpit 
Die Datenhaltung erfolgt nicht mehr in einer relationalen Datenbank, sondern 
in der RDF-Datenbank BrightstarDB. RDF steht für Ressource Description 
Framework, welches als grundlegender Baustein des Semantic Web gilt. Die 
Daten sind über ein Triple aus Subjekt, Prädikat und Objekt abgebildet. Ein 
Datenbankserver wird damit überflüssig. 
Das Ressourcen-Cockpit bietet ein Gerüst, dass sich Anwender entsprechend 
ihren Bedürfnissen erweitern können. Dazu gehört die Modifikation der Benut-
zeroberfläche entsprechend der Corporate Identity, das Definieren von 
Plugins für die eigenen Anlagen oder das Hinzufügen zusätzlicher Webseiten 
mit Kontextspezifischen Funktionen. Die Kommunikation mit dem Ressour-
cen-Cockpit erfolgt über die Formate JSON und XML. 
4 Funktionen des Ressourcen-Cockpits 
In diesem Kapitel werden die Funktionen des Ressourcen-Cockpits ausführli-
cher vorgestellt. Welche davon ein Benutzer anzeigen und verwenden kann, 
hängt von den Rechten der ihm zugeordneten Rollen ab. Die Anzeige ist für 
Tablets optimiert. 
Bei erfolgreicher Anmeldung wird der Benutzer mit einem Dashboard (Abbil-
dung 2) begrüßt. Dies zeigt ihm, ob Fehler oder Wartungen anliegen, für deren 
Bearbeitung er die Verantwortung übernehmen könnte. Liegen ungelesene 
Nachrichten für den Benutzer vor, wird er darauf hingewiesen. Außerdem wird 
eine Übersicht gegeben, welche persönlichen Konfigurationen der Benutzer-
oberfläche gespeichert wurden. 
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Abbildung 2: Dashboard 
Das Dashboard ist in dieser Ausbaustufe nur ein Vorschlag. Die Gestaltung 
und die anzuzeigenden Informationen sind den Bedürfnissen des Unterneh-
mens anzupassen, welches das Ressourcen-Cockpit einsetzt. 
Das Ressourcen-Cockpit ist in Deutsch und Englisch nutzbar. Der Benutzer 
kann sich die Oberfläche des Ressourcen-Cockpits entsprechend seiner Prä-
ferenzen konfigurieren. Somit kann er die Anordnung der Spalten verschieben 
oder Spalten ein- und ausblenden, Filter und Sortierkriterien definieren und 
bestimmen, wie viele Datensätze pro Seite angezeigt werden sollen. Diese 
Konfigurationen werden benutzerspezifisch gespeichert, sodass der Benutzer 
die Daten beim nächsten Aufruf genauso vorfindet. 
4.1 Konfiguration 
Bevor die eigentliche Arbeit mit dem Ressourcen-Cockpit beginnen kann, 
müssen die Stammdaten eingestellt werden. Die Generierung kann manuell 
erfolgen, üblicherweise werden jedoch insbesondere bei großen Datenmen-
gen Importfunktionalitäten über entsprechende Plugins benutzt. Die Verwal-
tung der Stammdaten erfolgt über das Management-Modul (Abbildung 3). Für 
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welche Daten sich der Benutzer verantwortlich zeichnet, ist durch das Rollen-
konzept festgeschrieben.  
4.1.1 Benutzerverwaltung 
Über die Benutzerverwaltung (Abbildung 4) werden neue Benutzer angelegt. 
Hier erfolgt neben der Vergabe der Rollen auch die Zuordnung von Qualifika-
tionen und Zertifikaten, durch die bestimmt wird, für welche Instandhaltungs-
tätigkeiten der Benutzer befähigt ist.  
Über die Detaileinstellungen (Abbildung 5) können Kennwörter vergeben und 
die Standardsprache festgelegt werden. Wenn der Benutzer ausfällt und so-
mit für längere Zeit keine Instandhaltungsaufgaben übernehmen kann, ist es 
möglich, seine Verfügbarkeit zu deaktivieren. 
 
Abbildung 3: Übersicht des Konfigurationsmoduls 
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Abbildung 4 Benutzerverwaltung 
 
Abbildung 5: Benutzerdetails 
4.1.2 Rollenverwaltung 
Die Rollen legen fest (Abbildung 6), auf welche Ressourcengruppen und 
Funktionen Benutzer mit dieser Rolle Zugriff haben. Dazu werden den Rollen 
die entsprechenden Ressourcengruppen und Berechtigungen zugewiesen. 
Für eine komfortable Vergabe können Benutzer zugewiesen werden, dies ist 
jedoch auch über die Benutzerverwaltung einstellbar. 
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Abbildung 6: Rollenverwaltung 
4.1.3 Verwaltung von Qualifikationen und Zertifikaten 
Die Ausübung kritischer Instandhaltungsarbeiten erfordert in der Regel Kennt-
nisse zum Sachverhalt oder eine Befähigung. Um eine fachgerechte Instand-
haltung zu gewährleisten, können den Benutzern sowie den im Katalog er-
fassten Stör- und Wartungscodes, Qualifikationen und Zertifikate  
(Abbildung 7) zugewiesen werden. Dadurch bekommen Instandhalter nur Auf-
träge zugeteilt, die ihren Kenntnissen entsprechend bearbeitet werden kön-
nen bzw. für die ihnen eine Befugnis in Form eines Zertifikates erteilt wurde. 
Hierbei werden auch eventuelle Laufzeiten von Zertifikaten berücksichtigt. 
 
Abbildung 7: Verwaltung der Qualifikationen 
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Abbildung 8: Verwaltung der Ressourcengruppen 
 
Abbildung 9: Ressourcenverwaltung 
4.1.4 Verwalten von Ressourcengruppen 
Ressourcengruppen kategorisieren Ressourcen, um die Zuordnung von 
Rechten zu vereinfachen. Neben dem Erstellen und Löschen von Ressour-
cengruppen (Abbildung 8) steht hier vor allem die Zuordnung von Ressourcen 
im Vordergrund. Die Anzahl der Ressourcengruppen einer Ressource sowie 
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die Anzahl der Rollen, die einer Ressourcengruppe zugewiesen wird, ist nicht 
limitiert. Die Zuweisung der Zugriffsrechte erfolgt über die Rollenverwaltung. 
4.1.5 Ressourcenverwaltung 
Die Eigenschaften der Ressourcen werden in der Ressourcenverwaltung (Ab-
bildung 9) eingestellt. Dazu gehören Herstellerdaten und Informationen zum 
Standort der Ressource. Ebenso kann zugeordnet werden, über welches 
Plugin die Verbindung zur Steuerung der Ressource aufgenommen wird. Das 
schließt die Aktivierung bzw. Deaktivierung der Verbindung mit ein. Zur Min-
derung des Arbeitsaufwandes beim Anlegen neuer Ressourcen kann auch 
hier eingestellt werden, zu welchen Ressourcengruppen die Ressource ge-
hört. 
 
Abbildung 10: Verwaltung der Plugins 
 
Abbildung 11: Anlagendetails 
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4.1.6 Plugin-Verwaltung 
In der Verwaltung der Plugins (Abbildung 10) wird eingestellt, welche Ordner 
hinsichtlich Plugin-Dateien überwacht werden müssen. Im Bereich Plugin wird 
dann angezeigt, welche Plugins im jeweiligen Pfad gefunden wurden. Hierbei 
werden auch Versionsinformationen übernommen. 
4.2 Anlagenverwaltung 
Die Anlagenverwaltung dient der Überwachung der konkreten Anlagen. Das 
Anlegen neuer Anlagen oder die Bearbeitung der Anlageneigenschaften er-
folgt über die Ressourcenverwaltung. 
Auf der Seite Betriebsdaten (Abbildung 11) werden Informationen angezeigt, 
die über das Plugin direkt von der Ressource zur Verfügung gestellt werden. 
Hieraus kann der Mitarbeiter Rückschlüsse über den Zustand der Anlage zie-
hen. 
Ebenso werden im Anlagenmanagement die für die Ressource gültigen Do-
kumente, wozu z.B. Handlungsanweisungen, Bedienungsanleitungen, Prüf-
listen oder Schaltpläne gehören können, verwaltet. Den Dokumenten können 
Meta-Informationen teilweise durch das System aber auch manuell hinzuge-
fügt werden. 
Im Weiteren ist hier zusammengefasst, welche Aufträge (zur Störungsbesei-
tigung) und Wartungen aktuell zu bearbeiten sind. 
 
Abbildung 12: Verwaltung der Störcodes 
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4.3 Kataloge 
Über Kataloge werden die Störcodes, welche durch die Anlagen übermittelt 
werden, verwaltet. Außerdem werden hier die zu den Anlagen gehörigen War-
tungsaufgaben eingerichtet. Derzeit werden für die Wartungen ebenfalls nur 
Codes mit entsprechenden Informationen gespeichert, Wartungszyklen sind 
noch nicht implementiert. Das derzeitige Szenario bezieht sich auf Aufträge, 
die z.B. durch eine Maschine ausgelöst werden. 
4.3.1 Störcodes 
Die Störcodes werden durch die Hersteller vorgegeben. Den Störcodes kön-
nen neben den Kopfdaten umfangreiche Informationen (Abbildung 12) zu er-
forderlichen Kompetenzen und Ressourcen zugeordnet werden. So lässt sich 
festlegen, welche Qualifikationen und Bescheinigungen zur fachgemäßen Be-
arbeitung eines Störungsfalls erforderlich sind. In den angeschlossenen Do-
kumenten können u.a. Handlungsanleitungen gespeichert werden, welche die 
Vorgehensweise beim Auftreten der Störung aufzeigen. Darüber hinaus kann 
eingestellt werden, welche Werkzeuge und Ersatzteile für die Beseitigung der 
Störung erforderlich sein könnten. Für Werkzeuge und Ersatzteile wird eine 
eigene Verwaltungsebene angeboten.  
Zusätzlich lässt sich die Historie der Aufträge anzeigen (Abbildung 13). 
4.3.2 Wartungsaufgaben 
Die Funktionalität zur Verwaltung von Wartungsaufgaben entspricht weitest-
gehend der zum Management von Störcodes. Abbildung 14 zeigt den Katalog 
der Wartungsaufgaben für ein bestimmtes Demonstratorbeispiel. 
 
Abbildung 13: Historie eines Störcodes 
94 S. Horbach, U. Trommler 
 
Abbildung 14: Liste der Wartungsaufgaben 
Auch den Wartungsaufgaben können Dokumente, Qualifikationen, Zertifikate, 
Werkzeuge und Verschleißteile zugeordnet werden. In der Wartungshistorie 
lässt sich verifizieren, dass die geforderten Wartungsarbeiten fristgemäß 
durchgeführt wurden. 
4.4 Störungsmanagement 
Tritt eine Störung auf, so erscheint im Kopfbereich des Ressourcen-Cockpits 
ein deutlicher Hinweis. Alle aktuellen Fehlermeldungen lassen sich in einer 
Liste anzeigen (Abbildung 15). Welche Fehler angezeigt werden und welche 
Funktionen verfügbar sind, hängt wiederum von den Rollen und den dem Be-
nutzer zugeordneten Qualifikationen und Zertifikaten ab. In der Zeile Status 
ist ersichtlich, ob der Fehler bereits bearbeitet wird. Dazu wird die Zeit bis zu 
einer automatischen Eskalation angegeben. In den entsprechenden Spalten 
wird über die Verfügbarkeit der benötigten Ersatzteile und Werkzeuge infor-
miert. 
 
Abbildung 15: Liste der aktuellen Fehlermeldungen 
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Abbildung 16: Kommentare zu Störungen 
Über die Anzeige der Details werden die zur Beseitigung der Störung benö-
tigten Ressourcen sichtbar. Über die Mitteilungsfunktion (Abbildung 16) kann 
der Benutzer Kommentare zum Störungsfall hinzufügen, die zum Beispiel zur 
Kommunikation mit Kollegen oder der finalen Auswertung des Störungsfalles 
herangezogen werden können. 
Der Benutzer hat nun verschiedene Möglichkeiten, auf die Aufgabe zu reagie-
ren. In einer Übersicht sieht der Benutzer alle im Katalog hinterlegten Infor-
mationen zur Störung. Zusätzlich kann er weitere auftragsspezifischen Werk-
zeuge und Ersatzteile hinzufügen, entfernen oder die benötigte Menge anpas-
sen. Sind alle Materialien verfügbar, hat der Benutzer die Möglichkeit, diese 
zu reservieren. Im Anschluss muss die Entnahme der Materialien bestätigt 
werden. Danach hat der Benutzer die Möglichkeit, den Auftrag anzunehmen 
und dadurch kenntlich zu machen, dass er sich um die Beseitigung des Prob-
lems kümmern wird. Nach erfolgreicher Instandsetzung ist der Auftrag zu quit-
tieren. In einem Abschlussbericht sind eventuelle Mengenregulierungen nicht 
benötigter Materialen vorzunehmen. Andernfalls besteht die Möglichkeit, ei-
nen Auftrag abzubrechen – insofern noch keine Teile aus dem Lager entnom-
men wurden – oder ihn zu pausieren, sollte an anderer Stelle ein dringenderer 
Fall aufgetreten sein. Ist dem Instandhalter eine erfolgreiche Durchführung 
nicht möglich, kann er den Auftrag eskalieren. Das kann auch automatisch 
erfolgen, wenn ein Auftrag nach einer festgelegten Zeit nicht bearbeitet wird. 
Eskalierte Aufträge können nur von befugten Benutzern deeskaliert werden 
um sie für die Bearbeitung wieder freizugeben. 
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Abbildung 17: Überblick über Wartungsaufträge 
4.5 Wartungsmanagement 
Wartungsmaßnahmen (Abbildung 17) können im Gegensatz zu Störungsbe-
hebungen zu geplanten Zeitpunkten stattfinden. Trotzdem gibt es einige Ähn-
lichkeiten bei den Datenstrukturen. Auch fällige Wartungen können in der Ma-
schinensteuerung gespeichert sein und über Plugins an das Ressourcen-
Cockpit übertragen werden. 
Die Wartungen werden in den Kalender (Abbildung 18) eingetragen. An der 
Farbe des Eintrags und der Symbolik in der Wartungsübersicht ist ersichtlich, 
in welchem Status sich die Wartungsaufgaben befinden. So wird durch rote 
Markierung darauf hingewiesen, welche Wartungstätigkeiten überfällig sind. 
Grün bedeutet, dass die Produktionsleitung die Wartung freigegeben hat. 
 
Abbildung 18: Kalender mit Wartungsaufträgen 
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Abbildung 19: Nachrichtenmodul 
4.6 Nachrichtenaustausch 
Der Informationsaustausch zwischen den Beteiligten wird durch das Nach-
richtenmodul (Abbildung 19) unterstützt. Dieses folgt weitestgehend der Er-
gonomie, welche die Benutzer von Mailprogrammen gewohnt sind. Auf einge-
gangene Nachrichten wird auf dem Dashboard und auch im Kopfbereich hin-
gewiesen. 
Es stehen ein Posteingang und ein Postausgang zur Verfügung. Bei ungele-
senen Nachrichten ist die Betreffzeile fett markiert. Für eingegangene Nach-
richten existiert eine Antwortfunktion. 
Wurde eine Nachricht irrtümlich versendet, ist es im Ressourcen-Cockpit 
möglich, diese durch den Absender zu löschen. 
5 Plug-In-Konzept 
Das Plugin-Konzept hat eine zentrale Bedeutung für den Hauptzweck des 
Ressourcen-Cockpits, alle für den Instandhalter wichtigen Informationen an 
einer Stelle zusammen zu bringen. Darüber findet der Datenaustausch sowohl 
mit Anlagen als auch mit angeschlossenen Managementsystemen statt. 
Neben den in den folgenden Abschnitten diskutierten häufigen Anwendungs-
fällen ist zum Beispiel auch ein Datenaustausch mit einem persönlichen Ka-
lender, einem Abrechnungssystem oder einer Personalverwaltungssoftware 
denkbar. 
5.1 Anbindung von Anlagen 
Der Informationsaustausch mit Maschinen kann sehr anlagenspezifisch sein. 
Der Datenaustausch kann über ein Push-Prinzip erfolgen, indem die Anlage 
die Nachricht direkt an das Ressourcen-Cockpit schickt oder nach dem Pull-
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Prinzip, indem das Ressourcen-Cockpit Informationen der Anlagensteuerung 
abfragt. Die Einstellung der Verbindung zur Anlage erfolgt über Konfigurati-
onsdateien im XML-Format. 
Typische Anwendungsfälle sind 
· Senden einer Störungsmeldung durch die Anlage 
· Benachrichtigung über eine fällige Wartung der Anlage 
· Abfrage von Parametern der Anlage 
Verbindungen zu Anlagen wurden in mehreren Demonstratoren durch Pro-
jektpartner in enger Zusammenarbeit mit CBS realisiert. So interagiert in ei-
nem Demonstrator an der TU-Chemnitz, Professur Fabrikplanung und Fabrik-
betrieb, eine Installation des Ressourcen-Cockpits mit einem Transfersystem 
(S. 167 ff.). Bei der Firma Hiersemann wurde eine Montagestation ange-
schlossen. Der Partner Audi setzt in seinem Testfeld das Ressourcen-Cockpit 
zum Instandhaltungsmanagement von Nietanlagen ein (S. 153 ff.). 
5.2 ERP-Anbindung 
Die Schnittstellendefinitionen zu ERP-Systemen sollten sehr allgemein gehal-
ten sein, um mit Lösungen verschiedener Hersteller ohne großen Anpas-
sungsaufwand kommunizieren zu können. 
 
Abbildung 20: Zuordnung von externen Anwendungen zu Methoden 
Das ERP-System (oder eine externe Anwendung mit der passenden Funktio-
nalität) registriert sich beim Ressourcen-Cockpit und bekommt für die Daten-
übermittlung ein Token zur Verifizierung. 
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Im Ressourcen-Cockpit können dann der externen Anwendung die Methoden 
zugewiesen werden (Abbildung 20), auf die sie Zugriff bekommen soll, wobei 
jeder Methode nur eine Anwendung zugeteilt werden kann. Damit wird ver-
mieden, dass mehrere Systeme konkurrierende Daten austauschen. Ein Bei-
spiel hierfür sind Bestandsdaten von Ersatzteilen, wo es unter Umständen zu 
fehlerhaften Lagerbeständen kommen kann. 
Typische Anwendungsfälle für den Datenaustausch mit einem ERP-System 
sind: 
· Abgleich der Anlagendaten 
· Übernahme der Werkzeuge 
· Auslösen von Ersatzteilbestellungen 
· Abfrage von Beständen und Kalenderinformationen 
Exemplarisch befindet sich eine Schnittstelle zum von CBS vertriebenen ERP-
System Microsoft Dynamics AX 2012 in der Entwicklung. 
6 Einsatzszenarien 
Für den Einsatz des Ressourcen-Cockpits sind verschiedene Geschäftsmo-
delle denkbar, die in diesem Kapitel kurz diskutiert werden sollen. 
Das Ressourcen-Cockpit kann durch einen Maschinenbauer zusammen mit 
einer komplexen Anlage ausgeliefert werden. Der Anbieter hat die für die Ma-
schine wichtigen Informationen in das Ressourcen-Cockpit eingepflegt. Falls 
der Kunde es wünscht, kann er den Mitarbeitern des Maschinenherstellers 
Zugriff auf das Ressourcen-Cockpit ermöglichen, um im Störungsfall eine op-
timale Betreuung zu erhalten. 
Das Ressourcen-Cockpit kann zur Verwaltung von (heterogenen) Maschinen-
Parks eingesetzt werden. Über das einheitliche Plugin-Konzept werden die 
Anlagen angeschlossen. Hier ist insbesondere die Nutzung des Rollenkon-
zeptes empfehlenswert, um sofort einen qualifizierten Instandhalter für die 
entsprechende Anlage zu ermitteln. Auch die Einbindung von Altanlagen ist 
möglich, indem die Daten teilweise manuell gepflegt werden (indem z.B. der 
Straßenführer die Störungsmeldung manuell einträgt) oder eine Verbindung 
über die S-CPS-Box hergestellt wird. 
Sind die durch das Ressourcen-Cockpit zu betreuenden Anlagen geogra-
phisch weiträumig verteilt, wie das zum Beispiel für Betreiber von Windkraft-
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anlagen (Projektpartner BLUe) typisch ist, so ist eine Nutzung des Ressour-
cen-Cockpits über einen Cloud Service in Erwägung zu ziehen. Die techni-
sche Basis für einen solchen Dienst kann zum Beispiel Microsoft Azure bilden. 
Dieser Software as a Service (SaaS) kann auch durch CBS als den Entwickler 
des Ressourcen-Cockpit betreut werden, wobei hier der Vorteil besteht, dass 
immer die neueste Version genutzt werden kann. Jedoch werden gegen sol-
che Geschäftsmodelle oft Sicherheitsbedenken geäußert, wobei fraglich 
bleibt, ob das von einem professionellen Cloud-Anbieter entwickelte Sicher-
heitskonzept schlechter ist, als die von der nicht regelmäßig geschulten eige-
nen IT-Abteilung implementierten Maßnahmen. 
Im Gegensatz zu den hier vorgestellten Stand-Alone-Ansätzen kann auch 
eine engere Einbindung der Funktionen des Ressourcen-Cockpits in das 
ERP-System verfolgt werden. Nach Erfahrung von CBS sind Instandhaltungs-
prozesse regelmäßig Bestandteil des Lastenheftes von ERP-Anwendern, 
nicht zuletzt weil gesetzliche Vorgaben zum Nachweis der regelmäßigen An-
lagenwartung zu erfüllen sind. 
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Zusammenfassung 
Cyber-Physische Systeme (CPS) führen zu einer steigenden Komplexität technischer Anlagen 
und Maschinen in vielen industriellen Bereichen. Zunehmende Variantenvielfalt sowie sinkende 
Losgrößen verstärken diesen Trend zusätzlich und erschweren die Fehlerdiagnose. Vor die-
sem Hintergrund widmet sich das Projekt S-CPS dem Betrieb von CPS im Kontext der Instand-
haltung realer Produktionsumgebungen und legt hierbei besonderes Augenmerk auf das Zu-
sammenwirken zwischen dieser neuen Technologie und seinem Bediener. In diesem Kontext 
sollen eine generische informationstechnische Schnittstelle und entsprechende Fehlerdiagno-
semechanismen entwickelt werden, die in Verbindung mit einem breiten Spektrum an Produk-
tionsprozessen im Internet der Dinge und Dienste standardisiert nutzbar sind. 
1 Einleitung 
Das Projekt S-CPS „Ressourcen-Cockpit für Sozio-Cyber-Physische Sys-
teme“ entwickelt ein sogenanntes Ressourcen-Cockpit, das für die Instand-
haltung und Fernwartung relevante Datenströme der Produkte und Produkti-
onsressourcen zusammenführt und dem mobilen Mitarbeiter – zum Beispiel 
auf einem Tablet – zur Verfügung stellt (Hopf et al., 2014). Das Ressourcen-
Cockpit erstellt automatisiert und dynamisch eine Übersicht der anstehenden 
Aufgaben, notwendigen und freien Ressourcen, Maschinenzustände und Ter-
mine und ist an verschiedene Nutzerrollen anpassbar (z. B. Instandhalter, Dis-
ponent, Entscheider). Es unterstützt den Mitarbeiter bei der Zustandsüberwa-
chung und ermöglicht einen optimierten Anlagenbetrieb (Trommler et al., 
2014). 
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Entscheidend für die Realisierung des Ressourcen-Cockpits ist die Entwick-
lung eines Fehlerdiagnose- und Maschinenanbindungskonzepts, sodass auf 
Maschinen- bzw. Anlagenebene Aussagen zu Fehlereintritten prospektiv 
möglich werden (Fleischmann et al., 2016a, Fleischmann et al., 2016b). Diese 
Veröffentlichung gibt Aufschluss darüber, wie diese Aspekte in Sozio-Cyber-
Physischen Systemen (Sozio-CPS) abbildbar sind. Das Ergebnis ist die Spe-
zifizierung einer Schnittstelle zwischen Anlagen und Ressourcen-Cockpit zur 
Anforderung von Instandhaltungsaufgaben auf Basis bereits getätigter Diag-
nosevorgänge. Neben der Evaluierung von I4.0-Kommunikationsstandards 
steht die Entwicklung eines semantischen Informationsmodells auf Basis des 
Industrie 4.0-Kommunikationsstandards Open Platform Communications Uni-
fied Architecture (OPC UA) im Vordergrund, über das sich Maschinen und 
deren Komponenten in vernetzten Produktionssystemen hinsichtlich ihrer Fä-
higkeiten, Anforderungen und Limitierungen selbst beschreiben können. 
Grundlage für die Entwicklung bilden Interviews mit den Praxispartnern, Infor-
mationen aus den Lastenheften sowie bestehende Forschungsarbeiten des 
Lehrstuhls für Fertigungsautomatisierung und Produktionssystematik (FAPS). 
2 Anforderungsanalyse und Rahmenbedingungen 
der Systemgestaltung 
Die Gestaltung des angestrebten Sozio-CPS findet nicht im kontextfreien 
Raum statt. Vielmehr muss das Fehlerdiagnosesystem mit den vorhandenen 
fachlichen und technischen Strukturen der jeweiligen Unternehmen sowie den 
technischen Anwendungskontexten in Einklang gebracht werden. Im Rahmen 
der Anforderungsanalyse sind Fabrikausrüster, IT-Unternehmen, Windener-
gieanlagen-Betreiber sowie OEM in der Automobilindustrie als Nutzer des 
Ressourcen-Cockpits in jeweils unterschiedlichen technischen Anwendungs-
domänen identifizierbar (Hopf et al., 2014, Trommler et al., 2014). Im Rahmen 
der Entwicklung sind nachfolgende Kategorien für die Gestaltung der Maschi-
nenschnittstelle in Sozio-CPS identifizierbar: 
Konzeption von Strategien für die Datenintegration in das Ressourcen-
Cockpit 
Bei den Industriepartnern befinden sich verschiedenste Hard- und Software-
systeme und Komponenten im Bereich der Automatisierungs- und Informati-
onstechnik im Praxiseinsatz. Für eine breite Nutzbarkeit des Ressourcen-
Cockpits müssen diese existierenden Maschinen- und Anlagenbestände in-
formationstechnisch integrierbar sein. 
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Entwicklung serviceorientierter Architekturen unter Nutzung 
interoperabler Kommunikationsstandards 
Neben der Integration bestehender Maschinen und Anlagen sollen Ineffizien-
zen und Probleme im Bereich der Wandlungsfähigkeit und Systemintegration 
in Produktionssystemen adressiert werden. Bisher werden bei der industriel-
len Kommunikation entlang der Meldewege der klassischen Automatisie-
rungspyramide Informationen stark verdichtet. Dies hat zur Folge, dass für die 
technische Instandhaltung wichtige Informationen nicht in der erforderlichen 
Granularität zur Verfügung stehen. Die Fehlerdiagnose bzw. –übertragung 
soll direkt zwischen Ressourcen-Cockpit und Maschine stattfinden, um diese 
Aggregation zu verhindern. Hieraus resultiert die Forderung nach generi-
schen, plattform- und programmiersprachenunabhängigen Fehlerdiagnose- 
und Maschinenanbindungskonzepten auf Basis von serviceorientierten Archi-
tekturen (SOA) (Fleischmann et al., 2016c, Fleischmann et al., 2016d). Im 
Kontext des zu Grunde liegenden Forschungsprojekts sind daher die Fähig-
keiten und Möglichkeiten propagierter SOA-basierter I4.0-Kommunikations-
standards zu evaluieren. 
Integration von Konzepten der Fernwartung 
Insbesondere von den Praxispartnern aus dem Sondermaschinenbau wird 
eine stärkere Vernetzung mit den industriellen Anwendern hergestellter Ma-
schinen und Anlagen entlang der Wertschöpfungskette angestrebt. Ein hohes 
Maß an dezentraler Datenhaltung erleichtert hier den Datenaustausch zwi-
schen Betreibern, Herstellern und Dienstleistern und geht mit dem Grundge-
danken der dezentralen Intelligenz von CPS einher. Im Bereich der Windener-
gieerzeugung existieren bereits branchenspezifische Systeme im Bereich der 
Fernwartung, die mittels informationstechnischer Schnittstellen integrierbar 
sind. 
Nutzung existierender Fehlerdiagnosesysteme und -mechanismen der 
Maschinenhersteller 
Im Projekt herrscht ein klares Verständnis darüber, dass bestehende Fehlerdi-
agnosesysteme sowie Fehlercodes und -meldungen der Anlagenhersteller in 
Verbindung mit dem Ressourcen-Cockpit weitergenutzt werden sollen. Dies 
liegt im Wesentlichen darin begründet, dass Fabrikausrüster das höchste Ver-
ständnis über Ursache- und Wirkungszusammenhänge im Bereich der Diag-
nose eigens produzierter Anlagen besitzen. Weiterhin erscheint aus Kosten-
gründen eine Neuimplementierung existierender Diagnoselogik im Rahmen 
des Projekts als nicht zweckmäßig. 
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Semantische Beschreibung von Daten bei der Kommunikation 
Daten werden bisher teilweise ohne beschreibende Metainformationen ent-
lang der Systeme der klassischen Automatisierungspyramide übermittelt. 
Eine standardisierte Anreicherung detektierter Anomalien und Fehlerdiagno-
sen mit beschreibenden Daten wie Anlagenstandort, detaillierten Fehlerbe-
schreibungen und Handlungsanweisungen bei der Kommunikation ist not-
wendig. 
Anbindung von existierenden Planungs-, Überwachungs- und 
Instandhaltungssystemen 
Bei den Praxispartnern werden im Bereich der Instandhaltung und Zustands-
überwachung unterschiedliche Manufacturing Execution Systems (MES) und 
Instandhaltungsmanagement-Systeme unterschiedlicher Leistungsfähigkeit 
genutzt, um ihre jeweiligen Instandhaltungsprozesse zu unterstützen. Teil-
weise sind proprietäre Eigenentwicklungen im Einsatz, die individuell auf die 
Bedürfnisse der jeweiligen Anwender zugeschnitten wurden und nur mit ho-
hem Aufwand veränderbar sind. Zur Vermeidung von Redundanzen und für 
die Herstellung von Datenintegrität muss die Synchronisation des Ressour-
cen-Cockpits mit diesen Anwendungen erfolgen. 
3 Entwicklung eines semantischen Datenmodells 
für die Instandhaltung 
Um der Forderung des Projekts nach flexiblen Lösungen für die intelligente 
Vernetzung in der Produktion gerecht zu werden, muss eine zu entwickelnde 
Daten- und Informationsstruktur ohne tiefgreifende Anpassungen für ver-
schiedene Anwendungsdomänen und -szenarien, z. B. den Automobilbau o-
der aber Windenergieanlagen, nutzbar sein (Fleischmann et al., 2016e). 
Schnittstellen in Produktions- oder anderen Netzen müssen in hohem Maße 
standardisiert werden. Allgemeine Informationen zu einem beliebigen Objekt 
innerhalb einer Anlage sollen generisch angeboten werden, spezifische Infor-
mationen aber zusätzlich modellierbar sein. Aus dieser Überlegung heraus 
wurde im Rahmen der vorliegenden Veröffentlichung ein standardisiertes, se-
mantisch beschriebenes, objektorientiertes und beliebig erweiterbares Infor-
mationsmodell auf Anlagenebene entworfen, über das generische und pro-
zessspezifische Informationen bereitgestellt werden können. Ein derartiges 
Modell kann für die technische Realisierung der Anbindung von Maschinen 
und Anlagen beispielsweise mithilfe von OPC UA als semantisches Informa-
tionsmodell umgesetzt werden. Die benötigten Elemente des im Prozess des 
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Softwaredesign zu entwickelnden Typklassensystems für das Informations-
modell ergeben sich durch die Analyse der Lastenhefte und sind in fünf Kate-
gorien darstellbar: 
· Anforderungskategorie 1 (vgl. Abbildung 1) beinhaltet alle allgemeinen 
Informationen, die einer beliebigen Anlage oder Maschine zugeordnet 
werden können. Dazu gehören Aussagen über den Hersteller, Standort-
daten, den Zweck einer Anlage und verfügbare Betriebsdaten, die den 
aktuellen Funktionsstatus widerspiegeln. Abbildung 2 verdeutlicht die Zu-
ordnung von Anforderungen der Kategorie 1 zu OPC UA-Modellkompo-
nenten. 
· Anforderungskategorie 2 (vgl. Abbildung 3) ist die für die vorliegende Auf-
gabenstellung wichtigste Kategorie. In ihr werden Anforderungen an das 
Informationsmodell bezüglich der Möglichkeiten der Zustandsüberwa-
chung und Fehlerdiagnose definiert. Abbildung 4 verdeutlicht die Zuord-
nung von Anforderungen der Kategorie 2 zu OPC UA-Modellkomponen-
ten. Zu den instandhaltungsrelevanten Daten gehören vor allem Informa-
tionen über mögliche Fehler, bisherige und aktuelle Störungen sowie ge-
troffene oder zu treffende Gegenmaßnahmen. 
· In der Anforderungskategorie 3 (vgl. Abbildung 5) werden konfigurierbare 
Anlagen- und Maschineneinstellungen zusammengefasst. Unter Einstel-
lungen werden z. B. spezifische, extern gesetzte Parameter oder Be-
triebsmodi verstanden. Abbildung 6 verdeutlicht die Zuordnung von An-
forderungen der Kategorie 3 zu OPC UA-Modellkomponenten. 
· In der Anforderungskategorie 4 (vgl. Abbildung 7) werden Informationen 
zu ausgesuchten, spezifischen Betriebsdaten gruppiert. Die hier erfass-
ten Elemente geben nicht den Status oder Zustand einer Anlage oder 
Maschine wieder, sondern liefern Aussagen über die anlagen- und pro-
zessspezifische Leistung. Abbildung 8 verdeutlicht die Zuordnung von 
Anforderungen der Kategorie 4 zu OPC UA-Modellkomponenten. 
· Anforderungskategorie 5 (vgl. Abbildung 9) beinhaltet die Elemente des 
anlagen- oder maschinenspezifischen Datenmanagements, um eine ge-
rätebezogene Datenhaltung zu ermöglichen. Abbildung 10 verdeutlicht 
die Zuordnung von Anforderungen der Kategorie 5 zu OPC UA-Modell-
komponenten. 
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3.1 Allgemeine Anlagen- und Maschineninformationen 
 
Abbildung 1: Elemente der Anforderungskategorie 1 (A1) 
 
Abbildung 2: Anforderungskategorie 1 – Modellierung 
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3.2 Fehler- und instandhaltungsspezifische Informationen 
 
Abbildung 3: Elemente der Anforderungskategorie 2 (A2) 
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Abbildung 4: Anforderungskategorie 2 – Modellierung 
  




Abbildung 5: Elemente der Anforderungskategorie 3 (A3) 
 
Abbildung 6: Anforderungskategorie 3 – Modellierung 
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3.4 Anlagenspezifische Informationen 
 
Abbildung 7: Elemente der Anforderungskategorie 4 (A4) 
 
Abbildung 8: Anforderungskategorie 4 – Modellierung 
  




Abbildung 9: Elemente der Anforderungskategorie 5 (A5) 
 
Abbildung 10: Anforderungskategorie 5 – Modellierung 
4 Zusammenfassung und Ausblick 
In der vorliegenden Publikation wurden mithilfe des industriellen M2M-Kom-
munikationsstandards OPC UA ein semantisches Informationsmodell bzw. 
Typklassensystem zur digitalen Abbildung und Integration von Maschinen und 
Anlagen entwickelt. 
Nachdem das zugrundeliegende Lastenheft analysiert, instandhaltungs-rele-
vante Elemente erfasst und Anforderungskategorien eingeführt wurden, 
wurde in dieser Veröffentlichung ein definiertes Informationsmodell vorge-
stellt. Im Laufe der Implementierung des Arbeitspakets Fehlerdiagnose im 
Ressourcen-Cockpit wurden auf Basis des vorliegenden Informationsmodells 
OPC UA-basierte Schnittstellen modelliert und implementiert, die eine I4.0-
konforme Kommunikation erlauben und die Limitierungen existierender Mel-
dewege auflösen. 
Obwohl im Forschungsprojekt S-CPS bereits viele Elemente und Möglichkei-
ten von OPC UA vorgestellt, deren Handhabung erklärt und veranschaulicht 
wurden, ist das Potential dieser Technologie nicht ausgeschöpft. Die Entwick-
lung in diesem Bereich ist sowohl seitens der produzierenden Industrie als 
auch von Seiten der Softwarehersteller, die OPC UA einfach nutzbar machen 
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wollen, fokussiert und wird in den kommenden Jahren großen Einfluss auf die 
Industrie 4.0 haben. 
Im Gegensatz zu den hier vorgestellten Stand-Alone-Ansätzen kann auch 
eine engere Einbindung der Funktionen des Ressourcen-Cockpits in ERP-
Systeme verfolgt werden. 
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Zusammenfassung 
Mit dem Einsatz mobiler Produktionsassistenzsysteme entstehen neue Anforderungen an die 
Gestaltung von Mensch-Maschine-Schnittstellen (MMS). Solche MMS umfassen eine grafische 
Benutzerschnittstelle über die Softwareoberfläche (GUI) sowie eine tangible Mensch-Ma-
schine-Schnittstelle (tMMS) über hardwaretechnische Funktions- und Bedienelemente. Eine 
gebrauchstaugliche Gestaltung dieser MMS liefert ein großes Potenzial zur sicheren Bedie-
nung und steigert deren Akzeptanz durch die Anwender. Aufbauend auf den Methoden des 
Usability Engineering wird die nutzerzentrierte Entwicklung einer gebrauchstauglichen MMS für 
das Ressourcen-Cockpit Phasen dargestellt. Grundlage hierfür bietet ein Anforderungskatalog, 
der die Bedarfe von Instandhaltern, Service-Technikern sowie Planungs- und Instandhaltungs-
leitern zusammenfasst. Auch bei der iterativen Entwicklung, Prototypengestaltung und Evalua-
tion wird eine partizipative Vorgehensweise gemeinsam mit den Anwendern gewählt. Im Er-
gebnis liegen für Teilaspekte der Gestaltung und den zusammengesetzten Geometrieprototy-
pen bereits hohe Bewertungen der Gebrauchstauglichkeit vor.  
1 Einleitung 
Durch die zunehmende Digitalisierung der Produktion entstehen neue Mög-
lichkeiten der Vernetzung von Maschinen, Anlagen und Menschen, mit denen 
die Gestaltung neuer Mensch-Maschine-Schnittstellen (MMS) einhergeht 
(Botthof & Hartmann, 2015). Mobile Endgeräte stellen ein zentrales Beispiel 
für neue MMS im Zuge von Industrie 4.0 dar und besitzen ein hohes Potenzial 
zur Unterstützung, z.B. im Instandhaltungsprozess. Ursprünglich für den pri-
vaten Gebrauch entwickelt, halten diese zunehmend Einzug in den Produkti-
onsbereich und weisen, speziell im Produktionsumfeld, besondere Anforde-
rungen auf (Spath et al., 2013). MMS von mobilen Endgeräten umfassen eine 
grafische Benutzerschnittstelle (GUI) zur Interaktion des Anwenders mit der 
installierten Software und eine tangible Mensch-Maschine-Schnittstelle 
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(tMMS) zur Interaktion mit den Hardwarekomponenten. Der tMMS werden da-
bei in Ergänzung des Tangible User Interfaces (TUI), d.h. aller haptischer Be-
dienelemente zur Manipulation der GUI, auch alle hardwaretechnischen 
Funktionselemente zur Handhabung, z.B. Griffe und Transportfunktion, zuge-
ordnet. Eine gebrauchstaugliche Gestaltung dieser MMS beinhaltet großes 
Potenzial zur sicheren Bedienung von Industrie 4.0-Technologien und wird 
vermutlich deren Akzeptanz durch die Anwender steigern (Bauer et al., 2014). 
Der vorliegende Beitrag zeigt die nutzerzentrierte, partizipative Vorgehens-
weise bei der Entwicklung einer gebrauchstauglichen MMS des mobilen As-
sistenzsystems für Instandhalter im Projekt S-CPS. Zunächst wird die Erhe-
bung der Anforderungen erläutert und der resultierende Anforderungskatalog 
dargestellt. Die Vorgehensweise bei der Entwicklung der gebrauchstaugli-
chen MMS unterteilt sich in die iterative Gestaltung von GUI und tMMS, deren 
Ergebnisse in einem final vorgestellten Prototyp fließen. Ein Ausblick auf da-
bei noch offene Forschungsfragen und Implikationen für die Praxis schließen 
den Beitrag. 
2 Anforderungsanalyse 
Im Rahmen der Anforderungsanalyse erfolgt die Ermittlung der kontextspezi-
fischen Anforderungen an die zu entwickelnde MMS. Hierzu zählen neben 
den subjektiven Bedürfnissen der Anwender auch Rahmenbedingungen, die 
sich aus den Tätigkeiten und dem Arbeitsablauf (DIN 31051) ergeben. Als 
Ergebnis dieser Phase entsteht ein Anforderungskatalog mit nichtfunktionalen 
und funktionalen Anforderungen, der die aufgenommenen Kriterien der An-
wender und deren Nutzungskontext umfasst.  
Die Anforderungsanalyse für das mobile Assistenzsystem für Instandhalter 
wurde bei Projektpartnern durchgeführt, die stellvertretend für Instandhal-
tungstätigkeiten in der Automobilindustrie (Audi AG) und in der Automobil-Zu-
lieferindustrie (Continental Automotive GmbH) sowie für Servicetätigkeiten 
von Ausrüstern der Automatisierungstechnik (Xenon GmbH) stehen. Mittels 
leitfadengestützter Interviews konnten 36 Instandhalter, 30 Anlagenbediener, 
neun Planungsleiter sowie jeweils ein Instandhaltungsleiter und Betriebsrat 
befragt werden. Zusätzlich wurden die prozesstypischen Abläufe und Rah-
menbedingungen in der Instandhaltung mittels Dokumentenanalyse und Be-
obachtungen aufgenommen und analysiert (Hopf & Müller, 2015). 
Darauf aufbauend erfolgte eine strukturierte Literaturanalyse (Wächter &  
Bullinger, 2016a) zur Identifikation vorhandener Anforderungen und Richtli-
nien für die Gestaltung einer Benutzeroberfläche und der Hardware-Elemente 
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aus der Literatur. Die Ergebnisse bilden die Grundlage für die iterative Gestal-
tung des mobilen Assistenzsystems für Instandhalter.  
2.1 Grundlegende Einstellungen der Nutzer  
Die Entwicklung eines mobilen Assistenzsystems zur Bereitstellung instand-
haltungsrelevanter Informationen beurteilen die Teilnehmer der Befragungen 
durchgehend als positiv. Als wichtigen Aspekt für eine erfolgreiche Umset-
zung lässt sich die Einbeziehung zukünftiger Anwender in den Entwicklungs-
prozess herausstellen. So sollen die Bedürfnisse und Wünsche bereits in 
frühe Phasen der Entwicklung einfließen, um anschließend eine hohe Akzep-
tanz zu erfahren (Höhnel et al., 2015).  
Trotz der steigenden Verfügbarkeit verschiedener mobiler Endgeräte wie Da-
tenbrillen, Smartphones oder Smartwatches, halten die mittels leitfadenge-
stützter Experteninterviews befragten Instandhalter den Einsatz eines Tablets 
mit einer Displaydiagonalen von acht bis zehn Zoll zur Anzeige von Datenin-
halten wie z.B. Zeichnungen für sinnvoll. Eine einfache, intuitive Bedienung, 
eine visuelle Benutzerführung und die Robustheit für den Einsatz im Indust-
rieumfeld stellen dabei die nichtfunktionalen Anforderungen dar. 
2.2 Anforderungen an die Benutzeroberfläche 
Die befragten Instandhalter und Servicetechniker geben folgende funktionale 
Anforderungen an, welche mit hoher Priorität in die Entwicklung des mobilen 
Assistenzsystems einfließen sollen (Höhnel et al., 2015): 
 
• automatische, detaillierte Anzeige der Fehlermeldung und Stö-
rungsart 
• Möglichkeit zur Kommunikation (Messenger, Telefonieren,  
E-Mail, Kontakte) 
• mobiler Zugriff auf relevante Maschinendaten 
• Zugang zu relevanten Webanwendungen über Internet 
• Bearbeitung von Dokumenten 
• Anzeige von Maschinenplänen (Steuerungspläne, SPS, etc.) 
• Anzeige von Handlungsanweisungen 
• Ersatzteilhandling (Informationen und Verfügbarkeit) 
• Anlagen-, Bauteil- und Maßnahmenhistorie 
• Priorisierung der abzuarbeitenden Tätigkeiten 
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Diese Anforderungen stellen die Grundlage für den inhaltlichen Entwurf der 
Software und den Rahmen für die Gestaltung einer geeigneten Benutzerober-
fläche nach den Kriterien der Software-Usability dar.  
2.3 Anforderungen an die tangible MMS 
Im Zuge der Nutzungskontextanalyse ergeben sich durch die Betrachtung ver-
schiedener Use-Cases folgende funktionale Anforderungen für die tangible 
Mensch-Maschine-Schnittstelle (Wächter & Bullinger, 2015): 
• aufwandsarme Möglichkeit zum Transport 
• Bedienung mittels Touchscreen und physischer Tasten, Joy-
stick oder Touchpad 
• Funktion zum Hinstellen auf ebenen Flächen 
• Funktion zum Anheften an Maschinen und Anlagen während 
der Montage 
Die ermittelten Anforderungen bilden die Basis für die iterative Gestaltung der 
tangiblen Mensch-Maschine-Schnittstelle. 
3 Gestaltung der Benutzeroberfläche 
Für die Gestaltung einer gebrauchstauglichen Benutzeroberfläche sind die 
Gestaltungsmerkmale Aufgabenangemessenheit, Selbstbeschreibungs-fä-
higkeit, Steuerbarkeit, Erwartungskonformität, Fehlertoleranz, Individualisier-
barkeit und Lernförderlichkeit zur berücksichtigen (DIN EN ISO 9241-210). 
Um diese Anforderungen sicherzustellen, erfolgt die Gestaltung der GUI ite-
rativ und in Zusammenarbeit mit den Anwendern. Im Folgenden werden die 
Gestaltung, die Evaluation und die Ergebnisse näher erläutert. 
3.1 Methodische Vorgehensweise 
Die Entwicklung der Benutzeroberfläche erfolgt iterativ in drei Phasen. Im An-
schluss an jede Iteration bewerten die Anwender die entstandenen Konzepte 
und partizipieren so an der Weiterentwicklung der Oberfläche bis hin zum fi-
nalen Prototypen. 
In einer ersten Iteration werden mit Hilfe des Prototyping-Tools Axure ver-
schiedene Varianten der grafischen Benutzeroberfläche konzipiert. Hier flie-
ßen die Ergebnisse der Literaturanalyse zur Gestaltung einer gebrauchstaug-
lichen GUI und die inhaltlichen, funktionalen Anforderungen aus der Anforde-
rungsanalyse ein. Bestehende Gestaltungsgrundsätze, Gestaltungsrichtlinien 
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und Normen zur Software-Ergonomie (DIN EN ISO 9241-210, Bullinger et al., 
2013, Nielsen, 1993, Sarodnick & Brau, 2006) dienen dabei als Basis erster 
Gestaltungskonzepte. Diese umfassen die Basisoberfläche mit den ge-
wünschten Funktionalitäten der Anwender. 
Aufbauend auf diesem grundlegenden Gestaltungskonzept erfolgt in der zwei-
ten Iteration die Ausgestaltung der inhaltlichen Anforderungen, z.B. von Hand-
lungsanweisungen. Dazu werden Erkenntnisse aus dem Bereich der kogniti-
ven Ergonomie (Stapelkamp, 2010) einbezogen, um eine geringe kognitive 
Belastung bei der Verwendung des mobilen Assistenzsystems zu gewährleis-
ten. 
In der dritten Iteration werden die am besten bewerteten Konzeptvarianten 
aus den ersten beiden Iterationen miteinander kombiniert und anschließend 
final durch die Anwender bewertet. Die Ergebnisse dieser Auswertung fließen 
anschließend in den funktionsfähigen Prototyp der Benutzeroberfläche ein. 
3.2 Evaluation der Benutzeroberfläche 
Im Rahmen jeder Iteration bewerten die Anwender (n=5) in mehreren Fokus-
gruppen die verschiedenen Konzeptvarianten. Mit Hilfe der Methode „Paper 
Prototyping“ (Snyder, 2003) werden den Anwendern im Zuge der ersten bei-
den Iterationen verschiedene Möglichkeiten zur Gestaltung der Benutzerober-
fläche aufgezeigt und anschließend mittels Fragebogen bewertet. Zusätzlich 
dazu können die Benutzer über die Methode „Lautes Denken“ Feedback zu 
den verschiedenen Gestaltungsvarianten geben, welches anschließend in die 
Weiterentwicklung einfließt. Die Auswertung der aufgenommenen Fragebo-
gendaten erfolgt deskriptiv mit der Statistiksoftware SPSS (IBM Corp., 2014), 
während die Auswertung der qualitativen Daten mittels qualitativer Inhaltsan-
alyse nach Bortz & Döring (2009) stattfindet. 
In der finalen, noch ausstehenden Evaluation bewerten die Anwender im Rah-
men eines Usability-Tests den funktionsfähigen Softwareprototyp mittels Sys-
tem Usability Scale (SUS). Der daraus resultierende Score zeigt die Usability 
eines Gesamtsystems und liefert einen guten Indikator für die erfolgreiche Ge-
staltung einer gebrauchstauglichen Benutzeroberfläche (Brooke, 1996). 
3.3 Ergebnisse 
Die deskriptive Analyse der Bewertungen und die qualitativen Daten der ers-
ten beiden Iterationen bilden die Grundlage für den funktionsfähigen Soft-
wareprototyp. Beispielhaft werden im Folgenden die Dashboard-Ansicht (Ab-
bildung 1), die Ansicht zu aktuellen Instandhaltungsaufträgen und der Aus-
schnitt einer Handlungsanweisung dargestellt und erläutert. 
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Abbildung 1: Dashboard-Ansicht im Funktionsprototyp 
Über die Taskleisten am linken und rechten Bildschirmrand sind die Anwender 
in der Lage, schnell und intuitiv die gewünschten Kommunikationsfunktionen 
und Webanwendungen zu wählen. Während auf dem Dashboard eine über-
sichtliche Kachelansicht mit den Primärfunktionen Anlagenübersicht, Instand-
haltungsaufträge, Fehlerdatenbank, Werkzeuge und Ersatzteile sowie Hand-
lungsleitfaden und einem Wiki zum Einsatz kommt, sind die darunterliegenden 
Ebenen kontextspezifisch gestaltet. Die von den Anwendern gewünschte 
Übersicht zu den Instandhaltungsaufträgen erfolgt z.B. in Tabellenform mit 
den wichtigsten Informationen zu Störungscode, Bezeichnung, Typ und ID, 
vorhandenen Ersatzteilen, Werkzeugen und Leitfäden sowie einem aktuellen 
Status der Bearbeitung (Abbildung 2). 
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Abbildung 2: Ansicht der Instandhaltungsaufträge im Funktionsprototyp 
Die zu einem Störungsfall passende Handlungsanweisung wird dem Anwen-
der im Funktionsprototyp automatisch vorgeschlagen und ist ebenso über die 
Anlagen ID und den Störungscode aufzufinden. Über eine bebilderte Anlei-
tung wird der Anwender intuitiv durch die Fehlerbehebung navigiert und kann 
diese bei Bedarf über die Kamerafunktion und eine Eingabemöglichkeit er-
gänzen (Abbildung 3). 
 
Abbildung 3: Beispielscreen einer Handlungsanweisung 
Die entwickelten Funktionsprototypen bilden die Grundlage für die finale Eva-
luation und die anschließende Überführung in eine gebrauchstaugliche Soft-
warelösung für die Instandhaltung. 
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3.4 Exkurs: Mensch-Technik-Arbeitsteilung 
Eng mit der Gestaltung der Mensch-Technik-Schnittstelle verknüpft – und be-
sonders in der Dialogführung der GUI sichtbar –, sind Fragen nach der 
Mensch-Technik-Arbeitsteilung: Wird der Mensch durch die Technik, die 
neuen Cyber-Physischen Produktionssysteme, eher instruiert? Oder fungie-
ren Cyber-Physische Produktionssysteme als Assistenten, die Informationen 
sammeln, aufbereiten und dem Mensch kontextsensitiv bereitstellen, dem 
Mensch aber insbesondere problemhaltige Entscheidungen und Handlungs-
implementierungen überlassen? 
Im Projekt S-CPS wurden dazu folgende Empfehlungen aus dem Stand des 
Wissens abgeleitet (Löffler et al., 2016): 
· Bei Routinen wie regelmäßigen Inspektionen und Wartungen sowie 
vorhersehbaren Störungen können Entscheidungsauswahl und Hand-
lungsimplementierung von Assistenzsystemen instruiert werden, etwa 
durch vorgeplante, künftig auch durch Algorithmen generierte Schritt-
für-Schritt-Anleitungen. Dies scheint besonders für Anlernprozesse, 
bei Tätigkeitswechseln oder bei langen, die Gefahr des Vergessens 
bergenden, Intervallen sinnvoll. Um flüssige und explorative Arbeits-
weisen, die zu Prozessverbesserungen und Lernen führen, zu ermög-
lichen, sollte die Nutzung der Instruktion jedoch fakultativ und indivi-
duell gestaltbar sein. Dies verlangt Möglichkeiten zum Ignorieren, 
Überspringen, Abkürzen oder Modifizieren der Instruktionsschritte so-
wie einen Verzicht auf kleinteiliges Quittieren.  
· Bei Nicht-Routinen – für Instandhalter sind das vor allem Störungen, 
die erstmals auftreten, die kaum antizipiert werden können und bei de-
nen Ungewissheit über Ursache und Wirkung bestehen – liegt der Fo-
kus der Assistenz auf dem Sammeln und Aufbereiten von Informatio-
nen, aus denen der Mitarbeiter Entscheidungen ableiten kann. Oft ist 
auch schon die Sammlung und Zusammenschau aller relevanten In-
formationen eine Nicht-Routine bzw. problemhaltige Arbeitsaufgabe, 
denn die Daten zu einem Instandhaltungs-Objekt liegen in verschie-
denen, meist noch properitären IT-Systemen vor. Um künftig zu ver-
netzten, kommunikationsfähigen CPPS zu gelangen, in denen Infor-
mationen aufwandsarm und bedarfsgerecht auffindbar sind, sollten die 
Nutzer (Instandhalter, Servicetechniker etc.) und die Entwickler von 
CPPS möglichst ähnliche Vorstellungen (mentale Modelle) darüber 
entwickeln, wie die informationellen Ressourcen eines CPPS zusam-
menspielen und wie gerade bei Nicht-Routinen frei durch die „Cyber-
welt“ der Produktion navigiert werden kann. Dafür wurde der Begriff 
„Digitales Bewusstsein“ geprägt. 
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Diese Empfehlungen wurden insbesondere bei der Entwicklung der Hand-
lungsleitfäden exemplarisch aufgegriffen. Betreiber und Hersteller von Son-
dermaschinen orientieren sich dabei erwartungsgemäß stärker auf eine Un-
terstützung von Nicht-Routinen durch freiwillig nutzbare Empfehlungen und 
auf Möglichkeiten zur Rückmeldung von Erfahrungen aus den Instandhal-
tungsprozessen (Wiki-Funktionalität). Betreiber von stärker standardisierten 
Betriebsmitteln favorisieren dagegen verbindliche Handlungsinstruktionen 
und Quittier-Funktionen. 
4 Gestaltung der tangiblen MMS 
Um die Anwender schon zu einem frühen Zeitpunkt in die Produktentwicklung 
einbeziehen zu können, eignet sich die Anfertigung von hardwaretechnischen 
Prototypen. Die späteren Nutzer erhalten so die Möglichkeit, die gewünschten 
Anforderungen an die Funktion des Produktes aber auch an die ergonomische 
Gestaltung, die Haptik und die Optik zu bewerten und schon in den frühen 
Phasen der Produktentstehung Feedback hinsichtlich der subjektiv wahrge-
nommenen Usability zu geben (Bertsche & Bullinger, 2007). Der angewende-
ten Methodik liegt dabei ein strukturierter Leitfaden zur Gestaltung gebrauchs-
tauglicher tMMS zugrunde, der die iterative Gestaltung und Evaluation metho-
disch und inhaltlich dem Entwicklungsstand entsprechend anlegt (Wächter 
& Bullinger, 2016a). 
4.1 Methodische Vorgehensweise 
In einer Vorstudie werden kontextunabhängige Gestaltungsideen für Griffva-
rianten gesucht. Vier Fokusgruppen mit Nicht-Anwendern (n=17) gestalten 
auf Basis der erhobenen Anforderungen mittels Modelliermasse verschiedene 
Gestaltungsvarianten. Anschließend fassen Usability-Experten (n=5) diese zu 
einem abgestimmten Gestaltungsentwurf zusammen, welcher die Grundlage 
für die folgenden drei Iterationen bildet:  
In der ersten Iteration werden zunächst drei Griffvarianten gestaltet und mit-
tels 3D-Druck umgesetzt. Griff 1 basiert auf dem Gestaltungsentwurf der Vor-
studie, Griff 2 auf einem aktuell in der Produktion eingesetztem Tablet-Griff 
und Griff 3 baut auf den Gestaltungsvorgaben für Stellteile (DIN EN 894-3) 
auf.  
In der zweiten Iteration wird aus den am besten bewerteten Griffeigenschaften 
der Iteration 1 und unter Hinzunahme anthropometrischer Variablen (DIN 
33402-2) ein Geometrieprototyp des Griffes gestaltet und mittels additivem 
Verfahren gefertigt. Zusätzlich werden alle weiteren Funktionselemente, d.h. 
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die Transportfunktion, die Funktion zum Hinstellen sowie die Bedien- und 
Steuerelemente für die Benutzeroberfläche prototypisch realisiert. Die Anfor-
derung einer Funktion zum Anheften an die Anlage wird nach Rücksprache 
mit den Instandhaltern zurückgestellt. 
In der dritten Iteration wird der Geometrieprototyp des Griffes unter Berück-
sichtigung der Evaluationsdaten aus Iteration 2 optimiert, funktionsprototy-
pisch umgesetzt und anschließend, mit der grafischen Benutzeroberfläche 
vereint, in einem Funktionsprototyp im Feldexperiment evaluiert. 
4.2 Evaluation 
Die Evaluation erfolgt analog für die beiden ersten Iterationen in drei Fokus-
gruppen mit Instandhaltern (n=15). Die Griffe werden dabei randomisiert ge-
testet und mit einem leicht adaptierten Comfort Questionnaire for Handtools 
(CQH) (Kuijt-Evers et al., 2007) bewertet. Anschließend werden Verbesse-
rungspotenziale über „Lautes Denken“ (Nielsen, 1993) gesammelt. Alle wei-
teren Funktionselemente aus dem Anforderungskatalog werden den Anwen-
dern in verschiedenen Ausprägungen in einem morphologischen Kasten (VDI 
2222) zur Bewertung vorgelegt. Die bevorzugten Umsetzungsvarianten wer-
den anschließend zu einem Geometrieprototyp zusammengesetzt und mit 
dem SUS (Brooke, 1996) evaluiert.  
Die Fragebogendaten werden deskriptiv ausgewertet (IBM Corp., 2014) und 
mit qualitativen Daten abgeglichen. Dazu werden die Sprachprotokolle der 
Fokusgruppen transkribiert und mittels qualitativer Inhaltsanalyse (Glaser & 
Strauss, 1967) ausgewertet. 
In der aktuell laufenden finalen Evaluation wird der Funktionsprototyp, beste-
hend aus tMMS und grafischer Benutzeroberfläche, im Rahmen eines Usabi-
lity-Tests unter Feldbedingungen zusammen mit den Instandhaltern (n=15) 
evaluiert.  
4.3 Ergebnisse 
Aus der Vorstudie geht der kombinierte Gestaltungsentwurf als Prototyp in die 
erste Iteration ein. Deren Datenanalyse aus CQH und Lautem Denken zeigt, 
dass die Griffe 1 und 3 deutlich besser bewertet wurden als Griff 2 (Wächter 
& Bullinger, 2016b). Unter den Verbesserungspotenzialen ist für die zweite 
Iteration insbesondere die ergonomische Gestaltung mit Fingermulden (von 
Griff 1) sowie die runde Griffform hervorzuheben (vgl. Abbildung 4). 
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Abbildung 4: Prototypen als Ergebnis der Vorstudie und der beiden Iterationen 
Zusätzlich zur finalisierten Griffform bewerten die befragten Instandhalter fol-
gende Ausprägungen der Funktionen zum Hinstellen, zum Transport und zur 
Steuerung GUI am besten (Abbildung 5). 
 
Abbildung 5: Ergebnis der Bewertung zu den bewerteten Funktionen  
Die Instandhalter befürworten einen ergonomisch geformten Einhandgriff auf 
der Rückseite des mobilen Assistenzsystems, welcher gleichzeitig die Funk-
tion des Hinstellens abdeckt. Eine dazu passende Halterung für den Transport 
und die Steuerung der Benutzeroberfläche mittels Joystick runden die gewähl-
ten Umsetzungsvarianten der Instandhalter ab. Die Bewertung des zusam-
mengesetzten Geometrieprototyp mittels SUS ergibt einen Score von 89 
Punkten, was einer sehr hohen Gebrauchstauglichkeit entspricht (Bangor et 
al., 2009). 
5 Zusammenfassung und Ausblick 
Im Rahmen des Projektes S-CPS wurden durch einen nutzerzentrierten, par-
tizipativen und iterativen Entwicklungsprozess GUI und tMMS eines mobilen 
Assistenzsystems für Instandhalter gestaltet. Durch Nutzerevaluationen von 
Prototypen wurde eine hohe Gebrauchstauglichkeit – zunächst für Hard- und 
128 M. Wächter, A. Höhnel, T. Löffler, A. C. Bullinger-Hoffmann 
Softwarekomponenten separat – nachgewiesen. Eine finale Evaluation des 
funktionsfähigen Prototyps wird zeigen, ob sich dieser Wert auch im Zusam-
menspiel zwischen GUI und tMMS und im realen Anwendungskontext bestä-
tigen lässt. Dabei werden auch Hinweise zur Nutzerzufriedenheit mit der je-
weils gewählten Mensch-Technik-Arbeitsteilung erwartet.  
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Einsatz eines Instandhaltungs–Cockpits 
am Beispiel einer Sondermaschine der 
Firma Xenon bei Continental Automotive 
Limbach-Oberfrohna  
Jörg Stelzner1, Stefan Koppitz1, Colette Neubert2, Steffen Weiß2 
1Xenon Automatisierungstechnik GmbH Dresden 
2P ES LBO IT, Continental Automotive GmbH – Standort Limbach–Oberfrohna 
Zusammenfassung 
Im Rahmen des Verbundforschungsvorhabens „Ressourcen-Cockpit für Sozio-Cyber-Physi-
sche Systeme (S-CPS)“ ist in bilateraler Zusammenarbeit zwischen den Firmen Xenon und 
Continental Automotive GmbH - Standort Limbach-Oberfrohna ein Demonstrator für ein Res-
sourcen Cockpit der Instandhaltung entstanden, der im Folgenden näher erläutert wird.  
Nach einer Übersicht zur systemtechnischen Darstellung des Demonstrator– Gesamtsystems 
werden die einzelnen systemtechnischen Komponenten und deren Funktionalitäten beschrie-
ben. Besonderes Augenmerk wird dabei auf das Interface zur Selektion, Transformation und 
standardisierten Bereitstellung von Daten an der ausgewählten Pilotanlage gelegt. Die Einbin-
dung des Demonstrator–Gesamtsystems in die Systemlandschaft am Continental Automotive 
GmbH - Standort Limbach-Oberfrohna wird beleuchtet sowie auch die externe Anbindung des 
Sondermaschinenbauers Xenon zur Fernwartung der ausgewählten Pilotanlage. Über die prak-
tischen „use cases“ der Instandhaltung werden alle möglichen Aktivitäten und notwendigen 
Workflows zur Wartung und Instandsetzung der Pilotanlage erläutert. Diese Informationen wer-
den dazu noch durch die Themen User, Rollenkonzepte und Berechtigungsvergabe angerei-
chert. 
In einem abschließenden Kapitel werden die erzielten Ergebnisse und die gewonnenen Er-
kenntnisse zusammengefasst und für die Nachnutzung aufbereitet.  
1 Einleitung 
Unsere Arbeiten zielten darauf ab, die für die Instandhaltung relevanten Da-
tenströme des Produktionsequipments mit den relevanten Informationen für 
die an der Instandhaltung beteiligten Mitarbeiter zusammenzuführen, um da-
raus automatisiert und dynamisch Informationen und Entscheidungsvorlagen 
zu generieren, die eine effiziente Abarbeitung von Instandhaltungsvorfällen 
gewährleisten. Die Zusammenführung dieser Datenströme erfolgt im Back-
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End in einem dafür adaptierten MES – System und im Front–End in einer mo-
bilen Applikation, dem sogenannten Ressourcen – Cockpit. Über das Instand-
haltungs-Cockpit sollte es auch möglich sein, alle für das Betreiben bzw. In-
standhalten der Maschine erforderlichen Dokumentationen abzurufen und 
Handlungsanweisungen für die Beseitigung von Störungen anzuzeigen und 
zu ergänzen, um Wiederholstörungen effizient beheben und vorhandenes 
Wissen teilen und verwenden zu können.  
Maschinendaten können je nach Interessenlage unter verschiedenen Ge-
sichtspunkten ausgewertet werden. So sind z.B. für die Produktionssteuerung 
Stillstandzeiten und Verfügbarkeit mehr von Interesse als für die Instandhal-
tung, die auf Informationen über die Häufigkeit von Störungen angewiesen ist, 
um häufige Störungen und deren Ursachen zu beseitigen. Die neue Qualität 
der nun im MES-System vorhandenen Störmeldungen liegt darin, dass der 
Informationsgehalt der Störmeldung die komplette Ereigniskette im zeitlichen 
Ablauf umfasst und für Betreiber und Maschinen-Lieferanten im Fall der Stö-
rungsanalyse und Störungsbehebung permanent existente Informationen lie-
fert.  
Die Entwicklungsarbeiten für das System fanden dazu in verschiedenen Ebe-
nen statt. Für die Bereitstellung der Maschinendaten wurde auf Maschinen-
ebene von Xenon ein OPC-UA Server implementiert, der die Maschinendaten 
sammelt und über eine universelle Schnittstelle an einen OPC-UA Client über-
gibt. Auf der Betreiberseite wurde durch Continental ein OPC-UA Client im-
plementiert, der die Daten über das lokale Netzwerk in einem dafür adaptier-
ten MES-System ablegt. Alle Daten werden verschiedenen Endgeräten für die 
Auswertung zur Verfügung gestellt. 
In den folgenden Abschnitten wird die Architektur und Funktionsweise des 
entwickelten Systems beschrieben. 
2 Darstellung des Gesamtsystems 
Die Einbindung des S-CPS in die bestehende Systemlandschaft der Conti-
nental Automotive GmbH - Standort Limbach-Oberfrohna ist, wie in  
Abbildung 1 dargestellt, zu beschreiben.  
 




Abbildung 1: Übersicht der Systembestandteile - Basis zur Integration des S-CPS 
Systems (Quelle: Neubert S-CPS Lastenheft, 2014) 
Der wichtigste Bestandteil des S-CPS Systems ist das Interface unserer Pi-
lotanlage zum Continental - MES-System (Back-End). Die Pilotanlage des 
Herstellers Xenon wurde per Software in die Lage versetzt, neben produkt- 
und prozessbezogenen Informationen auch zustandsbezogene Informationen 
weiterzugeben. Diese Informationen werden mittels eines Gateways und dem 
Continental - Fertigungsclient an der Maschine visualisiert und in die MES-
Datenbank übertragen. Der Bediener der Anlage entscheidet, ob die visuali-
sierten Zustandsmeldungen der Anlage an die Kollegen des Instandhaltungs-
teams weitergegeben werden müssen. Dazu nutzt der Bediener eine Software 
- Oberfläche, die Teil des Front-Ends des Gesamtsystems ist. Wird das „Flag“ 
zur Weitergabe der Information an das Instandhaltungsteam gesetzt, wird 
diese dedizierte Meldung in der Datenbank „markiert“ und für den Kollegen 
der Instandhaltung sichtbar und bearbeitbar.  
 
Das Instandhaltungsteam nutzt für die Weiterverarbeitung der zustandsbezo-
genen Informationen der Maschinen und Anlagen das dafür entwickelte Res-
sourcen–Cockpit (Front-End), sinnvollerweise als App auf den Tablets unse-
rer Firma. Die Informationen, die in der Datenbank als relevant „markiert“ sind, 
werden auf dem Ressourcen-Cockpit als Liste und im Layout des Standortes 
134 J. Stelzner, S. Koppitz, C. Neubert, S. Weiß 
 
als Standortinfo der betroffenen Anlage visualisiert. Soweit hinterlegt, kann 
hier ein Handlungsleitfaden zur Behebung möglicher fehlerhafter Zustände 
hinterlegt sein, es ist aber ebenso möglich, auf alle Dokumente zur Maschi-
nen- und Anlagendokumentation (Handbücher, E-Pläne, Projekte der Steue-
rungen …) zuzugreifen.  
Ist ein größerer Eingriff erforderlich, kann dies über das Anlegen eines In-
standhaltungsauftrages per WEB Transaktion direkt im SAP (ERP-System) 
erfolgen, genauso wie die Fertigmeldung eines solchen Auftrages. Auch wei-
tere Informationssysteme des Unternehmens sind über die App erreichbar 
(Email – System, Intranet …). 
 
Fallbezogen ist es notwendig, den Service des Maschinen- und Anlagenliefe-
ranten in die Zustandsklärung einzubeziehen. Am Standort Limbach–Ober-
frohna wurde dazu ein System der Fernwartung implementiert, das es erlaubt, 
kontrollierte gesicherte Verbindungen nach extern aufzubauen und damit ei-
nen Remote-Zugriff des Anlagenlieferanten zu ermöglichen. Diese Verbin-
dungsfreigabe kann ebenso über die App durch den Instandhalter direkt vor 
Ort an der Maschine erfolgen.  
 
Mit diesem Gesamtsystem ist es uns gelungen, alle notwendigen Tätigkeiten 
der Instandhaltung effizient und mobil zu gestalten, sodass die Verfügbarkeit  
von Informationen erhöht wird, zeitnah Reaktionen erfolgen können und 
Wegezeiten auf ein absolutes Minimum reduziert werden. 
3 Back-End 
Die Hard- und Software im Back-End, direkt an der Maschine, stellt ein Inter-
face zur Selektion, Transformation und standardisierten Visualisierung und 
Weitergabe von Daten an der ausgewählten Pilotanlage zur Verfügung.  
3.1 Datenbereitstellung auf Maschinenebene 
Bei den Daten, die zwischen Maschine und MES-System ausgetauscht wer-
den, handelt es sich sowohl um Stör- als auch um Betriebsmeldungen. Diese 
sollen im Weiteren als Alarme bezeichnet werden.  
Alarme werden an der Maschine ausgelöst, wenn bestimmte Bedingungen 
erfüllt werden. Beispielhaft sei hier der Druckabfall an der Anlage genannt. 
Der OPC-UA-Server registriert diese Alarmmeldung von der SPS durch die 
Änderung einer Flanke und leitet dieses Signal an den Client weiter. Dabei 
kommuniziert der OPC-UA-Server mittels eines SIEMENS S7-Treibers mit der 
SPS. Der Alarm kann an der Anlage mittels Knopf auf dem Bedienpult quittiert 
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werden. Diese fallende Flanke wird wiederum vom OPC-UA-Server registriert 
und durch ein entsprechendes Signal an den Client weitergeleitet.  
Ein Alarm besteht dann aus dem Zeitpunkt des Kommens/Auftretens, dem 
Zeitpunkt des Gehens/Quittierens, dem Alarmtext, dem Alarmort und dem 
Alarmlevel. Der Alarmlevel unterscheidet zwischen Stör- und Betriebsmeldun-
gen. Störmeldungen führen unweigerlich zum Stillstand der Maschine bis das 
Problem behoben wurde. Eine Betriebsmeldung kommt einer Warnung gleich, 
die nicht sofort zum Stillstand führt. Denkbar wäre hier ein Materialmangel an 
der Maschine. 
3.2 Datenaustausch zwischen Maschine und MES  
3.2.1 OPC-UA – die Datenschnittstelle 
Die OPC-UA (Open Platform Communications Unified Architecture) ist eine 
standardisierte Software-Schnittstelle für den Austausch von Daten und Infor-
mationen, insbesondere im industriellen Umfeld zur Automation, Steuerung 
und Kontrolle von Produktionsanlagen mit ihrer Umgebung und einzelner An-
lagenbestandteile untereinander.  
Namenhafte Firmen der Automatisierungstechnik haben sich 1996 zur OPC- 
Foundation zusammengeschlossen, um gemeinsam einen industriellen Stan-
dard zu schaffen, der einen sicheren, zuverlässigen, hersteller- und plattform-
unabhängigen Datenaustausch ermöglichen soll. Weiteres Ziel der Founda-
tion ist es, die OPC-UA Standards weiter zu entwickeln und sie im industriellen 
Umfeld zu etablieren und auszubauen. Außerdem sollen zukünftig cloud-ba-
sierte Lösungen ermöglicht werden.  
Der OPC-UA-Standard besteht aus mehreren Software-Schnittstellenspezifi-
kationen wie Data Access (DA), Alarms & Conditions (AC), Data Exchange 
(DX) und weitere.  
 
Durch OPC-UA als internationaler Industrie-Standard für die Datenkommuni-
kation bringt dieser eine semantische Interoperabilität in die Cyber-Physical-
Systems und trägt entscheidend zum Erfolg der  
4. industriellen Revolution der Gegenwart bei.  
Motivation und Grund für den Einsatz von OPC-UA im Pilotprojekt war vor 
allem die weite Verbreitung und breite Akzeptanz dieses Industrie-Standards. 
OPC-UA bietet eine einheitliche plattformunabhängige service-orientierte Ar-
chitektur im Rahmen vom industriellen Internet der Dinge (IIoT). Mit OPC-UA 
wird ein optimiertes, robustes und fehlertolerantes Protokoll mit Sicherheits-
mechanismen bereitgestellt. Es lässt sich eine einfache Kopplung zwischen 
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diversen Ereignisquellen realisieren. Die Datenübertragung ist durch die Ver-
wendung von Eventmechanismen und ohne pollenden Zugriff schnell und per-
formant. Zudem ist die Implementierung des OPC-UA-Kommunikationsstacks 
in .NET bereits vorhanden und erleichtert den Einstieg enorm. Informationen 
können mit objektorientierten Mitteln beschrieben werden. Der hier entwi-
ckelte OPC-UA-Server kann somit Grundlage für die standardisierte Schnitt-
stelle zwischen Maschinenhersteller und MES sein. 
Durch das ebenfalls bereits definierte Profil Alarms & Conditions im OPC-UA-
Standard konnte der Austausch von Alarmen schnell vorangetrieben werden. 
Die sogenannten Companion Standards ermöglichen die Definition von her-
stellerspezifischen Profilen und somit eine gewünschte Erweiterung des Stan-
dards. 
3.2.2 Die Pilotanlage als OPC – Server 
Die Pilotanlage wird im Gesamtsystem als OPC-UA-Server (Abbildung 2) 
identifiziert. Die Software ist als .NET-Applikation (C#) implementiert, läuft auf 
einem Industrie-PC und ist per Ethernet mit dem Kunden- und dem Maschi-
nennetzwerk verbunden.  
 
           
Abbildung 2: Schematischer Aufbau zum OPC-UA-Server 
Die Maschine mit der SPS dient dabei als Datenquelle. Ein interner Client 
greift auf die Datenendpunkte (Tags) der SPS zu und leitet Änderungen an 
den Alarm Service weiter. Der Alarm Service als OPC-UA-Server meldet dem 
OPC-UA-Client per Events Alarme und stellt die Alarmdatenbank zum Abruf 
bereit. Das Daten- und Informationsmodell des OPC-UA-Servers wird von ei-
ner Konfigurationsdatei im XML-Format geladen. 
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In Abbildung 3 ist der Ablauf für die Interaktion mit dem System dargestellt. 
Dabei nutzt der OPC-UA-Client die Funktionen des OPC-UA-Servers. Beim 
Push (passiv) registriert sich der Client beim Server für ein bestimmtes Event. 
Der Server sendet dann bei Erfüllen der definierten Bedingung ein Event an 
den Client. Ein Polling durch den Client ist nicht erforderlich, da bei einer Än-
derung das Signal vom Server geliefert wird. Diese Funktion muss für den 
Empfang von kommenden und gehenden Alarmen verwendet werden. Beim 
Pull (aktiv) greift der Client auf Daten des Servers zu. Diese Funktion muss 
für den Zugriff auf die Alarmdatenbank verwendet werden. 
 
 
Abbildung 3: Struktur und Verhalten des Systems 
Zur Umsetzung der Zielstellung musste der OPC-UA-Adressraum (Abbildung 
4) erweitert werden. Da der ConditionType (def. in der OPC-UA-Spezifikation 
Teil 9) nicht mit dem angestrebten Alarmtyp in Einklang zu bringen war, wurde 
ein neuer Typ AlarmEventType zur Definition von Alarm Events eingeführt. 
Der Typ erbt vom Typ BaseEventType und übernimmt somit dessen Variab-
len, Methoden und Objekte.  
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Abbildung 4: Adressraum des OPC-UA-Servers 
Besondere Beachtung sollte das Objekt <MachineName> finden. Mit diesem 
wird der Ort des Auftretens kodiert. Das Objekt hat als Typdefinition den Ma-
chineType. Dieser Typ bildet die Struktur der Maschine/Anlage ab, da dieser 
rekursiv wieder aus Components bestehen kann. Ein Component-Objekt hat 
als Typdefinition den Typ ComponentType. Ein Component stellt die innere 
Struktur der Maschine/Anlage dar und kann somit z. B. ein Modul, eine Zelle 
oder eine Baugruppe sein. Ein Component-Objekt generiert dann auch die 
Events vom Typ AlarmEventType. 
Für das Auslesen der Alarmdatenbank wurden die Objekttypen AlarmType 
und AlarmSetType eingeführt. Ein AlarmSet besteht dabei wiederum aus 
Alarms. Ein Component besitzt ein solches AlarmSet und stellt dieses dem 
Client zur Verfügung. Damit ist auch ein eindeutiger Bezug zum Ort des Auf-
tretens gegeben. 
Zur Abbildung der Maschinenstruktur im OPC-UA-Namensraum werden so-
genannte Areas verwendet. Die Referenz HasNotifier wird verwendet, wenn 
das Ziel der Referenz ein Eventmeldeobjekt ist. Die Referenz HasEvent-
Source wird verwendet, um auf die Quelle von Events zu zeigen. Die Quelle 
von Events können Variablen oder, wie hier, Objekte sein. 
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3.2.3 Das MES als OPC – Client 
Allgemeines 
Der OPC-UA-Client ist das Gegenstück zum OPC-UA-Server, der sich mit 
diesem verbindet, um Daten zwischen ihm und ein am Client angeschlosse-
nes Back-End-System (z.B. ein MES-System) austauschen zu können. Die 
Verbindung erfolgt ausschließlich über das TCP/IP Netzwerkprotokoll. Der Cli-
ent ist der aktive Partner der Datenkommunikation. Er verbindet sich mit dem 
Server und holt die für ihn bestimmten Daten ab oder übergibt Daten an den 
Server. Bei Verbindungsverlust wird versucht, die Verbindung automatisch 
wieder herzustellen. Der Client kann sich bei Bedarf mit mehreren Servern 
verbinden. In Abbildung 5 ist der generelle Aufbau skizziert. 
 
 
Abbildung 5: OPC-UA Client als Gateway 
Im Pilotprojekt wurde eine Datenkommunikation zwischen dem OPC-UA- Ser-
ver der Fertigungsanlage (Xenon) und dem MES-System der Continental Au-
tomotive GmbH als Gateway (OPC-UA-Client), wie in Abbildung 6 gezeigt, 
verwirklicht. Die Anbindung an das firmeneigene MES-System ist zwingend 
notwendig, weil dieses das zentrale Datenbanksystem der Fertigung am 
Standort Limbach-Oberfrohna ist und in diesem alle produktionsrelevanten 
Daten, so auch Maschinenalarme, zu speichern sind. Außerdem kann auf ein 
vorhandenes Portfolio an nützlichen Daten und Anwendungen (z.B.: OEE) zu-
rückgegriffen werden. 
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Abbildung 6: OPC-UA-Systemlandschaft 
Mit dem Gateway werden ausschließlich Maschinenalarme der Pilotanlage an 
das MES-System übergeben. Für den spezifizierten Anwendungsfall wurden 
die OPC-UA-Plugins „Alarms&Conditions“ und „Data Access“ implementiert. 
Sämtliche Alarme der Anlage werden sofort über den OPC-UA-Client im MES-
System gespeichert. Da nur Alarme, die nicht nach einer Erstinstandsetzungs-
frist durch den Maschinenbediener behoben werden konnten an das S-CPS 
Cockpit weitergeleitet werden dürfen, wurde eine zusätzliche Anwendung für 
den Maschinenbediener geschaffen. Über diese Anwendung (ein firmeneige-
ner Fertigungsclient) werden alle erfassten Alarme der betroffenen Anlage vi-
sualisiert und verwaltet. Können Alarme nicht durch die Erstinstandsetzung 
behoben werden, dann werden diese durch den Maschinenbediener über die 
Applikation an das S-CPS Cockpit der Instandhaltung weitergeleitet. Da alle 
drei Komponenten das gleiche MES-Datenbanksystem nutzen, erfolgte die 
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Ablauf 
Detektiert die Anlage einen Alarm, so wird dieser im OPC-UA-Server regis-
triert. Bei aktiver Verbindung des OPC-UA-Client (Gateway) holt sich dieser 
den Alarm im Status „KOMMEN“ ab und lastet ihn mit Datum/Uhrzeit, Ursa-
che/Grund, Gewichtung, Typ und Klasse im MES-Datenbanksystem ein.  
Um eine aufwendige Stammdatenpflege für Alarme im MES-System zu mini-
mieren, besteht die Möglichkeit, diese direkt von der Anlage zu übernehmen.  
Der im MES-System gespeicherte Alarm wird am Fertigungsclient angezeigt. 
Wird der Alarm innerhalb der Erstinstandsetzungsfrist behoben, so ist der 
Alarm an der Anlage zu bestätigen (Standardbedienkonzept), was der OPC-
UA-Server mit Status „GEHEN“ registriert. Ein erneutes Übernehmen dieses 
Alarms durch das Gateway führt dazu, dass der vorhandene Alarmstatus im 
MES-System zusätzlich mit Status „GEHEN“ versehen wird. Ein Refresh des 
Fertigungsclients wird daraufhin die visualisierte Alarmliste aktualisieren.  
Nicht behobene Alarme werden durch das Bedienpersonal über den Ferti-
gungsclient an das S-CPS Cockpit weitergeleitet. Daraufhin wird das Fach-
personal der Instandhaltung über das S-CPS Cockpit informiert und kann 
seine Arbeit zur Behebung des Fehlers aufnehmen. Nach erfolgreicher War-
tung ist der Alarm an der Anlage ebenfalls mit „GEHEN“ zu bestätigen, was 




Das OPC-UA-Client-Gateway wurde als Windows–Service auf Basis .Net/C# 
und der von der OPC-Foundation verfügbaren OPC-UA-API (Kommunikati-
onsstack) entwickelt und beinhaltet Programmlogiken zur Verbindung und 
zum Datenaustausch mit dem OPC-UA-Server, der MES- Datenbank und dar-
über hinaus Businesslogik für individuelle und anwendungsspezifische Erwei-
terungen inklusive Konfiguration und Setup. Der schematische Aufbau ist in 
Abbildung 7 dargestellt. 
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Abbildung 7: OPC-UA Client Gateway als Windows-Service 
Außerdem ist das Gateway in der Lage, sich mit mehreren OPC-UA-Servern 
zu verbinden, so dass mit nur einem Gateway-Rechner mehrere Anlagen oder 
Anlagenteile abgedeckt werden könnten. Filtermöglichkeiten für Alarmquelle, 
Gewichtung, Klasse und Typ stehen ebenfalls zur Verfügung. 
Für das Pilotprojekt „XENON Antriebsstrang Modul 33“ wurden OPC-UA- Ser-
ver und -Client auf einem Rechner, der sich im Anlagennetzwerk befindet, 
installiert. Eine getrennte Installation auf zwei im Netzwerk befindlichen Rech-
nersystemen ist ebenfalls möglich. 
4 Front-End 
Das Front-End für die Interaktion mit dem Gesamtsystem besteht aus mehre-
ren Komponenten. Hierzu gehört die Oberfläche für den Bediener der Anlage 
an der Maschine, die mobile Applikation (App) für das Team der Instandhal-
tung und die Sicht des Managements auf die Gesamtsituation.  
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4.1 Front-End Maschine 
4.1.1 Der Continental Fertigungsclient 
Am Fertigungsstandort Continental Automotive GmbH - Limbach-Oberfrohna 
wird ein firmeneigener, standardisierter Fertigungsclient (Abbildung 8) einge-
setzt. Mit dessen Hilfe werden sämtliche produktions- und qualitätsrelevanten 
Daten der Produktion erfasst und in einem zentralen Datenbanksystem (MES-
System) gespeichert, berichtet und archiviert.  
Im Pilotprojekt dient er der Visualisierung aller an der Pilotanlage aufgelaufe-
nen Störungen und der Weiterleitung an das Cockpit im Fall der Nichtbehe-
bung innerhalb der Bedienererstinstandsetzungsfrist. 
 
 
Abbildung 8: Continental Automotive GmbH Fertigungsclient 
4.1.2 Das Alarm Applet 
Für die Überwachung und Verwaltung von Maschinenalarmen durch das Ma-
schinenbedienpersonal wurde eigens eine Applikation (Applet „Alarme“, Ab-
bildung 9) für den Fertigungsclient entwickelt. In Abbildung 10 ist der Einsatz 
am BDE-System an der Pilotanlage zu sehen.  
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Dieses Applet hat über die MES- Datenbank direkten Zugriff auf alle aufge-
laufenen Alarme und kann sich zusätzlich über WCF (Windows Communica-
tion Foundation) mit dem OPC-UA-Client-Gateway zu dessen Kontrolle und 
Steuerung verbinden.  
 
Abbildung 9: Fertigungsclient - Alarmapplet 
Die komplette Bedienung des Fertigungsclients ist durch Benutzerrollen ab-
gesichert. Eine Benutzung durch nicht-autorisiertes Personal wird damit un-
terbunden. Das Applet kann sich mit mehreren gleichgearteten Diensten ver-
binden. Um das passende Gateway (zur Anlage zugeordnet) auszuwählen, 
bedient man sich der Steuerelemente im oberen Bildschirmbereich. Dort wer-
den auch zusätzliche Informationen wie: 
- verbundene Anlage 
- Betriebszustand des OPC-UA Gateway 
- Verbindungstatus zum MES-System und 
- Informationen zu den Datenqueues 
angezeigt. 
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Im mittleren Fensterbereich werden in der linken Liste alle Alarme, die noch 
nicht geschlossen wurden (fehlender Status: GEHEN) zeitlich geordnet auf-
gelistet. In der rechten Liste werden alle Alarme, summiert nach Störgrund, in 
einer kleinen Statistik dargestellt. In dieser werden auch Alarme mit Status 
GEHEN angezeigt.  
Die Behandlung von Anlagenstörungen bei der Continental Automotive GmbH 
am Standort Limbach-Oberfrohna ist so festgelegt, dass alle Störungen inner-
halb einer Bediener-Erstinstandsetzungsfrist zu lösen sind. Erst wenn die Stö-
rung nicht behoben werden kann, wird die Fachabteilung Instandhaltung in-
formiert, damit diese der Behebung der Störung nachgehen kann.  
 
 
Abbildung 10: Fertigungsclient an der Xenon Pilotanlage 
Dazu muss der Anlagenbediener über die Anwendung „Alarme“ den betref-
fenden Alarm auswählen und über die Option „An FM“2 markieren (s. Abbil-
dung 11). Nach Speichern der Daten werden alle markierten Alarme an das 
                                               
2
 FM … Facility Management (Abteilungsbezeichnung für die Instandhaltung) 
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Cockpit der Instandhaltung übergeben. Ein nachträgliches Ändern von an FM 
übergebenen Störmeldungen ist unterbunden. 
 
Abbildung 11: Störmeldung an das S-CPS Cockpit melden 
Anschließend wird die Statistik neu berechnet und alle Ausgaben werden ak-
tualisiert. 
 
4.2 Front-End Instandhaltung/Management 
4.2.1 Nutzung des S-CPS Ressourcen–Cockpits 
Das Continental S-CPS-Ressourcen-Cockpit wurde am Standort Limbach-
Oberfrohna entwickelt. Die Entwicklung unter .Net/C# nutzt die zentral gehos-
tete Oracle Datenbank unseres MES–Systems als Datenquelle und –senke. 
Die Kommunikation erfolgt über das lokale Netzwerk des Standortes und ist 
als bilaterale Kommunikation ausgelegt. Damit ist das Ressourcen-Cockpit als 
verteilte WEB-Applikation auf beliebig vielen Geräten in unserem Firmennetz 
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mit einem zentralen Informationsstand nutzbar. Dies ermöglicht uns die Nut-
zung der App auf Tablets für das mobile Team der Instandhaltung, genauso 
wie die Nutzung als Darstellung der Gesamtsicht für das Management sowohl 
mobil als auch am normalen Desktop-Arbeitsplatz. Das Layout orientiert sich 
an den Untersuchungen und Vorgaben, die im Rahmen des Verbundfor-
schungsvorhabens erarbeitet wurden.  
4.2.2 Funktionen des S-CPS Ressourcen – Cockpits 
Eine wesentliche Funktionalität des Ressouren-Cockpits besteht in der Verar-
beitung zustandsbezogener Informationen (Alarme) von Maschinen und An-
lagen. Über das standardisierte Back-End werden diese Informationen von 
den Maschinen und Anlagen erfasst und für die weitere Verarbeitung zur Ver-
fügung gestellt. Der Bediener der Anlage entscheidet, ob diese Informationen 
an der Maschine verbleiben (Zustände werden durch den Bediener abgear-
beitet) oder ob sie in die nächste Ebene der Abarbeitung gehoben werden 
müssen. Im letzten Fall werden diese Alarme im Ressourcen-Cockpit gelistet 
(s. Abbildung 12) und können durch den Instandhalter in Bearbeitung genom-
men werden. Die Details und mögliche Handlungsleitfäden zur Behebung der 
Alarmzustände können über das Ressourcen-Cockpit abgerufen werden.  
 
      
Abbildung 12: Zu bearbeitende Alarme auf Basis MES-Datenbank 
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Diese Funktionalität wird ergänzt durch weitere Funktionen, die wesentlich zur 
Effizienzsteigerung der Instandhaltungstätigkeiten führen. Zu diesen Funktio-
nen gehört der mobile Zugriff auf die Maschinendokumentationen aller Ma-
schinen und Anlagen. Dazu kann in einem Struktur-Baum über Hallen, Ma-
schinenbezeichner und Dokumentart selektiert werden. Das gewählte Doku-
ment wird je nach Berechtigung/Rolle nur angezeigt oder kann in 
einem Editor auch bearbeitet werden (Abbildung 13). 
     
 
Abbildung 13: Selektion und Bearbeitung von Dokumenten 
Da es fallabhängig immer wieder vorkommt, dass für die Bearbeitung von 
Alarmzuständen die Unterstützung des Maschinen-/Anlagenherstellers not-
wendig ist, ist am Standort Continental Automotive GmbH - Limbach-Ober-
frohna ein System zur sicheren Remoteverbindung für diesen Anwendungsfall 
entwickelt worden. Diese Verbindungen müssen durch autorisierte Personen 
dediziert freigeschalten werden. Um diese Freischaltung des Verbindungsauf-
baus auch mobil verfügbar zu machen, ist auch diese Funktion in das Res-
sourcen-Cockpit integriert worden (Abbildung 14). 
--->  
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Abbildung 14: Dedizierte Freischaltung der Fernwartungszugänge 
Als weitere Funktion ist die Abwicklung von Instandhaltungsaufträgen im ERP 
System SAP hinterlegt. Dazu kann direkt aus dem Ressourcen-Cockpit her-
aus eine Instandhaltungsmeldung (Auftrag) angelegt werden und dieser kann 
auch nach Abschluss der Arbeiten zurückgemeldet werden – damit ist im ERP 
System die Abarbeitung des Auftrages und dessen Inhalt hinterlegt und kann 
monetär bewertet werden. Diese Funktionen sind in der  
Abbildung 15 dargestellt.  
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Abbildung 15: SAP Auftragsbearbeitung direkt aus dem Ressourcen-Cockpit 
Auch auf weitere firmeneigene Systeme kann zugegriffen werden. Dazu ge-
hören das Intranet, das Email System und andere. 
Für das Management ist auf Basis des Systems ein Überblick über die exis-
tierenden Störungen und Alarmzustände in allen Fertigungsbereichen mög-
lich. Ressourcen-Engpässe können erkannt und zeitnah behoben werden. 
5 Zusammenfassung und Ausblick 
Die Ergebnisse der Forschungstätigkeiten zeigen pilothaft die Möglichkeiten 
eines S-CPS-Systems für die Instandhaltung. Im Ergebnis wurden Grundla-
gen geschaffen, Metadaten einer Maschine für verschiedene Nutzergruppen 
bereitzustellen und anwendbar zu machen. Der entwickelte OPC-UA-Server 
kann je nach den speziellen Erfordernissen sämtliche Maschinendaten aus 
der Maschinensteuerung (SPS) und deren untergeordneten Systemsteuerun-
gen bereitstellen und im zeitlichen Kontext an ein übergeordnetes System 
übergeben. Dabei ist es unerheblich, wie viele Module eine Maschine um-
fasst, da über den OPC-UA-Server die Daten mehrerer Module verwaltet und 
organisiert werden können. Es wurde im Rahmen dieses Projektes gezeigt, 
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wie die innerbetriebliche Bereitstellung der Daten für verschiedene Nutzer-
gruppen als Unterstützung für die Produktion und den Instandhaltungspro-
zess erfolgen kann. Dabei stand neben der Bereitstellung der Daten vor allen 
auch die automatische Weiterleitung der Störungsmeldungen an das Instand-
haltungs-Cockpit im Focus, um eine unverzügliche Störungsbehebung durch 
das Instandhaltungspersonal einleiten zu können. Bei Einsatz der entwickel-
ten Systeme können in Zukunft Produktionsstillstandzeiten wesentlich redu-
ziert werden. Der erreichte Entwicklungsstand des Demonstrators erlaubt es, 
dass in nachfolgenden Schritten die Integration des OPC-UA-Servers in alle 
anderen Module der Xenon Maschine erfolgen kann. Bisher betrifft dies je-
doch nur die Maschinendaten, die durch ein von Xenon entwickeltes SPS Pro-
gramm bereitgestellt werden. 
Der entwickelte OPC-UA-Server stellt die Grundlage für den Standard der 
neuen Leitrechnergeneration (übergeordnetes System) bei Xenon dar. Der 
OPC-UA-Server kann universell zur Bereitstellung von Maschinendaten in al-
len anderen von Xenon gelieferten Maschinen eingesetzt werden und durch 
Modifizierung der Schnittstellen zu übergeordneten Systemen angepasst wer-
den. Ein weiterer Entwicklungsschritt wird die Anpassung und Integration des 
OPC-UA-Servers in Xenon – fremde Maschinen und Module sein, um die Da-
tenbereitstellung für komplette Fertigungslinien zu realisieren. Das kann nur 
in Zusammenarbeit mit den jeweiligen Systemherstellern erfolgen, da hierzu 
die Bereitstellung der Daten aus den jeweiligen Maschinen- und Systemsteu-
erungen erforderlich sind.  
Der flächendeckende Einsatz dieses Systems für den kompletten  
Maschinen-/Anlagenbestand ist der nächste Schritt bei der Verwertung dieser 
Ergebnisse am Standort Continental Automotive GmbH – Limbach-Ober-
frohna, wobei hier auch an die Erfassung weiterer Informationen im Sinne des 
„Condition Monitoring“ zu denken ist. Ist dieser Schritt abgeschlossen, geht 
es daran, eine weitere Integration dieses Systems in eine Service- und Sys-
temlandschaft zu entwickeln und voranzutreiben.  
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Zusammenfassung 
In einer komplexen, hochautomatisierten Produktion, wie sie ein Karosseriebau darstellt, ist für 
die Erreichung der Produktionsziele eine hohe Verfügbarkeit der Komponenten unumgänglich. 
Aus den steigenden Produktanforderungen resultiert eine vielfältige Prozess- und Fügetechnik, 
was zu einem erhöhten Anforderungsprofil der Mitarbeiter (MA) führt. Ein Weg, diesen Anfor-
derungen zu begegnen, ist die Schaffung einer Assistenz für den Instandhalter. Vor diesem 
Hintergrund ist Ziel des Forschungsprojekts S-CPS, die Grundlagen für eine derartige Assis-
tenz zu schaffen und eine Pilotanwendung umzusetzen. Der Fokus lag bei der Entwicklung in 
der Einbeziehung der Anwender in den Entwicklungsprozess und der Schaffung einer Platt-
form, die alle Prozesse und Anlagen eines Karosseriebaus bedient.  
1 Einleitung 
In dem Forschungsprojekt Ressourcen-Cockpit Sozio-Cyber-Physische Sys-
teme (S-CPS) soll ein Ressourcen-Cockpit (RC) entwickelt werden, welches 
alle für die Aufrechterhaltung des Produktionsbetriebs relevanten Datenflüsse 
kanalisiert und dem Mitarbeiter aufbereitet zur Verfügung stellt. In dem Res-
sourcen-Cockpit erfolgt die Bereitstellung aller für eine Störung relevanten In-
formationen über ein mobiles Device, z.B. Tablet oder Smartphone.  
Darüber hinaus ist ein weiteres Ziel, einen Community-Charakter über die Ap-
plikationen zu generieren, sodass Mitarbeiter und Instandhaltung das RC zur 
Kommunikation nutzen können. Dies soll u.a. durch einen Messenger Service 
realisiert werden. Ein Rechte- und Rollenkonzept bereitet die Informationen 
für die entsprechenden Nutzerkreise auf und stellt dynamisch die richtigen In-
formationen bereit.  
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Für die Anforderungsermittlung wurde eine Nutzerbefragung durchgeführt, 
welche die Entwicklung hinsichtlich Usability und Anwendungsspektrum maß-
geblich beeinflusst hat. Die Nutzerkreise sind dabei alle produktionsangren-
zenden Bereiche, wie Planung, Instandhaltung, Betreiber und Lagerwesen. 
Als Ergebnis der Anforderungsanalyse ist insbesondere eine bessere Infor-
mationsversorgung zu nennen.  
Um ein detaillierteres Meldewesen zu erreichen, ist die Maschinenanbindung 
an das Informationsnetzwerk zu erweitern. Dafür ist eine Maschinenanbin-
dung zu etablieren, welche den Anforderungen eines Internet der Dinge ge-
recht wird und soweit standardisiert ist, dass eine Flexibilität sämtlicher Kom-
ponenten der Automobilfertigung gewährleistet ist.  
2 Ermittlung des Assistenzbedarfs bei Mitarbeitern 
im Karosseriebau  
Das Anforderungsprofil eines Mitarbeiters in der Produktion, beziehungsweise 
der Instandhaltung, ist einem starken Wandel unterworfen. Methoden, wie 
bspw. „learnig by doing“ oder „trial and error“ haben im heutigen hochproduk-
tiven Umfeld keinen Platz mehr. Vielmehr müssen Instandhalter und Straßen-
führer vor Ihrem ersten Einsatz in der Produktion über Ihre Grundausbildung 
hinaus qualifiziert werden, um den hohen Anforderungen gerecht zu werden. 
Im Zuge der gestiegenen Produktanforderungen, wie z.B. der Reduktion des 
Fahrzeuggewichts, kommen heute in einem Fahrzeug verschiedenartige Ma-
terialien zum Einsatz. Aufgrund dieses Multi-Material-Designs steigen die An-
forderungen an die Flexibilität der Fügeprozesse und es kommt zum Einsatz 
unterschiedlichster Fügeverfahren. Dies hat zur Folge, dass sich die Anzahl 
der derzeitig >25 Fügeverfahren in den letzten Jahren mehr als verdoppelt hat 
(Koglin & Elend, 2012). 
Die hohe Anzahl der Fügeverfahren führt dazu, dass die Quantität und Kom-
plexität des Qualifizierungsbedarfs steigt (vgl. Abbildung 1). Es entsteht ein 
zusätzlicher Qualifizierungsbedarf, der nicht nur durch Schulungen abbildbar 
wird. Daraus resultieren Wissenslücken, welche effizient nur durch ein Nach-
eilen der Technologie geschlossen werden können. Mittels einer Mitarbeiter-
umfrage wurde der Informations- und Unterstützungsbedarf der Mitarbeiter 
evaluiert. Die Durchführung der Umfrage erfolgte nach der Methode eines teil-
strukturierten Interviews mit sowohl vordefinierten als auch mit Multiple 
Choice Fragestellungen. Die Fragestellungen wurden in einer Voranalyse er-
mittelt. Inhaltlich ist die Erhebung nach folgenden Themen gegliedert:  
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· allgemeine Fragestellungen zum Instandhaltungsprozess 
· Ereignismeldungen  
· Aufgabenbearbeitung 
· Maßnahmendokumentation  
· Gestaltung eines Assistenzsystems  
· Technikaffinität zu mobilen Endgeräten  
 
 
Abbildung 1: Qualifizierungsbedarf der Mitarbeiter 
Die Umfrage wurde aufgrund des Jobsplits in der Anlageninstandhaltung und 
-wartung zwischen Produktionsmitarbeitern und Instandhaltern gleicherma-
ßen mit beiden Parteien durchgeführt. Dadurch konnten die Anforderungen 
der jeweiligen Rolle, deren Informationsbedarf sowie deren Arbeitsweisen im 
Fall einer Anlagenstörung identifiziert werden. 
 
Ergebnisse der Mitarbeiterumfrage 
Die Analyse des Tätigkeitsbereichs der Instandhalter hat ergeben, dass die 
reaktive Instandhaltung nur ca. 50% der Zeit des MA beansprucht. Zusätzliche 
Themen wie Wartung, Inspektion und Anlagenoptimierung teilen sich die rest-
liche Zeit zu gleichen Anteilen auf. Eine Anlageninbetriebnahme tritt nur spo-
radisch beim Austausch bspw. einer Robotersteuerung auf und ist vernach-
lässigbar. Die Straßenführer weisen im Sinne des Jobsplits einen ähnlichen 
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ner nahezu gleichmäßigen Verteilung aller Tätigkeiten. Die Qualitätssiche-
rung der produzierten Teile ist ein zyklisch auftretender Prozess, der jedoch 
nur ein bis zwei Mal pro Schicht auftritt und demnach vernachlässigbar ist.  
Der Zeitbedarf der Informationsbeschaffung beim Auftreten einer Störung be-
trägt ca. 30% der durchschnittlichen Instandhaltungsdauer, weitere 30% wer-
den für die Laufwege zur Anlage benötigt und 40% werden für die eigentliche 
Instandsetzung des betroffenen Systems benötigt. Insbesondere die lange 
Dauer der Informationsbeschaffung stellt hierbei ein Optimierungspotential 
dar. Wird die Fehleridentifikation differenziert zwischen den Nutzern betrach-
tet, so unterscheidet sich das dahingehend, dass für Straßenführer das pri-
märe Informationssystem das Manufacturing Execution System (MES) ist, 
welches die Pagermeldungen generiert und die geringste Datengranularität 
aufweist. Sekundär wird die Anlagenvisualisierung genutzt und als letzte Mög-
lichkeit die Roboter-/ Prozessgerätbedienung. Als primäres Informationssys-
tem nutzt der Instandhalter hingegen direkt die höchste Ebene der Granulari-
tät am Prozessgerät. Bei der Fehleridentifikation zeigt sich eine teilweise not-
wendige Unterstützung dahingehend, dass Leitfäden zur Instandhaltung her-
angezogen werden müssen. Diese Leitfäden sind partiell als Hardcopy an der 
Anlage verortet, jedoch auch digital im Instandhaltungssystem. Ein weiterer 
Weg der Informationsbeschaffung ist der direkte Kontakt zu anderen Mitarbei-
tern der Instandsetzung.  
Aus der Umfrage ergibt sich das Bild, dass eine verbesserte Ereignismeldung 
die Produktions- und Instandhaltungsmitarbeiter unterstützen würde. Eine Er-
eignismeldung soll verständliche Meldetexte – unterschieden nach elektri-
scher oder mechanischer Störung – einem freien Instandhaltungsmitarbeiter 
bereitstellen.  
Daraus resultiert, dass durch ein verbessertes Informationskonzept die In-
standsetzungsdauer deutlich reduziert werden kann. Dies geschieht zum ei-
nen dadurch, dass bei Auftreten der Störung bereits Informationen zur Stö-
rung kommuniziert werden und zum anderen auf Basis von Handlungsemp-
fehlungen sowie direkt verfügbaren Leitfäden der Instandsetzungszeitraum 
reduziert werden kann.  
 
Untersuchung des Instandhaltungsablaufs  
Für die Ausgestaltung des Ressourcen-Cockpits ist dessen Anwendung in-
nerhalb des Instandhaltungsvorgangs zu identifizieren. Dafür ist der IST-Pro-
zess zu analysieren, um Anwendungspunkte für das RC zu finden. Diesem 
Prozessmodell wurde ein Informationsmodell hinterlegt. Nach Prozessopti-
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mierung und Identifikation aller Daten ließ sich daraus ein Soll-Prozess ablei-
ten, welcher den Prozess unter Einbeziehung des RC optimiert. Dem Soll-
Prozess sind alle angrenzenden IT-Systeme hinterlegt, welche unmittelbar an 
dem gesamten Instandsetzungsprozess beteiligt sind. Die Erstellung der Pro-
zesse erfolgte gemäß einer im Projekt erarbeiteten Modellierungsrichtlinie, so-
dass diese auch als Grundlage für die funktionalen Anwendungen und der 
Referenzarchitektur herangezogen werden konnten.  
3 Anforderungsanalyse  
Für die Umsetzung eines mobilen Assistenten ist vorerst eine detaillierte An-
forderungsanalyse durch den späteren Nutzer des Ressourcen-Cockpits 
durchzuführen. Das Ergebnis der Anforderungsanalyse wurde mittels paar-
weisem Vergleich gewichtet und so Anforderungen priorisiert. Daraus erga-
ben sich vier Anforderungsbereiche:  
· Hardwareanforderungen und Bedienbarkeit  
· prozessrelevante Daten  
· Softwareschnittstellen (Office-Systeme)  
· Softwareschnittstellen (Produktionssysteme und Anlagen)  
Bei den Hardwareanforderungen wurde primär auf eine geringe Baugröße 
Wert gelegt. Eine Displaygröße von fünf bis acht Zoll galt in der Bewertung 
als ideal, da das Gerät zur persönlichen Mitarbeiterausrüstung gehört und im-
mer „am Mann“ getragen werden soll. Durch die ständige bewusste Mitfüh-
rung des Geräts wurde die gängige Tabletgröße von zehn Zoll abgelehnt Zu-
sätzlich stand die Industrietauglichkeit der Geräte im Vordergrund, da ein sol-
ches Device auch bei gröberen Stößen funktionsfähig bleiben muss.  
Eine einfache Bedienung, analog gängiger Smartphones, wurde im Gegen-
satz zu Tasten bevorzugt. Ebenfalls soll die Software selbsterklärend sein und 
eine Softwareergonomie aufweisen, die heutigen Standards entspricht. D.h. 
eine gute Userführung ist ebenso wichtig wie die Beschreibung der Aufgaben 
und Tätigkeiten. Handlungsempfehlungen sollen durch Piktogramme, Abbil-
dungen und kurze, verständliche Textpassagen beschrieben werden.  
Das RC soll alle prozessrelevanten Daten zur Verfügung stellen. Diese bein-
halten primär detaillierte Störmeldungen. Auf die Inhalte der Störmeldungen 
wird im vierten Kapitel ausführlich eingegangen. Zusätzlich zu den aktuell an-
stehenden Meldungen soll es ein Meldungsarchiv geben, in dem explizit die 
Historie des meldenden Prozessgeräts aufgezeigt wird. Hintergrund dafür ist, 
zu überprüfen, ob die vorangegangenen Störungen mit der aktuell anstehen-
den in Verbindung gebracht werden können. Zusätzlich ist die Stördauer mit 
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aufzunehmen. Dadurch kann eine schrittweise Ausweitung des Instandhalter-
kreises erreicht werden, um eine Störung effizient zu beheben. Darüber hin-
aus ermöglicht dies eine Auswertung der durchschnittlichen Instandhaltungs-
dauer bei bestimmten Störungsszenarien.  
Eine Anlagenübersicht des aktuell betroffenen Bereichs soll Aufschluss über 
weitere anstehende Aktivitäten, bspw. Wartung oder Sichtprüfung, geben. 
Dadurch sollen Laufwege reduziert werden, sodass der Mitarbeiter die Zeit an 
der Anlage effizient nutzen kann. Ebenso soll ein Zugriff auf Lager- bzw. Er-
satzteildaten möglich sein. D.h., sobald eine eindeutig identifizierte Störung 
auftritt, soll der etwaige Ersatzteilbedarf direkt bei der Rolle Lagerist auflaufen, 
sodass das Bauteil schnellstmöglich bereitgestellt werden kann.  
Schnittstellen zu anderen Produktions- und Office-Systemen sollen durch das 
RC ermöglicht werden. Das beinhaltet den Zugriff auf die Prozessgeräte, die 
Anlagensteuerungen (SPS) und Nebenbedienpulte. Diese Anforderung resul-
tiert aus den teilweise großen Laufwegen zwischen einem Störungsort und 
den Bedienelementen einer Anlage, wodurch es zu Verzögerungen im In-
standhaltungsablauf kommt. Sicherheitsrelevante Aspekte sind dabei zu be-
rücksichtigen, da eine Fernsteuerung einer Anlage ohne Sichtkontakt nicht 
zulässig ist. Weitere Funktionalitäten richten sich hinsichtlich des Netzwerk-
zugriffes auf Office- und Kommunikations-applikationen. Der Zugriff auf das 
Lagerverwaltungssystem soll ebenso möglich sein, wie der Zugriff auf das 
Manufacturing Execution System. Eine Verbesserung der Kommunikation soll 
über klassische Messenger-Funktionen, wie Chats und dem Versenden von 
Bildern erreicht werden. In Summer wurden 37 funktionale Anforderungsblö-
cke definiert. Aufgrund der unterschiedlichen Nutzerrollen wurde für dieses 
Anforderungsprofil ein Rollenkonzept erarbeitet.  
 
Rollenkonzept  
Im gesamten Nutzerkreis sind elf unterschiedliche Rollen identifiziert worden. 
Die Rollen lassen sich nach Produktion, Instandhaltung und Planung gliedern. 
Für jede Rolle wurde eine Analyse durchgeführt, welche funktionalen Anfor-
derungen zur Verfügung stehen müssen und dürfen. Zusätzlich sind die Funk-
tionalitäten nach Lese- und Schreibrechten gegliedert. Ein Auszug des erstell-
ten Rollenkonzepts ist in Abbildung 2 dargestellt. So ist beispielsweise der 
manuelle Eingriff in der Priorisierung von Störungen der Leitungsebene vor-
behalten, wohingegen diese keinen Zugriff auf Bedienpulte haben.  
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Abbildung 2: Auszug aus Rollenkonzept 
Zusammenfassend kann aufgrund der Anforderungsanalyse die Notwendig-
keit einer Assistenz bestätigt werden. Um eine hohe Akzeptanz des Systems 
beim Mitarbeiter zu erreichen, muss das RC so aufgebaut sein, dass die Usa-
bility im Vordergrund steht. D.h., die Anforderungen an eine verständliche Be-
dienoberfläche sind elementar. Ein entsprechender Changemanagement-An-
satz ist notwendig, damit das System erfolgreich implementiert wird.  
4 Konzept der Datenanbindung  
Um die Anforderungen an ein RC bezüglich der Datenversorgung realisieren 
zu können, ist die bestehende Infrastruktur als Datenquelle zu bewerten. Die 
heutige Vernetzung zwischen Prozess- und Handhabungsgeräten sowie 
Steuerungen wird heute durch die Prozessteuerung dominiert. D.h., die Sys-
teme kommunizieren über Automatisierungsbussysteme, wie bspw. dem 
PROFInet. Im PROFInet werden zyklisch getaktet Informationen zur Steue-
rung von Prozessen ausgetauscht. Diese Daten werden Bit-basiert kommuni-
ziert, d.h. innerhalb eines Telegramms stehen einzelne Bits zur Kommunika-
tion von fest definierten Inhalten, bspw. dem Start eines Schweißprozesses, 
zur Verfügung. Aufgrund dieser codierten Verdichtung von Informationen ist 
eine Echtzeitfähigkeit möglich, jedoch können keine größeren Datenmengen 
kommuniziert werden. Des Weiteren ist nur eine hierarchische Informations-
weitergabe möglich (vgl. Abbildung 3). Dadurch erfolgt bereits eine erste Ver-
dichtung von Informationen, da das Prozessgerät an den Roboter kommuni-
ziert und dort die Information vorverarbeitet bzw. gefiltert und an die SPS wei-
tergeleitet wird. Tritt an einem Prozessgerät eine Störung auf, so wird eine 
Bitstörung oder eine Fehlernummer an den Roboter kommuniziert. Nach der 
Vorverarbeitung wird eine Sammelstörung an die SPS gesendet, welche nur 
Mobiler Zugriff auf 
Bedienpulte
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noch geringen Informationsgehalt aufweist. Eine direkte Kommunikation zwi-
schen Prozessgerät und SPS oder MES kann nicht stattfinden.  
Die Anforderungen an eine Vernetzung zur Kommunikation zwischen den 
Komponenten des Karosseriebaus und dem RC weichen in wesentlichen As-
pekten von denen der Prozessteuerung ab. Vereinfacht dargestellt ist eine 
Echtzeitfähigkeit bei der Kommunikation von Störungen und Meldungen nicht 
notwendig. Das gilt ebenso für die Übertragung größerer Datenmengen, wel-
che bei der Analyse von Prozesskurven anfallen. Darüber hinaus müssen In-
formationen sowohl über Push- und Pull-Mechanismen verfügbar gemacht 
werden können.  
Um eine dynamische Vernetzung zwischen den Produktionskomponenten zu 
erreichen, ist ein alternatives Kommunikationsprotokoll zu verwenden, wel-
ches ein flexibles Adressierungskonzept aufweist. In Kooperation mit den For-
schungspartnern wurde gemäß der Anforderungen das OPC UA Protokoll 
ausgewählt. Dadurch wird eine direkte Kommunikation zwischen verschiede-
nen Servern (bspw. Prozessgeräte, die Daten bereitstellen) und Clients, wel-
che die Daten und Informationen auswerten, ermöglicht.  
 
Abbildung 3: Kommunikationsprinzipien Ist (PN/SNMP) und Konzept (OPC-UA) 
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Durch den Aufbau eines Informationslayers ist es möglich, dass alle Daten-
quellen Informationen mit gleicher Semantik kommunizieren und diese somit 
auch interpretiert werden können. Durch eine Untersuchung der Prozessge-
räte, welche im Karosseriebau eingesetzt werden, konnte ein allgemeingülti-
ger Namensraum aufgebaut werden. Dieser Namensraum ist in drei Struktu-
ren gegliedert, den Geräteinformationen (OpcMachineInfo), den Meldetexten 
(OpcErrorMessagesTXT) und der Alarmdatenstruktur (OpcAlarm). In den Ge-
räteinformationen werden alle relevanten Maschinen-daten verortet. Sobald 
der Client sich mit dem Server konnektiert, wird eine Geräteinstanz angelegt. 
Dabei wird geprüft, ob diese Instanz bereits verbunden war. Wenn der Client 
bekannt ist, wird die .VersionMsgFile (vgl. Tabelle 1) mit der bekannten In-
stanz des Clients verglichen. Gibt es bspw. durch ein Softwareupdate Abwei-
chungen wird die Struktur OpcErrorMessageTxt (vgl. Tabelle 2) abgefragt und 
somit die Instanz aktualisiert. Ist der Client nicht bekannt, werden die Melde-
texte abgefragt und eine Instanz wird angelegt. Durch die am Prozessgerät 
eingestellte Landessprache (.countryId) werden nur die Meldetexte der jewei-
ligen Landessprache aktualisiert.  
Tabelle 1: Namensraum für Prozessgeräte (Geräteinformationen) 
 
 
Tabelle 2: Namensraum für Prozessgeräte (Meldetexte) 
 
Bei Auftreten einer Meldung wird seitens des Servers die OpcAlarm Struktur 
(vgl. Tabelle 3) gepusht, welche Fehlernummer, Fehlertyp, fehlerhaftes Modul 
und Begleitwerte kommuniziert. Aus Fehlernummer und Meldungstext wird im 
Client die komplette Meldung zusammengesetzt. Der Vorteil in der Kommuni-
kation der Fehlernummer liegt in der Möglichkeit der Umsetzung einer Mehr-
sprachigkeit im Client. Sollen bspw. unterschiedliche Sprachen kommuniziert 
werden, so werden die Meldetexte in mehreren Sprachen, gemäß eingestell-
ter .countyId im Client vorgehalten und können somit anhand der Fehlernum-
mer zugeordnet werden. Diese kombinierte Meldung wird ans RC übertragen.  
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Tabelle 3: Namensraum für Prozessgeräte (Auszug aus Alarmdatenstruktur) 
 
5 Umsetzung 
Die Umsetzung der Datenanbindung wurde mit den Projektpartnern und ei-
nem Prozessgerätehersteller für Stanznietsysteme, der Firma Böllhoff GmbH 
& Co. KG, umgesetzt. Der OPC UA Client wurde vom Lehrstuhl für Fertigungs-
automatisierung und Produktionssystematik entwickelt und in die Software-
umgebung von der CBS Information Technologies AG integriert. Der Server 
wurde von der Fa. Böllhoff gemäß des beschriebenen Namensraums entwi-
ckelt. Die Erstimplementierung erfolgte an einem Live-System im Karosserie-
bau des aktuellen Audi A8. Auf Basis der Vorgaben an eine GUI (vgl. Abbil-
dung 4) an die Projektpartner wurde ein Frontend entwickelt, welches die ge-
forderte Usability an eine mobile Applikation umsetzt. 
 
Abbildung 4: Mock-Up einer GUI des RC - Vorgabe Audi 
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Aus der Vorgabe und den Anforderungen der Projektpartner wurde das Front-
end gemäß Abbildung 5 umgesetzt. 
 
Abbildung 5: Frontend Ressourcen-Cockpit 
Aufgrund der von Audi geforderten Funktionalitäten an das RC sind bspw. die 
Funktionen Web-Zugriff und Telefon nicht implementiert. Die Usability wurde 
auf einem acht Zoll Tablet getestet. Dabei wurde offensichtlich, dass Anforde-
rungen an eine Touch-Oberfläche ein besonderes Augenmerk erfordern. Dies 
zeigt sich in der Gestaltung und Größe der Schaltflächen sowie bei Gesten-
steuerungen.  
6 Zusammenfassung und Ausblick 
Mobile Shopfloor-Assistenzsysteme können die Effizienz im Betrieb und des-
sen Aufrechterhaltung steigern. Im BMBF-geförderten Forschungsprojekt 
Ressourcen-Cockpit Sozio-Cyber-Physische Systeme konnte diese These 
detailliert und bestätigt werden. Basierend auf einer Untersuchung des beste-
henden Prozesses zum Assistenzbedarf des Mitarbeiters wurde eine Anfor-
derungsanalyse durchgeführt. Daraus resultiert, dass bestehende Informati-
onssysteme nicht die Granularität aufweisen, wie diese für eine Datenversor-
gung notwendig ist.  
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Um diese Datenversorgung zu gewährleisten wurden neue Kommunikations-
mechanismen betrachtet, die eine dynamische Vernetzung und die Übertra-
gung größerer Datenmengen ermöglichen. Auf Basis der Anforderungsana-
lyse wurde eine Semantik erarbeitet, die im OPC UA Standard umgesetzt wer-
den konnte. Damit wurde eine Möglichkeit geschaffen, die eine I4.0-konforme 
Kommunikation erlaubt.  
Die Datennutzung für die Assistenzfunktionalität wurde im Ressourcen-Cock-
pit umgesetzt und ermöglicht somit die Nutzung durch den Mitarbeiter der In-
standhaltung und der Produktion. Um die Informationen richtig zu adressieren 
wurde ein Rollenkonzept erarbeitet, welches die Datennutzung und Datenma-
nipulation regelt. Mit dem Ressourcen-Cockpit konnte ein wesentlicher Aspekt 
der Anforderungsliste, die Bereitstellung detaillierter Meldetexte, erfüllt wer-
den. Dadurch werden Auswertungen über das Verhalten der Betriebsmittel im 
realen Betrieb ermöglicht.  
Das Projekt S-CPS hat die Machbarkeit eines mobilen Assistenzsystems für 
die Instandhaltung und deren Potenzial aufgezeigt. Die Umsetzung des Front-
ends zeigt, dass eine Steigerung der Usability notwendig ist, um die Akzep-
tanz bei den Nutzern zu erreichen. Die Umsetzung der Kommunikations-
schnittstelle muss auf weitere Prozessgeräte ausgeweitet werden, um die All-
gemeingültigkeit der Schnittstelle zu bestätigen.  
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Zusammenfassung 
Der durchgängige Einsatz von ETHERNET-Technologien in der Industrie ermöglicht den 
Durchgriff auf Daten von der (Werks-)Leitebene bis in die Feldebene (Aktoren und Sensoren). 
Die Realisierung dieser Funktionen bedarf struktureller und funktioneller Festlegungen und 
Normative, an die Entwickler und Nutzer zu binden sind. Die konzipierten und umgesetzten 
Daten-Erfassungs-, -Übertragungs- und -Visualisierungskonzepte konnten in ihrer Funktions-
fähigkeit demonstratorhaft nachgewiesen werden. Eine Anpassung auf weitere Technologien 
ist möglich und im Zuge der Weiterentwicklung in Richtung Vermarktbarkeit vorgesehen.  
1 Einleitung 
In industriellen Anlagen sind überwiegend unterschiedliche Automationsge-
räte verschiedener Hersteller installiert. Deshalb sind zur Datenerfassung und 
Datenauswertung Vereinheitlichungen von Datenstrukturen und Übertra-
gungsmethoden für Leitsysteme erforderlich. Durch den flächendeckenden 
Einsatz von ETHERNET-Infrastrukturen bietet sich diese Technologie als Trä-
ger der Informationen geradezu an. Dieses Kapitel widmet sich dem zentralen 
Thema der Datenstrukturierung und Datenbereitstellung. Ziel ist die Erfass-
barkeit entscheidungsrelevanter Daten aus unterschiedlichen Automationsge-
räten und die normierte Datenbereitstellung für Datenauswertesysteme sowie 
eine Integration in Visualisierungssysteme.  
Als wichtigste intelligente Automationsgeräte sind in der Industrie eingesetzt:  
 
 
· speicherprogrammierbare Steuerungen SPS 
· Industrierobotersteuerungen IRS 
· Industrie-Computer IPC. 
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An diese Geräte sind weitere intelligente Systeme, wie messende und einstel-
lende Systeme, Bilderkennungssysteme, Füge- und Verschraubungssteue-
rungen etc. angeschlossen. 
Mit dem Durchdringen des ETHERNET in allen Firmenbereichen ergibt sich 
die Möglichkeit, auf dieser Kommunikationsplattform Daten auszutauschen 
und dabei die Informations-Infrastruktur bestmöglich zu nutzen. 
Auf dieser Basis wurde eine Methodik zur Datenstrukturierung für die wich-
tigsten Automationsgeräte und deren Übertragung entwickelt, die das 
ETHERNET-Prinzip TCP/IP nutzt und damit für die überwiegende Mehrzahl 
von Automationsgräten anwendbar ist. 
2 Datenstrukturierung 
2.1 Datenarten 
Technische Betriebsdaten können unterschieden werden in 
Maschinendaten: 
· Schalthäufigkeit, Unterbrechungen und Laufzeiten von Maschinen 
· gefertigte Stückzahlen 
· Meldungen und Störungen 
· Eingriffe des bedienenden Personals 
· Daten zur Instandhaltung (Standzeiten, Schaltspiele) 
· Verbrauch an Material, Energie und Hilfsmitteln 
und Prozessdaten: 
· Qualitätsdaten 
· Parameter der Prozesse 
· Einstelldaten. 
Aus diesen möglichen Daten heraus wurden für die Datenerfassung drei Kom-
ponenten zur Datenerfassung entwickelt: 
·  Maschinendatenerfassung (MDE): Zustände, Fehlerwerte, Teilezähler, 
Taktzeit, (Werte aus Prozess, die zur Optimierung der Anlage dienen) 
· Prozessdatenerfassung (PDE): Qualität, feste Parameter (hinterlegte 
Konstanten), Einstelldaten der Maschine 
· Qualitätsdatenerfassung (QDE): Qualitätsdaten des Produktteils (alle 
Werte, die für die Produktteilqualität relevant sind.) 
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2.2 Ablauf Datenübertragung 
Der prinzipielle Ablauf der Datenübertragung ist in Abbildung 1 dargestellt. 
Dabei liegt der Schwerpunkt der Integration im Bereich der Datenstrukturie-
rung. Der Ablauf der Datenübertragung kann kurz wie folgt dargestellt werden: 
 
· Problematik: es tritt ein Fehler in einer Anlage auf. Woher kommt er? 
· Idee: zeitweises Mitschneiden (loggen) der Daten, z.B. Kamera zur 
Teileerkennung 
· Bereitstellung der Daten  Daten in Datenspeicher holen  Auswer-
tung der Daten 
· Geräte können Daten aktiv über TCP/IP senden. 
· Es wird ein separater Datenspeicher (Datenlogger, PC) genutzt, auf 
dem eine universelle Datensammel-Software (Java- oder C#-Tool) läuft. 
Von allen angeschlossenen Automationsgeräten kann auf diesen Rech-




Abbildung 1: Ablauf der Datenübertragung 
2.3 Datenbearbeitung 
Status Quo: von einigen Herstellern (z.B. Bosch Rexroth, Siemens und 
WAGO) werden zur Visualisierung bereits Tablet- Applikationen zur Anbin-
dung an SPS-Steuerungen offeriert.  
Diese Applikationen sind jeweils nur für das Sortiment des jeweiligen Herstel-
lers geeignet. Die Lösungen von Siemens unterstützen die LOGO-Steuerun-
gen und die SIMATIC S7-1200. Die Bosch Applikation eignen sich nur für die 
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kompakten Motion-Logic-Systeme “Rexroth IndraMotion MLC“. Die WAGO 
Lösung unterstützt wiederum das eigene Sortiment. 
Die Tablet-Apps der obengenannten Hersteller haben grundsätzlich ähnlichen 
Bedien- und Darstellungsumfang. Es gibt unterschiedliche Grafikdarstellun-
gen und Trendansichten für verschiedene Arbeitsbereiche. Es können durch 
die Apps die Betriebszustände (RUN/ STOP) angezeigt werden und Variab-
len/ Tags verändert und beobachtet werden. 
Problem: wie diese Tablet Applikationen nun letztendlich die Daten aus der 
Steuerung beziehen ist nur schwer oder nicht nachvollziehbar. 
Bosch nutzt für den Steuerungszugriff per Tablet den Hauseigenen OpenCore 
Interface. Diese Schnittstelle macht die Kommunikation zwischen hochspra-
chenbasierte Anwendungen und Steuerung möglich. 
Andererseits realisieren Hersteller wie Siemens und WAGO dies durch einen 
in der SPS integrierten Webserver. Der Zugriff wird dann über TCP/IP und 
HTML realisiert. In der Applikation ist dann per DNS-Name und die IP-Adresse 
der Steuerung lauffähig. 
Die vorhandenen Lösungen zur Datendarstellung werden allesamt mit And-
roid realisiert. Realisierungen mittels Apple iOS sollen in Entwicklung sein. 
Windows Applikationen sind nicht aufgeführt. 
Fazit: Zur Gestaltung der Darstellung der Daten auf einem (oder mehreren) 
Endgerät(en) ist die Methodik des Zugriffs auf die Daten der Automationsge-
räte entscheidend. Eine normierte Datenübertragung ist für die Anwendung 
auf unterschiedliche Steuerungssysteme erforderlich. 
2.4 Datenzugriff 
Beim Zugriff auf Daten der Automatisierungsgeräte spielt in erster Linie die 
Sicherheit eine entscheidende Rolle. Es darf nur berechtigenden Personen 
der Zugriff auf die Steuerung gestattet sein. Dementsprechend muss es eine 
Art Filterung geben, die dann schon vom Bediener abhängig gemacht wird 
(Werker/Instandhalter…). 
Die analysierten Steuerungszugriffsmöglichkeiten sind wie folgt. 
1) Einsatz von Steuerungen mit integriertem Webserver, der seine Daten für 
die unterschiedlichen Clients schon aufgearbeitet zur Verfügung stellt. 
2) Einsatz zusätzlicher IPC zwischen SPS und Clients. Zugriff über OPC 
Server. 
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Bei Steuerungen mit integriertem Webserver könnte der Zugriff auf die Steu-
erung über WLAN gestaltet werden, mit einem zwischengeschalteten Router. 
Durch den Router könnte man eine gewisse Sicherheit hineinbringen, indem 
man einen MAC-Filter erstellt. Der Webserver sollte HTML Seiten bereithal-
ten, die zur Darstellung der Prozesse oder auch nur bestimmter Variablen 
verwendet werden. Auf den Webserver könnte dann das Tablet mittels HTTP/ 
HTTPS auf die Daten zugreifen und diese dann weiterverarbeiten. Die Gestal-
tungsmöglichkeiten und weitere Zugriffsbeschränkungen (z.B. Benutzerebe-
nen) sind auf den Webserver begrenzt. Die Möglichkeiten sind bei den inte-
grierten Webservern durch die Hersteller eingegrenzt und haben von Herstel-
ler zu Hersteller ihre eigenen Besonderheiten. 
Beim Einsatz eines Datensammel-PC zwischen SPS und Client (Tablet) kön-
nen Daten vorverarbeitet werden. Dieser zusätzliche (kleine) PC gibt die Da-
ten an das ein Leitsystem oder ein Tablet weiter. Dies kann wiederum über 
einen Webserver geschehen oder einen OPC Server (OPCtoWeb). 
 
 
Abbildung 2: Datenzugriff auf Steuerungen über TCP/IP-Telegramme 
In den Varianten mit Einsatz der OPC-Technologie ist die Intension, das Tab-
let als OPC Client zu deklarieren und somit einen Zugriff auf den OPC Server, 
der mit der Steuerung verbunden ist, zu gewährleisten. Hierfür kann auch die 
Norm OPC UA verwendet werden. Dadurch würden Konfigurationsprobleme 
von DCOM sowie eine Bindung an Windows vermieden. Des Weiteren exis-
tieren einige OPC Android Apps wie OPC XML DA Client und OPC XML DA 
Explorer, die genutzt werden können. 
  
Eine weitere Variante besteht darin, die Steuerung mit den OPC Server zu 
verbinden und diesen dann mit einen OPC WebClient zu verbinden. Das Tab-
let greift dann auf die Daten des OPC WebClients zu (OPCtoWeb). (s. Abbil-
dung 3) 
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Abbildung 3: Datenzugriff auf Steuerungen via OPC 
2.5 Nutzergruppen 
Die Analyse des Kundenstammes (vorrangig Automobilindustrie und Automo-
bilzulieferindustrie führte zu einer Klassifizierung unterschiedlicher Anwen-
derszenarien und Nutzerprofile aus Sicht CPS.  
Zwei prinzipielle Nutzergruppen sind zu erkennen:  
1) Nutzergruppen in der Steuerungs- und Feldebene (Geräteebene) 
• Für diese Nutzergruppen dominieren spezialisierte Bedien- und Be-
obachtungsgeräte. Diese Bediengeräte sind sowohl räumlich als auch in-
formativ konzentriert. 
• Fest installierte und tragbare Bedienstellen für: 
• Entwicklungspersonal und Inbetriebnehmer  
• Einrichtpersonal und Instandhalter  
• Bestücker / Bediener / Werker  
• Qualitätsverantwortliche. 
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Abbildung 4: Typische Bedienstellen für Nutzergruppen der Gerätebene 
2) Nutzergruppen in der Management- und Leitebene  
• Für diese Nutzergruppe sind mobile Bediengeräte zur Analyse und Aus-
wertung von Produktionsprozessen vorzusehen, besonders geeignet er-
scheinen hierzu Tablet‘s. 
• Die Visualisierungsoberflächen sollen aussagekräftige Elemente in ver-
schiedenen Cockpits enthalten: 
• Überblicks- Cockpit 
• Fehler- Cockpit 
• Zustands- Cockpit 
• Qualitäts-Cockpit. 
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Abbildung 5: Nutzergruppenübersicht 
2.6 Datenaufbau in Telegrammformat 
 
Abbildung 6: Grobstruktur einer XML-basierten Telegrammgestaltung. 
Zur Datenbereitstellung aus den Automatisierungsgeräten in übergeordnete 
Datenerfassungsgeräte wurden zwei unterschiedliche Datenstrukturierungen 
für den Telegrammgrammverkehr Steuerungen - Datenerfassungssystem 
(PC) entwickelt. Am Beispiel von Fehlerdaten soll diese erläutert werden. 
Die Datenerfassung kann sowohl mit fester Datenstrukturierung als auch mit 
variabler, XML-basierter Datenstruktur erfolgen (siehe Abbildung 7). 
Für durchgängig konzipierte Automationsanlagen mit vereinheitlichter Steue-
rungs- und Softwarestruktur wird die Anwendung fester Datenstrukturen emp-
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fohlen. Bei Anlagen mit inhomogener Automationsstruktur sind variable Da-
tenstrukturen zu empfehlen. Damit ist eine zwar aufwendigere, aber flexiblere 
Anbindung an die Spezifik von Anlagenstruktur und -funktionen möglich. 






Damit sind Anlagen, Anlagenkomponenten bzw. Maschinen eindeutig identi-
fizierbar.  




  <!-- Beginn des Kopf-Teils --> 
  <manufacturer>Hiersemann</manufacturer> 
  <!-- Hersteller            --> 
  <id>HPC-5033A</id> 
  <!-- Anlagen-ID            --> 
  <description>Prüfanlage</description> 
  <!-- Beschreibung          --> 
  <serialnumber>2015-5033-A</serialnumber> 
  <!-- Seriennummer          --> 
  <location> 
   <!-- Standortinformationen --> 
   <latitude>32.904237</latitude> 
   <longitude>73.620290</longitude> 
   <place>Halle 12</place> 
  </location> 
 </HEAD> 
 <!-- Ende des Kopf-Teils           --> 
 
Abbildung 7: XML-basierte Datenfestlegung (Header) 
Im Parameterteil folgen die Informationen zu  
• Fehlermeldungen und  
• Statusmeldungen (Warnungen). 
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Abbildung 8: XML-basierte Datenfestlegung (Parameterteil) 
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Hierbei sind kommende und gehende Informationen deklarierbar (siehe Ab-
bildung 8). 
Im Fall der festen Datenstrukturierung der Telegramme von den Automations-
geräten zum Daten-Collector (S-CPS-Box) wurden folgende Festlegungen 
getroffen.  
 
Abbildung 9: Fixer Telegrammaufbau, Strukturanteile Kopf, Anlage und Komponente 
Diese Struktur bildet auch die Grundlage für die Entwicklung des Demonstra-
tors Experimental- und Digitalfabrik (EDF) an der Technischen Universität 
Chemnitz. 
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3 Demonstrator EDF 
3.1 Demonstratoraufbau 
Der Demonstrator EDF basiert auf einer installierten mechanischen, automa-
tisierungstechnischen und informationstechnischen Infrastruktur, die die In-
tegration zusätzlicher Komponenten und Funktionen ermöglicht. 
 
 
Abbildung 10: Demonstrator EDF der TU Chemnitz: Funktionsstruktur 
An logistischen Komponenten sind stationäre Fördertechnik (Rollenbahnen, 
Transfersystem, Scherenhubtische, Verteilwagen) und ortsveränderliche Ge-
räte (Elektrohängebahn-Fahrzeuge, fahrerlose Transportgeräte) kombinier-
bar mit einem Protalroboter mit variablem Greifersystem.  
Diese logistischen Komponenten dienen zur Realisierung der Material- und 
Informationsströme zwischen Hochregallager und ortflexiblen Montagestatio-
nen.  
Die Auftragserteilung erfolgt durch einen Fertigungsleitstand, der Logistikleit-
stand realisiert aus den erteilten Aufträgen die logistische Transportfolge und 
die Datenübertragung mittels OPC-Datenfächern. 




Abbildung 11: Demonstrator EDF der TU Chemnitz: Automationsstruktur 
Grundlage der Automationsstruktur bildet das Prinzip der komponentenba-




Abbildung 12: Grobstruktur der Datenankopplung von EDF-Komponenten 
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Durch die Baukastenstruktur sind Erweiterungen mit neuen Komponenten 
möglich. Vorhandene und zukünftige Automationsgeräte können datentech-
nisch an das Erfassungssystem (S-CPS-Box) und weiter an das Visualisie-
rungssystem für Instandhaltungsfunktionen (S-CPS-Cockpit) angekoppelt 
werden. 
3.2 Demonstrator-Erweiterung 
Zum Nachweis der Funktionsfähigkeit der entworfenen Datenerfassungs- und 
Datenübertragungsverfahren wurde der Demonstrator EDF um ETHERNET-
Schnittstellen und ein Datenerfassungs-IPC (S-CPS-Box) mit den entspre-
chenden Funktionen erweitert. 
Dazu erfolgte eine Erweiterung der SPS-Programme in den Steuerungen, be-
ginnend mit dem Transfersystem TS 5 und dem Portalroboter. Die weiteren 
Steuerungen sind danach für eine Anbindung an das S-CPS-Cockpit via S-
CPS-Box anzupassen. 
Durch den generellen Einsatz industrietauglicher Automationsgeräte der Bau-
reihe SIMATIC S7 werden Vereinheitlichungen von Datenstrukturen und 
Übertragungsprozeduren erleichtert. 
 
Abbildung 13: S-CPS-Erweiterung der Automations-Infrastruktur der EDF 
Die Datenstrukturierung in den Steuerungen folgt einem fixen Datenstruktur-
muster, ebenso die Übertragung von Steuerung zur S-CPS-Box.  
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Danach werden aus den aus den Automationsgeräten empfangenen Daten-
telegrammen Erweiterungen in Form von Geräte-Lokalisierung und Zeitzuord-
nung sowie Informationsklassifizierung getroffen.  
Für die Datenübertragung von S-CPS-Box zum S-CPS-Cockpit wurde die 
XML-basierte flexible Struktur auf die EDF angewendet. 
Diese erweiterten Informationen werden über ein sog. Plugin nachfolgend der 
S-CPS-Zentrale (Cockpit) übermittelt. 
3.3 Cockpit-Integration 
 
Abbildung 14: S-CPS-Erweiterung: S-CPS-Box für TS 5 und Portalroboter 
Die Datenübertragung von Automationsgerät zum S-CPS-Cockpit erfolgt 
mehrstufig. Der Beginn basiert auf einer standardisierten Datenstrukturierung 
in den Automationsgeräten. 
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Abbildung 15: S-CPS-Erweiterung: Datenstrukturierung in den Automationsgeräten 
Die Datenübertragung in die S-CPS-Zentrale (Cockpit) erfolgt anschließend 
mittels XML-basiertem Datenstrom. 
 
Abbildung 16: S-CPS-Erweiterung: XML-basierte Datenübertragung zum Cockpit 
C. Brenner, M. Hiersemann, R. Hiersemann, F. Ulbricht, T. Ulbrich, H. Veit 183 
 
3.4 Datenvisualisierung 
Für die Datenvisualisierung wurden verschiedene Varianten entwickelt und 
untersucht, die je nach Anwenderintension genutzt werden können. 
Im Zusammenhang mit dem Demonstrator EDF erfolgte die Integration in das 
von der Firma CBS Chemnitz entwickelte Cockpit beginnend mit TS5 und Por-
talroboter.  
Für die Evaluierung der Nutzergruppen Instandhalter und Service wurde, be-
ginnend mit Transportsystem TS5 und Portalroboter, die datentechnische An-
kopplung an die S-CPS-Zentrale vorgenommen und getestet.  
 
Abbildung 17: Portal- und TS5-Daten-Visualisierung des S-CPS-Cockpits auf Tablet 
Im Zusammenhang mit dem Demonstrator EDF erfolgte die Integration in das 
von der Firma CBS Chemnitz entwickelte Cockpit beginnend mit TS5 und Por-
talroboter.  
184 C. Brenner, M. Hiersemann, R. Hiersemann, F. Ulbricht, T. Ulbricht, H. Veit 
 
 
Abbildung 18: Portal- und TS5-Daten-Visualisierung direkt auf der S-CPS-Box 
Weiterhin steht für Vergleichszwecke eine direkte Visualisierung der Daten 
auf der S-CPS-Box zur Verfügung. 
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Zusammenfassung 
Der wachsende Kosten- und Konkurrenzdruck zwingt Unternehmen zu innovativen Lösungen. 
Prozesse werden digitalisiert, zusätzliche Dienstleistungen zur Kundenbindung angeboten und 
neue Geschäftsmodelle entwickelt. Dabei wird immer durchdringender proklamiert, die Mög-
lichkeiten von Industrie 4.0 gezielt und kundenorientiert auszuschöpfen. Mit der zunehmenden 
Vernetzung steigen die Datenmengen und somit auch die Möglichkeiten der Auswertung und 
Nutzung. So wissen Unternehmen oft nicht wie sie mit dieser steigenden Komplexität umgehen 
können und vor allem, wie ein Mehrwert für den Kunden bzw. Stakeholder geschaffen werden 
kann, welcher sich letztendlich monetär niederschlägt.  
Gerade mittelständische Unternehmen begegnen im Hinblick auf Innovationsanstrengungen 
jedoch einer Vielzahl an Hemmnissen. Beschränkte finanzielle Ressourcen limitieren mögliche 
Innovationsinvestitionen, eine starke Fokussierung auf das operative Tagesgeschäft führt zu 
begrenzten personellen Kapazitäten und unzureichendes Wissen hinsichtlich der Einsatz- und 
Gestaltungsmöglichkeiten der Digitalisierung und Serviceorientierung führt zu Unsicherheiten. 
Existierende Ansätze zur Visualisierung und Strukturierung von Geschäftsmodellen werden in 
der Praxis oft nur unspezifisch eingesetzt und bieten nur wenig Hilfestellung hinsichtlich der 
Realisierung von Geschäftsmodellen. Vor diesem Hintergrund beschreibt der folgende Beitrag 
schrittweise eine mögliche Vorgehensweise, um individuelle differenzierende Geschäftsmo-
delle zu identifizieren und diese umzusetzen. Pro Schritt werden die wichtigsten Werkzeuge 
beschrieben, die sich in der täglichen Arbeit mit Industrie 4.0 bewährt haben. 
1 Einleitung 
Digitalisierung schreitet zweifelsfrei voran und Geräte bestehen längst nicht 
mehr nur aus Hardware. Der Software-Anteil wird immer wichtiger und Pro-
dukte bekommen Steuerungen und Kommunikationsmodule, um mit der Au-
ßenwelt kommunizieren zu können. So steigt die Anzahl der mit dem Internet 
verbundenen Geräte exponentiell an. Großkonzerne wie Intel schätzen, dass 
bereits in drei Jahren die Anzahl der angeschlossenen Maschinen und Anla-
gen auf etwa 50 Mrd. ansteigt (Intel, 2014).  
188 C. Lehmann, R. Balun 
 
Laut einer Studie des Zentrums für Europäische Wirtschaftsforschung (ZEW) 
haben alle mittelständischen Unternehmen mit 50 und mehr Mitarbeitern in 
den vergangenen drei Jahren in Digitalisierung investiert (VDI, 2016). Leider 
schaffen viele Unternehmen aber nur Grundlagen wie etwa durch eine aktua-
lisierte Internetseite, verbesserte Hard- und Software oder neue IT-Sicher-
heitskonzepte. Selten werden neue Maßnahmen zur Effizienzsteigerung oder 
innovative Geschäftsmodelle durch eine intensive Vernetzung angegangen. 
Ein wesentlicher Grund liegt in der fehlenden Methodik, Geschäftsmodelle zu 
konzipieren und umzusetzen (Bach 2010). Meist ist die Herausforderung, di-
gitale Technologien und Prozesse nicht nur rein technologisch zu beherr-
schen und weiter zu entwickeln, sondern auch geeignete Geschäftsmodelle 
zu entwickeln. Vor allem der Mittelstand ist oft für große Investitionen noch 
nicht bereit, da viele Unternehmen den Nutzen für das eigene Geschäft nicht 
wahrnehmen bzw. nicht bewerten können (VDI 2016).  
Im Rahmen des Förderprojekt „Ressourcen-Cockpit für Sozio-Cyber-Physi-
sche Systeme“ (S-CPS) (Förderkennzeichen: 02PJ4027), welches ein beson-
deres Augenmerk auf das Zusammenwirken zwischen cyber-physischen Sys-
temen (CPS) und Menschen im Unternehmen gelegt hat, konnte gezeigt wer-
den, dass der Nutzen für viele Unternehmen jedoch größer ist, als sie denken. 
Im Mittelpunkt steht vor allem die Nutzung von Daten, welche durch die ver-
netzten Geräte erzeugt werden und durch deren Integration in betriebswirt-
schaftliche und technische Prozesse eine Bedeutung bekommen. Die somit 
entstehende, schreitende Veränderung der Wertschöpfungsnetzwerke und 
vor allem die systematische Entwicklung neuer digitaler Geschäftsmodelle er-
möglicht es Unternehmen, aus einem eigenen technologischen Vorsprung un-
ternehmerischen Gewinn zu erwirtschaften. 
In vielen Fällen fehlt schlicht und ergreifend der Überblick darüber, was aktu-
elle und zukünftige Entwicklungen für etablierte Geschäftsmodelle bedeuten. 
Der vorliegende Beitrag soll Unternehmen bei dieser essentiellen Aufgabe un-
terstützen und zeigt daher die wesentlichen Treiber von Industrie 4.0 auf und 
setzt diese in Beziehung zu neuen und etablierten Geschäftsmodellen. An-
schließend wird aufgezeigt welche Potenziale, Chancen aber auch Risiken 
sich daraus für Unternehmen ergeben.  
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2 Industrie 4.0 Komponenten  
Im Mittelpunkt des Modells stehen zweifelsohne cyber-physische Systeme 
(CPS), (Oks et al., 2017, Oks et al., 2016). Diese intelligenten Systeme ent-
stehen durch Sensorik, eine eindeutige Identität, entsprechende Software und 
Steuerung, welche Objekte, Maschinen und Anlagen miteinander verbinden. 
Durch eingebettete Systeme (embeded systems) in den Maschinen werden 
Daten erzeugt und durch den automatisierten Datenaustausch, „Machine-to-
Machine“ (M2M), zwischen Maschinen und IT-Systemen weitergegeben. Ma-
schinen und Geräte werden an die globale Netzwerkstruktur, das „Internet der 
Dinge“, angeschlossen und darüber überwacht und gesteuert. Aus den gro-
ßen Datenmengen (Big Data), welche durch häufige Datenübertragung zwi-
schen den einzelnen Anlagen entstehen, können in der Auswertung Fehler-
muster und Vorhersagemodelle abgeleitet werden. Sie bekommen dadurch 
einen Mehrwert und werden zur Smart Data. Selbstlernende Systeme können 
selbstständig Zusammenhänge erkennen und damit die Prozesse erkennen. 
Bei der Augmented Reality wird die reale Welt mit situationsgerechten virtuel-
len Daten angereichert.  
Das Besondere an Industrie 4.0 ist das spezielle Zusammenspiel der verwen-
deten Technologien und Komponenten. Neben der Schöpfung neuer Markt-
teilnehmer ist eines der zentralen Konzepte von Industrie 4.0 die Unterstüt-
zung der horizontalen Wertschöpfungskette, bestehend aus Lieferanten, Her-
stellern, Händlern und Kunden (Kagermann et al., 2013). Der Kunde und die 
zu lösende Aufgabenstellung sind Mittelpunkt des resultierenden Modells. Zur 
besseren Vorstellung lässt sich Industrie 4.0 in eine Feld-, Daten-, Prozess- 
und Geschäftsmodellebene einteilen (Kaufmann, 2015). Wie Abbildung 1 
zeigt, bauen die einzelnen Ebenen aufeinander auf.  
 
Abbildung 1: Die vier Ebenen des Industrie 4.0 Models 
Lieferzeit Produkte/ Services
Personalisiertes 






Lieferant Entwicklung Einkauf Vertrieb ServiceProduktion Kunde
Hersteller Entwicklung ServiceDienstleister
Big Data
Entwicklung Einkauf Vertrieb ServiceProduktion
Entwicklung Einkauf Vertrieb ServiceProduktion
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Auf der Feldebene werden Maschinen, Anlagen und Produkte des Kunden mit 
Hilfe von M2M-Technologien miteinander verbunden, wodurch große Daten-
mengen (Big Data) entstehen. Diese Informationen wiederum müssen in die 
einzelnen Wertschöpfungsketten der beteiligten Stakeholder (Lieferanten, 
Hersteller und Händler) integriert werden, um betriebswirtschaftliche Pro-
zesse leistungsfähiger und produktiver zu gestalten.  
Erst dadurch werden ein Mehrwert generiert und Geschäftsmodelle beein-
flusst oder neue Geschäftsmodelle kreiert. Innovative Produzenten schaffen 
es, durch die Nutzung von CPS ganz neue Bedürfnisse bei Ihren Kunden zu 
wecken. Dabei spielt es eine entscheidende Rolle, wie Unternehmen ihr Ge-
schäft rund um ihre Produkte und Dienstleistungen auf- und ausbauen.  
3 Geschäftsmodell-Komponenten 
Der Begriff „Geschäftsmodell“ wurde von Peter Drucker entwickelt, der das 
Geschäftsmodell als Antwort zu den Fragen: Wer ist der Kunde? Was ist der 
[konkrete] Wert für den Kunden? Wie kann dieser Wert für einen angemesse-
nen Preis angeboten werden? beschreibt.  
Geschäftsmodelle aus betriebswirtschaftlicher Sicht haben ihren Ursprung in 
Publikationen von Peter Drucker (1954). Mit den Bezeichnungen „logic of bu-
siness“ und „theory of the business“ schuf Drucker einen Vorläufer dessen, 
was heute unter dem Konzept verstanden wird. Folgerichtig bilden Geschäfts-
modelle das Grundgerüst unternehmerischer Tätigkeit. Trotz vielfältiger Defi-
nitionen des Geschäftsmodellbegriffs, besteht wissenschaftlicher Konsens, 
dass Geschäftsmodelle aus den Elementen „value proposition“, „value crea-
tion“ und „value capture“ bestehen. Unter „value proposition“ wird ein Angebot 
in Form von Produkten, Dienstleistungen oder einer Kombination von beidem 
verstanden. Es ermöglicht Kunden, ein fundamentales Problem effektiver, zu-
verlässiger, oder bequemer zu einem angemessenen Preis zu lösen. Das Ele-
ment „value creation“ beinhaltet vornehmlich die Frage, wie die „value propo-
sition“ gegenüber dem Kunden erbracht wird (Bieger & Reinhold, 2011). Zum 
einen soll dargestellt werden, wie genau durch die Kombination von unterneh-
mensinternen und externen Ressourcen und Fähigkeiten die „value proposi-
tion“ erbracht wird, zum anderen, ob und wie mit Partnern, z.B. Zulieferern 
oder Kunden, für die Leistungserstellung in einem Partnernetzwerk zusam-
mengearbeitet werden soll. Das Element „value capture“ beinhaltet das Er-
tragsmodell und die Kostenstruktur. Es definiert, wie der Wert, den das Unter-
nehmen durch die Erfüllung des Leistungsversprechens für seine Kunden 
schafft, in Erträge transformiert wird und an das Unternehmen zurückfließt 
(Abdelkafi et al., 2012, Johnson, 2010, Bieger & Reinhold, 2011).  
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Casadesus-Masanell & Ricart (2010) konstatieren, dass jedes Unternehmen 
implizit ein Geschäftsmodell besitzt und zwar unabhängig davon, ob es ab-
sichtlich gewählt wurde oder aktiv gesteuert wird. Geschäftsmodellinnovation 
ist definiert als eine neuartige Veränderung in mindestens einem der oben 
genannten drei konstituierenden Elemente des Geschäftsmodells (Velamuri 
et al., 2013). Innovationen von Geschäftsmodellen können extrem wertvoll 
sein, wenn sie richtig durchgeführt werden, indem sie beispielsweise Märkte 
radikal verändern und neue Möglichkeiten der Wertschöpfung erlauben. Die 
immer größer werdende Dynamik und Komplexität im Umfeld der Produktion 
führt zur Ablösung zentraler hierarchischer Strukturen in Unternehmen und 
hin zu offeneren Wertschöpfungssystemstrukturen.  
Etwas breiter gefasst können Geschäftsmodelle als ein System, welches aus 
verschiedenen Komponenten zusammengesetzt ist, beschrieben werden (Alt 
& Zimmermann, 2001; Gassmann et al., 2013; Johnson et al., 2008; Morris et 
al., 2005; Osterwalder & Pigneur, 2011).  
Unternehmen, welche durch Nutzung von CPS und der Verknüpfung von Ma-
schinendaten mit den betrieblichen Daten für ihre Kunden Mehrwerte gene-
rieren möchten, müssen sich fragen, welche Chancen diese Daten für die Ge-
schäftsmodelle der Unternehmen bieten. Basierend auf Gassmann et al. 
(2013) können zur Beschreibung folgende vier Dimensionen herangezogen 
werden: 
· Der Kunde – Wer sind unsere Zielkunden? 
· Das Nutzenversprechen „value proposition“ – Was bieten wir den Kun-
den an? 
· Die Wertschöpfungskette „value creation“ – Wie stellen wir die Leis-
tung her? 
· Die Ertragsmechanik „value capture“ – Wie wird Wert erzielt? 
Die wichtigste Komponente eines Geschäftsmodells beschreibt die unter-
schiedlichen Kundensegmente, die bedient werden sollen. Da ein Unterneh-
men ohne zahlende Kunden nicht dauerhaft überlebensfähig ist, wird diesem 
Baustein eine zentrale Bedeutung zugesprochen. Ein Geschäftsmodell kann 
gleichzeitig mehrere unterschiedliche Kundensegmente adressieren. Nach 
der Festlegung der Kundensegmente kann das Geschäftsmodell auf Basis 
des Verständnisses der Kundenwünsche weiterentwickelt werden. Kunden-
segmente unterscheiden sich dabei nicht nur durch ihre Zahlungsbereitschaft, 
sondern auch durch ihre konkreten Bedürfnisse und ihren Wert für das Ge-
schäftsmodell (Schallmo, 2013).  
Eine weitere wichtige Komponente ist das Nutzenversprechen, das angebo-
tene Gesamtpaket von Produkten und Dienstleistungen. Dieses Angebot er-
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füllt ein Bedürfnis oder löst ein kundenseitiges Problem und stiftet für ein be-
stimmtes Kundensegment einen gewissen Nutzen (Johnson et al., 2008). Die 
Kaufentscheidung der Kunden wird meist aufgrund der Eigenschaften des 
Nutzenversprechens bewusst für oder gegen ein bestimmtes Unternehmen 
getroffen. Dabei wird der durch den Kunden wahrgenommene Wert durch 
quantitative (z. B. Preis) und qualitative (z. B. Qualität des Wertangebots) Ei-
genschaften beeinflusst (Bieger et al., 2011). Des Weiteren wird die Kaufent-
scheidung der Kunden beispielsweise durch die Aktualität der Leistung (State 
of the art bei Technologieprodukten), das Design, den Grad der Anpassung 
an konkrete Kundenwünsche sowie durch die Marke eines Produkts beein-
flusst (Osterwalder & Pigneur, 2011). 
Wie die einzelnen Kundensegmente erreicht und angesprochen werden, um 
das Wertangebot zu vermitteln, wird durch die Wertschöpfungskette darge-
stellt (Bieger et al., 2011). Dabei werden insbesondere die Kommunikations-, 
Distributions- und Verkaufskanäle, welche die direkten Kontaktpunkte zu den 
Kunden darstellen, berücksichtigt. Durch diese wird das Wertangebot unter-
breitet, der spezifische Kauf ermöglicht sowie die Kundenbetreuung nach dem 
Kauf sichergestellt. Alle Kanaltypen können dabei vom jeweiligen Unterneh-
men selbst betrieben oder von Partnern gesteuert werden. Ein wichtiger Er-
folgsfaktor dabei ist die richtige Mischung der Kanäle, um ein Wertangebot 
erfolgreich auf den Markt zu bringen.  
Die monetären Einkünfte, die in den einzelnen Kundensegmenten generiert 
werden, sind in der Ertragsmechanik beschrieben. Die Zahlungsbereitschaft 
der Kunden bestimmt die Einnahmequellen für jedes Kundensegment (Morris 
et al., 2005). Jede Einnahmequelle kann dabei unterschiedliche Preisfestle-
gungsmechanismen wie beispielsweise Listenpreise, Auktionen oder Ver-
handlungen besitzen (Schallmo, 2013). Osterwalder und Pigneur (2011) bei-
spielsweise unterscheiden zwei grundsätzliche Arten von Einnahmequellen. 
Zum einen existieren Transaktionseinnahmen aus einmaligen Geschäften; 
zum anderen besteht die Möglichkeit, wiederkehrende Einkünfte aus fortlau-
fenden Zahlungen zu erzielen. Einnahmen können aus dem Verkauf von Wirt-
schaftsgütern oder Lizenzen, durch Mitglieds- oder Nutzungsgebühren, sowie 
durch den Verleih von Gütern oder durch Werbung generiert werden (Oster-
walder & Pigneur, 2011). 
Kaufmann (2015) folgend können Geschäftsmodelle im Industrie 4.0-Kontext 
in folgende drei Kategorien unterteilt werden:  
· Geschäftsmodell-Innovationen auf Basis existierender Modelle 
· Verbesserung bestehender Geschäftsmodelle 
· neu zu definierende Geschäftsmodelle 
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Abbildung 2: Kategorien von Geschäftsmodellen um Industrie 4.0 Kontext 
Wie Abbildung 2 verdeutlicht, zeichnen sich Geschäftsmodell-Innovationen 
auf Basis existierender Modelle durch den Transfer von Geschäftsmodellen 
aus anderen Branchen in das innovierende Unternehmen aus (z. B. der per-
sonalisierte Turnschuh von Adidas). Die Adaption bzw. Verbesserung beste-
hender Geschäftsmodelle durch Industrie 4.0-Technologien bedeutet, dass 
mindestens eine der Geschäftsmodell-Dimensionen (Kunden, Nutzenverspre-
chen, Wertschöpfungskette und/oder Ertragsmechanik) verändert wird. Neu 
zu definierende Geschäftsmodelle bürgen mit Sicherheit das größte Potential, 
aber gleichzeitig auch die größte Herausforderung in sich, denn es handelt 
sich hierbei um Modelle, die noch nicht erfunden wurden. 
 
4 Use Case: Windkraftanlagen 
Im Bereich der Systemarchitektur und Vernetzung sind Nutzungsszenarien 
aus Anwender- und aus wirtschaftlicher Sicht zu definieren sowie die Quanti-
fizierung von Kosten und Nutzen für Unternehmen in Bezug auf die Produkti-
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In der Domäne der Windkraft werden die strategischen Ansätze von Industrie 
4.0 zunehmend interessant. Die Entwicklung intelligenter Services durch die 
Anschlussfähigkeit der Produkte an das Internet und die Verfügbarkeit von 
Maschinen- und Sensordaten ermöglichen ganz neue Arten von Dienstleitun-
gen (vgl. Abbildung 3). 
Neue Geschäftsmodelle und Dienstleistungen basieren, wie oben beschrie-
ben, auf den anfallenden bzw. bereitgestellten Daten, der dazugehörigen Auf-
bereitung mit Datenanalysemethoden und resultieren in Optimierungsmodel-
len und Vorhersagen mit Hilfe von mathematischen Modellen.  
  
Abbildung 3: Zusammenspiel Datensammlung, Analyseverfahren und neue Dienst-
leitungen 
Die erzeugte Energie einer Windkraftanlage hängt stark von den äußeren 
Wetterfaktoren wie Windstärke, -richtung oder Temperatur ab. Deshalb ist es 
schwer, Durchschnittswerte zu berechnen, welche allerdings nötig sind, um 
eventuelle Leistungsabfälle einer Anlage zu erkennen, um wiederum wichtige 
Optimierungen bzw. Reparaturen vorzunehmen.  
Für die Betreiber von Windkraftanlagen, wie bspw. der Projektpartner BLUe 
KommanD GmbH, wird es vor dem Hintergrund der dezentralen Energieer-
zeugung immer wichtiger, Verbräuche und erzeugte Energiemengen zu ermit-
teln und abzugleichen. Die Anlagen müssen flexibel zu- und abgeschaltet wer-
den können und gleichzeitig die Einspeiserichtlinien erfüllen. Condition Moni-
toring wird durch intelligente Strommesswandler an Windkraftanlagen und 
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Netz-Einspeise-Punkten ermöglicht und so lassen sich Windkraftanlagen und 
Windparks koppeln und in einem virtuellen Kraftwerk verwalten.  
Automatisierungslösungen mit der entsprechenden Sensorik sind die Grund-
lage des Condition Monitorings. Sie erfassen die benötigten Daten und stellen 
sie bereit, was insbesondere für kostenintensive Offshore-Windkraftanlagen 
extrem attraktiv ist, da sich beispielsweise Rissbildungen oder Schäden, 
durch bspw. starke Lasten an Getriebe, Schrauben und anderen Teilen, recht-
zeitig erkennen lassen. Dabei sollen vor allem Unregelmäßigkeiten im Betrieb 
frühestmöglich erkannt werden, um teure und aufwändige Service-Einsätze 
zu reduzieren und rechtzeitig Instandhaltungs- und/oder Gegenmaßnahmen 
einleiten zu können. Vor allem im Offshore-Bereich finden aus diesem Grund 
zunehmend Remote Access, Fernwartung und Industry Clouding Anwen-
dung. 
Ein wichtiges Feld sind zudem Anti-Icing-Systeme für die Rotorblätter von 
Windkraftanlagen. Sie schalten sich bei entsprechenden Wetterbedingungen 
automatisch ein und enteisen die Rotorblattkante, da es hier durch Eisbildung 
und dadurch verbundenen Unwuchten am Rotor zu Ertragsausfällen kommen 
kann.  
 
5 Systematische Geschäftsmodellinnovation  
Systematische Geschäftsmodellinnovation bietet Unternehmen einen metho-
dischen und konzeptionellen Rahmen zur Entwicklung neuer digitaler Ge-
schäftsmodelle als Grundlage zukünftiger Wettbewerbsfähigkeit und Differen-
zierung gegenüber den wichtigsten Wettbewerbern. Deshalb sollten das Ge-
schäftsmodell und die zugehörigen Prozesse und IT-Systeme individuell auf 
die entsprechenden Wettbewerbsvorteile zugeschnitten werden, um durch in-
dividuelle Wertschöpfungsprozesse und Lösungen individuelle Mehrwerte 
beim Kunden zu heben. 
Einflüsse auf und Parameter von Geschäftsmodellen im Rahmen von Indust-
rie 4.0 stellen Unternehmen vor die große Herausforderung, nicht nur Fakto-
ren zu identifizieren, die das etablierte Geschäftsmodell bedrohen, sondern 
auch systematisch die Chancen von Industrie 4.0 für neue Geschäftsmodelle 
zu suchen. Während in den meisten Unternehmen etablierte Prozesse zur 
Entwicklung neuer Produkte bestehen, fehlen solche Vorgehensmodelle zur 
systematischen Entwicklung neuer Geschäftsmodelle häufig. Dies ist oft Auf-
gabe externer Berater in einer Krisensituation, nicht aber ein Regelprozess. 
Insbesondere für KMU ergeben sich daraus erhebliche Risiken, von den Ent-
wicklungen der Technologie und des Markts überholt zu werden. 
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In diesem Teil wird eine mögliche Vorgehensweise schrittweise beschrieben, 
um das individuelle differenzierende Geschäftsmodell zu identifizieren und 
umzusetzen. Pro Schritt werden die wichtigsten Werkzeuge beschrieben, die 
sich im Rahmen des Projektes bewährt haben. 
 
 
Abbildung 4: Vorgehensmodell zur systematischen Geschäftsmodellentwicklung 
Startpunkt des Modells ist die Analyse des Unternehmensumfeldes und das 
bisherige Geschäftsmodell. Dabei ist es wichtig, den Industrie 4.0-Reifegrad 
des Unternehmens zu ermitteln. Die Reifegradbewertung hat entscheidenden 
Einfluss auf die nächsten Schritte. In der anschließenden Ideenfindung gilt es, 
gute Ideen für neue Geschäftsmodelle zu entwickeln. Dabei sollte man sich 
nicht von einer Machbarkeitsbewertung bremsen lassen. In dieser Phase geht 
es um die Idee für neue Geschäftsmodelle, welche schrittweise über die 
nächsten drei bis fünf Jahre umgesetzt werden sollen. Die entwickelten Ideen 
bilden die Basis für das Industrie 4.0-Zielmodell, dabei sollten die Verantwort-
lichen nicht nur das einzelne Unternehmen betrachten, sondern das gesamte 
Ökosystem inklusive Lieferanten, Händlern, technischen Komponenten, Wett-
bewerb inklusive den dazugehörigen Datenflüssen. Auf Basis des geplanten 
Industrie 4.0-Zielmodells wird das spezifische Geschäftsmodell mit der dazu-
gehörigen IT-Architektur (S. 43 ff.) entworfen. Nach Definition der Architektur 
lassen sich mit Hilfe einer Wirtschaftlichkeitsrechnung Mehrwerte und Kosten 
ableiten. Diese stellt den Rahmen für die „Industrie 4.0-Roadmap“, welche 
aufzeigt, wie das Geschäftsmodell in kleinen, machbaren Schritten umzuset-
zen ist. Empfehlenswert ist es, jeden Schritt durch eine Validierung mit dem 
Kunden zu begleiten. 
Der Analyse muss besondere Bedeutung beigemessen werden. Die Reife-
grad-Analyse eignet sich für die Standortbestimmung, in welcher Stufe sich 
das Unternehmen tatsächlich befindet, und bildet die Grundlage für die Ent-
wicklung neuer Geschäftsmodelle. Erst müssen die technischen Vorausset-
zungen wie Anschluss der Geräte, Aufbau von Big-Data-Systemen und die 
entsprechenden Analysemöglichkeiten geschaffen werden, um dann im 




C. Lehmann, R. Balun 197 
 
nächsten Schritt Lösungen zu entwickeln, welche die Geschäftsmodelle sig-
nifikant beeinflussen. Abbildung 5 gibt einen Überblick über die Reifegrade 
der Industrie 4.0. 
 
 
Abbildung 5: Überblick über die Reifegrade der Industrie 4.0 
In der Ideenfindung ist es wichtig, die möglicherweise auftretenden Probleme 
(Technik, Organisation, Budget etc.) zunächst außer Acht zu lassen und nach 
kreativen, visionären Ideen zu suchen, wie unter idealen Bedingungen ein Ge-
schäftsmodell aussehen kann. Dabei wird im ersten Schritt jede noch so ver-
rückte und unwirkliche Idee zugelassen. Diese Ideen werden immer weiter-
entwickelt. Ideen dürfen verworfen oder verfeinert werden, bis sie gut genug 
sind. Es ist selten, dass Ideen aus der ersten Runde gleich weiterentwickelt 
werden können. Es empfiehlt sich, mehrere Runden (3–4) der Ideenfindung 
zu absolvieren. Die Design Thinking-Methode (Vianno et al., 2014) eignet sich 
als gutes Werkzeug für die Ideenfindung. Es ist eine kreative Methode zur 
Entwicklung neuer Ideen. Insbesondre für die Geschäftsmodellentwicklung 
eignet sich diese Methode, da sie den Kunden und den Anwender der Lösung 
stark in den Vordergrund stellt.  
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Nach Entwicklung der Idee geht es um die Definition und Konkretisierung des 
Geschäftsmodells und der IT-Architektur. Für die Beschreibung und Entwick-
lung von Industrie 4.0-Geschäftsmodellen eignet sich insbesondere der Busi-
ness Model Canvas (Osterwalder et al., 2010). Da die Besonderheiten von 
Industrie 4.0, Daten, Datenflüsse, Analysen und Marktteilnehmer nicht ausrei-
chend berücksichtigt werden, sei an dieser Stelle auf die Weiterentwicklung 
des Canvas zum Business Model Framework BizMOTM verwiesen (VDI/VDE, 
2016).  
Durch den starken IT-Fokus spielt der Entwurf der zukünftigen Enterprise- und 
IT-Architektur im Zusammenspiel mit der Automatisierungs- und Gerätearchi-
tektur eine große Rolle. Oft geht es um die Fragestellung, welche Funktiona-
litäten an der Maschine abgebildet werden müssen, welche in der Cloud und 
welche Funktionen in den betrieblichen und technischen Systemen verblei-
ben. Ein weiterer Aspekt ist die Erreichbarkeit der Informationen. Die Daten 
müssen mobil verfügbar sein, mit Berechtigungen für einzelne Rollen (S. 61 
ff.) innerhalb des Unternehmens und Marktteilnehmern außerhalb. Kunden 
dürfen sicherlich weniger Daten und Informationen sehen als Service-Techni-
ker und Entwickler.  
Viele Maschinenbauer und Hersteller von intelligenten Produkten beauftragen 
Softwarefirmen, um sich das nötige Software-Know-how an Bord zu holen. Oft 
haben Firmen aus Differenzierungsgründen die Absicht, einen großen Anteil 
der benötigten Software selbst zu erstellen. Die spannende Frage ist aber, ob 
es sich gerade für mittelständische Firmen lohnt, die Software selber zu ent-
wickeln oder bei einem spezialisierten IT-Provider einzukaufen. 
Eine Wirtschaftlichkeitsrechnung für einen Anbieter in einem Zukunftsthema 
zu rechnen, ist eine Herausforderung, da es schwierig ist Kosten und Umsätze 
fünf Jahre und mehr im Voraus zu schätzen. Viele der Wirtschaftlichkeitsrech-
nungen würden nie genehmigt und umgesetzt, wenn realistische Zahlen-
schätzungen zu Grunde gelegt werden und eine Amortisationsdauer von mehr 
als drei Jahren berechnet wird. Bei Industrie 4.0 kommt die Herausforderung 
dazu, dass die Technologien noch nicht ausgereift sind. Diese Unsicherheit 
führt zu möglichen Verschiebungen und Reduzierung der Umsatzerwartun-
gen und möglicherweise zu höheren Kosten.  
Ist die Investition genehmigt worden, kann die Umsetzung starten. Das Ge-
schäftsmodell soll Kundenanforderungen erfüllen, die nur durch Industrie 4.0-
Technologien möglich werden. Empfehlenswert ist es, ein Industrie 4.0-Pro-
jekt in kleinen überschaubaren Schritten zu implementieren. Abhängig von 
den Reifegraden der bisherigen IT-Infrastruktur ist entscheidend, mit welchem 
Schritt gestartet wird: 
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· Sind die Daten in der richtigen Qualität vorhanden?  
· Muss mit der Datenanbindung oder der Integration in die betriebswirt-
schaftliche Prozesskette gestartet werden? 
Wichtig ist auch die Reihenfolge der einzelnen Schritte. Der Blick zum Markt 
und Wettbewerb ist aber auch entscheidend: Was ist das „Jagdgebiet“, also 
das Marktthema, das fokussiert werden soll? Es geht darum, durch neue 
Ideen für Geschäftsmodelle Marktbedürfnisse zu erfüllen, die nur durch neue 
Industrie 4.0-Technologien ermöglicht werden. 
Das Neue an Industrie 4.0 ist die Kombination der Technologien, um innova-
tive Geschäftsmodelle zu unterstützen. Viele der Technologien sind allerdings 
noch nicht ausgereift. Deshalb sind klassische Projektansätze wie die Was-
serfall-Methodik nicht geeignet. Bei dieser Methodik geht man schrittweise vor 
und schließt eine vorgehende Phase erst ab, bevor die nächste gestartet wird. 
So wird vor der Realisierung erst die Konzeption theoretisch abgeschlossen. 
Gerade bei Industrie 4.0-Ansätzen ist es schwierig, am Anfang die komplett 
neuen Prozesse, Datenmodelle und Technologieentscheidungen etc. theore-
tisch ohne Praxisbezug zu durchdenken. Bewährt hat sich deshalb die „Pro-
totyping-Methode“. In jeder Projektphase wird ein anfassbarer Prototyp auf-
gebaut. 
In klassischen IT-Projekten wird häufig das Change Management nicht aus-
reichend berücksichtigt. In Industrie 4.0 müssen oft die einzelnen Abteilungen 
noch deutlich stärker zusammenarbeiten als in der Vergangenheit, um die 
entsprechenden Potenziale zu heben. Beispiel: im Anwendungsfall Persona-
lisiertes Produkt müssen Entwicklung, Produktion und Service Hand in Hand 
arbeiten, um die benötigte Integration aufzubauen. Von daher ist es beson-
ders wichtig, Change Management möglichst ausreichend einzuplanen. Tech-
nologisch ist vieles möglich. Wenn die entsprechenden organisatorischen Vo-
raussetzungen nicht gegeben sind, wird das Projekt scheitern. 
 
6 Herausforderungen und Chancen  
Es lässt sich zusammenfassen, dass die drei Trends Digitalisierung, Ser-
viceorientierung und Nachhaltigkeit aktuell gravierenden Einfluss auf Ge-
schäftsmodelle von Unternehmen aller Branchen haben. Daher laufen selbst 
Unternehmen, welche heute mit ihren Geschäftsmodellen erfolgreich am 
Markt sind Gefahr, bei Nichtbeachtung dieser Trends vom Markt verdrängt zu 
werden.  
Das hier beschriebene Vorgehensmodell zur systematischen Geschäftsmo-
dellentwicklung soll als durchgängiger methodischer Ansatz dienen, welcher 
kollaborativ das verteilte Wissen einer Organisation zusammenführt und bei 
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Managementaufgabe unterstützen (Kesseler et al. 2016). Verantwortliche 
sollten dabei immer im Blickfeld haben, dass die Umgebung die Kreativität 
und Zusammenarbeit beeinflusst. Der Raum zur Ideenfindung sollte dem Pro-
zess alle Möglichkeiten zur kreativen Zusammenarbeit bieten: eine Sofaecke 
zum kreativen Denken in einer Kaffeepause, Stehtische zur Förderung der 
Konzentration, Whiteboards zum schnellen Skizzieren und Visualisieren von 
Gedanken, Stellwände, damit die Ideen im Blickfeld bleiben, Post-it Notes, 
damit Ideen schnell verschoben und sortiert werden können (Brannen 
2015).Das tiefe Verständnis des Nutzers bzw. Kunden und seiner Bedürfnisse 
sollte im Mittelpunkt des Geschäftsmodellentwicklungsprozesses stehen. De-
sign Thinking als designorientierter Ansatz zur Entwicklung innovativer Ideen 
stellt dazu eine hervorragende Basis bereit. Die Methode basiert auf einem 
iterativen Vorgehen. Dies bedeutet eine schrittweise Optimierung und Weiter-
entwicklung der Produkte, Dienstleistungen und Konzepte, im Vergleich zu 
üblichen linearen Organisationsprozessen. Die zentrale Herausforderung da-
bei besteht schließlich darin, das entwickelte Geschäftsmodell in die Markt- 
und Unternehmensrealität zu überführen.  
Viele vor allem mittelständische Unternehmen, sehen sich vor konkreten 
Problemen wie etwa der Realisierung der technischen Anpassungen durch 
Schaffung von Schnittstellen, Umstellung des Produktions- und Logistikpro-
zesses, Aufrüstung der Anlagen unter dem realen Kosten- und Zeitdruck. Ins-
besondere die bereits vorhandenen heterogenen Systeme, mit teilweise lan-
ger Restnutzungsdauer, besitzen keine kompatiblen Schnittstellen und haben 
unzureichende Sicherheitsstandards und stellen damit ein wesentliches tech-
nisches Hemmnis dar. Hinzu kommen bestehende Regelsysteme, Compli-
ance-Richtlinien und rechtliche Rahmenbedingungen und intangible Faktoren 
wie fehlende Bewertungssysteme für Daten und Dienstleistungen. 
Interorganisationale Netzwerke fordern innerhalb des Unternehmens Anpas-
sungen der Zusammenarbeit unter den Mitarbeitern. Daher ist es Aufgabe des 
Managements, Modelle und Vereinbarungen mit Mitarbeitern und deren Ver-
tretung zu finden, welche eine zufriedenstellende Lösung bezogen auf Flexi-
bilität in den Prozessen, Datenschutzbestimmungen und Weiterbildung für 
alle Seiten darstellen. Dazu zählt auch, Beschäftigungsmodelle zu finden, wel-
che Mitarbeitern eine gewisse langfristige Sicherheit geben. Auch wenn es 
aus Unternehmenssicht kurzfristig ökonomisch sinnvoll erscheint, Kontrakte 
in Abhängigkeit von sich schnell wandelnden Märkten zu vereinbaren.  
Letztendlich sollte der Hauptherausforderung der Verschmelzung von Unter-
nehmens-, Produktions- und Produktinformationssystemen durch die Perso-
nifikation eines ranghohen Verantwortlichen (bspw. dem Chief Digital Officer) 
organisatorisch abgebildet werden. Dieser trägt die Verantwortung für die 
strategische digitale Entwicklung und weiß die relevanten Abteilungen und 
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Stakeholder einzubinden, durch welche neue Angebote für den Markt ge-
schaffen bzw. entwickelt werden können. Eine der zentralen Aufgaben ist da-
bei die Synchronisation der unterschiedlichen Innovations-geschwindigkeiten 
(längere Zyklen im Maschinen- und Anlagenbau vs. sehr kurze Zyklen in der 
Softwareentwicklung und/oder Cloud und Mobile Applikationen).  
Eine lndustrie-4.0-Lösung sollte immer mehr als die Summe ihrer Teile sein. 
Die Berücksichtigung und Lösung der genannten Herausforderungen wird ein 
wesentlicher Faktor werden, um neue Geschäftsmodelle durch Industrie 4.0 
erfolgreich am Markt zu etablieren.  
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