Trigonometric wavelet method for some elliptic boundary value problems  by Shan, Zhengduo & Du, Qikui
J. Math. Anal. Appl. 344 (2008) 1105–1119Contents lists available at ScienceDirect
J. Math. Anal. Appl.
www.elsevier.com/locate/jmaa
Trigonometric wavelet method for some elliptic boundary
value problems✩
Zhengduo Shan a,∗, Qikui Du b
a School of Mathematics and Physics, Qingdao University of Science and Technology, Qingdao 266061, PR China
b School of Mathematics and Computer Science, Nanjing Normal University, Nanjing 210097, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 8 December 2007
Available online 1 April 2008
Submitted by V.J. Ervin
Keywords:
Elliptic problem
Natural boundary reduction (NBR)
Natural integral equation (NIE)
Hermite trigonometric wavelet
Exterior problem
In this paper, we apply trigonometric wavelet method to investigate the numerical solution
of elliptic boundary value problem in an exterior unit disk. The simple computation
formulae of the entries in the stiffness matrix are obtained. It shows that we only need
to compute 2(2 j + 1) elements of one 2 j+2 × 2 j+2 stiffness matrix. Moreover, the error
estimates of the approximation solutions are given and some test examples are presented.
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1. Introduction
As is well known, boundary element method is an important method to solve the boundary value problems of elliptic
partial differential equations which can be reduced into equivalent boundary integral equations and further are discretized
by the ﬁnite element methods as a linear algebraic equation system. The different reduction ways may lead to different
expressions and singularities of the boundary integral equations. The main advantage of the boundary element method is
that the dimensionality of the problem is reduced by one. But the computational complexity of the stiffness matrices which
are not sparse eliminates its advantage such as lowering the dimensions of the problem.
Generally, the singular integral equations with the Cauchy kernel play an important role in the classical boundary ele-
ment methods. In [9], Hadamard introduced the concept of the ﬁnite part for divergent integral with high order singularities
and discussed the corresponding strong-singular integral equations with the kernel of high order singularities. It is impor-
tant to calculate the entries of the stiffness matrices in the boundary element methods.
Since the end of 70s in 20 centres, Feng and Yu have developed a new boundary element method, i.e., canonical or
natural boundary element method (see [2–5]). It is based on the natural boundary reduction via the Green’s formulae and
the Green’s functions. The natural integral equations, which are the relations between the Dirichlet data and corresponding
Neumann data, are hypersingular, and can be understood in the sense of Hadamard ﬁnite part. Natural boundary element
method has much more advantages than the classical boundary element methods, such as:
(1) its energy function is invariant, therefore the symmetry and the coerciveness of bilinear form are preserved;
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(3) the stiffness matrices are simple (they are circulant or block circulant);
(4) it is fully compatible with the FEM, and can be coupled with FEM naturally and directly.
In recent years, wavelet methods have been shown to be eﬃcient in the applications in numerical solutions of partial
differential equations and integral equations (see [10–15]). The aim of this paper is to apply wavelet functions to the nu-
merical solution of the NIE derived from the elliptic equation. As we all know, the NIE contains hypersingular kernels. The
hypersingular integrals are viewed as the ﬁnite part in the sense of Hadamard. Yu (see [6–8]) has given some natural inte-
gral equations and the Poisson integral formulae for harmonic, biharmonic, plane elasticity and Stokes problems. By using
piecewise polynomial elements, the NIE is discretized, and the computational formulae of the entries of the corresponding
stiffness matrices are obtained successfully. However, these formulae are expressed as some convergent series. Therefore,
the series must be truncated, or some approximate summation formulae are used in practical computations. It is neither
convenient nor accurate to calculate the stiffness matrices. In this paper, in order to overcome these disadvantages, we will
use Quak’s Hermite-type trigonometric wavelets (see [1]) as trial functions to discretize the NIE of the elliptic problem in
an exterior unit disk. We will obtain the computational formulae of the entries in the stiffness matrices. These formulae are
not expressed as series any longer, they only contain several simple terms. And it is convenient and accurate to generate a
stiffness matrix. We also will show that the stiffness matrix has simple form.
The rest part is as follows. In Section 2, we will present the natural integral equations and the Poisson integral for-
mulae of the elliptic boundary value problem. In Section 3, Quak’s trigonometric Hermite interpolant wavelets and their
properties are introduced. In Section 4, the natural integral equation (or equivalent variational problem) is solved using
wavelet-Galerkin method. In Section 5, several estimates for the approximate solution are considered. Finally, two numerical
examples are presented to test our algorithm in Section 6.
2. NBR and its variational problem
Let Ω be a simply connected domain in the plane with Γ its boundary, and Ωc be the complementary of Ω , that is
Ωc := R2 \ Ω . We consider the following boundary value problem
−Δu + a0u = 0, in Ωc, (2.1)
∂u
∂n
= g, on Γ, (2.2)
some conditions at inﬁnity, (2.3)
where ∂u
∂n is the outward normal derivative on Γ , n is the unit exterior normal vector on Γ , and g is a function given on
Γ , g ∈ H− 12 (Γ ) and a0 is a constant. Eq. (2.1) is a Laplace, Helmholtz or modiﬁed Helmholtz problem, according as a0 is
zero, negative or positive.
The conditions at inﬁnity (2.3) are as follows. If a0  0, then the solution u at inﬁnity is required to vanish. If a0 < 0,
then the solution u at inﬁnity is required to be imposed a radiation condition
lim
r→+∞
√
r
(
∂u
∂r
−√|a0|u)= 0, (2.4)
where r =√x2 + y2.
For the sake of convenience, we assume that the domain is an unit disk centered at the original, i.e.,
Ω := {x ∈ R2 ∣∣ |x| < 1}, Γ := {x ∈ R2 ∣∣ |x| = 1}.
By the Fourier expansion method (see [17]), we can get a solution to problems (2.1)–(2.3) of the following form in the
polar coordinates (r, θ)
u(r, θ) = 1
2
A0(r) +
+∞∑
n=1
(
An(r) cosnθ + Bn(r) sinnθ
)
. (2.5)
From (2.5), we have
u0(θ) ≡ u(1, θ) = lim
r→1+0u(r, θ) =
1
2
A0(1) +
+∞∑
n=1
(
An(1) cosnθ + Bn(1) sinnθ
)
. (2.6)
Therefore
An(1) = 1
π
2π∫
u0(θ) cosnθ dθ, n = 0,1,2, . . . , (2.7)0
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The expression of Hn(r) and H∗n(1)
a0 Hn(r) H∗n(1)
Negative H (1)n (
√−a0r)/H (1)n (√−a0 ) −√−a0H (1)
′
n (
√−a0 )/H (1)n (√−a0 )
Zero (1/r)n n
Positive Kn(
√
a0r)/Kn(
√
a0 ) −√a0K ′n(
√
a0 )/Kn(
√
a0 )
Bn(1) = 1
π
2π∫
0
u0(θ) sinnθ dθ, n = 1,2, . . . . (2.8)
Substituting (2.5) to (2.1), we have
1
2
(
r2A′′0(r) + r A′0(r) − a0A0(r)
)
+
+∞∑
n=1
{[
r2A′′n(r) + r A′n(r) −
(
a0r
2 + n2)An(r)] cosnθ + [r2B ′′n(r) + rB ′n(r) − (a0r2 + n2)Bn(r)] sinnθ}= 0. (2.9)
Thus
r2A′′n(r) + r A′n(r) −
(
a0r
2 + n2)An(r) = 0, n = 0,1,2, . . . , (2.10)
r2B ′′n(r) + rB ′n(r) −
(
a0r
2 + n2)Bn(r) = 0, n = 1,2, . . . . (2.11)
From (2.10)–(2.11) and (2.7)–(2.8), it is easy to get An(r) and Bn(r).
An(r) = 1
π
Hn(r)
2π∫
0
u0(θ) cosnθ dθ, n = 0,1,2, . . . , (2.12)
Bn(r) = 1
π
Hn(r)
2π∫
0
u0(θ) sinnθ dθ, n = 1,2, . . . . (2.13)
Substituting (2.12) and (2.13) to (2.5), we have
u(r, θ) =Pu0(θ), r > 1, (2.14)
where
Pu0(θ) = 1
2π
+∞∑
n=0
(
1+ sgn(n))Hn(r) 2π∫
0
u0(θ
′) cosn(θ − θ ′)dθ ′, r > 1. (2.15)
Eq. (2.14) is called the Poisson integral formula and P is called the Poisson integral operator in the exterior unit disk. For the
exterior unit one, note that ∂
∂n = − ∂∂r on boundary Γ , taking the partial derivative ∂∂r of u(r, θ) yields the natural integral
equation
Ku0(θ) = g, (2.16)
where
Ku0(θ) = 1
2π
+∞∑
n=0
(
1+ sgn(n))H∗n(1) 2π∫
0
u0(θ
′) cosn(θ − θ ′)dθ ′. (2.17)
The functions Hn(r) and H∗n(1) are given by Table 1.
In Table 1 H(1)n and Kn are the ﬁrst Hankel function and the modiﬁed Bessel function of order n, respectively. Their
expressions can also be found in [16]. u0(θ) = u(1, θ) = u(r, θ)|Γ is an unknown function. If u0(θ) can be obtained by
(2.16), we can ﬁnd the solution u(r, θ) of the problems (2.1)–(2.3).
Therefore, by solving u0(θ) from (2.16) and substituting it to the Poisson integral formula (2.14), we can obtain the
solution u(r, θ) of problems (2.1)–(2.3). Now we deﬁne the following bilinear forms
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2π∫
0
Ku0(θ) · v0(θ)dθ,
F̂ (v0) =
∫
Γ
gv0 ds =
2π∫
0
gv0 dθ.
Then (2.16) is equivalent to the following variational problem{
Find u0 ∈ H 12 (Γ ) such that
D̂(u0, v0) = F̂ (v0), ∀v0 ∈ H 12 (Γ ).
(2.18)
Deﬁning the Sobolev spaces H
1
2 (Γ ) and H− 12 (Γ ) as follows,
H
1
2 (Γ ) =
{
v: v ∈ L2(Γ ),
+∞∑
|n|=0
(
1+ n2) 12 |vn|2 < +∞}, (2.19)
H−
1
2 (Γ ) =
{
v: v ∈ L2(Γ ),
+∞∑
|n|=0
(
1+ n2)− 12 |vn|2 < +∞}, (2.20)
where
vn = 1
π
2π∫
0
v(θ)e−inθ dθ, vn = v−n. (2.21)
H− 12 (Γ ) is the dual space of H 12 (Γ ). The H 12 (Γ )-norm of f is given by
‖ f ‖ 1
2 ,Γ
=
√√√√ +∞∑
n=−∞
(
1+ n2) 12 | fn|2. (2.22)
Lemma 2.1. For the modiﬁed Bessel function Kn(x) (x> 0), the following assertion holds∣∣∣∣ K ′n(x)Kn(x)
∣∣∣∣2 · 11+ n2 = O (1), n → +∞. (2.23)
Proof. From [16], the Hankel function H (1)n (x) of the ﬁrst kind has the following asymptotic formula with large index
H(1)n (x) = −i
√
2
nπ
(
2n
ex
)n{
1+ O
(
1
n
)}
, n → +∞,
and Kn(x) satisﬁes
Kn(x) = π i
2
ei
nπ
2 H(1)n (ix).
Thus, we can have
Kn(x) =
√
π
2n
(
2n
ex
)n{
1+ O
(
1
n
)}
, n → +∞, (2.24)
as well as the recursion formula (see [16])
K ′n(x) = −
1
2
[
Kn+1(x) + Kn−1(x)
]
, n 1, K ′0(x) = −K1(x). (2.25)
From (2.25), we have
K ′n(x)
Kn(x)
= −1
2
{
Kn+1(x)
Kn(x)
+ Kn−1(x)
Kn(x)
}
, n 1. (2.26)
From (2.24) and (2.26), we know that the ﬁrst term is O (n), and the second term tends to zero as n approaches +∞. Then
we have∣∣∣∣ K ′n(x) ∣∣∣∣2 · 1 2 = O (n2) · 1 2 = O (1), n → +∞.  (2.27)Kn(x) 1+ n 1+ n
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Lemma 2.2. D̂(u, v) is a symmetrical and continuous bilinear form on the space H
1
2 (Γ ). That is, there exists a positive constant C1
independent of u and v such that
D̂(u, v) = D̂(v,u), ∀u, v ∈ H 12 (Γ ), (2.28)
D̂(u, v) C1‖u‖ 1
2 ,Γ
· ‖v‖ 1
2 ,Γ
, ∀u, v ∈ H 12 (Γ ). (2.29)
When a0  0, D̂(u, v) is coercive on the space H
1
2 (Γ ), that is, there exists a positive constant C2 independent of u such that
D̂(u,u) C2‖u‖21
2 ,Γ
, ∀u ∈ H 12 (Γ ). (2.30)
Proof. Here we only prove the case a0 > 0. Similarly we can prove the others.
For the exterior problem when a0 > 0, we have
Ku0(θ) = −√a0
+∞∑
n=−∞
K ′n(
√
a0 )
Kn(
√
a0 )
φne
inθ , ∀u0 ∈ H 12 (Γ ),
and
〈Ku0, v0〉Γ = −√a0 · 2π
+∞∑
n=−∞
K ′n(
√
a0 )
Kn(
√
a0 )
φnψn, ∀u0, v0 ∈ H 12 (Γ ).
It is easy to see that D̂(u, v) is symmetric. And from [7], we have
D̂(u, v)√a0 · 2π ·
∣∣∣∣∣
+∞∑
n=−∞
K ′n(
√
a0 )
Kn(
√
a0 )
φnψn
∣∣∣∣∣ 2π√a0
√√√√ +∞∑
n=−∞
∣∣∣∣ K ′n(√a0 )Kn(√a0 )
∣∣∣∣ · |φn|2
√√√√ +∞∑
n=−∞
∣∣∣∣ K ′n(√a0 )Kn(√a0 )
∣∣∣∣ · |ψn|2. (2.31)
From Lemma 2.1, we have
α 
∣∣∣∣ K ′n(√a0 )Kn(√a0 )
∣∣∣∣ · 1√1+ n2  β, for all natural number n, (2.32)
where α and β are two positive constants. Note that K−n(x) = Kn(x), n ∈ Z, thus there exists a positive constant C1 such
that
D̂(u, v) C1 ·
√√√√ +∞∑
n=−∞
(
1+ n2) 12 · |φn|2 ·
√√√√ +∞∑
n=−∞
(
1+ n2) 12 · |ψn|2 = C1‖u‖ 1
2 ,Γ
· ‖v‖ 1
2 ,Γ
. (2.33)
Since the following recursive relation holds (see [16])
K ′n(x) = −
1
2
[
Kn+1(x) + Kn−1(x)
]
, n 1, K ′0(x) = −K1(x). (2.34)
And noting that Kn(x) > 0, for any x> 0, we have K ′n(x) < 0, for any x> 0. Thus K ′n(
√
a0 )/Kn(
√
a0 ) < 0. Furthermore, from
(2.32) we have
D̂(u,u)√a0 · 2π ·
+∞∑
n=−∞
∣∣∣∣ K ′n(√a0 )Kn(√a0 )
∣∣∣∣|φn|2 √a0 · 2π · C ′ · +∞∑
n=−∞
(
1+ n2) 12 · |φn|2 = C2‖u‖21
2 ,Γ
. (2.35)
Thus the lemma holds. 
From Lemma 2.2 and Lax–Milgram theorem, the variational problem (2.18) is well-posedness.
3. Hermite trigonometric wavelets
In this section, we will give a brief introduction of Quak’s work on the construction of Hermite interpolatory trigono-
metric wavelets and their basic properties (see [1]).
For all n ∈ N, the Dirichlet kernel Dn(θ) and its conjugate kernel D˜n(θ) are deﬁned as
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2
+
n∑
k=1
coskθ =
⎧⎨⎩
sin(n+ 12 )θ
2 sin 12 θ
, θ /∈ 2πZ,
n + 12 , θ ∈ 2πZ,
(3.1)
D˜n(θ) =
n∑
k=1
sinkθ =
{
cos( 12 θ)−cos(n+ 12 )θ
2 sin 12 θ
, θ /∈ 2πZ,
0, θ ∈ 2πZ.
(3.2)
Obviously, Dn(θ), D˜n(θ) ∈ Tn , where Tn is the linear space of trigonometric polynomials with degree not exceeding n. The
equally spaced nodes on the interval [0,2π) with a dyadic step size are denoted by
θ j,n = nπ
2 j
, for any j ∈ N0, and n = 0,1, . . . ,2 j+1 − 1, (3.3)
where N0 = N ∪ {0}, i.e., N0 is the set of all non-negative integers.
Deﬁnition 3.1 (Scaling functions). (See [1].) For all j ∈ N0, the scaling functions ϕ0j,0(θ),ϕ1j,0(θ) are deﬁned as
ϕ0j,0(θ) =
1
22 j+1
2 j+1−1∑
k=0
Dk(θ), (3.4)
ϕ1j,0(θ) =
1
22 j+1
(
D˜2 j+1−1(θ) +
1
2
sin
(
2 j+1θ
))
. (3.5)
Let ϕsj,n(θ) = ϕsj,0(θ − θ j,n), for s = 0,1, and n = 0,1, . . . ,2 j+1 − 1. Furthermore, let ϕsj,n(θ) = ϕsj,n mod 2 j+1 (θ), for s = 0,1,
and any n ∈ N.
Lemma 3.1. (See [1].) For any j ∈ N0 , we have
ϕ0j,0(θ) =
{
1
22 j+1
sin2(2 jθ)
sin2( θ2 )
, θ /∈ 2πZ,
1, θ ∈ 2πZ,
ϕ1j,0(θ) =
{
1
22 j+1 (1− cos(2 j+1θ)) cot θ2 , θ /∈ 2πZ,
0, θ ∈ 2πZ,
and their derivations are given by
(
ϕ0j,0(θ)
)′ ={ 12 j+2 sin(2 j+1θ)sin2( θ2 ) − 122 j+2 sin2(2 jθ) cot θ2sin2( θ2 ) , θ /∈ 2πZ,
0, θ ∈ 2πZ,(
ϕ1j,0(θ)
)′ ={ 122 j+3 cos(2 j+1θ)−1sin(2 j+1θ) + 12 j+1 sin(2 j+1θ) cot θ2 , θ /∈ 2πZ,
1, θ ∈ 2πZ.
Theorem 3.1 (Interpolatory properties of the scaling functions). (See [1].) For all j ∈ N0 , the following interpolatory properties hold for
each k,n = 0,1, . . . ,2 j+1 − 1
ϕ0j,n(θ j,k) = δnk ,
(
ϕ0j,n(θ j,k)
)′ = 0, (3.6)
ϕ1j,n(θ j,k) = 0,
(
ϕ1j,n(θ j,k)
)′ = δnk . (3.7)
From above we can take wavelet functions ϕ0j,n(θ),ϕ
1
j,n(θ), n = 0,1, . . . ,2 j+1 − 1, as scaling functions. Then we have
Deﬁnition 3.2 (Scaling functions space). For all j ∈ N0, deﬁne the wave space S j(Γ ) as follows
S j(Γ ) = span
{
ϕ0j,n(θ),ϕ
1
j,n(θ), n = 0,1, . . . ,2 j+1 − 1
}
.
As the ﬁrst step of studying the spaces V j , the following result identiﬁes the trigonometric polynomials which form
alternative bases of these spaces.
Theorem 3.2. For any j ∈ N0 , we have
V j = span
{
1, cos θ, . . . , cos
(
2 j+1 − 1)θ, sin θ, . . . , sin2 j+1θ}.
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dim V j = 2 j+2.
Proof. From the deﬁnition of the function ϕ0j,0, it is clear that ϕ
0
j,0 and its translates by
nπ
2 j
are elements of
T2 j+1−1 ⊂ span
{
1, cos θ, . . . , cos
(
2 j+1 − 1)θ, sin θ, . . . , sin2 j+1θ}.
It is apparent that ϕ1j,0 is an element of this span. A translation of ϕ
1
j,0 by
nπ
2 j
does not cause any problem as the term
sin2 j+1θ is not affected. This means that
V j ⊂ span
{
1, cos θ, . . . , cos
(
2 j+1 − 1)θ, sin θ, . . . , sin2 j+1θ}.
The equality which follows from the interpolation conditions (3.6) and (3.7) shows that the functions spanning V j are
indeed linearly independent. Therefore we have dim V j = 2 j+2.
Moreover, Theorem 3.2 implies that
V j ⊂ V j+1, for j ∈ N0,
and if denotes V−1 = {0}, then
L2[0,2π ] = closureL2
( ∞⋃
j=−1
V j
)
,
∞⋂
j=−1
V j = {0}. 
Therefore, {V j}∞j=−1 forms a Hermite-type multiresolution analysis (MRA) of L2[0,2π ]. To calculate the stiffness matrix,
the following lemma is very useful.
Lemma 3.2. For j ∈ N0 , n = 0,1, . . . ,2 j+1 − 1, we have
(1)
2 j+1−1∑
k=0
coskθ j,n =
{−1, n = 0,
2 j+1 − 1, n = 0, (3.8)
(2)
2 j+1−1∑
k=0
k coskθ j,n =
{−2 j, n = 0,
2 j(2 j+1 − 1), n = 0, (3.9)
(3)
2 j+1−1∑
k=0
k2 coskθ j,n =
{
−22 j+1 + 2 j sin−2 θ j+1,n, n = 0,
1
32
j(2 j+1 − 1)(2 j+2 − 1), n = 0, (3.10)
(4)
2 j+1−1∑
k=0
k3 coskθ j,n =
{−23 j+2 + 3 · 22 j sin−2 θ j+1,n, n = 0,
22 j(2 j+1 − 1), n = 0, (3.11)
(5)
2 j+1−1∑
k=0
sinkθ j,n = 0, n ∈ N, (3.12)
(6)
2 j+1−1∑
k=0
k sinkθ j,n =
{−2 j cot θ j+1,n, n = 0,
0, n = 0, (3.13)
(7)
2 j+1−1∑
k=0
k2 sinkθ j,n =
{−22 j+1 cot θ j+1,n, n = 0,
0, n = 0, (3.14)
(8)
2 j+1−1∑
k=0
k2 sinkθ j,n =
{−2 j−1[(22 j+3 − 3) − 3cot2 θ j+1,n] cot θ j+1,n, n = 0,
0, n = 0. (3.15)
Proof. Eqs. (3.8), (3.12)–(3.15) are obviously valid for n = 0. It is easy to prove that (3.9)–(3.11) hold by using ∑nk=1 k =
1
2n(n + 1),
∑n
k=1 k2 = 16n(n + 1)(2n + 1) and
∑n
k=1 k3 = [ 12n(n + 1)]2, respectively. Now we prove (3.8)–(3.15) when n = 0.
For n = 0,1, . . . ,2 j+1 − 1, we know that θ j,n = nπj ≡ nj+1 · 2π /∈ 2πZ. By (3.1),2 2
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k=0
coskθ j,n = sin(2
j+1 − 12 )θ j,n
2sin θ j,n
− 1
2
= − sin θ j,n
2sin θ j,n
− 1
2
= −1.
So (3.8) holds for n = 0.
Since
D˜2 j+1−1(θ) =
2 j+1−1∑
k=0
sinkθ = cos
1
2 − cos(2 j+1 − 12 )θ
2sin θ2
,
namely
2 sin
θ
2
· D˜2 j+1−1(θ) = cos
1
2
− cos
(
2 j+1 − 1
2
)
θ.
Taking the ﬁrst derivative yields
cos
θ
2
· D˜2 j+1−1(θ) + 2sin
θ
2
· D˜ ′2 j+1−1(θ) = −
1
2
sin
θ
2
+
(
2 j+1 − 1
2
)
sin
(
2 j+1 − 1
2
)
θ. (3.16)
The result of an evaluation of (3.16) at the knots θ j,n can be rewritten to produce
cos θ j+1,n · D˜2 j+1−1(θ j,n) + 2sin θ j+1,n · D˜ ′2 j+1−1(θ j,n) = −
1
2
sin θ j+1,n +
(
2 j+1 − 1
2
)
sin θ j+1,n. (3.17)
Noting that
D˜2 j+1−1(θ j,n) =
2 j+1−1∑
k=0
sinkθ j,n = 0, D˜ ′2 j+1−1(θ j,n) =
2 j+1−1∑
k=0
k coskθ j,n.
(3.17) implies (3.9) and (3.12).
From (3.1) it follows that
2 sin
θ
2
· D˜2 j+1−1(θ) = sin
(
2 j+1 − 1
2
)
θ.
Taking the second derivative yields
2 sin
θ
2
· D˜ ′′2 j+1−1(θ) + 2cos
θ
2
· D˜2 j+1−1(θ) −
1
2
sin
θ
2
· D˜2 j+1−1(θ) = −
(
2 j+1 − 1
2
)2
sin
(
2 j+1 − 1
2
)
θ. (3.18)
From (3.1) it follows that
D2 j+1−1(θ j,n) = −
1
2
, D ′2 j+1−1(θ j,n) = 2 j cot θ j+1,n.
So that the result of an evaluation of (3.18) at the nodes θ j,n can be rewritten to produce
D˜ ′′2 j+1−1(θ j,n) = 22 j+1 − 2 j sin−2 θ j+1,n.
Combining these with the relation
D˜ ′′2 j+1−1(θ j,n) = −
2 j+1−1∑
k=0
k2 coskθ j,n, D˜
′
2 j+1−1(θ j,n) = −
2 j+1−1∑
k=0
k sinkθ j,n.
Thus (3.10) and (3.13) hold.
To prove (3.11) and (3.14), we make use of the following fact again:
cos
θ
2
· D˜2 j+1−1(θ) + 2sin
θ
2
· D˜ ′2 j+1−1(θ) = −
1
2
sin
θ
2
+
(
2 j+1 − 1
2
)
sin
(
2 j+1 − 1
2
)
θ.
Taking the ﬁrst derivative and second derivative,
−sin θ
2
· D˜2 j+1−1(θ) + 2cos
θ
2
· D˜ ′2 j+1−1(θ) + 2sin
θ
2
D˜ ′′2 j+1−1(θ) = −
1
22
cos
θ
2
+
(
2 j+1 − 1
2
)2
cos
(
2 j+1 − 1
2
)
θ, (3.19)
− 1
22
cos
θ
2
· D˜2 j+1−1(θ) −
3
2
cos
θ
2
· D˜ ′2 j+1−1(θ) + 3cos
θ
2
D˜ ′′2 j+1−1(θ) = −
1
23
sin
θ
2
−
(
2 j+1 − 1
2
)3
sin
(
2 j+1 − 1
2
)
θ.
(3.20)
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D˜2 j+1−1(θ j,n) =
2 j+1−1∑
k=0
sinkθ j,n = 0, D˜ ′2 j+1−1(θ j,n) =
2 j+1−1∑
k=0
k coskθ j,n = −2 j,
we have
D˜ ′′2 j+1−1(θ j,n) = 22 j+1 cot θ j+1,n, D˜ ′′′2 j+1−1(θ j,n) = 23 j+2 − 3 · 22 j sin−2 θ j+1,n,
which imply (3.11) and (3.14).
Similarly, we can obtain Eq. (3.15). 
The following lemma for the inner products of the scaling functions may be found in [1]. This lemma implies that the
scaling functions are not mutually orthogonal.
Lemma 3.3. (See [1].) The inner products of the scaling functions on level j ∈ N0 are
(1)
〈
ϕ0j,k,ϕ
0
j,n
〉= { 123 j+3 sin−2 θ j+1,k−n, k = n,
1
3 (
1
2 j
+ 1
23 j+3 ), k = n,
(2)
〈
ϕ0j,k,ϕ
1
j,n
〉= { 123 j+3 cot θ j+1,k−n, k = n,
0, k = n,
(3)
〈
ϕ1j,k,ϕ
1
j,n
〉= {− 324 j+5 , k = n,
1
23 j+2 − 324 j+5 , k = n.
4. Wavelet–Galerkin method for the NIE
From the above discussion, we know S j(Γ ) is a subspace of space H
1
2 (Γ ).
Taking space S j(Γ ) as a ﬁnite element subspace. We consider the approximate variational problem of (2.18) as follows{
Find u j0 ∈ S j(Γ ), such that
D̂
(
u j0, v
j
0
)= F̂ (v j0), ∀v j0 ∈ S j(Γ ). (4.1)
Now we apply the Wavelet–Galerkin method to solve the approximate variational problem (4.1). We deﬁne
I j := 2 j+1 − 1, N := 2 j+2, for j ∈ N0.
And for some j ∈ N, let u j0 be the Galerkin projection of u0 in S j(Γ ), that is
u j0(θ) =
I j∑
k=0
[
α
j
kϕ
0
j,k(θ) + β jkϕ1j,k(θ)
]
. (4.2)
Substituting (4.2) to (4.1), we have the following linear algebraic system
I j∑
k=0
[
D̂
(
ϕ0j,k,ϕ
s
j,n
)
α
j
k + D̂
(
ϕ1j,k,ϕ
s
j,n
)
β
j
k
]= F̂ (ϕsj,n), n = 0,1, . . . , I j, s = 0,1. (4.3)
Eqs. (4.3) can be rewritten as
Q U = F , (4.4)
where
Q =
(
Q 00 Q 01
Q 10 Q 11
)
N×N
, Q sl =
(
qslkn
)
(I j+1)×(I j+1) =
(
D̂
(
ϕsj,k,ϕ
l
j,n
))
(I j+1)×(I j+1); (4.5)
U =
(
α j
β j
)
, α j = (α j0, . . . ,α jI j )T , β j = (β j0, . . . , β jI j )T ; (4.6)
F =
(
F ji,0
F ji,1
)
, F ji,s =
(
f js0, . . . , f
j
sI j
)T
, f jsk = F̂
(
ϕsj,k
)= 2π∫ g · ϕsj,k dθ. (4.7)
0
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From above what we have
qslkn = D̂2
(
ϕsj,k,ϕ
l
j,n
)= 1
2π
+∞∑
m=0
εmH
∗
m(1)
2π∫
0
2π∫
0
ϕsj,k(θ
′)ϕlj,n(θ) cosm(θ − θ ′)dθ dθ ′
= 1
2π
+∞∑
m=0
εmH
∗
m(1)
{ 2π∫
0
ϕsj,k(θ
′) cosmθ ′ dθ ′
2π∫
0
ϕlj,n(θ) cosmθ dθ +
2π∫
0
ϕsj,k(θ
′) sinmθ ′dθ ′ ·
2π∫
0
ϕlj,n(θ) sinmθ dθ
}
= 1
2π
+∞∑
m=0
εmH
∗
m(1)(Im + IIm), (4.8)
where εm = 1+ sgn(m), and
Im =
2π∫
0
ϕsj,k(θ
′) cosmθ ′dθ ′ ·
2π∫
0
ϕlj,n(θ) cosmθ dθ, (4.9)
I Im =
2π∫
0
ϕsj,k(θ
′) sinmθ ′dθ ′ ·
2π∫
0
ϕlj,n(θ) sinmθ dθ. (4.10)
Since
2π∫
0
sinmθ dθ =
2π∫
0
cosmθ dθ = 0, m = 1,2, . . . ,
2π∫
0
sinmθ · cosnθ dθ = 0, m,n = 1,2, . . . ,
2π∫
0
sinmθ · sinnθ dθ =
{
0, m = n,
π, m = n,
2π∫
0
cosmθ · cosnθdθ =
{
0, m = n,
π, m = n,
then it is easy to calculate (4.9) and (4.10). Thus we have the following relations:
Case 1. a0 = 0.
When s = l, we have
q01kn = q10kn = 0, k,n = 0,1, . . . , I j .
That is
Q 01 = Q 10 = 0.
When s = l, we have
q00kn =
{− π
22 j+2 sin
−2 θ j+1,k−n, k = n,
π
3 (1− 122 j+2 ), k = n,
q11kn =
{− π
23 j+3 , k = n,
π(2 j+2−1)
23 j+3 , k = n.
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a00m =
{− π
22 j+2 sin
−2 θ j+1,m, m = 1,2, . . . , I j,
π
3 (1− 122 j+2 ), m = 0,
a11m =
{− π
23 j+3 , m = 1,2, . . . , I j,
π(2 j+2−1)
23 j+3 , m = 0,
then
q00kn = a00|k−n|, q11kn = a11|k−n|, k,n = 1,2, . . . , I j .
Case 2. a0 = 0.
When s = l, we have
q01kn = q10kn = 0, k,n = 0,1, . . . , I j .
That is
Q 01 = Q 10 = 0.
When s = l, we have
q00kn =
π
22 j+1
H∗0(1) +
π
24 j+2
I j∑
m=1
H∗m(1)
(
2 j+1 − 1)2 cosmθ j,k−n,
q11kn =
π
24 j+4
H∗2 j+1 (1) +
π
24 j+2
I j∑
m=1
H∗m(1) cosmθ j,k−n.
Let
a00m =
π
22 j+1
H∗0(1) +
π
24 j+2
I j∑
l=1
H∗l (1)
(
2 j+1 − 1)2 cos lθ j,m,
a11m =
π
24 j+4
H∗2 j+1(1) +
π
24 j+2
I j∑
l=1
H∗l (1) cos lθ j,m,
where m = 0,1, . . . , I j , then we have
q00kn = a00|k−n|, q11kn = a11|k−n|, k,n = 0,1, . . . , I j .
Therefore, we have the following assertion.
Theorem 4.1. The stiffness matrix Q in (4.4) satisﬁes
Q = diag(Q 00, Q 11), (4.11)
where
Q 00 =
((
a000 ,a
00
1 , . . . ,a
00
I j
))
, Q 11 =
((
a110 ,a
11
1 , . . . ,a
11
I j
))
. (4.12)
And
(1) if a0 = 0, then
a00m =
{− π
22 j+2 sin
−2 θ j+1,m, m = 1,2, . . . , I j,
π
3 (1− 122 j+2 ), m = 0,
(4.13)
a11m =
{− π
23 j+3 , m = 1,2, . . . , I j,
π(2 j+2−1)
23 j+3 , m = 0;
(4.14)
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a00m =
π
22 j+1
H∗0(1) +
π
24 j+2
I j∑
l=1
H∗l (1)
(
2 j+1 − 1)2 cos lθ j,m, (4.15)
a11m =
π
24 j+4
H∗2 j+1(1) +
π
24 j+2
I j∑
l=1
H∗l (1) cos lθ j,m, (4.16)
here m = 0,1, . . . , I j .
5. Convergence and error estimates
First, we introduce a result of Quak (see [1]).
Lemma 5.1. (See [1].) For j ∈ N0 , Hermite interpolation operator H j : C1[0,2π ] → S j is deﬁned as follows
H j f (θ) =
2 j+1−1∑
k=0
[
f (θ j,k)ϕ
0
j,k(θ) + f ′(θ j,k)ϕ1j,k(θ)
]
, (5.1)
then the operator H j satisﬁes the following properties:
(1) H j f ∈ T2 j+1 ,
(2) H j f = f , ∀ f ∈ H j ,
(3) H j f (θ j,k) = f (θ j,k), (H j f (θ j,k))′ = f ′(θ j,k), ∀k ∈ N0 .
From the theory of function approximation, it is easy to get
Lemma 5.2. (See [1].) If f ∈ Ck[0,2π ],1 l < +∞, then the following inequality holds
‖ f − H j f ‖s,l  Ck,s2(s−k) j E2 j
(
f (k)
)
, 0 s k, j ∈ N0, (5.2)
where E2 j ( f
(k)) is the best approximation of f (k) in T2 j .
Lemma 5.3 (Projection properties). Let u0(θ) and u
j
0(θ) be the solutions of variational problems (2.18) and (4.1), respectively, then the
following assertions hold
D̂
(
u0 − u j0, φ j
)= 0, ∀φ j ∈ S j(Γ ), (5.3)∥∥u0 − u j0∥∥D̂  C inf
φ j∈S j(Γ )
‖u0 − φ j‖D̂ , (5.4)
where ‖ · ‖D̂ is the energy norm in space H
1
2 (Γ ) induced from the bilinear form D̂(·,·), that is ‖ · ‖D̂ =
√
D̂(·,·), and C is a positive
constant which independent of j.
Proof. Since S j(Γ ) ⊂ H 12 (Γ ), from (2.18) and (4.1) it follows that
D̂
(
u0, φ
j)= F̂ (φ j), ∀φ j ∈ S j(Γ ), (5.5)
D̂
(
u j0, φ
j)= F̂ (φ j), ∀φ j ∈ S j(Γ ). (5.6)
From (5.5) and (5.6), and noting that D̂(·,·) is bilinear, we have
D̂
(
u0 − u j0, φ j
)= 0, ∀φ j ∈ S j(Γ ). (5.7)
From Lemma 2.2, it follows that the energy norm ‖ · ‖D̂ is equivalent to ‖ · ‖H 12 (Γ ) . Furthermore∥∥u0 − u j0∥∥2D̂ = D̂(u0 − u j0,u0 − u j0)= D̂(u0 − u j0,u0 − φ j) C∥∥u0 − u j0∥∥D̂ · ∥∥u0 − φ j∥∥D̂ .
Hence∥∥u0 − u j0∥∥D̂  C∥∥u0 − φ j∥∥D̂ , ∀φ j ∈ S j(Γ ),
Thus the inequality (5.4) holds. 
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a positive constant C such that the following inequality holds:
‖u0‖1,Γ  C‖g‖0,Γ . (5.8)
Theorem 5.1 (Energy norm estimate). If u0 ∈ Ck+1(Γ ), then the following inequality holds∥∥u0 − u j0∥∥D̂  C2−(k+ 12 ) j E2 j (u(k+1)0 ), (5.9)
where the positive constant C is independent of j.
Proof. From Lemmas 5.3, 5.4 and the interpolate inequality, we have∥∥u0 − u j0∥∥2D̂  C‖u0 − H ju0‖2D̂  C‖u0 − H ju0‖2H 12 (Γ )  C‖u0 − H ju0‖2H1(Γ ) · ‖u0 − H ju0‖L2(Γ )
 C2−(k+1) j E2 j
(
u(k+1)0
) · 2−kj E2 j (u(k+1)0 )= C2−(2k+1) j E22 j (u(k+1)0 ).
Thus the inequality (5.9) holds. 
Now we will discuss L2-norm estimate and L∞-norm estimate.
Case I. a0 = 0.
Theorem 5.2 (L2-norm estimate). If u0 ∈ Ck+1(Γ ), and 〈u0 − u j0,1〉Γ = 0, then the following inequality holds∥∥u0 − u j0∥∥0,Γ  C2−(k+ 12 ) j E2 j (u(k+1)0 ), (5.10)
where the positive constant C is independent of j.
Proof. Since u0 − u j0 ∈ H
1
2 (Γ ) ⊂ L2(Γ ), by Lemma 5.4 the solution φ of the natural integral equation Kφ = u0 − u j0 satisﬁes
φ ∈ H1(Γ ), and ‖φ‖1,Γ  C0‖u0 − u j0‖0,Γ .
Therefore∥∥u0 − u j0∥∥20,Γ = 〈u0 − u j0,u0 − u j0〉Γ = D̂(φ,u0 − u j0) C‖φ‖ 12 ,Γ · ∥∥u0 − u j0∥∥D̂  C‖φ‖1,Γ · ∥∥u0 − u j0∥∥D̂
 C
∥∥u0 − u j0∥∥0,Γ · ∥∥u0 − u j0∥∥D̂ .
That is∥∥u0 − u j0∥∥0,Γ  C∥∥u0 − u j0∥∥D̂ .
From this and Theorem 5.1, it follows that the inequality (5.10) holds. 
Corollary 5.1. If u0 ∈ Ck+1(Γ ), then the following inequality holds∥∥u0 − u j0∥∥2,Γ  C2−(k+ 12 ) j E2 j (u(k+1)0 ), (5.11)
where the positive constant C is independent of j.
Similarly, we can obtain L∞-norm estimate.
Theorem 5.3 (L∞-norm estimate). If u0 ∈ Ck+1(Γ ), and 〈u0 − u j0,1〉Γ = 0, then the following inequality holds∥∥u0 − u j0∥∥L∞(Γ )  C2−(k+ 12 ) j E2 j (u(k+1)0 ), (5.12)
where the positive constant C is independent of j.
Case II. a0 = 0.
Theorem 5.4 (L2-norm estimate). If u0 ∈ Ck+1(Γ ), and 〈P(u0 − u j0),1〉Ω = 0, then the following inequality holds∥∥u0 − u j0∥∥0,Γ  C2−(k+ 12 ) j E2 j (u(k+1)0 ), (5.13)
where the positive constant C is independent of j.
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The relative errors between u0 and u
j
0 in the maximum norm and L
2-norm
Note number N j ‖u0 − u j0‖L∞(Γ )/‖u0‖L∞(Γ ) ‖u0 − u j0‖L2(Γ )/‖u0‖L2(Γ )
32 4 1.7434× 10−7 9.3175× 10−8
64 5 6.1243× 10−8 1.6883× 10−8
128 6 7.6652× 10−8 9.2005× 10−9
Table 3
The relative errors between u0 and u
j
0 in the maximum norm and L
2-norm
a0 Note number N j ‖u0 − u j0‖L∞(Γ )/‖u0‖L∞(Γ ) ‖u0 − u j0‖L2(Γ )/‖u0‖L2(Γ )
1 4 1 1.9207× 10−14 9.6034× 10−15
8 2 3.0864× 10−13 2.4400× 10−13
16 3 2.4624× 10−8 1.4279× 10−8
32 4 6.3634× 10−8 3.1683× 10−8
64 5 1.7030× 10−9 9.0195× 10−10
3 4 1 1.5210× 10−14 7.6050× 10−15
8 2 1.2157× 10−13 4.2981× 10−14
16 3 5.8673× 10−7 2.5936× 10−7
32 4 3.2730× 10−9 1.7311× 10−9
64 5 1.2008× 10−10 5.3533× 10−11
5 4 1 0 0
8 2 9.2037× 10−14 4.6019× 10−14
16 3 4.2347× 10−9 2.4933× 10−9
32 4 5.7153× 10−10 2.4268× 10−10
64 5 3.1776× 10−11 1.1254× 10−11
Corollary 5.2. If u0 ∈ Ck+1(Γ ), then the following inequality holds∥∥u0 − u j0∥∥2,Γ  C2−(k+ 12 ) j E2 j (u(k+1)0 ), (5.14)
where the positive constant C is independent of j.
Proof is similar to that of Theorem 5.2 and Corollary 5.1.
Similarly we can obtain L∞-norm estimate.
Theorem 5.5 (L∞-norm estimate). If u0 ∈ Ck+1(Γ ), and 〈P(u0 − u j0),1〉Ω = 0, then the following inequality holds∥∥u0 − u j0∥∥L∞(Γ )  C2−(k+ 12 ) j E2 j (u(k+1)0 ), (5.15)
where the positive constant C is independent of j.
6. Numerical examples
In this section, some numerical examples are presented.
Example 6.1. Solve the Neumann problem in the exterior unit disk:{−Δu = 0, in Ωc,
∂u
∂n = 30cos30θ, on Γ. (6.1)
The exact solution to problem (6.1) is u(r, θ) = 1
r30
cos30θ . Let N ≡ 2 j+1 be the node number on boundary Γ . The linear
algebraic system is solved by the steepest descent method. The relative errors between u0 and u
j
0 in the maximum norm
and L2-norm are given in Table 2, respectively.
Example 6.2. Solve the Neumann problem in the exterior unit disk:{−Δu + a0u = 0, in Ωc,
∂u
∂n = H∗0(1), on Γ. (6.2)
The exact solution to problem (6.2) is u(r, θ) = H0(r). Let N ≡ 2 j+1 be the node number on boundary Γ . The linear
algebraic system is solved by the steepest descent method. The relative errors between u0 and u
j
0 in the maximum norm
and L2-norm are given in Table 3, respectively.
It is easy to see that our error results are greatly small with low computing cost.
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