Abstract
Introduction
The assessment of commodity price dynamics is of much importance for understanding global economic activity. The dramatic increase in commodity prices during the last decade renewed interest in modeling their behavior (cf. Humphreys 2010, Arezki et al., 2014) . Metals constitute an important subset of nonagricultural and non-fuel commodities, which are related to both real economy as in business cycles (cf. Arango et al. 2012 ). This study elaborates a state space specification for the 100 years long monthly time series of non-ferrous and precious metals, with the major aim to find an appropriate dynamic representation. In particular, we investigate whether a model with two common factors is more suitable for an adequate assessment of metal dynamics than the commonly used single common factor specification. These empirical properties of metal series should be incorporated into a formal model framework. In the current literature (Labys et al. 1999 , Lombardi et al. 2012 , Byrne et al. 2013 ) a class of linear factor models with a single common and several idiosyncratic (individual) factors is mainly exploited in order to reflect all these characteristics with the exception of individual peaks. The common factor is responsible for the joint dynamics of the series whereas individual factors are introduced in order to cope with residual autocorrelation (Labys et al. 1999 ). The obtained empirical results indicate that the extracted common factor is positively correlated to the major macroeconomic fundamentals such as industrial production, consumer or stock prices, and negatively correlated with real interest rates.
Despite the popularity of the single common factor models, there are both theoretical (cf. Kose et al. 2004 , Bernanke et al. 2005 ) and empirical (cf. Lombardi et al. 2012) arguments which indicate that a single common factor may not always be sufficient for a full description of the economic system. For example, a separation between real (e.g., industrial production) and nominal (inflation-related) economic indicators suggests that there should be at least two factors in order to describe the dynamics of metal price series.
Another motivation for introducing the second common factor is the evidence that production and monetary shocks in the global economy have quite different impacts on metal prices (cf. Belke et al. 2010 Belke et al. , 2013 .
For these reasons we consider a set of linear state space models with two common factors. The benchmark model as in Labys et al. (1999) and Vansteenkiste (2009) with a single common and several individual factors (states) is contrasted to more general approaches presuming two common factors with a number of individual factors. Since some parameters of these general models appear to be insignificant, we introduce zero restriction on factors loadings in order to find a suitable but parsimonious specification. A natural way to impose such zero restrictions on common factor loadings is to group non-ferrous (colored) and precious metals, which is motivated by the structure of their correlation matrix. We estimate all models by means of the Kalman filter approach both for the full sample (100 years) and for two subsamples (50 years each) in order to check the robustness of the obtained results.
Our findings support the necessity to introduce the second common factor for a better assessment of metal price development according to both log-likelihood and AIC/BIC. The second common factor, which is related to precious metals, exhibits quite distinct autoregressive dynamics compared to the first common factor. Both factors are positively correlated, moreover, some idiosyncratic factors are still necessary in order to remove remaining residual autocorrelation. The subsample analysis shows that the single common factor appears to be sufficient for the turbulent first half of the 20th century, whereas two common factors are necessary in the much more calm and peaceful second half of the sample characterized by a substantial increase in international trade.
Furthermore, we investigate empirically the relation of the extracted (filtered) common factors to macroeconomic fundamentals. We discover that the first common factor is more related to the industrial production and Standard & Poor's 500 index, whereas the second common factor is positively correlated to oil prices and consumer price index. This finding implies that macroeconomic fundamentals representing real economy are more related to the first (non-ferrous metals) factor, whereas the second (precious metals) factor is mostly correlated with monetary variables. Thus, our results underscore the necessity of two common factors for modeling dynamics of metal prices.
The rest of the paper is organized as follows. In Section 2 we present the dataset and provide the descriptive analysis. In Section 3 we introduce linear state space models with common and idiosyncratic factors. The estimation results are provided in Section 4 where we also investigate the relationship between the extracted common factors and the major macroeconomic variables. Section 5 concludes the paper.
Data Description
We consider a unique dataset 1 of eight non-ferrous and precious metal price series, which can be naturally divided in two groups of five non-ferrous (tin, zinc, lead, copper and aluminum) and three precious (gold, silver, platinum) metals. Our study is focused on modeling metal price dynamics over a long period of Since the price series of interest seem to be integrated of order one, we calculate monthly returns by building the first log differences as in Lombardi et al. (2012) . This transformation removes possible longrun cointegration relations from the data which are studied by Issler et al. (2014) . Hence, we concentrate on modeling of the joint short-and medium-run dynamics of metal prices. Additionally, we standardize return series by subtracting the full sample means and dividing by the full sample standard deviations as it is 1 This unique data set was created in the context of the project "Ursachen von Preispeaks, -einbrüchen und -trends bei mineralischen Rohstoffen" (Bräuninger et al. 2013 ) funded by the Federal Institute for Geoscience and Natural Resources (BGR).
commonly done in factor analysis. The same transformation is conducted for the considered macroeconomic series, namely the U.S. industrial production (ip), Standard & Poor's 500 index (sp500), oil price (oil), consumer price index (cpi) and the real interest rate (int). The important full sample descriptive statistics for all metal and macroeconomic series are provided in Table 1 , whereas the autocorrelation plots of the (standardized) first log differences of metal prices are shown in Figure 1 . The pairwise full sample correlations between all time series are reported in Table 2 .
[ Table 1 (descriptive stats), Table 2 The metal series exhibit pronounced autocorrelation, which appears to be of AR(1)-order according to the Bayes information criterion in the majority of cases. The normality assumption is strongly rejected for all series due outliers which produce heavy tails. The found ARCH effects point on heteroscedasticity in metal series as also reported by Hammoudeh et al. (2011) . In particular, it is to differentiate between low volatility in the first half of the sample (especially during the World War II) and high volatility in the second half which is attributed (among other reasons) to the increasing volume of international trade in the globalization era. However, as the overall level of variability remains almost constant over time, we conduct our analysis without specifying an explicit model for conditional heteroscedasticity.
The cross-correlation analysis in Table 2 illustrates that metal series are significantly positively correlated to each other. This evidence suggests the existence of common dynamics which is well-documented in numerous studies starting from Pindyck and Rotemberg (1990) . There are two distinct groups which unite the colored and precious metals, respectively, so that correlations are stronger within groups than between them. We exploit this evidence for imposing zero restrictions on factor loadings by estimating models with two common factors. Concerning the selected metal pairs, we report that gold and silver prices exhibit the highest correlation among all precious metals series which confirms findings of Soytas et al. Analyzing correlations between macro variables, note that we observe significantly positive correlation only between oil and cpi, and significantly negative correlations only for the interest rate with industrial production and cpi. The evidence about correlations between macro variables and metals is rather mixed.
Industrial production and sp500 are mostly significantly positively correlated only to the colored metals, whereas oil and cpi are significantly positively correlated to almost all colored and precious metals. 
State Space Model Specifications
The empirical literature dealing with commodity price series primarily aims to reveal their common autoregressive dynamics, which can be exploited for the forecasting purposes 
A single common factor: the benchmark
Denote by y t the k-dimensional series of the standardized first log differences of monthly metal prices. The model of Labys et al. (1999) with a single common factor and k individual factors with AR(1) dynamics is chosen as a benchmark in our study. Whereas the common factor is responsible for the assessment of joint comovements, idiosyncratic (metal-specific) factors are necessary for modeling residual autocorrelations. The corresponding state space model with a single common factor ξ t and the k-dimensional vector of idiosyncratic factors ζ t is specified as
where denotes element-by-element vector multiplication. The iid innovations u t , e s , ε v , are assumed to be mutually independent for all t, s, v; the covariance matrix R is presumed to be diagonal. The variances of factor innovations e t and ε s are set to be unity, which is the identification assumption. The vectors h, h i represent common and individual factor loadings, respectively. The individual factors are assumed to be independent on the common factor with all factors assumed to follow AR(1) dynamics. Recall that an additive representation of two lower order AR processes can be equivalent to presuming much more complex autoregressive specifications in the original series. Note also that the introduced state state specification allows for heteroscedasticity in the process y t because of the time varying Kalman filter update of the mean squared error (cf. Hamilton 1994, p. 381). Now we introduce a class of models with two common and several individual factors. As earlier, we assume that all factors follow AR(1) dynamics. The general representation with two common ξ 1,t , ξ 2,t and the vector of k individual factors ζ t is given in the following system of equations:
Models with two common factors
ξ 2,t = φ 2 ξ 2,t−1 + e 2,t , e 2,t ∼ (0, 1), Corr(e 1,t , e 2,t ) = ρ,
with the assumption that the innovations e 1,t , e 2,t and ε t are iid. The idiosyncratic factors are assumed to be uncorrelated to the common factors. However, we allow for correlation between the common factors (states), which is justified in the economic theory where aggregate output revisions are correlated to the unexpected changes in the money supply (Lucas and Sargent 1979) . The vectors h 1 , h 2 and h i denote factor loadings for a pair of common and the vector of idiosyncratic factors, respectively. Again, we assume that R is a diagonal matrix. Similarly to the single common factor approach, this model can be estimated via Kalman filter approach (cf. Hamilton 1994) .
The state space model with two common factors introduced in Equations (4)- (7) is quite general and could be overparameterized. Thus, our aim is to specify a parsimonious model with significant AR(1) factor coefficients as well as significant factor loadings such that it is able to remove residual autocorrelation. A fully unrestricted model (the estimates for this model are not reported here) provides many insignificant factor loadings as well as insignificant AR coefficients for individual factors. For this reason we investigate which zero restrictions on parameters could be imposed without losing model adequacy.
In order to address these empirical issues we investigate whether two common factors exhibit distinct autoregressive dynamics and provide significant factor loadings for all metals. Then we check whether it is necessary to introduce all k = 8 individual factors in order to purge residual autocorrelation or a smaller number of individual factors is sufficient for this purpose. Moreover, we analyze whether zero restrictions on common factor loadings h 1 , h 2 could be imposed without worsening of the model fit. Finally, we have to check whether the preferred full sample specification remains robust by considering subsamples.
Empirical Evidence
All introduced state space models are estimated by means of the quasi maximum likelihood approach (cf.
Hamilton 1994). Next we describe the estimation results from the full sample analysis. Then we conduct estimation of the favored full sample models in two subsamples and present the obtained empirical evidence.
Finally, we analyze in detail the relationship between the extracted (filtered) common factors and important macroeconomic variables in order to provide factor interpretation.
Full sample estimation results
The benchmark model with a single common and eight individual factors is compared to a set of models with two common and several (either eight, six or three) idiosyncratic factors. For the settings with six and three individual factors non-zero loadings are assigned to metals with the largest residual autocorrelation.
Moreover, as it is advocated by the AIC and BIC, we impose zero restrictions on common factor loadings such that the first factor refers only to the non-ferrous and the second one only to the precious metals.
These restrictions are set by analyzing the structure of the correlation matrix in Table 2 . Moreover, they can be justified economically (as in Vansteenkiste 2009 ). The estimation results for these four specifications are reported in Table 3 .
[ Table 3 about here.]
The model with a single common factor is characterized by significant common factor loadings and mainly succeeds (with the exception of silver) in removing residual autocorrelation. However, almost all individual factor AR(1) coefficients and the majority of individual factor loadings appear to be insignificant.
Introducing the second common factor leads to a substantial increase in the log-likelihood function. Although all models exhibit the same autoregressive dynamics for the first (colored) common factor (φ 1 ≈ 0.47), there is a quite different dynamics of the second (precious) factor with the AR(1) coefficientφ 2 ≈ 0.3. This evidence indicates that the persistence of the second factor is much lower than of the first one.
The common factor loadings are significant for all metal series in the two factor models. As expected, the introduction of eight individual factors in addition to two common factors completely removes residual autocorrelation, but provides mostly insignificant individual factor loadings as well as insignificant individual factor AR(1) coefficients. The model with six individual factors (i.e., two common and six individual) allows to remove autocorrelation, but some parameters are still insignificant. The parameters of the model with three individuals factors (i.e., two common and three individual) are mostly significant; moreover, this specification is advocated by both AIC and BIC. However, there remains substantial residual autocorrelation for tin, lead and copper. As it is difficult to favor the uniformly superior specification, we consider in the subsample analysis models with two common and either six or three individuals factors.
The Kalman filter approach is further applied for extracting (filtering) zero-restricted common factors which are related to the non-ferrous and precious metals, respectively. The time evolution and the autocorrelation plots of two common factors for the model with three individual factors is presented in Figure 2 . Introducing individual factors appears to be mostly important for aluminum and platinum, which is not a surprise because these metals show rather distinct autoregressive dynamics compared to the other metals in their groups as can be observed in Figure 1 
Robustness check: subsample analysis
In order to investigate the stability of our results we conduct a subsample analysis. For this purpose, we divide the full sample in two roughly 50-years subperiods, namely the first part from 1910 till 1959 and the second part from 1960 till 2011. This division is motivated by the history of the 20th century: the first subperiod characterized by both the World Wars and severe economic crises (e.g., the Great Depression)
is contrasted to the second peaceful period with a substantial increase of international trade due to globalization. Next we compare the subsample estimates for the single common factor benchmark model with those for a pair of two zero-restricted common factor models with either six or three individual factors. The estimation results are reported in Table 4 .
[ Table 4 about here.]
Our empirical findings are rather different in the considered subsamples. In the first subperiod, the single common factor model appears to be quite close to the models with two common factors according to both the log-likelihood and AIC/BIC. However, the single factor model is the worst one in the second subperiod, so that the specifications with two common factors should be clearly preferred. This result is in line with the evidence that the autoregressive dynamics of both common factors is very similar to those for the single factor model in the first period. The second subperiod, however, is characterized by quite distinct autoregressive coefficients for both common factors, which are similar to those from the full sample (see Table 3 ). The AR(1) coefficient for the second common factor which is related to the precious metals is much lower compared to the coefficients for the colored metal factor. There are also remarkable changes in the second common factor loadings: they increase uniformly and significantly in the second subsample which can be interpreted as an increase of volatility in the factor impact. On the contrary, the factor loadings for the first common factor remain rather stable over time. The changing dynamics of the second (precious) metals factor may be attributed to changes in the world currency system. The role of precious metals in the global economy, especially of gold, dramatically decreased after the breakdown of the Bretton-Woods currency system by moving to floating exchange rates (cf. Chen 2010, Baur and Tran 2014).
Thus, we find that the degree of synchronization (co-movement) in metal prices clearly decreases in the second part of the sample, which is illustrated by increasing significance of the second common as well as of individual factors. In order to understand this phenomenon, recall that the first part of the 20th century was characterized by huge perturbations (such as the World Wars and the Great Depression), whereas the degree of globalization and the strength of international economic linkages remarkably increased during the calm second part of the century (cf. Radetzki 2006) . Since correlations are usually much lower in calm time periods on financial markets, our evidence underscores the necessity of introducing additional factors for modeling dynamics of metal series for the last 50 years.
Summarizing the findings from the subsample analysis, we document that the single common factor model is quite good in the first part of the sample, which is characterized by turbulent economic and political developments. However, the second common factor is required for describing dynamics in the second part of the sample which is much more calm and peaceful compared to the first subperiod. The dynamics of the first common factor attributed to the non-ferrous metals remains stable over time, whereas the dynamics of the precious common factor has changed in the second subperiod primarily because of changes in the world currency system.
Common factors and macroeconomic variables
Commodity prices are known to be correlated to the major macroeconomic fundamentals like e.g. industrial production, oil prices, interest rates (cf. Pindyck and Rotemberg 1990) . Studying the relation between macroeconomic fundamentals and the extracted common factors is of essential importance for the factor interpretation (cf. Frankel 2008) . For this purpose we calculate the correlations of the common factor(s) with a number of important macroeconomic series, namely with industrial production (ip), Standard & Poor's 500 index (sp500), oil price (oil), consumer price index (cpi) and the real interest rate (int). We report correlations between these macro variables and the common factor(s) extracted from the approaches characterized by the single common with eight individual and two common with three individual factors.
The evidence from two factor models with eight and six individual factors appears to be very similar. The correlation coefficients for both full sample and subsamples are presented in Table 5 .
[ Table 5 about here.]
As it is found in the earlier studies (see, e.g., Labys et al. 1999 ), the full sample correlations of the single common factor with the U.S. ip, oil, sp500 and cpi are significantly positive, whereas they are significantly negative with the interest rates. These significance and sign results appear to be mainly valid for two common factors as well. However, the second common factor related to the precious metals is almost uncorrelated to industrial production and only weakly correlated to sp500.
The difference between the single common and two common factor models are more pronounced in the subsample analysis. In particular, oil is weekly negatively uncorrelated to the common factors in the first subperiod. Concerning the second period, we observe that SP500 is almost uncorrelated to the single and to the second common factors. Moreover, the U.S. industrial production is insignificantly correlated to the common factor(s). However, the OECD industrial production which is a more broad indicator for the worldwide economic activity is significantly positively correlated with the single and the first common factors. Relying on the obtained results in the second part of the sample, we conclude that the first common factor is closer related to the real economy (OECD industrial production, sp500), whereas the second factor is much less correlated with these variables and seems to be a good proxy for the monetary indicators such as cpi. The two common (real and nominal) factors are highly correlated to each other in all models and subsamples, which is in line with economic theory arguments that aggregate output and price level should be positively correlated (cf. Lucas and Sargent 1979).
Summary
In this paper, we model dynamics of 100 years long monthly time series of eight non-ferrous and precious metals. For this purpose, we suggest state space representations with two common and a number of indi-vidual factors, which are compared to the single common factor models used in the current literature. The two common factors are assigned to the groups of non-ferrous and precious metals such that they can be interpreted as representing the real and the nominal sides of the economy, respectively. The usefulness of the second common factor is mostly pronounced in the second part of the 20th century, which is characterized by the increase of international trade and changes in the world currency system. Note: Standardized log differences; number of lags for the ADF-test is chosen via BIC and varies between 1 and 12, all models include a constant term; p-values in parenthesis. ip: U.S. industrial production index, oil: crude oil price, sp500: S&P 500 index, cpi: consumer price index, int: real interest rate. Note: standard deviation (std) in parenthesis; * significance at the 0.1 level, ** significance at the 0.05 level, *** significance at the 0.01 level. 
A Appendix
This data set was created in the context of the project "Ursachen von Preispeaks, -einbrüchen und -trends bei mineralischen Rohstoffen" (Bräuninger et al. 2013 ) funded by the Federal Institute for Geoscience and Natural Resources (BGR) and is part of the BGR price database. 
