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Abstract. Motivated by old and recent works on matrix powers and their applications
on combinatorial sequences, for given (an;n ≥ 1) sequence of complex numbers and power
series ϕ, g, h such that an 6= 0, n ≥ 1, ϕ (0) = 0 and ϕ
′ (0) g (0)h (0) 6= 0, we give in this
paper the s-th power and the inverse of the upper triangular matrices having (k, n)-th
entry in the form
ak
an
1
k!
(
d
dt
)n−1
t=0
[
(h (t))n
d
dt
(
(ϕ (t))k g (t)
)]
.
Keywords. Power of a triangular matrix, inverse of a triangular matrix, compositions
of functions, partial Bell polynomials, generating functions.
MSC2010: 15A16; 15A29
1 Introduction
Let A be a square matrix of complex entries with finite or infinite order. The calculation
of the matrix power occurs in different mathematical frameworks such as those occurring
in combinatorial sequences, linear differential equations and statistics. The triangular
matrices attracted the interest of many authors of different frameworks in mathemat-
ics, specially in combinatorics. They gave methods and some interesting algorithms to
calculate their powers, see [2, 3, 10, 11, 12, 13, 19, 18, 20].
In combinatorics, to study such combinatorial sequences, some authors refer to use the
matrix representations of sequences, such the works of Aceto and Cac¸a˜o [1] on a matrix
approach to Sheffer polynomials, Ben Taher and Rachidi [5] on the matrix powers and
exponential by the r-generalized Fibonacci sequences, Chen and Louck [7] on the combi-
natorial power of the companion matrix, Rahmani [17] on the Akiyama-Tanigawa matrix
and related combinatorial identities, Yang and Micek [22] on generalized Pascal functional
matrix and its applications, and, Spivey and Zimmer [21] on symmetric polynomials, Pas-
cal matrices and Stirling matrices.
Motivated by these works, we give in this paper the s-th power and the inverse of an
upper triangular matrix whose (k, n)-th entry takes the form
ak
an
1
k!
(
d
dt
)n−1
t=0
[
(h (t))n
d
dt
(
(ϕ (t))k g (t)
)]
,
where (an;n ≥ 1) is a sequence of complex numbers such that an 6= 0, n ≥ 1, ϕ, g, h are
power series such that ϕ (0) = 0, ϕ′ (0) g (0)h (0) 6= 0 and ϕ′ (t) = dϕ
dt
(t) .
2Before starting, we denote for the next by [A]k,n for (k, n)-th entry of the matrix A,
δ(n≥k) =
{
1 if n ≥ k
0 otherwise
, δ(n) =
{
1 if n = 0
0 otherwise,
and, if A in invertible, the (−s)-th power of A means the s-th power of its inverse A−1,
i.e.
A0 := I and A−s :=
(
A−1
)s
, s = 0, 1, 2, . . . ,
where I denotes the identity matrix.
Also, for any power series ϕ and s ∈ Z := {0,±1,±2, . . .} , we define the s-th composition
ϕ〈s〉 of ϕ by
ϕ〈0〉 (t) = t,
ϕ〈1〉 (t) = ϕ (t) ,
ϕ〈s〉 (t) = ϕ〈s−1〉 ◦ ϕ (t)
= ϕ〈s−1〉 (ϕ (t)) , s = 1, 2, 3, . . .
and
ϕ〈−s〉 (t) =
(
ϕ〈−1〉
)〈s〉
(t) , s = 0, 1, 2, . . . ,
where ϕ〈−1〉 denotes the compositional inverse of ϕ, i.e.
ϕ〈−1〉 ◦ ϕ (t) = ϕ ◦ ϕ〈−1〉 (t) = t.
The principal main result of this paper is given by the following theorem.
Theorem 1 Let (an;n ≥ 1) , be a sequence of complex numbers with aj 6= 0, j ≥ 1, ϕ, g, h
be powers series such that ϕ (0) = 0, ϕ′ (0) g (0) h (0) 6= 0, and let A be the upper triangular
matrix whose its (k, n)-th entry is
[A]k,n =
ak
an
1
k!
(
d
dt
)n−1
t=0
[
(h (t))n
d
dt
(
(ϕ (t))k g (t)
)]
, k ≤ n.
Then, for s = 0, 1, 2, . . . , there hold
[As]k,n =
ak
an
1
k!
(
d
dt
)n
t=0
[(
(ϕ ◦ ω)〈s〉 (t)
)k s−1∏
i=0
g ◦ ω ◦ (ϕ ◦ ω)〈i〉 (t)
]
and
[
A−s
]
k,n
=
ak
an
1
k!
(
d
dt
)n
t=0

((ϕ ◦ ω)〈−s〉 (t))k
(
s−1∏
i=0
g ◦ ψ ◦ (ϕ ◦ ω)〈−i〉 (t)
)−1 ,
where, for s = 0, the empty product is evaluated at one, and ω is the unique solution of
the equation
ω (t) = th (ω (t)) .
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In this section, we give the s-th power and the inverse of an upper triangular matrix
whose (k, n)-th entry is linked to the partial r-Bell polynomials or to several polynomials
having exponential generating functions in form (h (t))n (ϕ (t))k g (t) .
Lemma 2 Let (an;n ≥ 1) be a sequence of complex numbers with aj 6= 0, j ≥ 1, and let
(Ai) and (Bi) be two sequences of upper triangular matrices such that
[Ai]k,n =
ak
an
[Bi]k,n , i ≥ 1. (1)
Then
[A1 · · ·As]k,n =
ak
an
[B1 · · · Bs]k,n , s ≥ 1. (2)
Proof. By definition, we have
[A1 · · ·As+1]k,n =
∑
k≤j1≤···≤js≤n
[A1]k,j1 [A2]j1,j2 · · · [As+1]js,n
=
∑
k≤j1≤···≤js≤n
ak
aj1
[B1]k,j1
aj1
aj2
[B2]j1,j2 · · ·
ajs
an
[Bs]js,n
=
ak
an
∑
k≤j1≤···≤js≤n
[B1]k,j1 [B2]j1,j2 · · · [Bs]js,n
=
ak
an
[B1 · · · Bs]k,n .

The first main result is given by the following theorem.
Theorem 3 Let (an;n ≥ 1) , be a sequence of real numbers with aj 6= 0, j ≥ 1, ϕ, g, h be
powers series such that ϕ (0) = 0, ϕ′ (0) g (0) h (0) 6= 0, and let A be the matrix whose its
(k, n)-th entry is
[A]k,n =
ak
an
1
k!
(
d
dt
)n−1
t=0
[
(h (t))n
d
dt
(
(ϕ (t))k g (t)
)]
. (3)
Then, for any non-negative integer s, there holds
[As]k,n =
ak
an
1
k!
(
d
dt
)n
t=0
[(
(ϕ ◦ ω)〈s〉 (t)
)k s−1∏
i=0
g ◦ ω ◦ (ϕ ◦ ω)〈i〉 (t)
]
, (4)
where ω satisfies
ω (t) = th (ω (t)) . (5)
Proof. By setting A0 = I, it is obvious that the theorem is true for s = 0. For s ≥ 1,
by Lemma 2, it suffices to prove the proposition for aj = 1, j ≥ 1. Since A is an upper
triangular matrix, then
[
As+1
]
k,n
= [AsA]k,n =
n∑
j=k
[As]k,j [A]j,n .
4So, if we set Fk,s (t) =
∑
n≥k
[As]k,n
tn
n!
, k ≥ 1, we get Fk,0 (t) =
tk
k!
and
Fk,s (t) =
∑
n≥k
(
n∑
j=k
[
As−1
]
k,j
[A]j,n
)
tn
n!
=
∑
j≥k
[
As−1
]
k,j
(∑
n≥j
[A]j,n
tn
n!
)
=
∑
j≥k
[
As−1
]
k,j
(∑
n≥j
(
d
dt
)n−1
t=0
[
(h (t))n
d
dt
(
(ϕ (t))k g (t)
)] tn
n!
)
and by the Lagrange inversion formula, the last expansion becomes
Fk,s (t) =
∑
j≥k
[
As−1
]
k,j
1
j!
(ϕ (z))j g (z)
= g (z)
∑
j≥k
[
As−1
]
k,j
(ϕ (z))j
j!
= g (z)Fk,s−1 (ϕ (z)) ,
where z = ω (t) . So, recursively on s we obtain
Fk,s (t) = g (ω (t))Fk,s−1 (ϕ ◦ ω (t))
= g (ω (t)) g (ω ◦ (ϕ ◦ ω) (t))Fk,s−2
(
(ϕ ◦ ω)〈2〉 (t)
)
= · · ·
= g (ω (t)) · · · g
(
ω ◦ (ϕ ◦ ω)〈s−1〉 (t)
)
Fk,0
(
(ϕ ◦ ω)〈s〉 (t)
)
=
1
k!
(
(ϕ ◦ ω)〈s〉 (t)
)k
g (ω (t)) · · · g
(
ω ◦ (ϕ ◦ ω)〈s−1〉 (t)
)
.

The second main result is given by the following theorem.
Theorem 4 Let (an;n ≥ 1) , be a sequence of complex numbers with aj 6= 0, j ≥ 1, ϕ, g, h
be powers series such that ϕ (0) = 0, ϕ′ (0) g (0) h (0) 6= 0, and let A be the matrix whose
its (k, n)-th entry is
[A]k,n =
ak
an
1
k!
(
d
dt
)n−1
t=0
[
(h (t))n
d
dt
(
(ϕ (t))k g (t)
)]
. (6)
Then, for any non-negative integer s, there holds
[
A−s
]
k,n
=
ak
an
1
k!
(
d
dt
)n
t=0


((
ψ
h ◦ ψ
)〈s〉
(t)
)k(s−1∏
i=0
g ◦ ψ ◦
(
ψ
h ◦ ψ
)〈i〉
(t)
)−1 . (7)
Here, we have ψ
h◦ψ
= (ϕ ◦ ω)〈−1〉 which means the compositional inverse of ϕ ◦ ω, where
ψ := ϕ〈−1〉.
5Proof. We prove that
[
A−1
]
k,n
=
ak
an
1
k!
(
d
dt
)n
t=0
[(
ψ
h ◦ ψ
(t)
)k
(g ◦ ψ (t))−1
]
.
By Lemma 2, it suffices to prove the proposition for aj = 1, j ≥ 1.
By exponential generating function, we have∑
n≥k
[A]k,n
tn
n!
=
1
k!
(ϕ ◦ ω (t))k g ◦ ω (t)
and we must have ∑
n≥k
[
A−1
]
k,n
tn
n!
=
1
k!
(
ψ
h ◦ ψ
(t)
)k
(g ◦ ψ (t))−1 .
Then
∑
n≥k
(
n∑
j=k
[
A−1
]
k,j
[A]j,n
)
tn
n!
=
∑
j≥k
[
A−1
]
k,j
(∑
n≥j
[A]j,n
tn
n!
)
= (g ◦ ω) (t)
∑
j≥k
[
A−1
]
k,j
(ϕ ◦ ω (t))j
j!
= g (ω (t))
1
k!
(
ψ
h◦ψ
◦ ϕ ◦ ω (t)
)k
g (ψ ◦ ϕ ◦ ω (t))
=
tk
k!
,
which gives
n∑
j=k
[A−1]k,j [A]j,n = [I]k,n . By setting (A
−1)
0
= I, it is obvious that the
theorem is true. Otherwise, for s ≥ 1, by Lemma 2, it suffices to prove the proposition
for aj = 1, j ≥ 1. Since A is an upper triangular matrix, then
[
A−s−1
]
k,n
=
[
A−sA−1
]
k,n
=
n∑
j=k
[
A−s
]
k,j
[
A−1
]
j,n
.
So, if we set Fk,s (t) =
∑
n≥k
[A−s]k,n
tn
n!
, k ≥ 1, we get
Fk,s (t) =
∑
n≥k
(
n∑
j=k
[
A−(s−1)
]
k,j
[
A−1
]
j,n
)
tn
n!
=
∑
j≥k
[
A−(s−1)
]
k,j
(∑
n≥j
[
A−1
]
j,n
tn
n!
)
=
1
g ◦ ψ (t)
∑
j≥k
[
A−(s−1)
]
k,j
1
j!
(
ψ
h ◦ ψ
(t)
)j
=
1
g ◦ ψ (t)
Fk,s−1
(
ψ
h ◦ ψ
(t)
)
and since Fk,0 (t) =
tk
k!
, then, recursively on s, this last relation completes the proof. 
6Remark 5 We note here that for s = 1 in Theorem 3 there is no contradiction because
the Lagrange inversion formula proves the identity(
d
dt
)n−1
t=0
[
(h (t))n
d
dt
(
(ϕ (t))k g (t)
)]
=
(
d
dt
)n
t=0
[
(ϕ ◦ ω (t))k g (ω (t))
]
. (8)
Also, under the statements of Theorem 4, one can verify easily that both Theorems 3 and
4 are equivalent to Theorem 1.
The following corollaries represent some particular cases of Theorems 3 and 4 .
For h (t) = 1 in Theorems 3 and 4 we obtain the following corollary.
Corollary 6 Let (an;n ≥ 1) , be a sequence of complex numbers with aj 6= 0, j ≥ 1, ϕ, g
be powers series such that ϕ (0) = 0 and let A be the matrix whose its (k, n)-th entry is
[A]k,n =
ak
an
1
k!
(
d
dt
)n
t=0
[
(ϕ (t))k g (t)
]
. (9)
Then
[As]k,n =
ak
an
1
k!
(
d
dt
)n
t=0
[(
ϕ〈s〉 (t)
)k s−1∏
i=0
g
(
ϕ〈i〉 (t)
)]
, s = 0, 1, 2, . . . , (10)
and
[
A−s
]
k,n
=
ak
an
1
k!
(
d
dt
)n
t=0


(
ψ〈s〉 (t)
)k
g (ψ (t)) · · · g
(
ψ〈s〉 (t)
)

 , s = 0, 1, 2, . . . . (11)
A particular case of Theorem 1 when ψ :≡ ϕ〈−1〉 ≡ ω, is given by the following corollary.
Corollary 7 Let (an;n ≥ 1) , be a sequence of complex numbers with aj 6= 0, j ≥ 1,
ϕ, g, h be powers series such that ϕ′ (0) g (0) h (0) 6= 0, ψ (t) = th (ψ (t)) , and let A be the
upper triangular matrix whose its (k, n)-th entry is
[A]k,n =
ak
an
1
k!
(
d
dt
)n−1
t=0
[
(h (t))n
d
dt
(
(ϕ (t))k g (t)
)]
, k ≤ n. (12)
Then, for s = 0, 1, 2, . . . , there hold
[As]k,n =
ak
an
(
n
k
)(
d
dt
)n−k
t=0
(g (ψ (t)))s , (13)
[
A−s
]
k,n
=
ak
an
(
n
k
)(
d
dt
)n−k
t=0
(g (ψ (t)))−s . (14)
For h (t) = 1 and ϕ (t) = t in Theorems 3 and 4 we obtain the following corollary.
7Corollary 8 Let (gn;n ≥ 0) and (an;n ≥ 1) , be sequences of complex numbers with aj 6=
0, j ≥ 1, and let A be the matrix whose its (k, n)-th entry is
[A]k,n =
ak
an
gn−kδ(n≥k). (15)
Then, by setting A0 := I be the identity matrix, we get
[As]k,n =
ak
an
1
(n− k)!
(
d
dt
)n−k
t=0
(g (t))s , s = 0, 1, 2, . . . , (16)
[
A−s
]
k,n
=
ak
an
1
(n− k)!
(
d
dt
)n−k
t=0
(
1
g (t)
)s
, s = 0, 1, 2, . . . . (17)
where g (t) =
∑
j≥0
gjt
j .
For g (t) = h (t) = 1, Theorems 3 and 4 can be expressed in term of partial Bell polynomi-
als. Recall that these polynomials are introduced by Bell [4] and present a mathematical
tool often used the determine the n-th derivative of composite function. They are defined
by their generating function
∑
n≥k
Bn,k (ϕ)
tn
n!
=
1
k!
(ϕ (t))k , (18)
where ϕ is a power series such that ϕ (0) = 0.
For more details on these numbers, one can see [4, 8, 14, 15].
For g (t) = h (t) = 1 in Theorems 3 and 4 it results the following corollary.
Corollary 9 Let (an;n ≥ 1) , be a sequence of complex numbers with aj 6= 0, j ≥ 1, ϕ
be a power series such that ϕ (0) = 0, ϕ′ (0) 6= 0 and let ϕ〈−1〉 := ψ be its compositional
inverse. Then, for the matrix A defined by
[A]k,n =
ak
an
Bn,k (ϕ) (19)
we obtain
[As]k,n =
ak
an
Bn,k
(
ϕ〈s〉
)
and
[
A−s
]
k,n
=
ak
an
Bn,k
(
ψ〈s〉
)
, s = 0, 1, 2, . . . . (20)
Engbers et al. [9], gave interesting combinatorial interpretations of some cases of Bn,k (ψ)
when ϕ (t) =
∑
n∈R
ϕn
tn
n!
, with R is a subset of the set {1, 2, 3, . . .} containing 1. Also,
when ϕ and g have integral coefficients, Mihoubi and Rahmani [15] gave combinatorial
interpretations with counting colored partitions on a finite set.
For g (t) =
(
t
ϕ(t)
)α
and h (t) = 1, Theorems 3 and 4 become as follows.
8Corollary 10 Let (an;n ≥ 1) , be a sequence of complex numbers with aj 6= 0, j ≥ 1, ϕ be
a power series such that ϕ (0) = 0, ϕ′ (0) 6= 0 and let A be the matrix whose its (k, n)-th
entry is
[A]k,n =
ak
an
(
n
k
)(
d
dt
)n−k
t=0
[(
t
ϕ (t)
)α−k]
. (21)
Then
[As]k,n =
ak
an
(
n
k
)(
d
dt
)n−k
t=0
[(
t
ϕ〈s〉 (t)
)α−k]
, s ≥ 0, α ∈ R, (22)
[
A−s
]
k,n
=
ak
an
(
n
k
)(
d
dt
)n−k
t=0
[(
t
ψ〈s〉 (t)
)k−α]
, s ≥ 0, α ∈ R, (23)
where R is the set of real numbers.
Remark 11 We note here that the identities (22)and (23) can be written in one closed
form as follows
[As]k,n =
ak
an
(
n
k
)(
d
dt
)n−k
t=0
[(
t
ϕ〈s〉 (t)
)(α−k) sign(s)]
, s ∈ Z, α ∈ R.
Example 1 For ϕ (t) = t
1−βt
in Corollary 8 we get ϕ〈s〉 (t) = t
1−βst
and for
[A]k,n =
(
n
k
)
βn−k (α + n− 1)n−k (24)
there holds
[As]k,n = s
n−k [A]k,n =
(
n
k
)
(βs)n−k (α+ n− 1)n−k . (25)
This shows that
[exp (Az)]k,n = [A]k,nBn−k (z) exp (z) , (26)
and [
(I − Az)−1
]
k,n
= [A]k,n
1
1− z
Fn−k
(
1
1− z
)
, |z| < 1, (27)
where (α)0 = 1, (α)n = α (α− 1) · · · (α− n+ 1) , n ≥ 1, and
Fn (z) =
n∑
j=0
j!
{
n
j
}
zj , Bn (z) =
n∑
j=0
{
n
j
}
zj ,
where
{
n
j
}
is the (n, j)-th Stirling number of the second kind.
For ϕ (t) = (1 + t)α − 1 and g (t) = 1 in Corollary 10 we get
ϕ〈s〉 (t) = (1 + t)α
s
− 1
and for
[A]k,n =
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
(αj)n−k , α 6= 0, (28)
9there holds
[As]k,n =
1
k!
k∑
j=0
(−1)k−j
(
k
j
)
(αsj)n−k , α 6= 0, s ∈ Z. (29)
More examples can be obtained using power series whose s-th powers have closed formulas,
see [6, pp. 324-325].
References
[1] L. Aceto, I. Cac¸a˜o, A matrix approach to Sheffer polynomials, J. Math. Anal. Appl.
446 (2017) 87-100.
[2] R. Agapito, Ca`lculo exacto de la matriz exponencial, Pro Mathematica 28 (2014)
57-84.
[3] T.M. Apostol, Some explicit formulas for the exponential matrix eAt, Amer. Math.
Monthly 76(3) (1969) 289-292.
[4] E.T. Bell, Exponential polynomials, Ann. Math. 35 (1934) 258-277.
[5] R. Ben Taher, M. Rachidi, Linear recurrence relations in the algebra of matrices and
applications, Linear Algebra Appl. 330 (2001) 15-24.
[6] B.C. Berndt, Ramanujan’s Notebooks, Part 1, Springer-Verlag, New York, 1985.
[7] W.Y.C. Chen, J.D. Louck, The Combinatorial Power of the Companion Matrix,
Linear Algebra Appl. 262 (1996) 261-278.
[8] L. Comtet, Advanced Combinatorics, D. Reidel Publishing Company, Dordrecht-
Holland / Boston-U.S.A, 1974.
[9] J. Engbers, D. Galvin, C. Smyth, Restricted Stirling and Lah numbers and their
inverses, J. Combin. Theory Ser. A 161 (2019) 271-298.
[10] C.P. Huang, An efficient algorithm for computing powers of triangular matrices,
ACM’78 Proceedings of the 1978 Annual Conference 2 (1978) 954-957.
[11] R.B. Kirchner, An explicit formula for eAt, Amer. Math. Monthly 74 (1967) 1200-
1204.
[12] I.E. Leonard, The matrix exponential, SIAM Review 38(3) (1996) 507-512.
[13] E. Liz, A note on the matrix exponential, SIAM Review 40(3) (1998) 700-702.
[14] M. Mihoubi, Bell polynomials and binomial type sequences, Discrete Math. 308
(2008) 2450-2459.
[15] M. Mihoubi, M. Rahmani, The partial r-Bell polynomials, Afr. Mat. 28(7-8) (2017)
1167-1183.
[16] K.S. Miller, Linear differential equations in the real domain, Norton, New York, 1963.
10
[17] M. Rahmani, The Akiyama-Tanigawa matrix and related combinatorial identities,
Linear Algebra Appl. 438(1) (2013) 219-230.
[18] W. Shur, A universal closed form for square matrix powers, Arxiv 2015, avalaible at:
http://arxiv.org/abs/1512.00136v1
[19] W. Shur, A generalized closed form for triangular matrix powers, Arxiv 2014,
avalaible at: http://arxiv.org/abs/1301.6820v2
[20] W. Shur, A simple closed form for triangular matrix powers, Electron. J. Linear Al.
22 (2011) 1000-1003.
[21] M.Z. Spivey, A.M. Zimmer, Symmetric polynomials, Pascal matrices, and Stirling
matrices, Linear Algebra Appl. 428 (2008) 1127–1134.
[22] Y.-Z Yang, C. Micek, Generalized Pascal functional matrix and its applications,
Linear Algebra Appl. 423 (2007) 230–245.
