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ABSTRACT 
This paper summarizes the implementation, evaluation, and 
usability of non-visual panning operations for accessing graphics 
rendered on touch screen devices. Four novel non-visual panning 
techniques were implemented and experimentally evaluated on 
our experimental prototype, called a Vibro-Audio Interface (VAI), 
which provides completely non-visual access to graphical 
information using vibration, audio, and kinesthetic cues on a 
commercial touch screen device. This demonstration will provide 
an overview of our system’s functionalities and will discuss the 
necessity for developing non-visual panning operations enabling 
visually-impaired people access to large-format graphics (such as 
maps and floor plans).   
Categories and Subject Descriptors 
H.5.2 [User Interfaces]: Haptic I/O, Auditory (non-speech) 
feedback, Evaluation/methodology; H.5.4 [Hypertext/ 
Hypermedia]: Navigation; K.4.2 [Social Issues]: Assistive 
technologies for persons with disabilities 
Keywords 
Accessibility (blind and visually-impaired); Assistive Technology; 
Touch-screens; Haptic cues; Auditory Cues; Vibro-Audio 
Interface; non-visual maps. 
1. INTRODUCTION 
An increasing amount of information content used in the 
workplace, educational settings, and for everyday living is 
presented in graphical form. However, the visual nature of this 
graphical material prevents numerous visually-impaired users 
from accessing this key information. Although several approaches 
have been advanced for providing non-visual access to graphical 
material, they are often very expensive and have not experienced 
broad market penetration or end-user acceptance. As this 
demographic is estimated to number around 285 million people 
worldwide [11], the need for developing devices that are both 
affordable and usable for accessing non-visual graphics is critical 
for educational, social, and vocational purposes. With the advent 
and proliferation of touch-screen devices (such as smartphones), 
several R&D projects have focused on developing touch based 
accessibility solutions. Most of these solutions involve 
incorporation of vibro-tactile and/or auditory feedback to convey 
patterns on the touch-screen. However, these solutions are 
generally used for research purposes, meaning that they are not 
commercially available. Also, many of these R&D efforts 
emphasize technical design features and algorithms as opposed to 
empirical experiments and behavioral evaluations [1, 6, 8]. In 
addition, touch has a very coarse spatial resolution when 
compared to vision [2, 4], which causes restrictions in translating 
visual representations to tactile representations. These 
shortcomings have led to a huge information gap in accessing 
graphical information for visually-impaired persons. To bridge 
this gap, the tactile representation should be as functionally 
equivalent as possible with the visual representation by 
maintaining the spatial and geometric properties of the original 
rendering. We addressed these issues in our earlier work [1, 6] by 
developing and evaluating a novel touch-screen based interface 
called a Vibro-Audio Interface (VAI). VAI was developed based 
on empirical results and usability guidelines derived from human 
behavioral evaluations [8]. Findings from these experiments 
provided strong evidence that the VAI is a viable solution for 
accurate learning of graphical materials on touch-screen devices. 
2. NON-VISUAL PANNING 
One limitation of commercial touch-screen devices is their limited 
display size. This necessitates the use of panning operations to 
access large-format graphics. Use of panning is common for 
visually-rendered material on portable devices, or even on 
standard computer monitors. However, this action is not generally 
done with tactile graphics, which are usually rendered statically 
on hardcopy tactile output or fixed-format digital displays. Even 
with approaches that have used dynamic haptic displays and touch 
screens, non-visual panning has not been widely studied [7, 9, 
10]. In order to access large-format graphics, it is necessary to 
incorporate panning operations for both visual and non-visual 
interfaces. The need for panning is particularly critical in tactile 
interfaces owing to the lower spatial resolution of touch and the 
limited information density of dynamic-tactile displays. For 
instance, consider a 7 inch touch-screen device (~170 ppi 
resolution). A visual interface could render ~776 vertical lines of 
width at 0.116 mm (width that can be perceived by the naked eye 
at a viewing distance of ~400 mm) on this display real estate. By 
contrast, the optimal line width for perceiving vibro-tactile lines 
on a touchscreen is 0.35inch (8.89 mm) [1, 8]. This means that for 
the same screen size, only 10 tactile lines could be rendered, a 
reduction of information of over 7 orders of magnitude. Because 
of this huge difference in spatial resolution, it frequently requires 
multiple displays of information using a non-visual interface to 
convey the same content of a single visual display. Thus, 
effectively incorporating panning operations are crucial for any 
touch-screen based interfaces using vibro-tactile cuing. 
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3. EXPERIMENTAL EVALUATION 
With visual interfaces (such as Google maps), panning is a default 
feature and sighted users can perform panning operations in many 
ways, such as using drag, swipe, and other gestures. However, 
these techniques are almost always visually based and lead to 
some significant challenges when implemented in a non-visual 
interface.  In order to conceptualize the issue, the reader is invited 
to try to pan a map using their map interface of choice (e.g., 
Google map) with their eyes closed. Once panned, the user will 
likely lose knowledge of their location on the map, as there is no 
reference between the graphical elements perceived before and 
after panning. By explanation, tactile perception is serially 
processed and has a small field of view from a given tactile 
sample (e.g., exploring the screen with one fingertip). By contrast, 
vision is highly parallel and has a large field of view (e.g., seeing 
the whole screen at once). As such, haptic spatial perception can 
be a challenging process [3, 5, 9], and unless carefully considered, 
incorporating additional operations such as panning will likely 
increase the complexity of accessing graphical materials. Based 
on empirical studies with the VAI [6], we identified a variety of 
problems that arise during haptic map learning. For instance, the 
smooth touch screen surface makes it difficult to stay oriented on 
the display while tracing graphics [6] and finger transpositions 
lead to misunderstanding of relationships between the graphical 
elements [3]. Also, finger location acts as the primary and only 
orienting reference on the map, which mandates the user to always 
remember where they are within the given graphic. Accurate 
orientation is a key design requirement for any tactile based non-
visual interface, as it allows users to develop a reference and 
integrate graphical elements across time and space. This makes 
visual panning techniques such as swipe and drag impractical for 
use in tactile based non-visual interfaces as these actions cause the 
user to lose their reference finger location after panning. To 
address these problems, we developed four novel non-visual 
panning methods and implemented and tested them on the VAI. 
The panning methods involve use of either single or multi-touch 
actions, physical buttons (See Figure 1). 
 
 
Experiments were performed on 15 sighted blindfolded 
participants (8 males and 7 females) between the ages of 19 and 
29. Inclusion of blindfolded-sighted people is reasonable in this 
scenario as our focus is on testing the ability to learn and 
represent non-visual graphics, which are equally perceptible to 
both blindfolded-sighted and blind groups [6]. A total of five 
conditions were tested, namely, Two-finger pan, Button-touch 
pan, Button-Swipe pan, Grip-Tap pan and one without panning. 
In each condition, participants learned a corridor layout map and 
performed subsequent spatial testing and reconstruction tasks. The 
study followed a within-subject design, where a total of 10 
performance measures (such as learning time, reconstruction 
accuracy, etc.) were measured. The performance data for each of 
the measures were then analyzed using repeated measures 
ANOVAs and paired-sample t-Tests between the conditions. 
Results (see [6]) showed that incorporating panning operations 
that are optimized for non-visual use do not lead to any 
detrimental effects on the cognitive representation of the graphical 
material tested. Indeed, for many of the directional and 
reconstruction tasks, the performance accuracies with panning 
were found to actually be better than the control (no-pan) 
condition, indicating that panning may actually strengthen the 
learning process. Based on participants’ post-test feedback, we 
found that there was a preference for use of the multi-touch 
technique to perform non-visual panning. These findings are 
substantial given the necessity of panning operations for access to 
large-format graphics on touch-based devices, especially given the 
lack of other solutions addressing this critical information access 
problem for visually-impaired people. 
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Figure 1: Sample stimuli and different panning 
methods on a Touch screen. 
