Abstract: Generalizing lifetime distributions is always precious for applied statisticians. In this paper, we introduce a new four-parameter generalization of the exponentiated power Lindley (EPL) distribution, called the exponentiated power Lindley geometric (EPLG) distribution, obtained by compounding EPL and geometric distributions. The new distribution arises in a latent complementary risks scenario, in which the lifetime associated with a particular risk is not observable; rather, we observe only the maximum lifetime value among all risks. The distribution exhibits decreasing, increasing, unimodal and bathtub-shaped hazard rate functions, depending on its parameters. It contains several lifetime distributions as particular cases: exponentiated power Lindley (EPL), new generalized Lindley (NGL), generalized Lindley (GL), power Lindley (PL) and Lindley geometric (LG) distributions. We derive several properties of the new distribution such as closed-form expressions for the density, cumulative distribution function, survival function, hazard rate function, the rth raw moment, and also the moments of order statistics. Moreover, we discuss maximum likelihood estimation and provide formulas for the elements of the Fisher information matrix. Simulation studies are also provided. Finally, two real data applications are given for showing the flexibility and potentiality of the new distribution.
Introduction
In many practical situations, classical probability distributions do not provide adequate fits to real data. For example, if the data are asymmetric, the normal distribution will not be a good choice. So, several methods for generating new probability distributions by adding one or more parameters have been studied in the statistical literature recently. Among these methods, the compounding of some discrete and important lifetime distributions has been in the vanguard of lifetime modelling. Adamidis and Loukas (1998) pioneered a two-parameter exponential-geometric (EG) distribution by compounding the exponential and geometric distributions. In a similar manner, the following distributions were proposed: exponential-logarithmic (EL) distribution (Tahmasbi and Rezaei, 2008) ; exponential-power series (EPS) distribution (Chahkandi and Ganjali, 2009 (Tojeiro et al., 2014) ; Burr XII negative binomial distribution (Ramos, 2015) ; compound class of extended Weibull power series distributions (Silva, 2013) ; compound class of linear failure rate-power series distributions (Mahmoudi and Jafari, 2014) ; exponentiated Weibull-logarithmic distribution (Mahmoudi and Sepahdar, 2013) ; exponentiated Weibull-logarithmic distribution ; generalized exponential power series distribution (Mahmoudi and Jafari, 2012) ; exponentiated Weibull power series distribution (Mahmoudi and Shiran, 2012) ; generalized modified Weibull power series distribution (Bagheri et al., 2015) . Lindley (1958) introduced a one-parameter distribution, known as Lindley distribution, given by its probability density function (pdf) The aim of this paper is to propose a new class of lifetime distributions called the exponentiated power Lindley geometric (EPLG) distribution. The distributional properties including survival function, hazard rate function, reverse hazard rate function, limiting behavior of hazard rate function, quantile function, moments, distribution of order statistics, mean deviations, Lorenz and Bonferroni curves and Fisher information are presented. The method of maximum likelihood estimation (MLE) is used to estimate parameters of this new class of distributions. This distribution contains several lifetime distributions as particular cases: exponentiated power Lindley (EPL), new generalized Lindley (NGL), generalized Lindley (GL), power Lindley (PL) and Lindley geometric (LG) distributions. Simulation study is presented to assess the performance and accuracy of the MLEs. Two real data examples are discussed to illustrate the usefulness and applicability of the EPLG distribution.
The contents of this paper are organized as follows. In Section 2, we define the EPLG distribution. The pdf, survival function and hazard rate function and some of their properties are given in this section. We derive quantiles, moments, moment generating function, moments of order statistics of the EPLG distribution in Section 3. In Section 4, we discuss probability weighted moments, residual and reverse residual life functions, mean deviations, Bonferroni and Lorenz curves, reliability of the EPLG distribution. Some particular cases of the EPLG distribution are discussed in Section 5. In Section 6, estimation of the parameters by maximum likelihood and inference for large samples are presented. We present a simulation study in Section 7. In Section 8, applications to two real data sets are given. Finally, conclusions are provided in Section 9.
The EPLG distribution
The three-parameter exponentiated power Lindley (EPL) distribution was introduced by Ashour and Eltehiwy (2014) . The cumulative distribution function (cdf) of the EPL distribution with parameters α, β, λ > 0 is
The pdf of the EPL distribution is
Let X 1 , . . . , X N be independent and identical EPL random variables with cdf and pdf given by (2) and (3) . Let N be a geometric random variable independent of X 1 , . . . , X N with probability mass function
Also let X = max (X 1 , . . . , X N ), then the cdf of X given N = n is
which is an EPL cdf with parameters αn, β, and λ. The EPLG distribution, denoted by EPLG (α, β, λ, θ), is defined by the marginal cdf of X, i.e.
where α, β, λ, θ > 0. The pdf of EPLG (α, β, λ, θ) is
The survival and hazard rate functions of the EPLG distribution are
and
which is the cdf of the EPL distribution.
Proof. The proof is straightforward. 
Proof. The proof is straightforward.
Plots of pdf, cdf and hazard rate function of the EPLG distribution for some values of α, β, λ and θ are shown in Figures 1 and 2. 3 Quantiles, moments and moments of order statistics of the EPLG distribution Some of the most important features and characteristics of a distribution can be studied through its moments and quantiles such as dispersion, skewness and kurtosis. Also, the quantiles of a distribution can be used in data generation. 
Quantiles
Hence, we propose algorithms for generating random data from the EPLG distribution. Let X denote a random variable with the pdf (5). The quantile function, say Q(p), defined by F (Q(p)) = p, for 0 < p < 1, is the root of
Substituting Z(p) = −1 − λ − λ[Q(p)] β , one can rewrite (7) as
So, the solution for Z(p) is
where W (·) is the Lambert W function, see Corless et al. (1996) for detailed properties. Inverting (8) , one obtains
Moments
Moments are necessary and important in any statistical analysis, especially in practical applications. Ashour and Eltehiwy (2014) showed that if X ∼ EP L(α, β, λ), then the rth moment of X, say E X r , is
where
, then the rth moment of EPLG (α, β, λ, θ) is given by the following. 
Proof. See Appendix 1.
The first and second moments of the EPLG distribution can be computed by substituting r = 1 and r = 2 into (9). From (9), the measures of skewness and kurtosis of the EPLG (α, β, λ, θ) can be obtained as skewness=
and kurtosis=
. Figure 3 plots the behavior of the Galton' skewness (Johnson et al., 1994 ) and Moors' kurtosis (Moors, 1988) as functions of θ for representative values of α, β and λ. We conclude that both Galton' skewness and Moors' kurtosis decrease as θ increases and when α, β, λ are not very large. 
Moment generating function
Here, we obtain the moment generating function of the EPLG distribution. Using (9) and the expansion of e tx = ∞ r=0 t r r! x r , it can be shown that
Moments of order statistics
Order statistics make their appearance in many areas of statistical theory and practice. Moments of order statistics play an important role in quality control testing and reliability, where a practitioner needs to predict the failure of future items based on the times of a few early failures. These predictors are often based on moments of order statistics. We now derive explicit expressions for the pdf and cdf of the ith order statistic, Y i:n , in a random sample of size n from the EPLG distribution. By using (4) and (5), the pdf and the cdf of Y i:n for i = 1, . . . , n can be expressed as follows.
Proposition 3.2. The pdf and the cdf of Y i:n are
Proof. See Appendix 2.
So, by using (10), the ith moment of the order statistics (
Consequently, for k = 1, we have
dy.
Other properties of the EPLG distribution
Here, we derive some of the other properties of EPLG distribution. For more simple notation, throughout we define
T (θ) .
Probability weighted moments
Probability weighted moments (PWMs) are expectations of certain functions of a random variable defined when the ordinary moments of the random variable exist. The PWMs method can generally be used for estimating parameters of a distribution whose inverse form cannot be expressed explicitly. Estimates based on PWMs are often considered to be superior to standard moment-based estimates. They are sometimes used when MLEs are unavailable or difficult to compute. They may also be used as starting values for MLEs. The PWMs method, which has been investigated by many researchers, was originally proposed by Greenwood et al. (1979) . Since then it has been used widely in practice for research purposes. Hosking et al. (1985) investigated the PWMs method for the generalized extreme value (GEV) distribution using fairly long observed series, and they gave a good summary of the PWMs method. Hosking (1986) showed that the PWMs method is superior to the ML method in parameter estimation when the extreme value distribution is used for longer return periods. For a random variable with the pdf f (·) and cdf F (·), the PWMs are defined by
For the EPLG (α, β, λ, θ) distribution, the PWMs are given by the following.
Also, the sth moment of the EPLG distribution can be obtained by setting r = 0 in Ψ s,r .
Proof. See Appendix 3.
Residual life function of the EPLG distribution
Given that a component survives up to time t ≥ 0, the residual life is the period beyond t until the time of failure and defined by the conditional random variable X − t|X > t. The mean residual life (MRL) function is an important function in survival analysis, actuarial science, economics and other social sciences and reliability for characterizing lifetime. Although the shape of the hazard rate function plays an important role in repair and replacement strategies, the MRL function is more relevant as the latter summarizes the entire residual life function, whereas the former considers only the risk of instantaneous failure. In reliability, it is well known that the MRL function and ratio of two consecutive moments of residual life determine the distribution uniquely (Gupta and Gupta, 1983) . MRL function as well as hazard rate function are very important, since each of them can be used to determine a unique corresponding lifetime distribution. Lifetimes can exhibit IMRL (increasing MRL) or DMRL (decreasing MRL). MRL functions that first decreases (increases) and then increases (decreases) are usually called bathtub-shaped (upside-down bathtub), BMRL (UMRL). The relationship between the behaviors of the two functions of a distribution has been studied by many authors, see Park (1985) , Ghitany (1998) , Mi (1995) and Tang et al. (1999) .
The τ th order moment of the residual life and reversed residual life function
The following proposition gives a general result on τ th order moment of the residual life of the EPLG distribution. 
The variance of the residual life function of the EPLG distribution can be obtained using m 1 (t) and m 2 (t).
We analogously discuss the reversed residual life and some of its properties. The reversed residual life can be defined as the conditional random variable t − X|X ≤ t which denotes the time elapsed from the failure of a component given that its life is less than or equal to t. This random variable may also be called the inactivity time (or time since failure); for more details see Kundu and Nanda (2010) and Nanda et al. (2003) . Also, in reliability, the mean reversed residual life (MRRL) and ratio of two consecutive moments of reversed residual life characterize the distribution uniquely.
Mean deviations
The amount of scatter in a population can be measured by the totality of deviations from the mean and median. The mean deviation from the mean is a robust statistic, being more resilient to outliers in a data set than the standard deviation. For a random variable X with pdf f (x), cdf F (x), mean µ and median M , the mean deviation from the mean and the mean deviation from the median are defined by
respectively, where
Bonferroni and Lorenz curves
Study of income inequality has gained a lot of importance over the last few years. Lorenz curve and the associated Gini index are undoubtedly the most popular indices of income inequality. However, there are certain measures which despite possessing interesting characteristics have not been used often for measuring inequality. Bonferroni curve and scaled total time on test transform are two such measures, which have the advantage of being represented graphically in the unit square and also be related to the Lorenz curve and Gini ratio (Giorgi, 1998) . These two measures have some applications in reliability and life testing as well (Giorgi and Crescenzi, 2001 ). The Bonferroni and Lorenz curves and Gini index have many applications not only in economics to study income and poverty, but also in other fields like reliability, medicine and insurance. The Bonferroni curve of the EPLG distribution is given by
The Lorenz curve of the EPLG distribution can be obtained via
Some numerical values of µ 1 , µ 2 , µ 3 , µ 4 , M X (t = 2), skewness, kurtosis, δ 1 (µ) and δ 2 (M ) of the EPLG distribution for (α, β, λ) = (1, 1, 2), (1, 2, 1) and θ = (0.03, 0.8, 1, 1.5, 3, 3 ) are listed in Table  1 .
The 
Reliability
We derive the reliability R = P (Y > X) when X ∼ EPLG (α 1 , β 1 , λ 1 , θ 1 ) and Y ∼ EPLG (α 2 , β 2 , λ 2 , θ 2 ) are independent random variables. It can be shown that Proposition 4.4. The reliability R = P (Y > X) can be expressed as
Proof. See Appendix 6.
Particular cases of the EPLG distribution
The EPLG distribution contains various particular cases. Some of these distributions are discussed here.
(a) The EPL distribution
The EPL distribution is a particular case of the EPLG distribution for θ −→ 0 with the cdf and pdf given in (2) and (3). It was introduced by Ashour and Eltehiwy (2014).
(b) The Lindley-geometric (LG) distribution
The LG distribution is a particular case of the EPLG distribution for α = 1 and β = 1 introduced by Gui et al. (2014) . The pdf of the LP distribution is
, 0 < θ < 1, x, λ > 0.
(c) The power Lindley (PL) distribution
The PL distribution is a particular case of the EPLG distribution for θ −→ 0 and α = 1 introduced by Ghitany et al. (2013) . The pdf of the PL distribution is
(d) The new generalized Lindley (NGL) distribution
The NGL distribution is a particular case of the EPLG distribution for θ −→ 0 and β = 1 introduced by Nadarajah et al. (2011) . The pdf of the NGL distribution is
.
Estimation and inference
Standard statistical techniques such as MLE can always be used for parametric estimation. The likelihood equations, given the complete or censored failure data set, can be derived and solved. Parameter estimation is usually a difficult problem even for the four-parameter EPLG distribution. Methods like the MLE will not yield a closed form solution. Different methods can be used to estimate parameters of the EPLG distribution. Among these methods, the MLE method is the most commonly used method for parameter estimation. Here, we use the ML procedure to derive the point and interval estimates of the parameters. The log-likelihood function is L = n ln (α) + n ln (β) + 2 n ln (λ) − n ln (λ + 1) + n ln (1 − θ)
Calculating the first partial derivatives of L with respect to α, β, λ, θ and equating each to zero, we get the derivative of likelihood equations in the following system of nonlinear equations
To find out the MLEs of (α, β, λ, θ), say α, β, λ, θ we have to solve the above system of nonlinear equations. As it seems, this system has no closed form solution. We used the NewtonRaphson method to obtain the solution.
The approximate confidence intervals for the parameters can be based on the asymptotic distribution of the MLEs of α, β, λ, θ. Under certain regularity conditions, the limiting distribution of √ n α − α, β − β, λ − λ, θ − θ as n → ∞ is a four dimensional normal distribution with zero means and covariance matrix [E (I)] −1 , where the elements of I are given in Appendix 7. In practice, n is finite. It is customary that the distribution of √ n α − α, β − β, λ − λ, θ − θ is approximated by a four dimensional normal distribution with zero means and covariance matrix I −1 , where I is the I with (α, β, λ, θ) replaced by α, β, λ, θ . Let Σ = I −1 . Using the approximation, 100(1 − δ) percent confidence intervals for α, β, λ, θ can be determined as
respectively, where z δ is the upper δth percentile of the standard normal distribution.
Simulation study
Here, we used a simulation study to investigate the performance of the accuracy of point estimates of the parameters of the EPLG (α, β, λ, θ) distribution. The following steps were followed:
1. Specify the sample size n and the values of the parameters α, β, λ and θ;
2. Generate U i ∼ U nif orm(0, 1), i = 1, . . . , n; 
Set
X i = − 1 − 1 λ − 1 λ W − (1 + λ) e −1−λ , 1 − U i 1 − θ + U i θ 1 α 1 β
Real data applications
To show the superiority of the EPLG distribution, we compare the results of fitting the EPLG distribution to some other distributions using two real data sets. The first data set represents the strength of 1.5 cm glass fibres, measured at National physical laboratory, England (see Smith and Naylor (1987) ). The second data represents the survival times (in days) of 72 guinea pigs infected with virulent tubercle bacilli, observed and reported by Bjerkedal (1960) . We compare the fit of the EPLG distribution with the following distributions:
• The generalized Lindley (GL) distribution, introduced by Zakerzadeh and Dolati (2009), with pdf
• The two-parameter weighted Lindley (WL) distribution, introduced by Ghitany et al. (2011), with pdf
• The Lindley-Poisson (LP) distribution, introduced by Gui et al. (2014), with pdf
• The beta-generalized Lindley (BGL) distribution, introduced by Oluyede and Yang (2014), with pdf
• The beta-exponentiated power Lindley (BEPL) distribution, introduced by Pararai et al. (2015) , with pdf
• The generalized linear failure rate-geometric (GLFRG) distribution, introduced by Nadarajah et al. (2012), with pdf
• The McLomax distribution, introduced by Lemonte and Cordeiro (2013) , with pdf
where x, α, β, a, c > 0 and 0 ≤ η.
• The Weibull (W) distribution, introduced by Weibull (1951) , with pdf
• The exponentiated Weibull (EW) distribution, introduced by Srivastava (1993, 1995) , with pdf
• The modified Weibull (MW) distribution, introduced by Mudholkar and Srivastava (1996) , with pdf
Estimates of the parameters of the distributions, Akaike Information Criterion (AIC = 2p − 2 ln(L)), Bayesian Information Criterion (BIC = p ln(n) − 2 ln(L)) and −2 ln(L) are given in Table  2 for the strength of glass fibres data and in Table 4 for guinea pigs data, where L = L Θ is the value of the likelihood function evaluated at the parameter estimates, n is the number of observations, and p is the number of estimated parameters. For more discussion, we present the values of Kolmogorov-Smirnov (KS) statistic, Anderson-Darling statistic (AD) and Cramér-von Mises statistic (CM) for these data sets in Table 4 . The smaller the values of these statistics the better the fit. For more details of these statistics, see Chen and Balakrishnan (1995) . We also computed the maximum values of the unrestricted and restricted log-likelihoods to obtain the likelihood ratio (LR) statistics for testing some particular cases of the EPLG distribution in Tables  3 and 5 . In addition, the empirical scaled TTT transform (Aarset, 1987) and Kaplan-Meier curve can be used to identify the shape of the hazard rate function. According to the statistics in Table 2 , the EPLG distribution fits better than the others for the strength of glass fibres data. Also by using the likelihood ratio (LR) test in Table 3 , we test: H 0 : W distribution versus the alternative hypothesis H 1 : EPLG distribution. The value of the LR test statistic and the corresponding p-value are 6.53858 and 0.04, respectively. Therefore, the null hypothesis (W distribution) is rejected in favor of the alternative hypothesis (EPLG distribution) at a significance level > 0.04. Similarly, we can test the other nested distributions versus the EPLG distribution based on Table 3 . We see that the EPLG distribution is better than others in that it has the smallest AIC, smallest BIC, smallest AD statistic, smallest CM statistic and smallest K-S statistic. In addition, Figures 5 and 6 show the estimated survival function plot, TTT plot and Kaplan-Meier curve of the fitted distributions for the strength of glass fibres data. These figures show that the EPLG distribution fits better than the other distributions. Consequently, from the values of the statistics in Tables 2, 3 and from Figures 5 and 6 , we conclude that the EPLG distribution gives the better fit for strength of glass fibres data. According to the statistics in Table 4 , the EPLG distribution fits better than the others for the guinea pigs data. Also by using the likelihood ratio (LR) test in Table 5 , we test: H 0 : W distribution versus the alternative hypothesis H 1 : EPLG distribution. The value of the LR test statistic and the corresponding p-value are 5.48 and 0.06, respectively. Therefore, the null hypothesis (W distribution) is rejected in favor of the alternative hypothesis (EPLG distribution) at a significance level > 0.06. Similarly, we can test the other nested distributions versus the EPLG distribution based on Table 5 . We see again that the EPLG distribution is better than others in that it has the smallest AIC, smallest BIC, smallest AD statistic, smallest CM statistic and smallest K-S statistic. In addition, Figures 7 and 8 show the estimated survival function plot, TTT-plot and KaplanMeier curve of the fitted distributions to the guinea pigs data. These figures show that the EPLG distribution fits better than the other distributions. Consequently, from the values of the statistics in Tables 4, 5 and from Figures 7 and 8 , we conclude that the EPLG distribution gives the better fit for the guinea pigs data.
Data set 1: Strength of glass fibres data
In both data applications, some of the fitted distributions (BEPL and McLomax) are not nested with the EPLG distribution and have larger number of parameters. Yet the EPLG distribution provides better fits than these distribution in that it yielded smaller AICs, smaller BICs, smaller AD statistic, smaller CM statistic and smaller K-S statistic.
The parameter estimates of the best fitting EPLG distribution to the glass fiber data can be interpreted as follows. Suppose each glass fiber is made of up a geometric number of components working in parallel and that the failure time of each component is EPL distributed, so the glass fiber will break if and only if all its components fail. According to the parameter estimates, there is an average of 1.06 components working in parallel with a variance of 0.07. The mean failure time of each component is 0.301. The variance of the failure time of each component is 0.137.
The parameter estimates of the best fitting EPLG distribution to the guinea pigs data can be interpreted as follows. Suppose each guinea pig is made of up a geometric number of components working in parallel and that the failure time of each component is EPL distributed, so the pig will The mathematical properties of the EPLG distribution derived include explicit expressions for the density function of the order statistics, their moments, quantiles, moments, residual life moments and probability weighted moments. The simulation study and two real data applications discussed show the potential of the EPLG distribution. We hope that the EPLG distribution may attract wider applications in survival analysis.
