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Abstract 
Multi-view view plus depth (MVD) is an effective format for 3D scene representation, where view synthesis based on 
depth-image-based rendering is employed to generate virtual views in free viewpoint video (FVV) systems. MVD 
signals must be effectively compressed before transmission. However, weak temporal correlation of depth map 
sequence, caused by inaccuracy depth estimation and capturing, seriously decreases its compression efficiency. 
Therefore, depth map sequence should be processed before encoding. At the same time, distortions in depth 
information may introduce geometry changes or occlusion variations in the synthesized view. Based on the above 
analyses, this paper proposes a depth no-synthesis-error time-consistent preprocessing algorithm to improve depth 
map sequences compression ratio.. Experimental results show that proposed algorithm can save the bit rate ranging 
from 14.17% to 74.55%, while the synthesized virtual view by the proposed algorithm has the same quality with the 
synthesized virtual view with the original depth map. 
© 2011 Published by Elsevier Ltd.
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1. Introduction 
In multi-view view plus depth (MVD) based free viewpoint video (FVV) system, depth map sequences 
may be compressed at sender and  used to render virtual views at client. Generally, only 10%-20% bit rate 
of the associated video is used to obtain high depth map compression [1]. However, the depth map 
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sequence is not so accuracy and its temporal consistency is not better than that of the texture video. So, it 
is difficult to obtain higher compression efficiency. Compared with multiview texture video, the 
mechanism of capturing multiview depth map sequence is totally different. In the some system [2], 
multiview depth map sequence is captured by depth cameras which are based on principle of time-of-
flight. Because of the limited precise of time measurement and the highest velocity of light pulse, the 
captured depth map is not consistency with the scene. In addition, the expensive price of building 
multiview depth map sequence capturing system also hindered the popularization and industrialization of 
depth camera in FVV system. Alternatively, depth map can be also estimated by software, such as depth 
estimation reference software (DERS) [3]. However, the depth map sequence, generated from both 
automatic and semi-automatic modes, has not yet been able to provide sufficient accuracy and robustness 
for high quality view synthesis. Recently, depth map sequence coding is becoming an active research 
topic. Oh et al. proposed an in-loop reconstruction filter for depth map coding [4]. The filter improves the 
depth-coding performance as well as the quality of rendered virtual views. Morvan et al. presented a 
predictive coding algorithm for the compression of depth maps across multiple views [5]. The presented 
algorithm provides an improved coding efficiency for depth images by avoiding an independent 
transmission of depth images for each view. Karma et al. proposed a reduced resolution depth 
compression algorithm to improve the 3D video rate distortion (RD) performance [6]. Ekmekcioglu et al. 
proposed a temporal sub-sample algorithm for multiview depth map compression [7]. Yu et al. proposed a 
temporal consistency enhancement algorithm [8]. These algorithm save the bit rate allocated for depth map 
sequences by skipping some parts of certain depth map view. 
This paper focuses on the problem of temporal inconsistency in depth map sequence. If improper 
temporal inconsistency in depth map sequence is eliminated, higher compression ratio can be achieved. A 
depth no-synthesis-error preprocessing algorithm is proposed to smooth the depth map sequence, along 
the temporal direction, to eliminate the improper temporal inconsistency in depth map sequence. 
Experimental results show that the proposed algorithm can save 14.17%~74.55% bit rate of depth while 
the same virtual view rendering performance is obtained.  
2. The proposed depth map sequence preprocessing approach 
In practice, depth maps are stored in 8-bit grayscale format, whereas the depth range for a visually 
comfortable stereo pair is usually much less than 256 levels. Thus, several depth levels may correspond to 
the same integer (or sub-pixel) disparity value in depth-image-based rendering (DIBR) based view 
synthesis such that some depth distortions may not result in geometry changes in the synthesized view. 
Given a depth level v, depth no-synthesis-error (D-NOSE) profiles for M individual target views can be 
represented as ( ) ( 1,2,..., )iD NOSE v i M− =  [9]. The D-NOSE profile for the M  views can be obtained 
by 
1
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where ( )iv v
−Δ  and ( )iv v+Δ  (i=1,2…M) are belong to the allowable variation ( )v vΔ . 
Depth time-consistent preprocessing may affect its correlation. Therefore, D-NOSE correlation 
preprocessing can be employed to smooth depth maps in order to increase the depth correlation. Here, a 
Gaussian filter is employed to smooth depth map originalI . 
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where GaussianI  is a Gaussian filtered depth map of originalI . W is the filter window size and σ  is the 
standard deviation which controls the smoothing strength. Then, ( , )v x y−Δ  and ( , )v x y+Δ  are obtained for 
( , )originalI x y . Accordingly, the no-synthesis-error spatial filter is determined as  
( , ) ( , ) ( , ) ( , )
( , ) ( , ) ( , ) ( , ) ( , )
( , )
original Gaussian original
filtered original Gaussian original
Gaussian
v x y I x y if I v x y I x y
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             (4)
Here, a preprocessing algorithm is proposed based on no-synthesis-error model. In the proposed 
preprocessing algorithm, pixel classification and smoothing are not operated in common temporal and 
spatial domain, but in temporal-to-spatial slice [10]. Let D be temporal-to-spatial slice of depth map 
sequence, generated by using Lu’s method [10],  
STEP 1: Firstly, all pixels in current processing unit of D  are initially classified. Each pixel belongs 
to individual class. The initial class set is  
{ }{ }0 1ia i k= ≤ ≤ −D                 (5)
where k is the pixel number of current processing unit.  
STEP 2: D  is classified according to the rule of no-synthesis-error model. For example, firstly, 
0( )D NOSE a−  is calculated by Eq.(1).  
0 00 0 0
( ) ,a aD NOSE a a v a v
− +⎡ ⎤− = + Δ + Δ⎣ ⎦                (6)
STEP 3: determine whether ( 1, 2,..., 1)ia i k= −  belongs to 0( )D NOSE a− . If ( 1, 2,..., 1)ia i k= −  
belongs to 0( )D NOSE a− , it is divided into the same class with 0a .  
STEP 4:  for 0( )D NOSE a−  classes, luminance of each pixel is set as the average value. 
3. Experimental results 
The performance of the proposed preprocessing algorithm is overall evaluated by a series of 
experiments. The experiments include depth estimation, depth map sequence preprocessing, depth map 
sequence encoding and virtual view rendering. In this paper, the multiview video, Book Arrival, Door 
Flowers, Leave Laptop and Alt Moabit are selected as test sequences. Firstly, the associated depth map 
sequences are estimated by DERS5.0 [3] and utilized as original depth map sequences. Prior to encoding 
process, the depth map sequences are preprocessed by the proposed algorithm. In the proposed 
preprocessing algorithm, N and λ are set as 1 and 0.5, respectively.  
 
2575Fengfei Sun et al. / Procedia Engineering 29 (2012) 2572 – 25774 Author name / Procedia Engineering 00 (2011) 000–000 
                              
                              (a) original depth map sequence (b) After preprocessing by the proposed algorithm 
Fig.1 The preprocessed depth map based on the proposed algorithm 
 
Fig. 1 shows smoothed depth map of the 1st frame in the 7th view of Door flowers base on the 
proposed algorithm. It can be seen in Fig. 1 the preprocessed depth map is smoother than the original in 
the internal. The encoding tests of the original and preprocessed depth map sequences are performed on 
JMVM7.0. View 7 and view 9 (as listed in Table 1) depth maps of four sequences are tested. The view 8 
is synthesized from camera view 9 and view 7 by using VSRS3.0 [11]. Table 1 lists the bit rate comparison 
between the original depth map sequence and the preprocessed depth map sequence when basis QP is 22. 
In Table 1, PSNRv-vorg and PSNRv-vpro are calculated by using the original uncompressed version and the 
preprocessed uncompressed version of the virtual views as benchmark, respectively. PSNRv-vorg is 
calculated by using original image (captured view) as benchmark.  
The rate distortion performance curves of the preprocessed depth map sequences compared with the 
original depth map sequences are illustrated in Fig.2. In this Figure, “ORIGINAL” and “PROPOSED” 
represent that the original depth map sequences is encoded by JMVC method and that the preprocessed 
depth map sequences is encoded by JMVC, respectively. In Fig.2, the horizontal axis represents the bit 
rate required to encode the depth map and the vertical axis represents PSNRv-vorg and PSNRv-vpro. 
Table 1 Bit rate comparison between the original depth map sequence and the preprocessed depth map sequence 
Original Proposed Proposed- Original Bit-rate
Depth sequence 
PSNRv-vorg PSNRv-vpro PSNRv-org PSNRv-vorg PSNRv-vpro PSNRv-org ΔPSNRv-vorgΔPSNRv-vpro ΔPSNRv-org Saved(%)
Book  Arrival 39.10 38.75 34.69 38.62 39.47 34.77 -0.48 +0.72 +0.08 14.17
Leave Laptop 39.97 39.36 35.46 39.41 40.08 35.53 -0.56 +0.72 +0.07 27.29
Alt Moabit 40.20 38.78 34.53 39.17 40.07 34.52 -0.03 +1.29 -0.01 74.55
Door Flowers 38.69 38.22 34.42 38.16 39.06 34.59 -0.53 +0.84 +0.17 20.02
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(a) Leave Laptop (b) Book Arrival 
Fig 2. RD comparison between the original and the proposed depth map sequences.  
 
As shown in the rate distortion (RD) performance curves of the original and the preprocessed depth 
map sequences for Fig. 2(a) and Fig. 2(b), the preprocessed depth map sequences significantly 
outperforms the original at the same bit rate. The bit rate of depth coding is saved by the proposed 
algorithm, ranging from 14.17% to 74.55%. Due to the limitation of depth map sequence capturing and 
estimation technologies and the difference of test sequences, the result is not the same for different 
sequences. Alt Moabit depth sequence is outdoor scenes. Although its texture is complex, for the 
background region, its depth value will not produce a large change because of movement object. On the 
contrary, for the Book Arrival sequence the background area between adjacent frames have a large depth 
changes as the movement of people. 
4. Conclusion
MVD signals include multiple texture videos and associated per-pixel depth map sequences of the 
same scene. The amount of MVD signals is tremendous because it is proportional to the number of 
viewpoints. In order to transmit and store them for practical use, they must be effectively compressed. 
Spatial, temporal and inter-view correlations, existed in multiview video signals, are the basis of efficient 
compression. However, weak temporal correlation of depth map sequence seriously decreases its 
compression ratio. This paper proposed a preprocessing algorithm to address the problem. The proposed 
preprocessing algorithm includes foul steps. In the first step, depth spatial correlation is preprocessed. In 
the second step, depth map sequences are transformed into temporal-to-spatial slice. In the third step, 
depth pixels are classified and smoothened based on-synthesis-error time-consistent preprocessing. In the 
last step, the preprocessed depth map sequences in temporal-to-spatial slice are inverse transformed to 
temporal frames. Experimental the bit rate of the preprocessed depth map sequence is greatly saved in 
comparison with that of the original depth map sequence. The rendering quality of virtual view images 
keeps the same. 
Acknowledgements 
This work was supported by Natural Science Foundation of China (60832003, 60902096, 61102088), 
and Scientific Research Foundation of Graduate School of Ningbo University and Scientific Research 
2577Fengfei Sun et al. / Procedia Engineering 29 (2012) 2572 – 25776 Author name / Procedia Engineering 00 (2011) 000–000 
Foundation of Graduate School of Zhejiang Province. 
References 
[1] C. Fehn, P. Kauff, M. Op de Beeck, et al., “An evolutionary and optimized approach on 3D-TV,” in Proceeding of 
International Broadcast Conference, Amsterdam, Netherlands, Sep. 2002, pp. 357–365. 
[2] ISO/IEC JTC1/SC29/WG11,M16949,“3D Video Test Sequence and Camera Parameters”,  Xian, China, 2009. 
[3] ISO/IEC JTC1/SC29/WG11, M16923,“Depth estimation reference software (DERS) 5.0”, Xian, China, Oct. 2009 
[4] Oh, S. Yea, A. Vetro and Y.-S. Ho, Depth reconstruction filter for depth coding, Electronics Letters, 2009 45(6): 305-306. 
[5] H. Abdul Karim, S. Worrall, A. M. Kondoz , Reduced resolution depth compression for scalable 3D video coding, 
Proceeding of 5th International Conference on Visual Information Engineering (VIE 2008) , Xi’an, China, 2008: 765- 770. 
[6] E. Ekmekcioglu, S. T. Worrall and A. M. Kondoz, A temporal subsampling approach for multiview depth map compression, 
IEEE Transactions on Circuits and Systems for Video Technology, 19(8):1209-1213, Aug. 2009. 
[7] ISO/IEC JTC1/SC29/WG11, M15413: “HHI test material for 3D video”, Archamps, France, 2008. 
[8] D. Fu, Y. Zhao, and L. Yu, “Temporal consistency enhancement on depth sequences”, in Picture Coding Symposium (PCS), 
Dec. 2010, pp. 342-345. 
[9] Y. Zhao, C. Zhu, Z. Chen and L. Yu, “Depth no-synthesis-error model for view synthesis in 3D video”, IEEE Trans. Image 
processing, 20(8): 2221-2228, Aug. 2011. 
[10]X. Lu, M. Yu, Z. Peng, F. Li, R. Fu, G. Jiang, A Fast MVC Algorithm Based on Motion Detection Using Depth Maps, Int. 
Conf. on of China Communication, (ICCC2010), ISBN978-1-935068-33-4, 402-406, Nanning, 2010.10. 
[11]ISO/IEC JTC1/SC29/WG11 MPEG2009/M16090, “View synthesis algorithm in view synthesis reference software 2.0 
(VSRS2.0)”, 2009, Lausanne, Switzerland. 
