Abstract. This article deals with performance verifications of architecture models of real-time embedded systems. We focus on models verified with the real-time scheduling theory. To perform verifications with the real-time scheduling theory, the architecture designers must check that their models are compliant with the assumptions of this theory. Unfortunately, this task is difficult since it requires that designers have a deep understanding of the real-time scheduling theory. In this article, we investigate how to help designers to check that an architecture model is compliant with this theory. We focus on feasibility tests. Feasibility tests are analytical methods proposed by the real-time scheduling theory. We show how to explicitly model the relationships between an architectural model and feasibility tests. From these models, we apply a model-based engineering process to generate a decision tool what is able to detect from an architecture model which are the feasibility tests that the designer can apply.
Introduction
Performance verifications of embedded real-time architectures can be performed with the real-time scheduling theory. Real-time scheduling theory provides analytical methods, called feasibility tests, which make possible timing constraints verifications. A lot of feasibility tests have been elaborated during the last 30 years in order to provide a way to compute different performance criteria such as worst case task response time, processor utilization factor and worst case blocking time on shared resources.
Each criterion requires that the target system fulfils a set of specific assumptions that are called applicability constraints. Thus, due to the large number of feasibility tests and due to the large number of applicability constraints, it may be difficult for a designer to choose the relevant feasibility test for a given architecture to analyze. Then, it appears that in many practical cases, no such analysis is performed with the help of real-time scheduling theory although experience shows that it could be profitable.
In order to help the designer, we have proposed, in [4] , a set of architecture design-patterns that allows early performance verifications of architecture models. These design-patterns model usual communication paradigms of multi-tasked real-time software. Given a particular architecture model, these design-patterns are used in order to choose the relevant set of feasibility tests. We have defined four design-patterns called Synchronous data flows, Ravenscar, Blackboard and Queued buffer. For each design-pattern, several feasibility tests can be applied. For example, in the case of the Synchronous data flows design-pattern, we have listed 10 feasibility tests that can be applied in 64 possible cases, depending on the parameters of each architecture components (tasks, processors, shared resources, etc). It implies that only defining a set of design-patterns may not be enough to really help the designer to automatically perform performance verifications with feasibility tests.
In this article, we investigate how to automatically check that an architecture model is compliant with a design-pattern, in order to ensure that a particular set of feasibility tests is relevant. We show how to explicitly model the relationships between an architectural design-pattern and the compliant feasibility tests. From these models, we apply a model-based engineering process to generate a decision tool which is able to identify, from an architecture model, the feasibility tests the designer is allowed to compute. Then, this decision tool helps the designer to choose the feasibility tests that he is allowed to apply to his architecture models.
This article is organized as follows. In section 2, we introduce our design-pattern approach. Section 3 presents an example: the Synchronous data flows designpattern. In section 4, we explain how the decision tool is currently implemented and how we plan to integrate it into a schedulability tool called Cheddar. Then, section 5 is devoted to related works and we conclude and present future works in section 6.
The design-pattern approach
During the last decades, a lot of emphasis has been given to software modeling techniques, in a continuous move from traditional coding activities to higher level of abstractions. Several standardized languages such as the MARTE profile for UML [17] or the AADL language [21] provide a set of categorized components that are appropriate for real-time system and software modeling activities. These modeling languages allow not only the applicative architecture to be described, but also its interaction with the underlying executive. As an example, a thread is a kind of AADL component which can be scheduled by the run-time executive.
Nevertheless, although it becomes now easier to describe real-time architectures, their validation still remains a subject of investigation. For instance, the lack of a single property may sometimes be enough to prevent a real-time architecture from being properly processed by a schedulability analysis tool. This is why, the next step in the improvement of the development process of real-time systems consists in providing to the end user a set of predefined composite constructs that match known real-time scheduling analysis methods. The composite constructs we have studied correspond to the various inter-task communication paradigms that can be applied in an architecture and that can be considered as real-time design-patterns.
Four design-patterns that are compliant with the real-time scheduling theory are proposed in [4] . These design-patterns are:
1. Synchronous data flows design-pattern: this first design-pattern is the simplest one. Task share data by clock synchronizations: each task reads data at dispatch time or writes data at complete time. This design-pattern does not require the use of shared data components. 2. Ravenscar design-pattern: the main drawback of the previous pattern is its lack of flexibility at run time. Each task will always execute read and write data at pre-defined times, even if useless. In order to introduce more flexibility, asynchronous inter-task communications is proposed with this designpattern: tasks access shared data components asynchronously according to priority inheritance protocols. 3. Blackboard design-pattern: Ravenscar allows task to share data protected by semaphores. Semaphores can be used to build various synchronization protocols such as critical section, barrier, readers-writers, private semaphore, producers-consumers and others [28] . The blackboard designpattern implements a readers-writers synchronization protocol. 4. Queued buffer design-pattern: in the blackboard design-pattern, at any time, only the last written message is made available to the tasks. Queued buffer allows to store all undelivered messages in a memory unit.
Each of these design-patterns models a typical communication and synchronization paradigm of multi-tasked real-time software. Design-patterns are specified with a set of constraints on the architecture model to verify. There are two types of constraints expressed in a design-pattern: Architectural constraints and Property constraints.
-Architectural constraints are restrictive rules which specify the kind of architectural element that are allowed. As an example, a design-pattern can forbid declaration of a shared data component or a buffer in a model. They may also constraint component connections. -Property constraints are related to the architecture components properties and constraint further their value. As an example, a design-pattern can assume that the quantum 3 property of a processor component must be equal to zero.
For each design-pattern, according to their architectural and property constraints, we have identified which feasibility tests the designer can compute to perform the verification of his architecture.
With this approach, the designer can verify its real-time system architecture in two steps: (1) he first looks for the design-pattern which is matching his architecture. Then (2) , assuming that a matching design-pattern is found, the designer can compute all the feasibility tests associated with this design-pattern.
Example of the Synchronous data flows design-pattern
In order to specify our architecture models, we are using the AADL modeling language. AADL is a textual and graphical language for model-based engineering of embedded real-time systems that has been published as SAE Standard AS-5506 [21] . AADL is used to design and analyze software and hardware architectures of embedded real-time systems. Many tools provide support for AADL: Ocarina implements Ada and C code generators for distributed systems [10] , TOPCASED, OSATE and Stood provide AADL modeling features [5, 3, 22] , the Fremont toolset and Cheddar implement AADL performance analysis methods [26, 25] . An updated list of supporting tools can be found on the official AADL web site http://www.aadl.info.
An AADL model describes both the hardware part and the software part of an embedded real-time system. Basically, an AADL model is composed of components with different categories: data, threads or processes (components modeling the software side of a specification), processors, devices and buses (components modeling the hardware side of a specification). A data component may represent a data structure in the program source text. It may contain subprograms such as functions or procedures. A thread is a sequential flow of control that executes a program and can be implemented by an Ada task or a POSIX thread. AADL threads can be dispatched according to several policies: a thread may be periodic, sporadic or aperiodic. An AADL process models an address space. In the most simple case, a process contains threads and data. Finally, processors, buses and devices represent hardware components running one or several applications.
This section presents one of the simplest design-patterns: the Synchronous data flows design-pattern. First, we specify the design-pattern by its architectural and property constraints. Then, we present the feasibility tests that are assigned to this design-pattern. In the sequel, we also illustrate this design-pattern with a compliant AADL model.
Specification of the Synchronous data flows design-pattern
The Synchronous data flows design-pattern is inherited from Meta-H. An AADL architecture model is compliant with this design-pattern if it is only composed of process, thread, sub-program and processor components. We also assume that the architecture model meets the constraints expressed by the following seven rules:
Rule 1: All threads are periodic.
Rule 2: We assume that threads are scheduled either by a fixed priority scheduler or by EDF [14] . In the case of a fixed priority scheduler, any kind of priority assignment can be used (Rate Monotonic or Deadline Monotonic) but we assume that all threads have different priority levels.
Rule 3: The scheduler may be either fully preemptive or non preemptive.
Rule 4:
We assume that the scheduler do not use quantum (see the POSIX 1003 scheduling model [7] ).
Rule 5: Thread communications do not make use of any data component, of any shared resource or buffer and there is no connection between threads and data components.
Rule 6: Threads are independent: thread dispatches are not affected by the inter-thread communications. In this synchronization schema, communications between threads are achieved by pure data flows with AADL data ports: each thread reads input data at dispatch time and writes output data at completion time.
Rule 7: Each processor owns only one process and there is no virtual processor. This rule expresses that there is no hierarchical scheduling (see the ARINC 653 standard [1] ).
Feasibility tests assigned to the Synchronous data flows design-pattern
For an AADL model compliant with Synchronous data flows, we can perform performance analysis with real-time scheduling theory feasibility tests. For this design-pattern, we can check performances by computing two performance criteria: (1) the worst case response time of each thread and (2) the processor utilization factor. For such a purpose, we have assigned 10 feasibility tests to compute these performance criteria [23] . However, it does not mean that for each AADL model compliant with this design-pattern, we can apply the 10 feasibility tests. For a given AADL model, depending on the value of the AADL component properties, we will be able to apply one or several feasibility tests among this set of feasibility tests. We have identified 64 different cases depending on component properties values, which represent applicability assumptions of the feasibility tests. This shows that even for this simplest design-pattern, choosing the right feasibility test to apply may be difficult for architecture designers.
One of these feasibility tests is called the "worst case response time feasibility test" and consists in comparing the worst case response time of each thread with its deadline.
For this feasibility test, the thread components of the Synchronous data flows design-pattern are defined by three parameters: their deadline (D i ), their period (P i ) and their capacity (C i ). P i is a fixed delay between two release times of the thread i. Each time the thread i is released, it has to do a job whose execution time is bounded by C i units of time. This job has to be ended before D i units of time after the thread release time.
Joseph and Pandia [13] have proposed a way to compute the worst case response time of a thread with pre-emptive fixed priority scheduling by equation:
Where r i is the worst case response time of thread i and hp(i) is the set of threads that have a higher priority level than thread i. This feasibility test is one of the most simple tests which can be applied to the Synchronous data flows design-pattern. This test has several applicability assumptions. For example, this test assumes that deadlines are equal to periods and that all threads have an equal first release time. Figure 1 shows a part of an AADL model. This example is composed of several periodic threads defined into a process and that are run on a single processor. AADL component are always specified by a type definition (line number 1) and a component implementation (from line 2 to line 9). The model also contains several AADL properties. Some properties of thread components define deadlines, periods, capacities and the thread priority. The properties of the processor component defines how the scheduler works. In this example, the processor embeds a preemptive Rate Monotonic scheduler with a quantum equal to zero (from line 24 to line 27).
This AADL model is compliant with the Synchronous data flows designpattern because all rules of the section 3.1 are met. We assume that the designer has previously checked the compliance of this model with this set of rules. To compute feasibility tests of the Synchronous data flows design-pattern, we are using Cheddar. Cheddar is a framework which aims at providing performance analysis of concurrent real-time applications [25] . With Cheddar, a real-time application is modeled as a set of processors, shared resources, buffers and tasks. Cheddar is able to handle architecture models described by an AADL specification and also by its own simplified architecture design language. Cheddar already implements numerous feasibility tests [23] . Figure 2 shows a screenshot of Cheddar. The top part of this window displays the scheduling analysis of the model of figure 1 and the bottom part shows the feasibility tests results computed for this AADL model.
In the previous section, we have presented a design-pattern and an AADL model that is compliant with it. To automatically perform performance verifications of an AADL model with Cheddar, we have assumed that designers are able to check the compliance of their AADL models with a design-pattern. This task is, however, not easy for users who are not experts on real-time scheduling theory. To facilitate this task, we propose a second tool, called decision tool, which is able to automatically perform this compliance analysis. We plan to integrate this decision tool as a new functionality of Cheddar. As depicted by figure 3, within Cheddar, the decision tool will be able to automatically detect which design-pattern a real-time system is compliant with and then to automatically compute the relevant feasibility tests.
So far, the design-patterns are themselves currently elaborated. Thus, for now we are using a prototype of the decision tool. This prototype is built with the Platypus tool. In this section we first briefly describes the Platypus tool and its usage for prototyping the decision tool. Then we explain how Cheddar will be enriched with the decision tool.
Prototyping within Platypus
Platypus [20] is a software engineering tool which embeds a modeling environment based on the STEP standard [11] . First of all, Platypus is a STEP environment, allowing data modeling with the EXPRESS language [12] and the implementation of STEP exchange components automatically generated from EXPRESS models. Platypus includes an EXPRESS editor and checker as well as a STEP file reader, writer and checker.
In Platypus, a meta-model consists in a set of EXPRESS schemas that can be used to describe a language. The main components of the meta-model are types and entities.
From an EXPRESS schema and a data set made of instances of entities described by the EXPRESS schema, Platypus is able to check the data set conformity by evaluating the constraint rules specified in the EXPRESS model.
Fig. 4. The decision tool prototype within Platypus
Thus, given that the design-patterns are specified with EXPRESS, the decision tool prototype directly benefits from the Platypus STEP generic framework. The figure 4 shows the prototype components and the data flow when an architecture model is analyzed. The prototype is first made of the shared meta-model named Cheddar meta-model schema. This meta-model specifies the internal Cheddar representation of a real-time architecture to verify. Then, each design-pattern is composed of two models which are defined in order to further constraint the Cheddar meta-model. These models correspond to the two kinds of constraints as explained in the section 2. In the figure 4, they are specified by the architectural constraints and property constraints schemas.
Due to the current usage of the prototype, in order to be analyzed, an AADL architecture model must be encoded as an XML or a STEP data exchange file conforming to the Cheddar meta-model. Cheddar can be used for that purpose. Then, each design-pattern is evaluated separately. Evaluating a design-pattern consists in interpreting all rules specified in the architectural constraints and property constraints schemas.
Design-pattern modeling framework
As depicted by figure 5, the modeling framework is made of three main layers: (1) the Architecture resources, (2) the Feasibility test resources and (3) the Feasibility test design-patterns layers. Each of these layers are made of one or several EXPRESS schemas. This section briefly describes them and gives some illustrative EXPRESS samples. The Architecture resources layer This layer is the most generic one, it contains the specification of all domain entities which are used for architectures modeling. Indeed, it is specified independently of any design-pattern. It mainly contains the Cheddar meta-model. A particular real-time architecture is made of instances of this meta-model because it specifies the internal representation of a real-time architecture within Cheddar. As depicted by the figure 6, it is composed of entities such as Generic Task or Generic Scheduler but also Buffer or Processor. These entities store all attributes that are required for the analysis of an AADL architecture model. 
ENDSCHEMA;
The Period Equal Deadline constraint concerns only the set of all Periodic Task instances. This constraint is satisfied if there is no Periodic Task instance which have a period value which is different from its deadline.
Fig. 7. EXPRESS model of the Feasibility tests resources layer
As an example, the Period Equal Deadline constraint is shown in the figure 7. This constraint is typically reusable for several design-patterns. It is specified by an EXPRESS rule which ensures that, for each instance of the Periodic Task entity, the value of the Period and of the Deadline attributes are equal.
The Feasibility test design-patterns layer Each model of this layer is called a design-pattern model, it concerns a particular design-pattern and is made of one or several EXPRESS schemas which reuse parts of the other layers. In addition, each design-pattern model defines very specific rules that represent constraints which have to be checked for the related design-pattern. 
Toward an implementation within Cheddar
As we are currently elaborating EXPRESS models for the work presented in this article. It is very efficient to be able to directly test them from the Platypus modeling environment itself.
But having to use Cheddar together with Platypus is not comfortable for end-users and Platypus, as a STEP based data modeling environment, is not user friendly enough. We plan to use a model driven engineering process in order to automatically generate the decision tool in Ada, the implementation language of Cheddar. For such a purpose, Platypys will have to handle EXPRESS models of figures 6, 7 and 8. Today, Cheddar is already partly automatically generated by Platypus from EXPRESS models of the figure 6. As an example, the Cheddar meta-model schema is used in order to produce the core components of Cheddar [19, 24] .
Related works
This article has shown an approach to check that an architectural model of a real-time system is compliant with a set of constraints. Many other approaches also investigated how to perform such verifications.
First, UML together with its standard constraint language OCL could be used for the purpose of designing and building feasibility test checkers.
Second, in [8] , Gilles and al. have proposed a similar constraint language for AADL. The proposed language is called REAL (REAL stands for Requirement Enforcement Analysis Language). REAL is developed by Télécom-Paris-Tech and ISAE. It should be adopted as an annex of the AADL standard. This language is then specifically designed for the modeling of real-time architectures. REAL allows to express various type of constraints on AADL architecture and their authors have shown that it can express some of the applicability constraints of the real-time scheduling theory.
Another approach of a similar move towards more analyzable constructs built on top of a modeling language can be found in the history of the HOOD method [15] . The first versions of this modeling approach defined a quite basic concept of component (called HOOD objects) which aimed at representing more or less an Ada 83 package. In 1995, two specializations of HOOD were specified: HOOD 4 [16] which targets Object-Oriented programming languages and especially Ada 95, and HRT-HOOD [2] which goal is to comply with the Ada Ravenscar model (now included into Ada 2005 [27] ). In both cases, the original concepts and principles of the HOOD methodology have been kept, and specific composite constructs have been identified in order to support properly Ada 95 tagged types or Ravenscar cyclic, sporadic and protected objects. More recently, in the context of the IST-ASSERT project, Panunzio and al. [18] proposed to integrate some HRT-HOOD components with UML models. For such a purpose, they have proposed an engineering process based on a meta-model called RCM (RCM stands for Ravenscar Computational Model). In this process, performance verifications are performed with the MAST framework [9] , which also implements several feasibility tests.
Finally, PPOOA proposes a similar approach [6] . PPOOA is an architectural style for concurrent object oriented architectures. PPOOA is implemented as an extension of UML and provide several coordination mechanisms such as buffers, semaphores, transporters, Ada rendezvous and others. All these coordination mechanisms are similar to our design-patterns.
Conclusion
Feasibility tests of real-time scheduling theory may be difficult to be used by system designers. In this article, we investigate how to increase their usability with an approach based on design-patterns.
In this approach, we have defined a list of design-patterns and a set of feasibility tests is assigned to each design-pattern. When a designer wants to perform a performance analysis of an AADL model, he must check that his model is compliant with one of these design-patterns. If the model is actually compliant with a design-pattern then he can call Cheddar to automatically compute the feasibility tests assigned to the selected design-pattern.
However, checking compliance of his models to the design-patterns may be difficult to achieve, especially if designers are not expert on real-time scheduling theory. To automatically check compliance, we propose a framework, called decision tool, which relies on the Platypus environment.
In the current implementation of our approach, designers have to handle two different tools: Cheddar and the decision tool. In a next step, we plan to integrate the decision tool into Cheddar. Having only one tool to deal with should facilitate the performance analysis of AADL models.
A second future work is related to the list of design-patterns. Indeed, we only have investigated how to check compliance with the Synchronous data flows design-pattern. In the next months, we will do the same work for the other design-patterns: Ravenscar, Queued Buffer and BlackBoard [4] .
Finally, in this approach, we expect to verify if an AADL model is fully compliant with a set of design-patterns. But in some cases, architectural models of practitioners may be compliant with none of the proposed design-patterns. Then, we plan to investigate how the designers can eventually be helped with a set of metrics. These metrics should allow the designers to compare their AADL models with our design-patterns and to improve their models in order to be compliant with the real-time scheduling theory.
