We derive a master equation from the exact stochastic Liouville von-Neumann (SLN) equation [1, 2] . The latter depends on two correlated noises and describes exactly the dynamics of an oscillator (which can be either harmonic or present an anharmonicity) coupled to an environment at thermal equilibrium. The newly derived master equation is obtained by performing analytically the average over different noise trajectories. It is found to have a complex hierarchical structure that might be helpful to explain the convergence problems occurring when performing numerically the stochastic average of trajectories given by the SLN equation [3, 4] .
INTRODUCTION
In the past decades, there has been an increasing interest in analyzing the dynamics of open quantum systems (OQS) coupled to an environment. Much effort has been devoted to the derivation of master equations that describe the dynamics of the reduced density matrix of the system [5] .
An exact master equation can be derived for the case in which the OQS is a harmonic oscillator (or a collection of them) [6, 7] . However, when the OQS contains an anharmonicity, giving rise for instance to dynamics restricted to a two state basis, no master equation has been derived up to now without making some approximation. Whereas different master equations have been derived within the so-called weak coupling approximation, i.e. assuming that the coupling between the system and the environment is small compared to other energy scales of the problem, the derivation of a master equation beyond such situation has been more elusive.
In the projection operator techniques, a projection superoperator P is defined such that Pρ captures the relevant part of the total density matrix. Then an approximated master equation is obtained for Pρ based on a perturbative expansion with respect to the coupling between the (relevant part of the) system and the environment. The standard choice is to consider a projection superoperator such that Pρ = ρ S (t) ⊗ ρ B , where ρ S (t) = Tr B ρ(t) [8] , and then follow the Nakajima-Zwanig method [9, 10] , that leads to an equation for Pρ which contains a time integration over the past history of the system. Alternatively, one may follow the so called time-convolutionless projection operator technique (TCL) which gives rise to an equation that is local in time [5, 11] . Another possibility is to consider that the relevant part of the dynamics can be described with a correlated system-environment state, rather than a tensor product state ρ S (t) ⊗ ρ B . In this regard, there is a class of projection superoperators that project the system into correlated systemenvironment states [11] , so that then TCL technique can be applied to calculate the evolution of Pρ, where P is this class of projection operators. This approach was considered in [12] and [13] by using two different types of correlated projector operators to derive two different types of master equations. An inconvenience of the projection operator techniques is that they rely strongly on the specific choice of a suitable set of projection operators, an election that might depend on the particular situation and be difficult to make for some cases.
In this paper we propose a method to derive a master equation without the use of any approximation, and considering an arbitrary system Hamiltonian H S , which can in principle contain anharmonicities giving rise to a non-linear spectrum. We base our derivation on the socalled Stochastic Liouville von-Neumann (SLN) equation [1, 2] , which describes exactly the dynamics of an oscillator coupled to an environment in thermal equilibrium, according to the Hamiltonian
where X is the system hermitian coupling operator, a λ (a † λ ) are the annihilation (creation) operators of the oscillator λ of the environment, andĝ λ and ω λ are respectively its coupling and frequency. The stochastic sampling in the SLN method has often convergence problems that have to be tacked in rather sophisticated ways [3, 4] . Indeed, the convergence of the SLN methods fails particularly at long times and for super-ohmic reservoirs. It would be very desirable to have a master equation corresponding to the SLN equation, and hence avoid or at least have some insight into such convergence problems that appear in some cases. This paper contains two main results: First, it presents to our knowledge the first analysis that allows deriving a master equation without any approximation or assumption. Following this analysis, a master equation is derived that comes in terms of a infinite sum of terms that form a hierarchical series. Second, it provides a criterion to numerically determine if a particular problem is tractable by considering the reduced dynamics in the OQS Hilbert space. In detail, if the subsequent types of terms in the series have more and more weight, it can be concluded that the system dynamics cannot be described by considering only an equation in its reduced Hilbert space. In this case, other approaches involving the total system Hilbert space should be considered instead. If on the contrary, the subsequent types of terms of the series have less and less weight, one can safely truncate the equation and consider it to give a non-approximated result up to an error derived from the truncation.
THE SLN EQUATION
According to the seminal paper [1] , a path integral can be expressed as a stochastic average, M ξ,ν of two propagators K ξ,ν (. . . ) and K * ξ,ν (. . . ) that depend on the Gaussian noises ξ and ν,
The two Gaussian noises must fulfil the following statistical properties,
where M ξ,ν [· · · ] is a Gaussian average over the two different noises, and θ(t) is the Heaviside step function. In the above definitions, α R (t) and α I (t) correspond respectively to the real and imaginary parts of the correlation function corresponding to the Hamiltonian (1),
whereĝ λ are the coupling constants of the original Hamiltonian, and β = 1/K B T , whith k B the Boltzmann constant and T the environment temperature. According to [1] , a similar procedure to the one in [14] leads to a stochastic differential equation for the reduced density operator of a single trajectory (dependent on the noises ξ(t) and ν(t)), the so-called stochastic Liouville von Neumann (SLN) equation,
Here we have neglected a re-normalization factor which is not relevant for the present derivation. This equation, valid for environments in thermal equilibrium, allows to compute different noise trajectories for P ξ,ν , such that the reduced density operator can be obtained as
The above equation (5) can be re-written as two stochastic equations for two different stochastic wave vectors |ψ
such that P ξ,ν = |ψ
In the above equations, we have have ignored the re-normalization factor appearing in [4] , since it is not relevant for the present derivation.
REXPRESSING THE NOISES IN (5)
To solve equations (5) or (7), the noises ξ(t) and ν(t) are numerically built in terms of two different response functions [4] . We propose here to follow a different approach by defining these noises in terms of Gaussian white noises, coupling operators g λ , and environment frequencies ω λ of the Hamiltonian (1). The newly defined noises have the following form,
Where we have defined,
M ξ,ν [· · · ] that permits to obtain the reduced density matrix (6) or its evolution equation from (5). The functions f (ω) and h(ω) in (9) can be chosen
instance [4] . However, their value is unimportant for the present derivation for which the only relevant quantity is the correlation function (4) . Note also that we should define
In that way, the real part of the correlation function can be written in terms of g
−1 the average thermal number of quanta in the mode ω. The quantity β = 1/(K B T ), with T is the temperature and K B the Boltzmann constant.
DERIVING A MASTER EQUATION
In order to derive a master equation, we need to compute
dt , where for simplicity in the notation we have renamed P = P ξ,ν . To this order, we take into account that
, and consider the SLN equation (5) for P . In order to have a more compact notation, we reexpress the equation (5) in the interaction picture with respect to the system and within a Liouvillian form,
where L(t) is a super-operators acting over the the stochastic projector P t flattened as a vector, denoted as
where X(t) = e iH S tx e −iH S t . The equation above can be re-written as
where
, and L *
are new superoperators. Note that because of the interaction image, these quantities are rotated with respect to H S , and do no longer depend on any noise z iλ or z * iλ . The analytical average of the former equation, leads to the evolution of the reduced density matrix of the system as
Unfortunately this is an open equation, in the sense that the derivative of ρ s (t) does not depend only on ρ s as expected for a proper master equation, but it also depends on the unknown quantities
Considering that M[· · · ] are integrals over a Gaussian measure, these quantities can be re-written as
where the right hand side of the expressions has been obtained by considering an integration by parts of the left hand side. As one can see, the evolution of P (t) is intimately related to the evolution of (12),
If we now compute the average M[· · · ] of the former equation, we will find
which depends on terms of the form
For the shake of simplicity, we note that in the quantities A β λ and B ββ λλ (β, β = * , 0), we skip the indexes j and j j respectively. To reach even a higher order, we need to compute the evolution of the four quantities . To this order, we consider the above introduced consistency condition, and the evolution equations (16) to get the following,
Computing the stochastic average of the former equations gives rise to the following set of equations,
where the C αβγ λ λ λ , with α, β, γ = 0, * are given by partial derivatives of the projector over z (15), (17) and (20) form an open system of mutually dependent equations. Because of this structure, the evolution of ρ v S (t) can be written in terms of a complex series of terms that only depend on ρ v S at past times. The first two terms of the series can be obtained as follows:
• (i) First integrate analytically (17) , obtaining a formal solution for A 0 λ (t), and A * λ (t), which comes in terms of different Bs,
Note that all initial states of A, B, C, etc are zero;
• (ii) In a similar way, compute the different Bs by analytically integrating (20) . From this, an equation (21-b) is obtained, that expresses the Bs in terms of As and Cs;
• (iii) Insert the values of As given by (21) 
in this equation giving rise to an equation here labeled as (21-c).
• (iv) Since (21-c) will come again in terms of Bs, replace on its right hand side the expression of B given by (21-b).
At the end, an equation for the different Bs is obtained which comes only in terms of ρ v s at different times, and higher order terms C αβγ λ λ λ . Neglecting these higher order terms, this equation for Bs shall be inserted in (21) . The resulting expression for A shall be inserted in the r.h.s. of (15) , giving the following master equation 
, where
As before, the quantity A v in the l.h.s. is a the vector with size 2 2N flattened from a matrix A with size 2 N × 2 N , where N is the OQS dimension. Finally, in this expression we have also settled
Note also that
The number of members of each class, A α λ (referred here as first order), B αβ λ λ (second order), C αβγ λ λ λ (third order), etc, are P × 2 k , where k is the order number, and P is the number of complex noises, in our case P = 2 (see Fig. (1) ). Thus, the master equation (22) is written in terms of an infinite series of terms, wherein the first two terms are in the form of an integral over ρ s involving one correlation function (4) , and the following eight terms are in the form of a triple integral over ρ s involving two correlation functions. The next terms will come in the form of five integrals involving three correlation functions, and so on and so forth.
It is important to take into account the convergence properties of the series. If the system parameters are such that the relative weight of the terms involving a single integral is smaller than that of the terms involving a triple integral, then the case is not tractable because the equation cannot be truncated. It is worth to notice at this point that the above-described hierarchical structure does not appear because of the use of any expansion approximation, such as the weak coupling. Rather, it is an structure intrinsically attached to the OQS problem. Interestingly, a similar hierarchical structure was obtained in [15] within the Heisenberg approach. Hence, for systems or parameter ranges where the hierarchy structure does not converge (i.e. successive terms are not smaller than the previous ones), one could conclude that these (15), while the first and the second order are given by (17) and (20) respectively. particular instances can not be correctly dealt with master equations. Indeed, in these situations the dynamics of the open quantum system appear to alter the environment so dramatically, that obtaining a closed equation within the system's Hilbert space is not feasible in practice. In contrast, for these problems where the subsequent terms are less important, one can safely truncate the equation. In such cases, the truncated equation gives the dynamics of the reduced density matrix without any approximation, only with an error that can be estimated by the magnitude of the terms that have been discarded.
WEAK COUPLING AND MARKOV LIMIT
For consistency, let us check that equation (22) coincides with the master equation up to second order in the coupling parameter g derived within other approaches. Indeed, each correlation function α αβ jj will be of the order g 2 , so that if we just keep second order terms, the equation takes the form
Replacing the values
with L M (t) and L c M (t) defined in (23) . Re-written the resulting equation in its matrix form, it is identical to the time-convoluted master equation [5, 16] up to second order in g,
As noted above, the equation is convoluted, because the reduced density matrix is within the integral, and not local in time as in the so called convolution-less master equations [5] . However, taking into account that in interaction image with respect to the system ρ s (s) = ρ s (t) + O(g 2 ), and that the ρ s (s) appears already in second order terms, one can write the former equation as
This is already a time local second order master equation, identical to the one derived following the TCL projection operator technique [5] , and the second order SSEs [17, 18] . If one considers the Markov limit of the master equation (22) , by considering α(t) = Γδ(t), the terms involving three integrals (and two correlation functions) vanish, while the terms involving a single integral give rise to the well-known Lindblad equation [19] .
CONCLUSIONS AND PERSPECTIVES
We have derived an evolution equation for the reduced density operator of the system without considering any approximation. Such equation is written in terms of a hierarchy of terms that involve an increasing number of integrals containing the reduced density operator of the system.
The derivation suggests that it may not be possible to deal with certain problems using a master equation approach, or considering the dynamics in the reduced Hilbert space of the system. These problems may therefore have to be treated by considering an evolution equation for the total system (i.e. OQS and environment). In this regard, the hierarchical structure of the resulting evolution equation leads to a specific criterion to determine numerically whether the master equation approach (namely calculating the evolution of the reduced density matrix of the system) is indeed suitable or not for a particular problem. This criteria is based in measuring the relative weight of the successive types of terms within equation (22) . If the relative weight of the second type of terms (i.e. the terms involving three integrals) is larger than that of the first type of terms (the terms involving a single integral), then it can be determined that a master equation approach is not feasible for that particular problem. It is possible also that a non-convergent series of terms leads also to a poor convergence of the numerical stochastic average of the SLN equation (5) . If the relative weight is smaller, then the equation (22) can in principle be truncated and the master equation approach considered to be feasible. In that case, a truncated version of the evolution equation (22) can be used, and it gives the non-approximated reduced density matrix of the system up to an error related to the truncation.
We note that the procedure here used, can also be used by considering as a starting point instead of (5), an SSE of the form [15, 20] 
is the reduced propagator of the system. Here | z i+1 represents the initial state of the environment at time t i+1 , and | z i its final state at time t i . The former is the generalization to an arbitrary initial state of the stochastic Schrödinger equation derived in [21, 22] for an environment initially at zero temperature, i.e. z i+1 = 0. Using (31) opens the possibility to build the exact structure of master equations for problems where the coupling operator is nonHermitian, the OQS is composed of many particles, or a more general initial state is considered. Finally, recently [23] a hierarchy of stochastic equations based on the SSE derived in [21, 22] have been derived. These are equations for successive partial derivatives of the wavevector with respect to the noise, and have been proven to be particularly suitable to deal with exponential correlation functions or combinations of exponential correlation functions. For exponential correlation functions, a hierarchy structure of master equations for fermionic environments has been derived in [24] . A connection between these last two derivations and the one here proposed is an interesting open problem that may deserve further analysis.
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APPENDIX: TEST OF THE CONSISTENCY CONDITION
Let us test the consistency condition with a very simple example. Let us assume the following evolution equation for the stochastic projector,
where L λ (t) = g λ (t)L(t), and L(t) is a matrix within the system's Hilbert space that does not depend on any noise quantity z λ . A partial derivation of the former equation with respect to z λ is given as
Integrating now (32), we find
and deriving this solution with respect to z λ , we find
This equation, once derived with respect to t, gives rise to the same result as (33), what proves that the time derivative and the partial derivative with respect to z λ commute, and therefore can be safely interchanged.
