Near-infrared spectra of 29 carbon stars in the 0.9-2.4 m range were obtained by using a cross-dispersed echelle spectrograph. The target stars, which were classified into C-H, C-R, C-J, and C-N types, were selected from an atlas of Barnbaum, Stone, and Keenan (1996, ApJS, 105, 419). Because the stars are non long-period variables, the phase differences of the light curves do not strongly affect the spectra. The effective temperatures (T eff ) of the carbon stars were estimated with errors of˙200 K by fitting our spectra at wavelengths of 1.35, 1.74, and 2.29 m, with simple model spectra, while considering the H opacity minimum to be around 1.6 m. At these wavelengths, molecular absorption due to CO, CN, and C 2 is not strong. The derived effective temperatures are distributed between 5100 K and 2600 K, and highly correlate with the temperature sequence in Barnbaum, Stone, and Keenan (ibid.), although the stars with temperature sequences beyond 4 have similar temperatures near 3000 K. We also compared our results with values derived by other methods in the literature: the aperture diameter method, the infrared flux method, and some model calculations.
Introduction
Carbon stars, which have been studied for more than one hundred years (cf. Keenan & Morgan 1941; Yamashita 1972; Keenan 1993) , with spectra characterized by strong C 2 and CN bands, still have important roles in research on stellar evolution in low-mass post-main-sequence stars. In the Henry Draper Catalogue, carbon stars are grouped into classes R and N. Keenan and Morgan (1941) classified them with two indicators of temperature and carbon abundance, that is, C-classification (or MK-classification), described as C x;y . Since Yamashita (1972 Yamashita ( , 1975 classified about 300 stars based on this C-classification, the C-classification has been considered as a general classification of carbon stars. However, Tsuji (1981a, b) developed an infrared flux method for the determination of temperature, and pointed out that the temperature indicator of the C-classification did not always indicate sequences of effective temperatures. Later, Keenan (1993) introduced details of chemical abundances in the classification, and proposed a revised MK-classification. Barnbaum, Stone, and Keenan (1996) furthermore developed this revised MK-classification and reclassified carbon stars into seven categories with a subclass of temperature.
Various methods to determine the effective temperature as a basic parameter of carbon stars have been proposed so far. One of the criteria for the temperature sequence in the MK-clasiffication was the absorption strength of Na D and Ca I lines (cf. Keenan & Morgan 1941; Yamashita 1972) . However, the strength of Na lines is sensitive to the thermal structure of the atmosphere, which depends not only on the effective temperature, but also on the chemical composition (metallicity, C=O ratio, etc) , and also may be affected by absorption due to interstellar materials. On the other hand, a more direct method based on the Stefan-Boltzmann law, L = 4 R 2 T 4 eff , is available to determine the effective temperature. In this case, the angular diameter and the bolometric flux are required to determine the effective temperature. Ridgway et al. (1981) derived the effective temperatures of carbon stars based on the angular diameters, measured by lunar occultations, and pointed out that the effective temperatures were systematically higher than the mean-color temperatures deduced from photometry by 300 K. Later on, interferometric measurements have increased the number of usable angular diameters up to 52 stars (Dyck et al. 1996; van Belle et al. 1997 ). This method does not depend on the model atmosphere, and is considered to be the most direct method; however, it is not applicable to many carbon stars. Tsuji (1981a, b) applied the infrared flux method (Blackwell & Shallis 1977; Blackwell et al. 1980) to carbon stars, where he used 3.5 m flux instead of the radius in the above-mentioned method. He showed that molecular absorption is nearly free at 3.5 m, and found a fairly good agreement with the temperatures determined by lunar occultations. Subsequent observations and analysis based on the infrared flux method (Ohnaka & Tsuji 1996 increased the results. Lambert et al. (1986) adopted temperatures from the "method of lunar occultations" and the "infrared flux method" when available. For the remaining stars, the applied empirical relations between effective temperatures and color indices for their high-resolution infrared spectra of 30 cool carbon stars. Among the effective temperature, [Vol. 59, surface gravity, chemical (including isotopic) abundances, and microturbulence velocity, the spectral features are most sensitive to the effective temperature and the C=O ratio (cf. Loidl et al. 2001) . However, such models are very complicated and need initial estimates of the effective temperature. It is therefore difficult to guarantee the uniqueness of the results. Finally, Bergeat, Knapik, and Rutily (2001) evaluated the effective temperatures of 390 carbon stars with their "bolometric" and "spectral" methods, where the effective temperatures were determined without using the line and band intensities being sensitive to chemical compositions. They found a clear discrepancy between the effective temperatures that they derived and the values from the infrared flux method below 3170 K (Bergeat et al. 2001, their figure 15 ). In spite of so many efforts, the effective temperatures of carbon stars are still uncertain, and further studies are desired.
In the 1990s, Tanaka et al. (1990 Tanaka et al. ( , 1992 Tanaka et al. ( , 1996 made near-infrared (NIR) spectroscopic observations of cool carbon stars by using a Fourier-transform spectrometer, and derived color temperatures at 1.7 and 2.2 m. Subsequently, in this decade, with the advance of technology, NIR spectroscopy has provided fine spectra of carbon stars (e.g., Lázaro et al. 1994; Wallace & Hinkle 1996; Joyce 1998; Joyce et al. 1998 ). In particular, Joyce et al. (1998) showed various molecular features and their time variation, along with the light curve clearly on the basis of spectral data of Mira variables with high-resolution in the 1 m range. Loidl, Lançon, and Jørgensen (2001) stated that the energy distribution in NIR is very sensitive to the effective temperature based on the hydrostatic model atmosphere being applied to their measured 0.5-2.5 m spectra of five carbon stars (a detailed description of the data is also in Lançon & Wood 2000) , and discussed a small variation of the molecular features and no important role of dynamic phenomena in this wavelength range.
We developed a cross-dispersed echelle spectrograph (see section 2) that enables us to measure well-calibrated NIR spectra with a wide spectral range, and have applied it to studies on carbon stars. In this paper, we present a simple and intuitive method based on 0.9-2.4 m spectra to estimate the effective temperature of carbon stars. Although strong molecular absorption bands due to C 2 , CN, and CO also exist in this wavelength range, the wavelengths at 1.35, 1.74, and 2.29 m can be considered nearly absorption free (cf. Loidl et al. 2001 ). Fitting simple model calculations including the H opacity minimum around 1.6 m to the measured spectra at these three wavelengths gives the effective temperature. This method was confirmed for M-type giants, which were also observed by us. Once pseudocontinuum levels of the spectra are determined in this way, the strength of the absorption bands of C 2 , CN, and CO can be derived quantitatively. Thus, this method gives not only the effective temperature, but also quantitative estimates of the major molecular absorption strength seen in carbon stars. Moreover, this 1-2 m range has the following advantages for observations of carbon stars and estimates of the effective temperatures: 1) carbon stars emit the bulk of their luminosity in this wavelength range, 2) the spectral energy distribution in this wavelength is sensitive to the effective temperature, 3) this wavelength range is affected by interstellar and/or circumstellar extinction much less than the visible range, and 4) the variations of the molecular features of carbon stars in NIR are smaller than in mid-infrared (e.g., Loidl et al. 2001 ).
Observations and Data Reduction
We selected our target stars from the main four classes of Barnbaum, Stone, and Keenan (1996) : C-H, C-R, C-J, and C-N stars, except for WZ Cas. See Barnbaum, Stone, and Keenan (1996) for details of their criteria and evolutional status. The target stars are almost red giants or AGBs, and non long-period variables (SRa, SRb, or Lb) . We limited our target stars to semiregular or irregular variables; we excluded Mira variables from our target stars, because spectral features of long-period variables (Mira variables) change along their pulsation phases (e.g., Joyce et al. 1998; Loidl et al. 2001) .
We observed 29 carbon stars and 17 M-type giants. The observations were carried out from 2003 May to 2004 March, by using the infrared telescope (D = 1.5 m, F = 12.2) of National Astronomical Observatory of Japan, in Tokyo, and the near-infrared cross-dispersed echelle spectrograph "NICE" with a NICMOS-3 infrared detector (Yamamuro et al. 2007) . NICE has four configurations of wavelength coverage with sufficient overlap within good atmospheric windows: 0.91-1.20 m, 1.17-1.47 m, 1.41-1.78 m, and 1.73-2.45 m, which can be combined to one continuous spectrum of 0.9-2.4 m. The wavelength resolution ( =ı for 2 pixels) is 2600 in the whole wavelength range with a slit width of 2 00 . Every two spectra of early A V stars (A-standard) and late G III -early K III stars (G-standard) were obtained as the standard stars right before or after each target star. The airmasses that we observed for the standard stars differed from those for target stars by no more than 0.2.
The data were reduced with the echelle package of IRAF.
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The standard procedures of the echelle package, e.g., sky subtraction, cutting out the individual echelle orders from the image, wavelength calibration with spectra of krypton and argon lamps, and combining them into a single spectrum, were processed for the data of carbon stars, M-type giants, A-standards, and G-standards. The atmospheric transmittance and response function of the instrument was calibrated with the spectra of A-standards, where in advance the strong hydrogen absorption profiles of A-standards were corrected with the spectra of G-standards. The spectra of carbon stars were divided by these corrected spectra of A-standards, and multiplied by a blackbody with the temperature corresponding to the spectral types of the A-standards. The signal-to-noise ratios are more than 100 for all of the spectra, except in the wavelength range around telluric absorption. The target stars and the standard stars are summarized in table 1. A spectral atlas of the 29 carbon stars we observed is shown in figures 1-4, separated into the four classes. Among the 29 stars, WZ Cas is classified into the SC-type as well as into the C-J type. The peculiarity of this object would be due to its C=O ratio, which is quite close to unity, i.e., C=O 1.01 1 IRAF and the echelle package are distributed by the National Optical Astronomy Observatory, and operated by the Association of Universities for Research in Astronomy, Inc., under contract with the National Science Foundation. Barnbaum, Stone, and Keenan (1996) except for WZ Cas (Keenan & Morgan 1941) . Noguchi et al. (1981) . The adopted effective temperatures for A-standards are as follows, 9500K(A0), 9000K(A1), 8800K(A2), 8600K(A3), 8400K(A4), 8200K(A5), 8000K(A6), and 7900K(A7). Fig. 1 . Observed spectra of C-H stars. The zero level of each star is indicated by a horizontal line at 2.2-2.5 m. The data with large noise due to atmospheric absorption around 1.4 and 1.9 m are plotted with grey dots. The S=N ratio of 100 is achieved for the whole wavelength range, except for these noisy ranges. (Lambert et al. 1986 ). Here, its spectrum is included in figure 3.
Estimates of Effective Temperatures
In this section, we propose an infrared spectrum method for estimating the effective temperatures of carbon stars from our spectra, which are continuous in wavelength without any uncertainty, in spite of telluric absorption around 1.4 and 1.9 m, as described above. The NIR continuum spectra of stars with low temperatures are sensitive to their effective temperatures, because such stars have their emission peaks in the NIR wavelength range. Although carbon stars have strong molecular absorption even in our wavelength range, we regard that the spectra of carbon stars at the following wavelengths to be nearly free from any strong molecular bands: 1.35 m (the shorter wavelength side of the band heads of the CN red system v = 0-1 and the C 2 Ballik-Ramsay band v = 1-0), 1.74 m (the shorter wavelength side of the band head of the C 2 Ballik-Ramsay band v = 0-0), and 2.29 m (the shorter wavelength side of the band head of the CO first overtone band v = 2-0) (cf. Loidl et al. 2001, figure 2 ). We use these three wavelengths for the present analysis. The simplest way to fit the spectra might be to use a blackbody curve. However, this does not work well, because the stars with low temperatures have excess due to an H opacity minimum around 1.6 m. Therefore, we here adopt calculated continuum spectra including H absorption based on model atmospheres of carbon stars for fitting the observed spectra at the above three wavelengths. Although fitting the observed spectra with synthetic spectra fully including molecular absorption may be a desirable approach, it depends on the completeness of the molecular line list and the abundance ratios of C, N, and O. In contrast, the continuum component is not directly affected by molecular absorption. That is, an advantage of our approach is that the estimate of the effective temperature is relatively insensitive to the (assumed) C=O ratios.
Model spectra that include the H opacity minimum around 1.6 m were calculated for T eff between 2500 K and 5000 K with intervals of 100 K, with log.g/ = 0.0 and 3.5 (see below) and [Fe=H] = 0.0. The grids of model atmospheres produced by Aoki, Tsuji, and Ohnaka (1998) were extended to the above parameter ranges. In the calculations, molecular opacities of CO, CN, C 2 , HCN, and C 2 H 2 were considered by the band-model method (e.g., Tsuji 1984) . The continuous opacity of the H ion was adopted from John (1988) . They were then compared with the observed spectra at the above wavelengths. C=O ratios of 0.5 and 1.1 were assumed in the calculations for M giant stars and carbon stars, respectively. We note that the details of the above assumptions did not have a strong impact on our results.
First, these procedures were tested for the M giants (M0 III-M8 III) observed by us. The spectra of M giants are nearly free from any absorption bands around 1.2-1.3 m. The agreement of the effective temperatures between the models and the spectral subclasses of the observed spectra (Cox 2000 ) is excellent within errors of 100-200 K. On the other hand, we also made similar procedures by using the NextGen model calculations (Hauschildt et al. 1999 ) instead of our model. Their model spectra were calculated for 3000 K Ä T eff Ä 10000 K, and for 3.5 Ä log.g/ Ä 5.5. As a consequence, the derived effective temperatures are about 400 K lower than the expected values. These models include surface gravity and microturbulence velocity, together with the effective temperature as parameters. In particular, giants and dwarfs have very different surface gravities [log.g/ = 0.0 for giants, and log.g/ = 3.5 for dwarfs]; however, the difference of the surface gravity does not very much affect estimates of the effective temperatures. Therefore, although we do not understand the reason for the disagreement between the two models, we adopt our model to estimate the effective temperatures of carbon stars. We note that carbon-rich models are not provided by the NextGen grid. Figure 5 shows examples of the model fit of (a) an M giant star (HD 33664; M6 III) and (b) a carbon star (HD 52432; 
Fig. 7.
Relation of the effective temperature with the temperature sequence (Barnbaum et al. 1996) . Each symbol corresponds to the class of carbon stars. C-J 3.5). For only C-H stars, we adopted log.g/ = 1.0 instead of 0.0, and consequently the derived effective temperatures became higher than those for the case of log.g/ = 0.0 by 100 K. Concerning the C=O ratios, the assumption of higher C=O ratios yields lower effective temperatures; for example, the C=O = 1.4 case yields a lower effective temperature by 150 K compared with the C=O = 1.1 case. Some C-H and C-R stars may have C=O ratios higher than 2. However, because of the higher effective temperatures for these classes of carbon stars, we consider that the molecular parameters do not affect the effective temperature very much. Because we do not have accurate C=O values for all stars in our sample, we adopted here a C=O ratio of 1.1 for all carbon stars, except for WZ Cas (see below). Then considering the fitting error of˙100 K and the error of 150 K due to a variety of C=O ratios, we estimate the error of˙200 K for our T eff estimates. It should be noted that if circumstellar/interstellar extinction affects the spectra at this wavelength, our values derived here should be considered as lower limits of the effective temperatures. For example, dereddening for E(B V ) = 0.2 induces a 0.1 mag decrease of J K, and thus an increase of 10% in the slope between 1.25 and 2.2 m. This makes the temperature increase by 100 K. Since we do not have enough information about the extinction for all stars, we present here our derived temperatures as those for no extinction or lower-limit values.
The effective temperatures estimated by the above method are listed in table 2 together with other values of effective temperatures from the literature, which are: 1) the angular (Dyck et al. 1996) , 2) the infrared flux method (Tsuji 1981a, b; Ohnaka & Tsuji 1996 , and 3) model calculations (Lambert et al. 1986; Bergeat et al. 2001) . They are also compared in figure 6. From table 2 and figure 6 we found the following: 1) the values derived from the angular-diameter method are higher than our values by 300-600 K for C-N stars, although the sample is small and their measurement errors are large; 2) the values derived from the infrared flux method are similar to ours for the C-N stars, although most of the C-H and C-J stars have lower values than ours by 200-800 K; and 3) the values derived from the model calculations are similar to ours, although there are some C-J stars with clearly lower values than ours by 400-800 K. Finally, the relation between T eff (estimated by us) and the temperature sequences by Barnbaum, Stone, and Keenan (1996) is plotted in figure 7 . It shows that the effective temperatures for C-H and C-R stars with temperature sequences from 1 to 4 correlate highly with the temperature sequences, while those for C-J and C-N stars have the similar temperatures near 3000 K, in spite of the wide distribution of temperature sequences from 4 to 6.
For a peculiar star, WZ Cas, we adopted C=O = 1.01 (cf. Lambert et al. 1986 ). Compared with a fit with the C=O = 1.1 case, C=O = 1.01 yields a higher effective temperature by 250 K. Our estimated value of WZ Cas is clearly higher than those from any other methods. It should be noted that the temperature sequence suggests that WZ Cas (SC-type) is a very cool object. However, that is due to the low C=O ratio of this object, and the effective temperature, determined by the infrared flux method, is not very low (e.g., Ohnaka & Tsuji 1996) . Our study derived an even higher effective temperature, comfirming that the measurements from the NIR spectra are sensitive to the effective temperature, rather than to the detailed thermal structure of the atmosphere. In addition, we note that DY Per, which is classified as C-R4, would better be reclassified into a C-N (or possibly C-J) star, at least in our data (cf. Barnbaum et al. 1996) .
Summary and Concluding Remarks
We obtained near-infrared spectra of 29 carbon stars in the 0.9-2.4 m range with wavelength resolutions of 2600 by using a cross-dispersed echelle spectrograph. The target stars included 6 C-H, 6 C-R, 6 C-J, and 10 C-N types classified by Barnbaum, Stone, and Keenan (1996) .
The aim of this paper is to propose a method for estimating the effective temperatures of carbon stars by fitting our near-infrared well-calibrated spectra at wavelengths of 1.35, 1.74, and 2.29 m, with a simple model of continuum spectra considering the H opacity minimum around 1.6 m. Although carbon stars have strong molecular absorption even in our wavelength range, we regard the spectra of carbon stars at these three wavelengths to be nearly free from any strong molecular bands of CN, C 2 , and CO. Our model spectra is not affected directly by molecular absorption, that is, the C and O abundances, C=O ratios, and carbon isotopic ratios.
The estimated effective temperatures are distributed between 5100 K and 2600 K with errors of˙200 K, which include the uncertainty of the C=O ratios. They highly correlate with the temperature sequence in Barnbaum, Stone, and Keenan (1996) , although the stars with temperature sequences beyond 4 have similar temperatures near 3000 K. Compared with the infrared flux method, our results have similar values for the C-N stars, but have higher values by 200-800 K for most of the C-H and C-J stars. On the other hand, compared with the method by Bergeat, Knapik, and Rutily (2001) , our results have similar values, although there are some C-J stars with clearly higher values by 400-800 K. In particular, the discrepancy for C-J stars might be due to the higher carbon isotopic ratios. However, these puzzles remain for future work.
Although the method described here has an advantage of a weak dependence on the model parameters, it may not be easy to obtain many such wide-range spectra of carbon stars in a short time. However, this method to estimate the effective temperatures of carbon stars should realize a new simple method, that is, an easy temperature-estimation system for carbon stars as a "thermometer for carbon stars" by using a near-infrared camera with three narrow-band (1.35, 1.74, and 2.29 m) filters. It is easy to construct such a system, and this system will make it possible for us to observe hundreds of carbon stars within a short observing time, and to estimate the effective temperatures almost automatically.
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Appendix. Equivalent Width of C 2 , CN, and CO Bands
Major molecular bands (CN, C 2 , and CO in the 0.9-2.5 m range) are finely presented in figure 3 of Joyce (1998) . Once the pseudocontinuum levels are determined as described above, we can proceed to calculate the band strength (equivalent width, EW) quantitatively from our spectra. The equivalent widths (EWs) of the CN red system v = 0-0 at 1.09 m, C 2 Ballik-Ramsay band v = 0-0 at 1.77 m, and CO first overtone bands beyond 2.29 m were calculated. Table 3 shows not only the identification of the molecular bands, but also the wavelengths of the band heads and the wavelength ranges for which we calculated EW. First, the pseudocontinuum level described above was subtracted from the calibrated spectrum. Then, the EW was calculated by integrating the spectrum on the wavelength range listed in table 3. The results for 29 carbon stars are summarized in tables 4 and 5. Typical errors of the calculated EWs here are within several percent. Based on the temperature dependence of the EWs and the relations among the EWs, we qualitatively discuss these molecular abundances in carbon stars in the following. Figure 8 shows the dependence of the EW on T eff for (a)
12 CO v = 0-2, (b) 13 CO v = 0-2, (c) CN v = 0-0 S R 21 , and (d) C 2 v = 0-0. Here, T eff is adopted from our estimates (see section 3). These EWs show a maximum around 3000 K-3500 K. For a T eff higher than 3000 K, each EW increases for decreasing T eff . Among four kinds of molecules, the relation for 12 CO is the most evident. Of course, the ratios between different levels of 12 CO have fine correlations with T eff . Although CN may be considered as a temperature indicator (cf. Loidl et al. 2001) , their correlation with the effective temperature does not seem to be very good in figure 8c, possibly due to an effect of the C=O ratio in the low-temperature side. Figure 9 shows the relations of the EW among CN, C 2 , and 12 CO. A positive correlation between EW [CN] and EW[C 2 ] can be seen in figure 9a . Moreover, the fact that a nearly linear function that passes through the origin fits the distribution suggests similar forming conditions for these two molecules (e.g., Loidl et al. 2001) . We note that we tried a fitting with EW[C 2 ] / EW [CN] n , and found n 1.2 against our expectation of n 2 (cf. Lambert et al. 1986 Loidl et al. 2001) . The CO band becomes stronger in stars with lower temperatures and higher C=O ratios. Another factor to be considered for cool stars is that polyatomic molecules, like C 2 H 2 and HCN, are more stable, and CN and C 2 are not necessarily abundant (e.g., Tsuji 1965 
