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СИНТЕЗ И АДАПТИВНАЯ НАСТРОЙКА МОДЕЛЕЙ GARCH 
ДЛЯ ПРОГНОЗИРОВАНИЯ ДИСПЕРСИЙ 
ГЕТЕРОСКЕДАСТИЧЕСКИХ ПРОЦЕССОВ 
С РАЗНОТЕМПОВОЙ ДИСКРЕТИЗАЦИЕЙ 
В.Д. РОМАНЕНКО, А.В. БИЛЫЙ 
Рассмотрены теоретические положения проектирования моделей GARCH для 
прогнозирования условных дисперсий гетероскедастических процессов при 
дискретизации входных возмущений с малыми периодами квантования, а вы-
ходных координат — с большими. Динамика процессов в стохастической сре-
де описана моделями авторегрессии и скользящего среднего с разнотемповой 
дискретизацией. Разработан алгоритм адаптивной настройки коэффициентов 
относительно скользящего среднего модели GARCH. Приведены результаты 
экспериментальных исследований такой настройки и прогнозирования услов-
ной дисперсии при оптимальных коэффициентах. 
ВВЕДЕНИЕ 
В работах [1, 2] рассмотрены нелинейные стохастические условно-
гауссовские модели для описания динамики изменения дисперсий гетеро-
скедастических процессов в дискретном времени с однотемповой дискрети-
зацией входных возмущений и выходных координат. Эти модели дают воз-
можность прогнозировать условную дисперсию выходной координаты на 
один базовый период квантования 0T . 
В работе [3] описаны теоретические положения проектирования разно-
темповых дискретных систем прогнозирования изменяющихся максималь-
ных условных дисперсий выходных координат одномерных и многомерных 
процессов на основе модели ARCH (Autoregressive Conditional Heteroskedas-
ticity) при дискретизации входных возмущений с малыми периодами кван-
тования, а выходных координат — с большими. 
Методика прогнозирования условных дисперсий для математических 
моделей авторегрессии и скользящего среднего (ARMA) с разнотемповой 
дискретизацией на основе ARCH заключается в следующем.  
Пусть динамика процесса представлена моделью ARMA )2,2( m  [3] 
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k  — целое число от деления номера дискретного отсчета 
k  на m . Последовательность возмущений в виде дискретного белого шума 
имеет такие вероятностные характеристики при mi 2,...,1,0= : 
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( M  — оператор математического ожидания). 
Тогда алгоритм прогнозирования условной дисперсии последователь-
ности 
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1. Определение условного математического ожидания для последова-
тельности 
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2. Вычисление условной дисперсии для последовательности 
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3. Вычисление ряда условных дисперсий на основе выражений (2), (3) 
 




















−















−















−


=











−


 h
m
kyh
m
kyh
m
kyh
m
k 3,21var1~ 2ξ , 
 




















−















−















−


=











−


 h
m
kyh
m
kyh
m
kyh
m
k 4,32var2~ 2ξ , 
 




















−















−















−


=











−


 h
m
kyh
m
kyh
m
kyh
m
k 5,43var3~ 2ξ , 
------------------------------------------------------------------------------------------- 
 











−−



















−


=











−


 h
m
kyh
m
kyh
m
k 1var~ 2 µµµξ , 
 
















−−


 h
m
ky 2µ . (4) 
4. Построение математической модели динамики условных дисперсий 
на основе данных их вычисленного ряда путем применения метода наиме-
ньших квадратов (МНК) в виде модели авторегрессии 
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Уравнение (5) представляет авторегрессионную условно гетероскедас-
тическую модель ARCH, на основе которой выполняется прогнозирование 
условной дисперсии (3) на один большой период квантования 0mTh = . 
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Модель ARCH (5) обеспечивает ограниченную точность прогнозирова-
ния (6) вследствие того, что не учитывается динамика изменения четвертого 
момента 

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Цель данной статьи — на основе модели ARCH (5) разработать обоб-
щенную авторегрессионную условно гетероскедастическую модель GARCH 
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(Generalized Autoregressive Conditional Heteroskedasticity) с большим перио-
дом квантования 0mTh =  для описания динамики изменяющейся условной 
дисперсии и исследовать вопросы достижения максимальной точности про-
гнозирования условной дисперсии на основе разработанной модели 
GARCH. 
РАЗРАБОТКА МОДЕЛИ GARCH ПРИ ПЕРИОДЕ КВАНТОВАНИЯ 0mTH =  
Введем новые переменные. 
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ничной дисперсией 
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На основе (7) для условной дисперсии можно записать 
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Если 
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то, согласно выражению (7), 
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Если подставить (8), (9) в выражение (5), получим 
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Учитывая представление (8), инновация 
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kw  в уравнении авторе-
грессии (5) может быть выражена как 
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В то время как безусловная дисперсия 








 h
m
kw  является постоянной, 
условная дисперсия согласно (11) со временем изменяется. 
Запишем формулу (9) так: 
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где 1−z  — оператор обратного сдвига на период квантования 0mTh = . 
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При этом корни уравнения 0)...1( 22
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n zzz σσσ  должны 
находиться в середине круга единичного радиуса. Применяя выражение 
(13), можно представить равенство (12) в виде конечно-разностного уравне-
ния 
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где возмущения определяются как 
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Выражение (15) представляет модель GARCH при периоде квантования 
0mTh = , в которой учитывается динамика изменения четвертого момента 
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На основе модели GARCH (15) можно прогнозировать условную дис-
персию на один большой период квантования 0mTh = . 
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GARCH 
Экспериментально установлено, что коэффициенты nσσσ ,...,, 21  модели 
GARCH (15) сильно влияют на точность прогнозирования (16) даже при ус-
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прогнозирования согласно (16) необходимо производить адаптивную на-
стройку nσσσ ...,,, 21  из условия минимизации критерия оптимальности 
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Запишем это выражение в векторной форме 
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где вектор вычисляемых координат определяется следующим образом: 
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а вектор неизвестных коэффициентов 
 [ ]Tn 1,ˆ,...,ˆ,ˆ,ˆˆ 321 σσσσθ = . 
Тогда критерий оптимальности (17) примет вид 
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Для оценивания вектора неизвестных коэффициентов θˆ , при которых 
минимизируется критерий (19), применяется рекуррентный метод наимень-
ших квадратов (РМНК) согласно [4]. Таким образом, 
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Начальное значение коєффициентов вектора )0(θˆ  формируется на ос-
нове 0))...()(( 21 =−−− nzzzzzz , где 1<iz , ni ,...,2,1= . 
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Пример. Исходная модель ARMA с разнотемповой дискретизацией ко-
ординат при 011Th =  имеет вид 
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 ( )[ ] ( )[ ] ( )[ ] 00100908 1098 aTkcTkcTkc +−+−+−+ ξξξ , 
где коэффициенты 80253,01 =a ; 9802,01 =c ; 9608,02 =c ; 94176,03 =c ; 
92312,04 =c ; 90484,05 =c ; 88692,06 =c ; 86936,07 =c ; 85215,08 =c ; 
83528,09 =c ; 81874,010 =c ; 19746,00 =a . 
Условная дисперсия (3) для приведенной модели вычисляется по фор-
муле 
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На основе ряда условных дисперсий (4), (5) по МНК на каждом перио-
де квантования h  строится модель ARCH (6) 
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на основе которой по методике (7)–(14) формируется модель GARCH (15) 
при 4=µ  и 3=n  
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Рис. 1. График адаптивной настройки коэффициента 1σˆ  по РМНК 
Рис. 2. График адаптивной настройки коэффициента 2σˆ  по РМНК 
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Рис.3. График адаптивной настройки коэффициента 3σˆ  по РМНК 
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На основе РМНК (19)–(22) выполняется оценка оптимальных значений 
коэффициентов 321 ˆ,ˆ,ˆ σσσ . Процесс адаптивной настройки этих коэффици-
ентов приведен на рис. 1, 2, 3. Прогнозирование условной дисперсии вы-
полняется на основе модели GARCH (24). На рис. 4 приведены результаты 
цифрового моделирования для вычисления условной дисперсии (23) и ее 
прогнозирования на основе GARCH (24) при оптимальных значениях коэф-
фициентов 4766,0ˆ
опт1 −=σ ; 0213,0ˆ опт2 =σ ; 1190,0ˆ опт3 −=σ  для отсчета 
квантования 











+


 hk 1
11
. Результаты экспериментов, приведенные на гра-
фике, подтверждают высокую точность прогнозирования условной диспер-
сии на один период квантования 011Th = . 
ВЫВОДЫ 
1. Разработана методика перехода от модели ARCH к модели GARCH 
для процессов ARMA с разнотемповой дискретизацией. 
2. Экспериментально установлено, что коэффициенты модели GARCH 
nσσσ ,...,, 21  относительно скользящего среднего существенно влияют на 
точность прогнозирования условной дисперсии гетероскедастических про-
цессов. 
3. Разработан алгоритм адаптивной настройки коэффициентов модели 
GARCH относительно скользящего среднего на основе РМНК для достиже-
ния оптимальной точности прогнозирования условной дисперсии. 
4. Проведено экспериментальное исследование алгоритма адаптивной 
настройки коэффициентов модели GARCH и прогнозирования условной 
дисперсии с использованием модели GARCH при оптимально настроенных 
коэффициентах, которое подтвердило высокую точность прогнозирования. 
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