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1. INTRODUCTION 
A Lidstone series provides a two-point expansion of a given function f (z) 
in the form 
f(z) = f(l) /lo(z) + f(0) A,(1 - z) + f”(l) A,(z) 
+f”(o) A,(1 - z> + *m-Y (1 .I> 
where /I?,(z) is a poiynomial of degree 217 + I. defined by the generating 
function 
sinh zt 
sinhr= 
f PAR(Z). 
7l=O 
(1.2) 
Lidstone series have received much attention by EL Poritsky, f. J. Schoen- 
berg, D. V. Widder, R. P. Boas, Jr. and others. For relevant Iiterature on 
the subject, see Boas [l]. 
A function f(x), having derivatives of all orders on an interval 1~: 53, 
with the additional properties (-l)“f@“)(~) 3 0 (u ,< x < b; n = 0, I,...), 
is said to be conlpletely coIzL’ex on that interval. Widder [5,6] sh-lied t.he 
relationship between functions having a Lidstone series representation and 
the class of completely convex functions. He showed that a function f(x) 
has an absolutely convergent Lidstone series representation if and only if it 
can be written as the difference of two minimal completely convexfunctions fG]* 
Boas [I] pointed out the difficulty in applying Widder’s necessary and suEi= 
cient condition to an arbitrary functionS(x). He then gave simple necessary 
conditions and sufficient conditions for representation of functions by Lid- 
stone series. 
Recently, Leeming and Sharma [3] have introduced an extension of the 
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Lidstone series (called p-Lidstone or (p, L) series), and of completely convex 
functions (called completely IV,-convex functions), which led to a generali- 
zation of Widder’s result 13, Theorem IV]. 
It is the object of this paper to give a generalization of the results of Boas [1] 
using the terminology and results given in [3]. 
In the remainder of Section 1 we give the notation and basic definitions 
used throughout the paper. In Section 2, we state and prove two theorems 
giving necessary conditions for representations of functions by (p, L) series. 
Section 3 contains four theorems which give sufficient conditions for repre- 
sentation of functions by (p, L) series. 
Set 
(j = 0, 1, . . . ) p - 1 ; p = 2, 3, . ..). 
We denote the positive zeros of MP,p--l(t) by 
A, < A, < -0. < A,% < -.-. (1.4) 
DEFINITION 1.1: The (formal) representation of a functionfE C” [0, l] 
f(z) = f. p’(l) C,,(z) + f f’““fj’(O) A,n+j~Z)] (1.3 
j=o 
where {CDIZ(z)}zZ,, and {A D.+j(z)>z=:=, (j = 0, l,...,p - 2) are defined by the 
generating functions 
f tPnCpn(z) = NP,?&t) 
n=0 NPA4) 
W) 
(j = 0, l,...,p - 2) and NP,i(t) is given by (1.3) is called the p-Lidstone 
(or (p, L)) series off(z). 
DEFINITION 1.2. A real valued function f defined on [u, b] is said to be 
completely W,-convex if 
6) f E C”‘C4 bl 
(ii) (-l)kf(D”)(X) > 0 (a < x < b; k = 0, l,...) 
(iii) (-l)kf’pk+j)(u) > 0 (j = 1, 2 ,..., p - 2; k = 0, l,... ). 
GENERALIZED LTDSTONE SERIES 125 
Remark. If we set p = 2 in (1.5) we have the Lidstone series expansion 
(1. i)- Further, setting p = 2 in Definition 1.2 we have the class of completely 
convex functions. 
2. SOME NECESSARY CONDITIONS FOR REPRESENTATION OF FUNCTIONS EK 
(p,L) SERIES 
We shall show that results similar to those of Boas for the Lidstone series 
[l] hold for representation of a function by a (p, L) series. In particular 
we prove, 
TRE~REM 2.1. If the (p, L) series off (2j converges absoltiteiy to f (25) then 
f(z) = O(elzlAl) (I z I - a> (2. i) 
where A, is given by (1.4). 
?kEOREM 2.2. No condition of the fom 
f(z) = O(C#(~ z I) elzlAl) (1 z / --> co) (2.2j 
where q%(r) - 0 as r + co and C$ is independent off is necessary for the absoiu;e 
convergence of the (p, L) series to f(z). 
In order to prove Theorem 2.1 we require some preliminary results. Define 
(p - l)! K,(x, t) = 
‘(x - t)“-1 - (1 - tjp-1 xY-1, 
1 
fO<l<X<iIj 
--(I - t)“-1, $-1 (0 < Y < t < lj 
K,(x, t) is the Green’s function for the differential system 
(2.3) 
pyxj = $b(x) 
i y(l) = 0; y(0) = y’@) = *-~ = ?,(:“-:)(o) = 0, (2.4) 
where r&x) is any function continuous on [O, 11 so that 
y(x) = J’ K,(x, t> (b(t) dt. 
0 
If we denote the iterates of J&(x, t) by 
(2.5) 
K,(x, t) = j o K,(x, u) K,&, t) du (n = 2, 3,...), (2.6) 
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then we have 
LEMMA 2.1. Iffy C" [0, I], then 
n-1 D-2 n-1 
f(x) = C f'""'(l) C,,(x) + C 1 f'""+"(O) A,,+j(x) + R&f), (2.7) 
k=O j-0 7+0 
where 
(c,,(x)>;~; alqd {Ap,+j(X)>;Zt 
are dejined ~JT (1.6) and (1.7) and 
(j = 0, l,...,p - 2) 
R,(x,f) = J’l t&(x, t)f’““‘(t) dt (2.8) 
0 
with f&(x, t) given b~j (2.3) and (2.6). 
LEMMA 2.2. If f(x) is completely W,-convex on [0, 11 then for any 
x0(0 < x0 d 11, 
f(x) 3 f(xo) P-l (0 d x < x0), G-3 
f(x) < f(xo)(l - x-9 (x0 < x < 1). (2.10) 
Note. Throughout the paper we use B to denote suitable constants (not 
necessarily the same) which are independent of R and x unless otherwise 
stated. 
LEMMA~.~. (a)ForO<x<l,n=1,2 ,..., 
0 < C-1)” G,C-4 < 6, (2.11) 
1 
0 < C-1)” &+i(X) d g (12 = 0, l)...) p - 2). (2.12) 
1 
(b) For any Jixed x0(0 < x0 < 1) there is a constant B such that 
C-1)” G&o) > g (II = 1, 2,...), (2.13) 
1 
C-l>" Az7n+j(ayo) 3 j$ (j = 0, l,..., p - 2; n = 1, 2 ,... ). (2.14) 
The proofs of Lemmas 2.1-2.3 are given in [3]. 
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(-l)“f’“yx) > Man(xP-l -x3, (0 z&=,x < I; I? = 0, l,.*.), (2.!5) 
P~oolf: Suppose the maximum MB,, is attained at .Y = x0 1 Then, ltty 
Lemma 2.1, we have for 0 d x < x0 
(-lj~f(fm(~) = (-1)‘1. ~~f’“‘i”(O) [(Zl)’ _ 
+ (-l)“i’““‘(xo)(~)p-~ + &(.Y) x0 ,f), (216) 
where 
R,(~, xo ,f) = j" c-1)" ~~ (5 ) f)f(p-ji) dt 2 0 
0 so 
with K,(x, r) given by (2.3). Therefore, from Lemma 2.2 
(2.17j 
For the interval x0 < x < 1, we expand f(x) using f(l), f&J and f’fiQ% 
(,j = 1, 2 ,...) p - 2) to obtain 
f(x) = f(.Yo) D,(x) +f(l) D,(x) + 1 f(j)(O) Ej(X) + R*(x, X0 J) j2,1Bj 
j=l 
with 
D ( ) = 1 - x3-l 
0 x 
1 - xl-1 ; w4 = ( ll~~$T)(l - x-7 r,2.19) 
/!Ej(X) = xj - 1 + ( ,'-yl )(l - x2-1) 
0 
and, for x0 < x < 1, D,(x) > 0, D,(x) t 0, &:(x) > 0 (j = I,2 ,..., p - 2). 
Furthermore [3, Lemma 7.31, R*(x, x, ,f> > 0, x, < x -< I; so we have 
This proves the Lemma. 
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LEMMA 2.5. Let K,(x, t) be dejined by (2.3) and (2.6). If 
g,(x) = J-’ K,(x, t)(t”-l - t”) dt (12 = 1, 2,...) (2.21) 
0 
then there exists a positive constant B such that 
C-l>,, &(X0) >, & * (2.22) 
1 
Proof. From (2.4)-(2.6), it follows easily that g&x) has the properties 
g;,““‘(x) = xD--l - XP 
(2.23) 
g(pk)(l) = 0; g;“+jl(0) = 0 1z (j = 0, I)..., p - 2; k = 0, I)...) 12 - 1). 
Therefore, 
gr.(x) = ‘;p;:‘;y;;l’ - (“,l”;“;! + Qs&x), (2.24) 
where Q,,+,(x) is a polynomial of degree pn - 1. Thus by Lemma 2.1 
g,(x) = ‘nf [g?‘(l) C,Jx) + *2 gy+qcq Apk+j(0)]. (2.25) 
k=O j=O 
By (2.23) and the properties of Cgk(x), Apk+j(x) (j = 0, l,...,p - 2; 
k = 0, l,... ), (2.25) yields 
g,(x) = y [gPYl) CPL(X) + *f g;;‘c+“(O) A,,+,(x)]. (2.26) 
I;=n i=O 
Using (2.24) and (2.25), (2.26) reduces to 
&z(x) = -P! (&z+u(x) + G-z+~(41~ 
Therefore (-I>” g,(x) = (-l)n+‘p! [A,,+,(x) + C,,+,(x)]. 
From (2.13) and (2.14) we have (2.22) which proves the lemma. 
(2.27) 
Proof of Theorem 2.1. From Lemma 2.1, 
12-l p-2 
f(x) - LFo f'""'(l) CD&~ + jz f(pok+w) &,L+&~ 
s 
1 
zzz K,(x, t)f’““‘(t) dt, (2.28) 
0 
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where K,,(x, f) is defined by (2.3) and (2.6) Since (-1)” J&(x, t) b 0 
(0 < x Z$ 1; 0 < t < 1, IZ = 1,2 ,...) [3, Lemma 4,2j and by Lemma 2.4 
i-1 
j K&x-, t)f’““‘(t) dt 
0 
= 
J 
‘1 (- 1 jn K&, t)(- l)“f(““)(t) dt 
2 Mm s 
: (-l),, K&, t)(t”-l - t”) dt = M&- 1)” g,,(x). 
Setting x = x,(0 < x0 < 1) and applying Lemma 2.3 we have 
J- 
1 
0 
K,(xO , t)f’““‘(t) dt > $& > 0. 
1 
(2.29) 
From (2.7) we see that if the (p, L) series of f(x) converges to S(x) 
for x = x,(0 < x0 < l), the left side of (2.29) approaches zero, hence 
MPn < E P” wh ere E,% + 0 as IZ --+ co. It follows easily from a result of 
HadamaFdl(see, e.g., [2, p. 131) that MDn+j < E~JF’~ (j = 0, l,...,p - l)s 
Thereforef W,x) = O(h,“) as k + co, so if z is any complex number, we have 
This proves the theorem. 
THEOREM 2.2. No condition of the form 
f(z) = O(I$(~ z I) elzldl) (i z I - a> (2.30) 
where C/J(Y) -+ 0 as r + co and C$ is independent off is necessary for the absolute 
convergence of the (p, L) series to f  (z). 
Proof. Choose a sequence of positive numbers (c,n>zEo such that the 
series CL, cJA,“” converges, where A, is given by (1.4). 
Define 
If we set 
f(z) = 5 C-1)” G&,,~z). (2.31) 
?I=0 
(2.32) 
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where Na&t) is 
Cauchy’s Residue 
given by (1.3) and r is the circle 1 t 1 = *(A, + A,). From 
Theorem it is easily shown that 
(2.33) 
Since MD,D-l(z~) is an entire function of exponential type j 7 j, and since 
iV21,1)-l(t) is uniformly bounded away from zero for 1 t 1 = $(A, + A?), we 
obtain the estimate 
I C&>l d (GA;) A exp [i (A1 + he)[ z I]. (2.34) 
Therefore the series (2.31) is absolutely convergent for every z. Set 
z = x + iy and w  = ezrii/p. In order to complete the proof of Theorem 2.2, 
we require a lower bound on ) f( &Gy)l, and so we prove 
LEMMA 2.6. For IZ = 0, l,... and y > 0, 
where A, is a positine constant depending only on p. 
Proof of Lemma 2.6. Since we have [3, p. 151 
(2.36) 
where A& = 1,2,...) is given by (1.4). This representation of C,,(X) is valid 
in [0, 11. 
Case I: p = 2. Then (2.36) reduces to the Fourier Series expansion of 
C,,(x) and we have A, = 2, whereas Boas [l, p. 2421 obtains the better 
estimate Q by summing a geometric series. 
Case II: p > 2. Boas’ technique does not work, since the function 
M,.,_,(t) is not periodic for p > 2. However, using the properties of the 
function MD,p-l(t) [4, p. 461 we have 
q~+“‘(o) = 0 (v = 0, l,..., p - 2) (2.37) 
c’“‘+p-l’(o) = P(--l)“+j+l g1 M Plz _ (A ) ~t)p(n-j--1)+2 
9,1,2 ?c 
_ p(-l)n+j 
(~pn-j-l,+z g (- 1 )(q(vl-i-l)+e 
~zLzJ-2@?4 A, 
= P(- l)*+j A,,i 
@3 ?Nn--i-l)+z . 
(2.38) 
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Now for p > 2, ((- 1)” M,,,-a(hk)}~?‘=l . IS an increasing sequence of positive 
numbers unbounded above [4], so for j = 0, I).. .) n - 1, we have 
From (2.38) and (2.39) we have 
(-1)%-i C(N+p--l)(O) > 
m ($Ap,)+2 (j = 0, l,..., fZ - 1). (2.4Q 
Since C~~+p-l’(~) = Cizi-1)(x) = (p - 1) ! , we use the Maclaurin series 
to express C&(&y) in the form 
(-I!,, B&q) = (- 1)” y-, Q!$Yz C;;(O) 
j=O 
Therefore, we have 
n-1 
- y’W(-1)n c,,(l/W~‘) > pA, ‘--. (,I;“:;-,“-’ 1) r (hl)+-iL-1)+2. (2.41) 
This completes the proof of Lemma 2.6. 
Substituting (2.41) in (2.31), we have, for y > 0, 
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qa = t Cg,(h&~~ and qk+O as k+ co. 
n&+1 
Given any number c > 0, when cq’ = p - 1 (modp) we have, using Stirling’s 
formula 
cy (y/\,)P"+P-l 
’ “’ L:. (pk + p - I)! 
3 4CY ]lv,,D-lm)[l - (~,““+‘] I. 
Now if c is chosen so large that h,/c < l/e, then we have 
-&A, 
PA, 
f(d~Y) t r.1 - o(l)1 4Cll~%9&h). 
Therefore, for any given function $(I-) such that c#(Y) -+ 0 as r + co, 
we may choose the sequence {c,,}~~~ so that qCV will approach zero as slowly 
as desired, so there is a function f(z) defined by the (p, L) series (2.31) 
not satisfying (2.30). This completes the proof of Theorem 2.2. 
3. SOME SUFFICIENT CONDITIONS FOR REPRESENTATION OF FUNCTIONS BY 
Cp,L) SERIES 
The results of this section generalize the results given by Boas [l] for the 
Lidstone series. Here we obtain similar results for (p, L) series. 
THEOREM 3.1. The (p, L) series off(z) converges to f(z) if 
f(z) = O(l z I+” e’a’xl) (I z 1 + co) 
where A, is given by (1.4). 
(3.1) 
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Before proving Theorem 3.1, we require 
LEMMA 3.1. Let K&z, t) (8~ = 1, 2,. . . ,) be dejked by (2.2) nn~! (2.5) 
Thenjiw 0 <x < 1 
O<(-l)n l 
s 
B 
K,(x, t) dt < ~ 
XP” 
(3.2j 
0 1 
The proof of Lemma 3.1 is given [3, Lemma 6.4, p. IS]. 
Proof of Theorem 3.1. If f(z) satisfies (3.1) then 
If(z)/ < q(l z I)[ 2 I+ e’s’,a’ 
where y(s) -+ 0 as s -+ co. Furthermore, for 0 < t < 1 we have 
(3.3) 
f(pn+j)(t) = (P +j)! 
I 
f (4 k 
2li-i cj (z - t)mwtl (j = 0, l,...) y - 2), (3.4) 
where C, is the circle / z j = s(j) > 1, and 
From (3.3) and (3.4) we have 
(pn + j) !  s(j) 
From (3.5) and Stirling’s formula, we have 
< By” Sj(H) (0 < f e I>, 
where 
8&j = $ 7&V). (3.8) 
Let S,(x) be the sum of the first N terms of the (p; L) series (1.5). Then, 
using (3.7), Lemmas 2.1, 2.2 and 3.1, we have 
(3.9) 
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as y1-+ 03. Furthermore, using (3.6) and inequalities (2.11) and (2.12) we have 
If(x) - SDn+k(x)] -+ 0 as n - co (k = 0, l,...,p - 1) 
and this proves Theorem 3.1. 
THEOREM 3.2. The (p, L) series converges absolutely to f(z) provided 
f(2) = O{y(l 2 ])I z l-lh e’*‘A1} (I z 1 -+ a) (3.10) 
where q(r) 4 0 and J” q(r) dr converges. 
ProojI From (2.34) we easily obtain the estimate 
A similar procedure yields the estimate 
(3.12) 
where (3.11) and (3.12) are valid for all complex z with B a suitable constant 
and h, and h, are given by (1.4). 
If we set t = 1 for j = 0, and t = 0 for j = 0, l,..., p - 2 in (3.7), then 
using (3.11) and (3.12), the (p, L) series off(z) (given by (1.5)) is dominated 
by the series ~~~~ AB&(n) where A and B are suitable constants. Therefore 
(1.5) converges absolutely provided xz==, 6,(rz) converges forj = 0, l,...,p - 2. 
From (3.8) and since J” T(Y) dr converges, Theorem 3.2 is proved. 
THEOREM 3.3. The (p, L) series may fail to converge when 
f(z) = O(e”‘“l) (I z I - a> (3.13) 
Proof After Boas [l], consider the function f(z) = ezAl which satis- 
fies (3.13). However, from (2.41) 
- 2/4-l)” C,,(d/wy) > ;y+;T2 (Y > 0). (3.14) 
1 
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No\vf(““j(l) = AlpneAl, so the terms of the form f’(-““)(l) C,,,(z) (12 = 0, l,...) 
of (1.5) do not approach zero when z = lJ&r (CLJ = @i/g)7 hence (1.5-j 
cannot converge. 
where XL is given by (1.4). 
ProoJ After Boas [l], we consider the function 
so from (2.13) we have for fixed x,(0 < x0 < 1) 
(-1)” C,,(x,) 2 g (n = 1, 2,...). 
1 
Therefore, the (p, L) series of f(z) cannot converge absolutely for 
z = x(0 < x < 1). However, by Theorem 3.1, the functionf(z) is represented 
by its (p, L) series (1.5). 
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