Neuroevolution, i.e. evolving artificial neural networks with genetic algorithms, has been highly effective in reinforcement learning tasks, particularly those with hidden state information. An important question in neuraevolution is how to gain an advantage from evolving neural network topologies along with weights. We present a method, NeuroEvolution of Augmenting Topologies (NEAT) that outperforms the best fixed-topology methods on a challenging benchmark reinforcement learning task. We claim that the increased efficiency is due to (1) employing a principled method of crossover of different topologies, (2) protecting structural innovation using speciation, and (3) incrementally growing from minimal structure. We test this claim through a series of ablation studies that demonstrate that each component is necessary to the system as a whole and to each other. What results is significantly faster learning. NEAT is also an important contribution to GAS because it shows how it is possible for evolution to both optimize and complexify solutions simultaneously, making it possible to evolve increasingly complex solutions over time, thereby strengthening the analogy with biological evolution.
I. INTRODUCTION
Neuroevolution (NE), the artificial evolution of neural networks using genetic algorithms, has shown great promise in reinforcement learning tasks. NE outperforms standard reinforcement learning methods in many benchmark tasks [6, 10, 11 3. Neural networks are a good class of decision making systems to evolve because they are capable of representing solutions to many different kinds of problems, and the mapping from genotype to phenotype is generally efficient. NE is particularly well suited to reinforcement learning tasks because NE does not require supervision.
A major question in NE is how to gain an advantage from evolving topology in addition to connection weights. On one hand, evolving topology might overcomplicate the search. On the other, it can also save time by finding the right number of hidden neurons for a particular problem automatically [7] .
A previous study showed that fixed-topology NE can outperform a topology-evolving system on the benchmark double pole balancing task [6]. This finding is important because pole balancing has been a benchmark task in NE and reinforcement learning for over 30 years [ l , 6, 7, 91 , and double pole balancing is challenging to even the best of modem methods. Doing well at this important benchmark suggests that a method will do well in other tasks as well. Whether Topology and Weight Evolving Artificial Neural Networks (TWEANNs) can enhance the performance of NE remains an open question.
In this article, we aim to show that evolving topology can indeed increase performance. We present a new TWEANN, NeuroEvolution of Augmenting Topologies (NEAT), that significantly outperforms the fixed-topology NE method that currently takes the fewest evaluations on the double pole balancing task. We identify three major challenges for TWEA"s and present solutions to each of them: (1) Is there a genetic representation that allows disparate topologies to crossover in a meaningful way? Our solution is to use historical markings to line up genes with the same origin. (2) How can topological innovation that needs a few generations to optimize be protected so that it does not disappear from the population prematurely? Our solution is to separate each innovation into a different species. (3) How can topologies be minimized throughout evolution without the need for a specially contrived fitness function that measures complexity? Our solution is to start from a minimal structure and grow only when necessary. This paper establishes that each of our solutions is necessary by showing that NE performance significantly declines with the ablation of any of the major solution components. Working together in NEAT these components constitute a promising new approach to difficult reinforcement learning tasks. We begin by describing the NEAT method, including results showing that NEAT is significantly faster than other NE methods on the hardest pole balancing benchmark. We then present ablation studies designed to explain NEAT'S performance in terms of its components.
NEUROEVOLUTION OF AUGMENTING
A. Genetic Encoding NEAT is designed specifically to address the three challenges raised in the introduction. Each genome includes a list of connection genes, each of which refers to two node genes being connected (figure l). Each connection gene specifies the in-node, the out-node, the weight of the connection, whether or not the connection gene is expressed (an enable bit), and an innovation number, which allows finding corresponding genes during crossover (as will be explained below). Although the experiments in this paper evolve networks with a single output, NEAT can evolve networks with any number of inputs or outputs.
TOPOLOGIES (NEAT)
Mutation in NEAT can change both connection weights and network structures. Connection weights mutate as in any NE system, with each connection either perturbed or not. Structural mutations, which expand the genome, occur in two ways (figure 2). In the add connection mutation, a single new connection gene is added connecting two previously unconnected nodes. In the add node mutation an existing connection is split and the new node placed where the old connection used to be. The old connection is disabled and two new connections are added to the genome. This method of adding nodes was chosen in order to integrate new nodes immediately into the network.
Through mutation, genomes of varying sizes are created, sometimes with completely different connections specified at the same positions. The next section explains how NEAT can cross over such diverse genomes.
B. Tracking Genes through Historical Markings
In order to perform crossover, the system must be able to tell which genes match up between any individuals in the population. The key observation is that two genes that have the same historical origin represent the same structure (although possibly with different weights), since they were both derived from the same ancestral gene from some point in the past. Thus, all a system needs to do to know which genes line up with which is to keep track of the historical origin of every gene in the system.
Tracking the historical origins requires very little computation. Whenever a new gene appears (through structural mutation), a global innovation number is incremented and assigned to that gene. The innovation numbers thus represent a chronology of every gene in the system. As an example, let us say the two mutations in figure 2 occurred one after another in the system. The new connection gene created in the first mutation is assigned the number 7, and the two new connection genes added during the new node mutation are assigned the numbers 8 and 9. In the future, whenever these genomes crossover, the offspring will inherit the same innovation numbers on each gene; innovation numbers are never changed. Thus, the historical origin of every gene in the system is known throughout evolution.
The historical markings give NEAT a powerful new capability, effectively solving the problem of competing conventions for disparate topologies (the "Holy Grail" in neuroevolution [14]). The system now knows exactly which genes match up with which (figure 3). Genes that do not match are either disjoint or excess, depending on whether they occur within or outside the range of the other parent's innovation numbers. When crossing over, the genes in both genomes with the same innovation numbers are lined up. Genes that do not match are inherited from the more fit parent, or if they are equally fit, from both parents randomly. This way, historical markings allow NEAT to perform crossover without the need for expensive topological analysis.
The method of crossover presented here is notable for its simplicity. Any two structures can be combined in a principled manner without the need for any topological analysis, even though the problem appears to be a topology combination problem. By recasting the problem as a problem of historical matching, it becomes tractable and significantly simpler to solve. 
C. Protecting Innovation through Speciation
Adding new structure to a network usually initially reduces fitness. However, NEAT speciates the population, so that individuals compete primarily within their own niches instead of with the population at large. This way, topological innovations are protected and have time to optimize their structure before they have to compete with other niches in the population. Speciation is commonly used in multimodal function optimization and in coevolution of modular systems, where its main function is to preserve diversity [8, 121. We bring the idea to TWEANNs, where its main task is to protect innovation. Historical markings make it possible for the system to divide the population into species based on topological similarity. The number of excess and disjoint genes between a pair of genomes is a natural measure of their compatibility.
The more disjoint two genomes are, the less evolutionary history they share, and thus the less compatible they are. Therefore, we can measure the compatibility distance S of different structures in NEAT as a simple linear combination of the number of excess (E) and disjoint ( D ) genes, as well as the average weight differences of matching genes (w):
The coefficients c1, c2, and c3 adjust the importance of the three factors, and the factor N, the number of genes in the larger genome, normalizes for genome size.
The distance measure 6 allows us to speciate using a compatibility threshold St. Genomes are tested one at a time; if a genome's distance to a randomly chosen member of the species is less than St, it is placed into this species. Each genome is placed into the first species where this condition is satisfied, so that no genome is in more than one species.
As the reproduction mechanism for NEAT, we use explicit Jifness sharing [4] , where organisms in the same species must share the fitness of their niche, making it difficult for any one species to take over the population. The original fitnesses are first adjusted by dividing by the number of individuals in the species. Species then grow or shrink depending on whether their average adjusted fitness is above or below the population average: 
D. Minimizing Dimensionality
T W E A " algorithms typically start with an initial population of random topologies [2, 7, 21, 221 . Such topological diversity must be introduced from the start because new structure frequently does not survive in these methods, which do not protect innovation. However, it is not clear that such diversity is necessary or useful. A population of random topologies has a great deal of structure that has not withstood a single fitness evaluation. Therefore, there is no way to know if any of such structure is necessaly. It is costly though because the more connections a network contains, the higher the number of dimensions that need to be searched to optimize the network. Therefore, with random topologies the algorithm may waste a lot of effort by optimizing unnecessarily complex structures.
In contrast, NEAT begins with a uniform population of networks with no hidden nodes. Because NEAT protects innovation using speciation, it can start this way, minimally, and grow new structure only as necessary. New structure is introduced incrementally as structural mutations occur, and only those structures survive that are found to be useful through fitness evaluations. This way, NEAT searches through a minimal number of weight dimensions, significantly reducing the number of generations necessary to find a solution.
'In rare cases when the fitness of the entire population does not improve for more than 20 generations, only the top two species are allowed to reproduce, refocusing the search into the most promising spaces. 
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PERFORMANCE OF NEAT A. Pole Balancing as a Benchmark Task
We demonstrate the efficacy of NEAT on the problem of balancing two poles simultaneously without giving velocity inputs to the network. This problem is a known benchmark in the reinforcement learning literature, which makes it possible to compare NEAT to other methods. Pole balancing has been used in RL, and NE research for over 30 years [l, 3, 6, 7, 9, 11, 15, [17] [18] [19] [20] . It is also a good surrogate for real problems, in part because pole balancing in fact is a real task, and also because the difficulty can be adjusted. We present the hardest such problem, balancing two pole simultaneously without velocities, in order to show that NEAT performs well on a difficult task.
Two poles are connected to a moving cart by a hinge and the neural network must apply force to the cart to keep the poles balanced for as long as possible without going beyond the boundaries of the track. The system state is defined by the cart position (2) and velocity (S), the first pole's position Taking away velocity information makes the task nonMarkovian. It is difficult because the network must estimate an internal state in lieu of velocity, which requires recurrent connections. Gruau et al. [7] introduced a special fitness function for this problem to prevent the system from solving the task simply by moving the cart back and forth quickly to keep the poles wiggling in the air. (Such a solution does not require computing the missing velocities.) The fitness function penalizes oscillations. Because the only NE methods that have solved this task were evaluated using this special fitness function, NEAT uses it on this task as well.
Under Gruau et al.'s criteria for a solution, the champion of each generation is tested on generalization to make sure it is robust. In addition to balancing both poles for 100,000 time steps, the winning controller must balance both poles from 625 different initial states, each for 1,000 times steps. In order to count as a solution, a network needs to generalize to at least 200 of the 625 initial states.
B. Performance Comparison
A number of NE methods have solved the easier double pole balancing with velocity information task.2 NE methods take fewer evaluations than standard reinforcement learning methods such as Q-Learning on all levels of difficulty of pole balancing [6, l l] . Because double pole balancing wirhour velocity information is a significantly more difficult task, to our 21n other work, NEAT took the fewest generations among 5 competing NE methods to solve the easier double pole balancing with velocity information benchmark task [ 161.
knowledge only two systems have been demonstrated able to solve the problem so far. NEAT is compared to these two systems: Cellular Encoding [CE; 41, and Enforced Subpopulations [ESP; 31. The success of CE was first attributed to its ability to evolve structures. However, ESP, a fixed-topology NE system, completed the task five times faster by restarting with a random number of hidden nodes whenever stuck. Our experiment aimed at showing that evolution of structure can lead to better performance if done right.
The experiment used a population of 1,000 NEAT networks. ESP evaluated 1,000 networks per generation, while CE needed a population of 16,384 networks to solve the problem. The top 60% of each species reproduced. The coefficients for measuring compatibility were c 1 = 1.0, c2 = 1.0, c3 = 3.0, and Ct = 4.0. The probability of adding a new node was 0.03, and the probability of adding a new link was 0.3. These parameters were chosen for their intuitive appeal: It makes sense to add links significantly more often than nodes, and we considered an average weight difference of 3.0 to be about as significant as one disjoint or excess gene. Performance is robust to moderate variations in these values. Table 1 shows that NEAT indeed takes 25 times fewer evaluations than Gruau's original benchmark, showing that the way in which structure is evolved has significant impact on performance. NEAT is also 5 times faster than ESP, showing that structure can indeed perform better than evolution of fixed topologies.
IV. ABLATION STUDIES: DECONSTRUCTING NEAT
We have argued that NEAT'S performance is due to historical markings, speciation, and incremental growth from minimal structure. In order to verify the contribution of each component, we performed a series of ablation studies. We disabled each component of NEAT separately and observed the effect on performance. We did not ablate historical markings directly because every component of the system relies on historical markings. Without historical markings, the system cannot function. All other components were systematically verified.
A. Experimental Setup
Ablations can have a significant detrimental effect on performance, potentially to the point where the system cannot solve the task at all. Therefore, we use an easier version of the pole balancing problem for the ablation studies: double pole balancing wirh velocities. Because this task is significantly easier to solve, we used a smaller population of 150. A smaller population is sufficient because less diversity is necessary to search the solution space. Fig. 4 . Dependencies among NEAT components. Strong interdependencies can be identified among the different components of NEAT. be started with an initial random population in order to provide diversity. The resulting non-speciated NEAT was able to find solutions, although it failed in 25% of the attempts. When it found a solution, it was 7 times slower on average than full NEAT.
Method
The reason for the dramatic slowdown is that without speciation, the population quickly converges on whatever topology happens to initially perform best. Thus, a lot of diversity is drained immediately (within 10 generations). On average, this initially best-performing topology has about 5 hidden nodes. It is likely that the initial best-performing topology has more connections than necessary to solve the task. Thus, the population tends to converge to a relatively highdimensional search space, even though the smaller networks in the initial population would have optimized faster. The smaller networks just do not get a chance because being small offers no immediate advantage in the initially random weight space. This result shows that speciation is crucial for innovation to be protected in a population of diverse topologies.
E. Ablations Summav
An important conclusion is that all of the parts of NEAT contribute to its performance. No single component works well without the aid of the other components (figure 4), and they are all needed to utilize the power of topology evolution. None of the system can work without historical markings because all of NEAT'S functions utilize historical markings. If growth from minimal structure is removed, speciation can no longer help NEAT find spaces with minimal dimensionality. If speciation is removed, growth from minimal structures cannot proceed because structural innovations do not survive.
When the system starts with a population of random topologies without speciation, the system quickly converges onto a non-minimal topology that just happens to be one of the best networks in the initial population. Thus, each component is necessary to make NEAT work.
V. DISCUSSION
NEAT strengthens the analogy between GAS and natural evolution by not only performing the optimizing function of evolution, but also a complexifying function, allowing solutions to become incrementally more complex at the same time as they become more optimal.
A system that can add new structure to already-optimized solutions has several potentially powerful properties. Speed 0-7803-7282-4/02/$10.00 02002 IEEEis one benefit. Smaller structures optimize faster, so the system is able to optimize the minimal number of connections necessary to obtain a solution. This benefit contrasts with the goal of a minimal finished product [22] . Our results show that the topology of the final solution is less important than the topologies of the networks along the way. Each increase in complexity resulting from new structure leads to a promising part of a higher dimensional space because most of the existing structure is already optimized.
A second benefit of complexification is an additional way to escape local optima. Not only can NEAT search the fitness landscape with mating and mutation, but it can alter the landscape itself with new structure. Thus, when a species in NEAT is on a local optimum, it is possible that by adding a new connection, a new dimension of freedom may open up, leading to a path away from the local optimum.
A parallel can be drawn between structure evolution in NEAT and incremental evolution [5, 191. Incremental evolution is a method used to train a system to solve harder tasks than it normally could by training it on incrementally more challenging tasks. The idea is that NE is likely to get stuck on a local optimum when attempting to solve the harder task directly. However, after solving the easier version of the task first, the population is likely to be in a part of fitness space closer to the solution to the harder task, allowing it to avoid local optima. The difference between the incrementality of adding structure and general incremental evolution is that adding structure is automatic in NEAT whereas a sequence of progressively harder tasks requires human design.
VI. CONCLUSION
NEAT incrementally elaborates structure in a stochastic manner from a minimal starting point. Smaller structures optimize faster, so NEAT is able to find solutions faster than other neuroevolution methods. The ablation studies demonstrate that historical markings, speciation, and incremental growth from minimal structure are all integral components of efficient evolution of network structure. NEAT strengthens the analogy between GAS and natural evolution by both optimizing and complexifying solutions simultaneously.
