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ABSTRACT Emotions not only influence most aspects of cognition and behavior, but 
also play a prominent role in interaction and communication between people. With 
current multidimensional research on emotions being vast and varied, all researchers 
of emotions, both psychologists and linguists alike, agree that emotions are at the 
core of understanding ourselves and others. As a primary vehicle of communication 
and interaction, language is the most convenient medium for approaching research 
on the topic of emotions. Not only is one of the main functions of language the 
emotive one, but the interplay of emotions and language occurs at all linguistic 
levels. Textual data, in particular, can be beneficial to emotion detection due to its 
syntactic and semantic information containing not only informative content, but 
emotional states as well. A general overview of the emotion models based on the 
research in psychology, as well as the major approaches to emotion detection from 
text found in linguistics, together with usage demonstration of emotion detection 
linguistic tools, will be given in this paper. Examples of useful applications – from 
psychologists analyzing session transcripts in search for any subtle emotions, over 
public opinion mining on social networks to the development of AI technology – 
will also be provided showing that emotion detection from text has an abundance 
of practical uses. As the methods for emotion detection from text become more 
accurate, uses and applications of emotion detection from text will become more 
numerous and diverse in the future. 
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1. INTRODUCTION
 Current multi-dimensional research on emotions1, being vast and 
varied (Ogarkova 2007), provides evidence for the ubiquity of emotion 
which influence extends to all aspects of cognition and behavior (Cacioppo 
and Gardner 1999). Not only do emotions have an important role in human 
intelligence, rational decision-making and social interaction (Quan and 
Ren 2014), but they also help in identifying attitudes, states, conditions or 
modes of a particular situation or circumstance (Haggag 2014).
 Emotion and language are genuine and basic to human nature (Sarter 
2012). They are interrelated in numerous ways and researchers from wide 
ranges of disciplines – from historians, anthropologists, sociologists, 
biologists to philosophers – are interested in questions arising from their 
relationship (Ogarkova 2007), while the interplay of the two has received 
increased attention in the fields of psychology and linguistics (Robinson 
and Altarriba 2014).
 English is a prime example of a tool for emotion studies as “there are 
literally hundreds of words available to English-speakers to describe how 
they are feeling” (Hobbs and Gordon 2008, 29), with nouns and adjectives 
in particular (Ezhilarasi and Minu 2012). The sheer quantity of words that 
reference emotions in English shows that all words are able to potentially 
convey emotional meaning (Strapparava, Valitutti and Stock 2006) and the 
best way to approach emotion detection in language is through textual data, 
which does not only contain informative content, but it also, as Haggag 
(2014) points out, involves emotional states.
 While emotion detection and analysis in general has been widely 
researched in neuroscience, psychology and behavior science, as “emotions 
are an important element of human nature” (Canales and Martínez-Barco 
2014, 1), emotion detection from text2 is a relatively new classification 
task. Nonetheless, it has attracted a growing attention of many researchers, 
especially in the field of computational linguistics, for its wide range of 
potentially useful applications (Agrawal and An 2012).
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 Therefore, the primary aim of this paper is to explore the concepts and 
methods behind emotion detection from text by providing an overview of 
the major psychological and linguistical theoretical frameworks involved 
in emotion detection from text.
 The rest of the paper is organized as follows. In Section II, a literature 
survey of major theoretical approaches to emotions is presented. Section 
III provides a general overview of the emotion models based on research 
in psychology. An extensive review of relationship and interplay between 
language and emotion is presented in Section IV. Section V provides a 
general survey of the major linguistic methods to emotion detection from 
text along with a practical overview how they are utilized in research. 
Moreover, a wide range of applications of emotion detection from text is 
presented in Section VI. Finally, a conclusion is given and some future 
avenues of research work are predicted.
2. EMOTION THEORIES
 The central point of emotion research is, of course, emotion, but 
defining what it is would prove to be a difficult task as there does not exist a 
clear definition (Izard 2010). Thus, “the determination of what an emotion 
is, is a notoriously difficult problem” (Ortony, Clore and Foss 1987, 342). 
As the aim of this paper is not to analyze the available definitions – for that 
consult Kleinginna and Kleinginna (1981) who have listed and analyzed 
92 definitions of emotions – only the review of major theories of emotions, 
with their understanding what constitutes emotions, will be provided. 
 In The Science of Emotion (1996), Randolph Cornelius presents four 
major schools of emotion in psychology: Darwinian, Jamesian, cognitive 
and social constructivist. These four major theoretical perspectives 
study and look at emotions from somewhat different angles; however, all of 
them contribute to the understanding of different aspects of emotion and 
the way how we consequently approach emotion detection and recognition.
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 The central idea of the Darwinian perspective is the notion that 
“emotions are evolved phenomena with important survival functions that 
have been selected for because they have solved certain problems we have 
faced as a species” (Cornelius 2000, 3). The adaptive behavior, including 
facial expressions and states of readiness to respond, is regarded as central 
to what emotions are and this behavior may be considered universal. 
Therefore, emotions are fundamental, basic and primary (Cornelius 
2000). This perspective focuses on the functions of emotions, while the 
following perspective is concerned with emotional experience.
 The Jamesian perspective was inspired by William James’ writings 
on emotion who maintained that “bodily changes follow directly from 
perception of the exciting fact, and … our feeling of the same changes as 
they occur is the emotion” (James 1884, 189–190). This perspective follows 
the idea that the experience of an emotion is a result of a “distinct bodily 
expression” (James 1884, 189), where the bodily expression or change is the 
emotion itself. Therefore, human body responds first and the experience 
of the bodily change constitutes what is called emotion, which is in turn 
differentiated by various bodily changes.
 Among the four theoretical perspectives presented in this section, the 
cognitive perspective is considered to be the dominant one (Cornelius 
2000). The essence of this perspective lies in the notion that thought and 
emotion are inseparable (Arnold 1960) and the process of emotions is 
explained by the process of appraisal – the process where events in the 
environment are judged or perceived. Magda Arnold (1960), the pioneer 
of this approach, argued that emotions are generated by judgments about 
the world and that an emotion always involves the assessment of how an 
object may harm or benefit a person. In essence, without appraisal there is 
no emotion and the type of emotion detected and recognized depends on 
the nature of appraisal as well. Elliott (1992) provides an overview of types 
of appraisals and emotion categories that stem from them. The overview is 
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Table 1. Emotion Categories Viewed from the Appraisal Perspective






g appraisal of a 
situation as an event
joy: pleased about an event 










s presumed value 
of a situation as 
an event affecting 
another
happy–for: pleased about an event desirable for another  
gloating: pleased about an event undesirable for another  
resentment: displeased about an event desirable for another  
jealousy*: resentment over a desired mutually exclusive goal  
envy*: resentment over a desired non-exclusive goal  








d appraisal of a 
situation as a 
prospective event
hope: pleased about a prospective desirable event  







n appraisal of 
a situation as 
confirming  
or disconfirming an 
expectation
satisfaction: pleased about a confirmed desirable event  
relief: pleased about a disconfirmed undesirable event  
fears–confirmed: displeased about a confirmed 
undesirable event  







n appraisal of a 
situation as an 
accountable 
act of some agent
pride: approving of one's own act  
admiration: approving of another's act  
shame: disapproving of one's own act  





n appraisal of 
a situation as 
containing  



















gratitude: admiration + joy  
anger: reproach + distress 
gratification: pride + joy  















love: admiration + liking 
hate: reproach + disliking
* Non-symmetric additions necessary for some stories.
Adapted from Elliott (1998) after Ortony, Clore and Collins (1988).
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 The social constructivist perspective, also known as the 
cultural perspective, views emotions as “social constructions, not 
biological givens” and as “improvisations, based on an individual’s 
interpretation of the situation” (Averill 1980, 305). Emotions are therefore 
“cultural products that owe their meaning and coherence to learned 
social justice” (Cornelius 2000, 7). According to this perspective, culture 
provides the content of the appraisals that generate emotions making the 
content of appraisals cultural, while the process of appraisal remains to be 
a biological adaptation. “Recognition of the role of culture in specifying 
what we got emotional about and how we do it provides a powerful tool for 
understanding the larger social functions of emotions” (Cornelius 2000, 7). 
Culture in this case plays a central role in the organization, recognition and 
detection of emotions at a variety of levels.
 Although being the youngest and the most diverse, the social 
constructivist perspective is the most controversial of the four 
perspectives on emotion (Cornelius 2000) as it proposes that emotions 
are social constructs influenced by culture. This opens the door for the 
great emotions debate (Feldman Barrett, Lindquist and Gendron 
2007) where the question of cross-cultural similarities and differences in 
emotions is raised (Shaver, Murdaya and Fraley 2001). The proponents 
of cross-cultural similarities have accumulated evidence for cross-
cultural facial expressions of a certain emotion (e.g. Ekman 1999) and the 
dimensions underlying emotions (e.g. Russell 1980). Ortony and Turner 
(1990) collated a wide range of research on identification of universal 
emotions and a short theoretical overview of the emotion categories and 
basis for inclusion can be seen in Table 2. Arguments and evidence for 
cross-cultural differences3 have also been presented with different 
emotional expressions and display rules (e.g. Matsumoto et al. 1988) and 
emotion concepts4 (e.g. Levy 1984) found in different cultures.
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Table 2. A Selection of Lists of Universal Emotions
Universal Emotions Basis for Inclusion
Arnold (1960)
anger, aversion, courage, 
dejection, desire, despair, 
fear, hate, hope, love, 
sadness
relation to action tendencies
Ekman, Friesen and 
Ellsworth (1982)
anger, disgust, fear, joy, 
sadness, surprise universal facial expressions
Frijda (1986)* desire, happiness, interest, surprise, wonder, sorrow forms of action readiness
Gray (1982) rage and terror, anxiety, joy hardwired
Izard (1971)
anger, contempt, disgust, 
distress, fear, guilt, 
interest, joy, shame, 
surprise
hardwired
James (1884) fear, grief, love, rage bodily involvement
McDougall (1926)




Mowrer (1960) pain, pleasure unlearned emotional states
Oatley and Johnson-
Laird (1987)
anger, disgust, anxiety, 
happiness, sadness
do not require propositional 
content
Panksepp (1982) expectancy, fear, rage, panic hardwired
Plutchik (1980)
acceptance, anger, 
anticipation, disgust, joy, 
fear, sadness, surprise
relation to adaptive 
biological processes
Tomkins (1984)
anger, interest, contempt, 
disgust, distress, fear, joy, 
shame, surprise
density of neural firing
Watson (1930) fear, love, rage hardwired
Weiner and Graham 
(1984) happiness, sadness attribution independent
* Based on Ortony and Turner’s (1990) personal communication, September 8, 1986.
Adapted from Ortony and Turner (1990, 316) who use the term ‘basic emotions’ in their paper; 
however, I chose to use the term ‘universal emotions’ in order to avoid the mix-up with the 
terminology used when describing the Darwinian perspective on emotions. 
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 Both sides may provide compelling arguments for their stance, but 
the debate between the universalist and relativists still continues and 
“there will never be a single, simple answer to the question of emotion 
universals versus particularities” (Shaver, Murdaya and Fraley 2001, 202). 
The general conclusion is that “both the biological foundation of and cultural 
influences on emotion have significant implications for human experience 
and behavior, and are worthy of intensive study. They should be considered 
complementary, not competing, approaches to a fascinating and complex 
topic” (Shiota and Keltner 2005, 35). In relation to language, one of the 
tentative conclusion of the ongoing debate is that regardless of the final 
outcome of the debate, the evidence provided from both sides indicates 
that “language is the most convenient channel for approaching research on 
the topic of emotion” (Argaman 2010, 90) and that “words are important, if 
not necessary, for emotion perception” (Fugate and Barrett 2014, 282), thus 
once again proving the existence of an inextricable link between linguistics 
and psychology in emotion studies.
3. EMOTION MODELS
 A prerequisite to emotion detection research is choosing a suitable 
emotion model which contains information on how emotions are 
explained and described (Canales and Martínez-Barco 2014) and which at 
the same time stipulates the knowledge needed to appraise events (Binali, 
Wu and Potdar 2010) or, in this case, textual data. Therefore, a suitable 
emotion model needs to be selected with an appropriate emotion detection 
technique for the target text. Canales and Martínez-Barco (2014) note that 
although a number of approaches to emotion models exists in psychology, 
the two umbrella models that are most important and most often used in 
emotion detection from text are emotional categories and emotional 
dimensions. 
 emotional categories are based on distinct emotional classes or 
labels (Canales and Martínez-Barco 2014). This model assumes that there are
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discrete emotional categories, i.e. a certain emotion has its own unique 
linguistic label, with Ekman’s (1999) and Plutchik’s (1982) models being 
the most known examples of emotional categories. According to Ekman’s 
(1999) research on universal facial expressions, six basic emotions were 
discovered and identified: anger, disgust, fear, happiness, sadness, 
and surprise. Plutchik’s (1982) model was created in relation to adaptive 
biological processes reflected in his psycho-evolutionary theory of emotion 
which included 8 primary bipolar emotions – joy-sadness, anger-fear, 
trust-disgust, surprise-anticipation – with the ability to combine one 
with another to form different emotions, e.g. anticipation and joy may be 
combined into optimism (Figure 1).
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 Another model constituting of primary emotions merging and forming 
secondary and tertiary is provided by Shaver et al. (1987) which can be 
seen in Table 3. Although simpler and familiar when conducting emotion 
detection research, the drawback of emotional categories is contained in 
the notion that they may not cover all emotions adequately and may not 
correlate to a certain emotional state as they are limited in scope – a specific 
set of linguistic labels can only be used to identify a specific set of emotions.







love affection adoration, affection, love, fondness, liking, attraction,  
caring, tenderness, compassion, sentimentality
lust arousal, desire, lust, passion, infatuation
longing longing
joy cheerfulness amusement, bliss, cheerfulness, gaiety, glee, jolliness,  
joviality, joy, delight, enjoyment, gladness, happiness,  
jubilation, elation, satisfaction, ecstasy, euphoria
zest enthusiasm, zeal, zest, excitement, thrill, exhilaration
contentment contentment, pleasure
pride pride, triumph
optimism eagerness, hope, optimism
enthrallment enthrallment, rapture
relief relief
surprise surprise amazement, surprise, astonishment
anger irritation aggravation, irritation, agitation, annoyance,  
grouchiness, grumpiness
exasperation exasperation, frustration
rage anger, rage, outrage, fury, wrath, hostility, ferocity,  
bitterness, hate, loathing, scorn, spite, vengefulness,  
dislike, resentment
disgust disgust, revulsion, contempt
envy envy, jealousy
torment torment
sadness suffering agony, suffering, hurt, anguish
sadness depression, despair, hopelessness, gloom, glumness, sadness, 
unhappiness, grief, sorrow, woe, misery, melancholy
disappointment dismay, disappointment, displeasure
shame guilt, shame, regret, remorse
neglect alienation, isolation, neglect, loneliness, rejection,  
homesickness, defeat, dejection, insecurity, embarrassment, 
humiliation, insult
sympathy pity, sympathy
fear horror alarm, shock, fear, fright, horror, terror, panic, hysteria, 
mortification
nervousness anxiety, nervousness, tenseness, uneasiness, apprehension,  
worry, distress, dread
Adapted from Shaver et al. (1987, 1067).
44
XA Proceedings
Volume 1 Issue 1

















 emotional dimensions reflect the notion that emotions are 
combinations of several psychological dimensions where each emotion 
occupies a location in a dimensional form (Canales and Martínez-Barco 
2014). Representatives of this emotional dimensions include Russell’s (1980) 
circumplex and Mehrabian’s (1996) pleasure-arousal-dominance 
(PAD) model of emotions. Russell’s (1980) model suggests that emotions are 
distributed in a two-dimensional circular space, as shown in Figure 2. The 
horizontal valence dimension indicates how much pleasant or unpleasant 
an emotion is, while the vertical arousal dimension differentiates activation 
and deactivation states of an emotion. 
 Mehrabian’s PAD model (1996) is a three-dimensional model, as 
seen in Figure 3. The emotions are presented in the three-dimensional 
space5 based on how pleasant or unpleasant (pleasure), how energized or 
soporific (arousal), and how dominant versus submissive (dominance) 
they are. Although emotional dimensions are able to capture subtle emotion 
concepts that differ only slightly, they may not provide clear-cut linguistic 
labels like the emotional categories do.
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 Neither of the two umbrella models of emotions is better than the 
other, and the selection of an emotion model depends on the textual data 
and the set of emotions we want to detect. Depending on the research goal, 
the researcher may opt for one of the emotional categories model if they 
want to clearly identify a specific emotion, or they will choose an emotional 
dimensions model when measuring a specific dimension such as pleasure or 
dominance. Examples of utilizing methods based on both major umbrella 
emotion models will be demonstrated in a later section.
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4. EMOTION AND LANGUAGE
 Emotions are not linguistic, but primarily psychological constructs; 
however, “the most convenient nonphenomenological access we have 
to them is through language” (Ortony, Closer and Foss 1987, 342). The 
existing research on emotions and language, ranging from the study of the 
metaphorical power of emotions (Lakoff and Johnson 1980; Kövecses 2000) 
to exploring language as context for the perception of emotion (Feldman 
Barrett, Lindquist and Gendron 2007) and even proposing a special 
language to describe emotions (Wierzbicka 1999), indicates that “language 
may run deeper in emotions than either laypeople or researchers previously 
thought” (Lindquist, MacCormack and Shablack 2015, 1).
 In his well-known article Linguistics and Poetics, Roman Jakobson 
(1960) explores the relationship between language and the world. He lists 
six primary functions of language (Figure 4) and states that although the 
basic function of language is referential and cognitive, the emotive function 
cannot be ignored as it produces a direct expression of the speaker’s attitude 
towards what they are speaking about and tends to produce an impression 
of a certain emotion. Jakobson (1960, 73) further illustrates the emotive 
function:
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The purely emotive stratum in language is presented by the interjections. 
They differ from the means of referential language both by their sound 
pattern (peculiar sound sequences or even sounds elsewhere unusual) 
and by their syntactic role (they are not components but equivalents 
of sentences). “Tut! Tut! said McGinty”; the complete utterance of 
Conan Doyle’s character consists of two suction clicks. The emotive 
function, laid bare in the interjections, flavors to some extent all our 
utterances, on their phonic, grammatical, and lexical level. 
 Although Jakobson (1960) lists only interjections as one example of 
when the emotive function is expressed, “nearly every dimension of every 
language at least potentially encodes emotion” (Wilce 2009, 3). To explore 
if emotion can interact with language at many levels of structure – from 
the sound patterns of a language to its lexicon and grammar, and beyond 
how it appears in conversation and discourse – Majid (2012) analyzed 
research results from diverse subfields across the language sciences – 
including cognitive linguistics, psycholinguistics, linguistic anthropology, 
and conversation analysis. In his review he demonstrated that “emotion 
is, indeed, relevant to every dimension of language – from phonology to 
lexicon, grammar to discourse – emotional expression is finely tuned to 
language-specific structures” (Majid 2012, 441) proving once again that 
“emotion is in some sense indexed in and through almost every dimension 
of language” (Wilce 2009, 14).
 Language can additionally be analyzed in terms of its role in different 
theories of emotion (Fugate and Barrett 2014). For example, language is 
viewed as independent of emotion in the Darwinian perspective, while in 
the social constructivist perspective it is culture’s language that reflects the 
emotion experience and perception. Next, emotion words in the Jamesian 
perspective are constitutive of emotion generation and perception while, 
according to the cognitive perspective, they constrain categories in which 
appraisals are placed. For practitioners, such as psychotherapists in general 
and psychoanalysts in particular, language is a bridge to understanding the 
patient’s soul, especially the unconscious part of the soul (Freud 1958). 
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 The reasoning behind is based on the notion that “language is 
the most convenient channel for approaching research on the topic of 
emotions” (Argaman 2010, 90) and that it also helps constitute emotion 
by cohering sensations into specific perceptions of emotion categories 
(Lindquist, Satpute and Gendron 2015, 99). Moreover, “emotion words are 
the best way to reflect the emotional experience … [and] the most natural 
way to externally express the inner emotional world” (Argaman 2010, 
90). Furthermore, the research results show that words in particular, do 
not only convey information about internal states, attitudes, beliefs, social 
contexts, elicitors, motivations, values, behaviors, and many other referents 
(Shiota and Keltner 2005), but they also “construct and stabilize human 
mental emotional categories” (Jablonka, Ginsburg and Dor 2012, 2157). 
Moreover, language makes it much easier to manipulate emotions for 
both aggressive and cooperative ends (Jablonka, Ginsburg and Dor 2012), 
showing that language is not only a descriptor of emotions, but an inducer 
and manipulator as well. When writing about the perception of language in 
relation to emotion, Bamberg (1997, 309–310) notes: 
If language is conceived of as merely representing (in the sense of 
‘mirroring’) the world of emotions and/or people’s conceptualizations 
and understandings of the emotions, language offers an immediate 
access. ... If language, however, is conceived of in one or another way 
as contributing to how emotions are understood, or even, to what 
emotions “are”, the relationship is not direct, but mediated.
 No matter how the relationship between language and emotion is 
viewed, there is a general consensus that “emotion is not confined to the 
outskirts of linguistic civilization but pervades its core” (Wilce 2009, 3) at 
the same time recognizing “the impossibility of exploring other people’s 
emotions without keeping language in focus: both as an object and as a tool 
of study” (Enfield and Wierzbicka 2002, 2).
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5. LINGUISTIC RESOURCES FOR EMOTION DETECTION
 As explored in the previous section, text, in addition to informative, 
contains attitudinal, and more specifically, emotional content (Ovesdotter 
Alm, Roth and Sproat 2005). The language – words, phrases and sentence 
structures in particular – people use in their daily lives can reveal important 
aspects of their social and psychological worlds. Emotions are at the core 
of understanding ourselves and others (Gill et al. 2008) making them “a 
key semantic component of human communication” (Calix et al. 2010, 
544) and interaction. Therefore, emotion detection from text aims not only 
to infer the underlying emotions influencing the author by studying their 
input texts (Binali, Wu and Potdar 2010), but it also allows researchers to 
“reliably and quickly assess features of what people say as well as subtleties 
in their linguistic styles” (Pennebaker, Mehl and Niederhoffer 2003, 547). 
 Advancements in textual analysis have allowed the area of emotion 
detection to become a recent interest in computational linguistics (Mulcrone 
2012). In this branch of linguistics, emotion detection from text does not 
only enhance our experience with technologies (Gill et al. 2008), but it also 
provides many applications in fields where there is a need to understand 
and interpret emotions exists (Binali, Wu and Potdar 2010). The possible 
applications will be discussed in one of the later sections of this paper, 
while in the next section, the use of computational linguistic tools to derive 
emotional features will be explored. 
5.1. EMOTION DETECTION FROM TEXT:  
ANALYTICAL APPROACHES
 Emotion detection from text is done primarily utilizing the following 
analytical approaches: keyword-based, learning-based and hybrid-
based (Haggag, Fathy and Elhaggar 2015). These methods use features 
primarily selected from syntactic – n-grams, POS tags, phrase patterns, 
etc. – and semantic – e.g. synonym sets – data to detect emotions (Binali, 
Wu and Potdar 2010). In this section, a brief description of them based on 
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Haggag, Fathy and Elhaggar’s (2015, 240–241) work, including their 
limitations6, will be provided.
 Keyword-based approach relies on the presence of keywords and 
involves pre-processing with a parser and emotion dictionary containing 
emotional value of words (Figure 5). In order to classify emotions, emotional 
keywords are searched from input text, making this approach intuitive, 
straight forward and easy to implement and use. However, classification 
methods based on only keywords suffer from the ambiguity in the keyword 
definitions – a word may have different meanings according to usage and 
context, the lack of linguistic information and the incapability of recognizing 
emotions within sentences not containing emotional keywords.






Emotion Class / Label / Value
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 Learning-based approach uses a trained classifier to categorize 
input text into emotion classes by using keywords as features. It is easier and 
faster to adapt to domain changes since it can quickly learn new features from 
corpora by supplying a large training set to a machine learning algorithm 
for building a classification model. However, acquiring large corpora may 
not always be feasible and the major drawback of this approach is that it 
leads to blurred boundaries between emotion classes.
 Hybrid-based approach consists of a combination of the keyword-
based and learning-based methods, in addition to information from 
different sciences like psychology. The advantages of this approach are that 
it can yield higher accuracy results from training a combination of classifiers 
and, adding knowledge-rich linguistic information from dictionaries and 
thesauri, it will offset the high cost involved in using human indexers for 
information retrieval tasks and minimize complexities encountered while 
integrating different lexical resources.
5.2. EMOTION DETECTION FROM TEXT: A DEMONSTRATION
 For this demonstration, analytical tools written in Python, “a popular 
[programming] language for machine learning, scientific, statistical, 
mathematical, and other types of specialized computing” (opensource.com 
n.d.) including emotion detection from text, will be used. Python is ideal 
for novice researchers and anyone interested in researching emotions as 
it is freely distributable and open sourced, available without charge for all 
major platforms. Moreover, this interpreted, object-oriented, high-level 
programming language with dynamic semantics supports modules and 
packages, which in turn encourages program modularity and code reuse 
(Python Software Foundation n.d.). Python’s wide range of applications 
can be illustrated by millions of developers who use it to perform tasks 
ranging from image manipulation, scientific calculations and data mining 
to powering some of the world’s most complex applications and websites 
such as Google’s search engine, YouTube and Instagram (Love n.d.;
52
XA Proceedings
Volume 1 Issue 1
opensource.com n.d.; Python Software Foundation n.d.). Thus, the 
advantages of this interpreted, object-oriented, high-level programming 
language with dynamic semantics for emotion detection from text can be 
summarized as threefold (Love n.d.):
a) Python’s easy-to-learn syntax, which closely resembles the English 
language using words like ‘not’ and ‘in’, makes it simple and easy to 
learn, while at the same time it emphasizes readability and reduces 
the cost of program maintenance;
b) being developed in the late 1980s by Guido van Rossum and named 
after Monty Python, Python contains a plethora of written code and 
due to its open source nature, a large portion of it, including various 
modules and packages, has been made public providing resources for 
developers to (re)use and build upon;
c) as an open source and modular language, Python has user groups 
and developer communities everywhere, thus providing continuous 
support and feedback.
 A search for emotion detection projects written in Python on GitHub7 
reveals an existence of thriving community of developers interested in this 
topic8. For the purpose of this demonstration, the code repository text 
analysis9 which includes a set of analytical tools for emotion detection 
from text in the form of Python scripts10 will be used. It combines not only 
emotion, but also sentiment11, subjectivity, orientation, and color keyword 
data in performing textual analysis, not only showing that textual data 
contains plethora of information to analyze, but also providing analytical 
tools for the aforementioned data. Its core data set is comprised of five 
lexicons – NRC Word-Emotion Association Lexicon, NRC Word-
Colour Association Lexicon, Opinion Lexicon, Subjectivity 
Lexicon, Harvard General Inquirer.
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 NRC Word-Emotion Association Lexicon, also known as 
EmoLex (Mohammad and Turney 2010; Mohammad and Turney 2013), 
contains a list of 14,182 words and their associations with eight emotions 
– anger, fear, anticipation, trust, surprise, sadness, joy, and disgust – and 
two sentiments – negative and positive. Each word is assigned a value of 
0 or 1 for each of the aforementioned eight emotions and two sentiments, 
with 0 indicating that the target word has no association with a specific 
emotion or sentiment category and 1 indicating an association. NRC Word-
Colour Association Lexicon (Mohammad 2011a; Mohammad 2011b) 
is comprised of around 14,000 unique words and the colors – white, black, 
red, green, yellow, blue, brown, pink, purple, orange and grey – they are most 
associated with. Opinion Lexicon, also known as Sentiment Lexicon (Hu 
and Liu 2004; Liu, Hu and Cheng 2005), is a list containing 2006 positive 
and 4782 negative English words. Subjectivity Lexicon (Riloff and Wiebe 
2003; Wilson, Wiebe and Hoffmann 2005) is a list of 8222 words containing 
subjectivity clues – clues that are subjective in most contexts are considered 
strongly subjective, and those that may only have certain subjective usages 
are considered weakly subjective. Harvard General Inquirer (Stone 
and Hunt 1963; Stone et al. 1966) is a lexicon attaching syntactic, semantic, 
and pragmatic information to 11,788 words labeled with 182 categories of 
word tags, including positive and negative sentiment.
 The aforementioned lexicons were parsed and compiled into a single 
unified lexicon12 containing textual data forming word categories listed 
in Table 4. The code repository used provides an additional Python script 
that allows inclusion of other data source, primarily lexicons, which in turn 
allows additional modification to the categories used when performing 
textual analysis. However, as the aim of this demonstration is to make 
readers of this paper somewhat familiar with the possibilities of using 
Python in research on emotion detection from text, the Unified Lexicon 
that is by default included in the code repository will not be modified in 
any way and only the results in the emotion and sentiment category will be 
presented and briefly commented upon.
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 The set of textual data for analyses is comprised of different types of 
texts reflecting different stages of evolution of the English language. Lewis 
Carroll’s novels Alice’s Adventures in Wonderland (1865) and Through the 
Looking-Glass (1872) reflect the English literature of the 19th century, J.K. 
Rowling’s series of Harry Potter books (1997; 1998; 1999; 2000; 2003; 2005; 
2007) is written for the masses and filled with neologisms, a selection of 
Edgar Allan Poe’s poems (1827; 1830; 1845; 1849a; 1849b) was chosen to 
examine the importance of the structural element of the text in emotion 
detection, David Bowie’s song lyrics (1969; 1971a; 1971b; 1977; 1972a; 1972b; 
1974; 1980; 1983a; 1983b) were analyzed to see whether lyrics isolated from 
the instrumental part and the vocal abilities of the singer convey the same 
emotion, and tweets by TV host Ellen Degeneres, actor Ryan Reynolds and 
YouTube creator Shane Dawson were studied as they contain numerous 
pragmatic markers and often resort to plays on words to elicit a reaction or 
emotion.
 Using a built-in Python script, the text was beforehand parsed into 
discrete words in lowercase separated by spaces with punctuation removed. 
Subsequently the textual data was analyzed using another Python script and 
values, according to the categories at hand – emotion, color, orientation, 
sentiment, subjectivity, chapter (optional) – were assigned to words. The 
data itself was saved as a comma-separated values (CSV). Finally, additional 
Python script was used to compute the median category value of the target 
text categories and save the results as a JavaScript Object Notation (JSON) 
file. Each item in the output file represents a group of words, with numbers 
between 0 and 1 representing the relative weight of that particular category 
value (Figure 6). Moreover, the JSON file was further converted to a more 
reading-friendly Excel format as seen in Tables 5–10.
Table 4. Unified Lexicon Data
Words  
Total
Words with  
Sentiment
Words with  
Subjectivity
Words with  
Orientation
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Figure 6. Example of JSON Output File
[
   {
 “chapter”: 1,
 “emotion”: [
  0.262, // anger
  0.071, // fear
  0.119, // anticipation
  0.643, // trust
  0.071, // surprise
  0.143, // sadness
  0.071, // joy
  0.143 // disgust
],
 “orientation”: [
  0.712, // active
  0.613 // passive
],
 “sentiment”: [
  0.657, // positive
  0.657 // negative
],
 “color”: [
  0.045, // white
  0.136, // black
  0.227, // red
  0.136, // green
  0.023, // yellow
  0.045, // blue
  0.251, // brown
  0.023, // pink
  0.023, // purple
  0.023, // orange
  0.068 // grey
],
 “subjectivity”: [
  0.681, // weak
  0.473 // strong
]
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 Since the intention of this section was to demonstrate how one can 
perform research on emotion detection from text, an in-depth analysis of 
the results is not provided. However, some remarks were made. 
 The findings reflect the limitations of using the keyword-based 
approach mentioned in the previous section. Calculating values exclusively 
of the annotated words found in emotion lexicons is a major drawback for 
emotion detection from certain types of text, as can be seen with Carroll’s 
(1865; 1872) and Rowling’s (1997; 1998; 1999; 2000; 2003; 2005; 2007) 
novels. Although primarily written for children, these books, as the results 
indicate, are filled with anger and fear and generally provide a negative 
sentiment. However, as readers acquainted with them know, that is not 
the case. The analysis of Poe’s (1827; 1830; 1845; 1849a; 1849b) works also 
suffers from a similar ailment – the emotion that is achieved through line 
and verse structure, rhyme and rhythm is lost when parsing the text into 
discrete words separated by space with punctuation removed. Twitter posts 
reveal that the use of pragmatic markers such as “:)” or “hahaha” plays a 
significant role in emotion expression and perception, something, alongside 
sarcasm being a component a humor as well, is not taken into account 
by the analytical tools used in this demonstration. Finally, David Bowie’s 
song lyrics reveal, especially with Let’s Dance (1983a), that words that are 
repeated, often in choruses, may contribute to achieving a higher score in a 
certain category, although the song, when lyrics and the instrumental part 
are combined, conveys another emotion. All the above-mentioned factors 
form an intrinsic connection in emotion perception, evoking and detection.
 This section was not intended to criticize available tools as inadequate 
for emotion research, but to point out their limitations and offer suggestions 
for improving them. For example, including lexicons such as NRC Hashtag 
Emotion Lexicon (Mohammad 2012; Mohammad and Kiritchenko 2015) 
to the Unified Lexicon will yield much more accurate results when analyzing 
tweets, while the usage of Whissell Dictionary of Affect in Language 
(Whissell and Whissell 2000; Whissell 2009) may be more appropriate for 
the detection of emotion in song lyrics.
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 Taking context, structure of the text and its purpose into account, that 
is, combining multiple approaches, minimizing limitations and mitigating 
drawbacks by utilizing multilevel approach, will result in building more 
accurate tools and contribute to a more precise emotion detection from 
text. The first step is to get yourself acquainted with such tools with Python 
being just one of them. As more accurate methods bring more accurate 
results, this will in turn allow not only more theoretical, but also everyday 
applications as well. The next section is concerned with exactly such 
applications.
6. APPLICATIONS OF EMOTION DETECTION FROM TEXT
 As illustrated in the previous sections, emotion detection research 
studies have been conducted in regards to emotions expressed through 
different mediums and observed in the changes of physiological state, 
facial expressions, prosody and text; however, there is a relative scarcity of 
research in emotion detection from text in comparison to the other areas 
of emotion detection (Binali, Wu and Potdar 2010). Nevertheless, emotion 
detection and analysis of emotional categories from text has attracted the 
attention of many researchers in computational linguistics because of its 
widespread applications13.
 Emotion detection from text has a great number of important 
applications, with the prime one being the capability to gather the overall 
emotion of a specific text. These applications range from sentiment 
analysis to opinion mining, market analysis and developing natural 
language interfaces such as e-learning environments or educational games 
(Haggag, Fathy and Elhaggar 2015). Furthermore, it can also increase 
human-computer interaction by instructing the computer how to provide 
an accommodating form of interaction with the user depending on the 
user’s emotional state (Shelke 2014). Emotion detection from text can help 
psychologists infer people’s emotions based on the text that they write, which 
they can use to predict their state of mind (Binali, Wu and Potdar 2010, 
172); moreover, it can be applied to suicide prevention or it can measure 
the well-being of a community (Canales and Martínez-Barco (2014). 
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Some of the proposed applications also include the ability to search based 
on emotions; the ability to study how emotional expression changes over 
time, between genders, or between ethnic groups (Shelke 2014). 
 With current methods of emotion detection from texts it is possible 
to approach its applicability with interesting results, as illustrated in 
the previous paragraph. As these methods become more accurate over 
time, their use in natural language applications will likely become even 
more ubiquitous opening exciting applicative perspectives for the future 
(Mohammad 2015).
7. CONCLUSION
 As Jakobson (1960, 72) writes, “language must be investigated in 
all the variety of its functions.” In this paper, the emotive function that 
allows the interplay of language and emotions at all levels – from sound 
patterns, lexicon and grammar to conversation and discourse – proving 
that “all speaking and writing is inherently emotional to a greater or lesser 
extent” (Wilce 2009, 3) was explored. Emotions, as the literature survey has 
shown, are important as they not only influence most aspects of cognition 
and behavior, but also play a prominent role in the interaction and 
communication between people. To understand emotions is to understand 
ourselves and others. 
 This paper has vividly shown the existence of the undeniably strong 
and important link between language and emotion. The interplay of the 
two occurs at all linguistic levels, and to study emotions, to detect them 
in particular, is unconceivable without taking language into account. As 
a primary vehicle of communication and interaction, language is and will 
remain the most convenient medium for approaching research on the topic 
of emotions. The textual data, in particular, can be beneficial to emotion 
detection due to its syntactic and semantic information containing emotional 
states along with the informative content. As the methods for emotion 
detection from text become more accurate, its uses and applications will 
become more numerous and diverse as time goes by. The future for emotion 
detection from text looks bright.
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NOTES
1 In this paper the term “emotion” will be used following the convention and tradition that emerged in 
  English-speaking scientific literature. For the in-depth analysis of applicability of this term in cross-  
  cultural studies see Wierzbicka (1999, 25–26).
2 In this paper “emotion detection from text” is used to refer to the task of automatically determining  
  feelings from text, in other words, automatically determining valence, emotions, and other affectual  
  states from text.
3 An experiment conducted by Gendron et al. (2014) provides some arguments against culturally  
  universal emotions. The experiment was conducted with Namibian tribal members who had to sort  
  photos of six people making six facial expressions of basic emotions according to Ekman (1999).  
  This did not result in six neat piles of images, but instead the tribal members created a multitude of  
  piles, with some images appearing in more than one. The experiment was repeated in the USA with more  
  unanimity in the sorting providing evidence against the emotion universals.
4 Examples of cross-cultural differences in emotion concepts can be observed with concepts such as  
  Korean han – the state of feeling sad and hopeful at the same time, German schadenfreude –  
  the state of feeling pleasure derived by someone from another person’s misfortune, or Danish hygge –  
  the state of feeling cozy and comfortable conviviality that engenders a feeling of contentment or  
  well-being.
5 The space occupied by the PAD model might be divided into eight sub-spaces, that are named  
  after extreme emotions represented by the extreme points of a scale (Mehrabian, 1996):
 exuberant (+P +A +D) vs. bored (-P -A -D);
 dependent (+P +A -D) vs. disdainful (-P -A +D);
 relaxed (+P -A +D) vs. anxious (-P +A -D);
 docile (+P -A -D) vs. hostile (-P +A +D).
6 For an extensive review of limitations found in emotion detection from text,  
  consult Mohammad (2016, 204–206).
7 GitHub is an online repository service that stores source code of projects written in a variety of different  
  programming languages, Python included, that are publicly available for anyone to download and use.  
  For more information visit https://github.com/.
8 As of December 15, 2017, there are 31 Python code repositories available for projects related to  
  ‘emotion detection’, 53 to ‘emotion text’, 92 to ‘emotion recognition’ and 137 to ‘emotion’ in general.
9 The entire code repository, including analytical tools and guidelines how to use them for textual analysis,  
  can be found at https://github.com/beefoo/text-analysis. 
10 A Python script is a series of commands written in Python within a file that is capable  
   of being executed in order to perform a certain task.
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11 Sentiment refers to a general opinion, and sentiment analysis focuses on classifying the polarity of the  
   given textual data – i.e. whether the expressed opinion from text is positive, negative or neutral.
12 Lexicons listed in this demonstration are used for non-commercial purposes. They are freely available for 
   research uses. Some restrictions may apply. Consult with the respective authors for further details.
13 For an extensive review of applications of emotion detection from text, including public health,  
   politics, brand management, education, emotion tracking in social media, detecting personality traits,  
   understanding gender differences, literary analysis and visualizing emotions, consult  
   Mohammad (2015, 202–203).
FIGURES
1 Adapted from Kamińska, Sapiński and Pelikant (2014, 453) after Plutchik (1982).
2 Adapted from Valenza, Lanata and Scilingo (2011, 238) after Russell (1980).
3 Adapted from Kołakowska et al. (2015) after Mehrabian (1996).
4 Adapted from Jakobson (1960, 357).
5 Adapted from Chopade (2015, 410).
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