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Abstract – We present and analyze deterministic complex networks of pulse-coupled oscillators
that exhibits recurrent events comprised of an increase and a decline in synchrony. Events emerging
from the networks may form an oscillatory behavior or may be separated by periods of asynchrony
with varying duration. The phenomenon is specific to spatial networks with both short- and long-
ranged connections and requires delayed interactions and refractoriness of oscillators.
Nature possesses various examples of systems composed
of many oscillatory elements in which, through mutual in-
teractions, collective dynamics emerges [1–3]. In many bi-
ological networks (like the heart or the brain) interactions
are short-lasting and may be modeled as pulses, which are
fired at a given oscillator phase [4, 5]. Such pulse-coupled
oscillators show, for large arrangements, a variety of col-
lective dynamics with a convergence of global observables
after transients. Examples range from stable synchronous
[5,6] and asynchronous states [7], phase-locking [8], partial
synchrony [9–11], to transitions from asynchronous to syn-
chronous states [12]. The human brain with its 100 billion
neurons, however, may show recurrent changes in global
synchrony (as seen, e.g., on the electroencephalogram) as-
sociated with physiologic or pathophysiologic functioning
[13,14].
In this Letter, we present a spatial network model of
pulse-coupled oscillators (PCOs), which shows collective
dynamics with no convergence to either synchrony, partial
synchrony, or asynchrony. Instead, the network generates
– even without noise influences or a change of parameters
– recurrent events that are comprised of an increase and
decline in synchrony. Events may occur at random look-
ing times and be separated by prolonged periods of asyn-
chrony. Events may also be initiated immediately after
completion of the preceding event leading to an oscillatory
behavior. The oscillators thus generate a rhythm, which is
not directly linked to their intrinsic time-scales (the delay
of interactions and the duration of the refractory period)
but is an emerging property of the network.
We study networks of oscillators n ∈ N with phases
φn(t) ∈ [0, 1], dφndt = 1. If for some tf and some oscillator n
the phase reaches 1 (φn(tf ) = 1), it is reset to 0 (φn(t
+
f ) =
0) and we introduce a phase jump in all oscillators n′ which
are adjacent to n according to some directed graph:
φn′(t
+
f ) = φn′(tf ) + ∆ (φn′(tf )) .
∆ denotes the phase response curve. A refractory period
of length ϑ can easily be incorporated into ∆ by setting
∆(φ) = 0 for φ < ϑ. Consider identical time delays τ < ϑ
on all outgoing connections of oscillator n, such that all its
excitations are received when φn = τ . In this case, n can
be replaced equivalently with an undelayed oscillator with
periodically shifted phase and phase response curve. We
can thus incorporate both refractoriness and delay into an
arbitrary phase response curve ∆ (yielding an formally
undelayed phase response curve ∆) by setting:
∆(φ) =
{
(1− ϑ)∆(φ−ϑ+τ1−ϑ ) ϑ− τ < φ < 1− τ,
0 otherwise.
(1)
Here  denotes some coupling strength. Our choice
for ∆(φ) is the first order in  approximation of stan-
dard integrate-and-fire neurons with excitatory coupling,
threshold and eigenfrequency normalized to 1, and expo-
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nential charging:
∆(φ) = min
{
− (1− α)
ln(α)
α−φ, 1− φ
}
. (2)
α determines the curvature of ∆ and therefore the
amount of leakage. The non-leaky case is obtained for
α→ 1.
In contrast to delayed excitatory couplings without
refractory periods [12, 15–17] the inclusion of a refrac-
tory period allows for synchronous states that are stable
even if the sums of incoming connection weights are non-
identical. To demonstrate this, we consider the dynami-
cal evolution of a perturbation {φn(0)|n ∈ N} with size
δ0 := max
n
φn(0) − min
n
φn(0). Let n> (n<) denote an
oscillator with maximal (minimal) phase. For small per-
turbations with δ0 < ϑ − τ , each oscillator will fire and
will then stay refractory until every other oscillator has
fired once. We can thus define the size of the perturbation
δ1 = max
n
φn(t1) − min
n
φn(t1) for some time t1 at which
each oscillator has fired exactly once. n> will not get ex-
cited and will not be overtaken by any other oscillator. As
we consider solely advances in phase (no inhibition), we
can thus conclude δ1 ≤ δ0, or δi+1 ≤ δi per induction.
Moreover, we can give an upper bound for δ∞ = lim
i→∞
δi.
Since for our choice of the phase response curve, phase-
locking of two oscillators is always achieved in a finite
number of oscillations, and as we consider only a finite
number of oscillators, we can choose a time t′i after which
all excitations are received refractorily. The length of the
shortest path between n> to n< is bounded by the diam-
eter d of the graph (the longest shortest path). As ex-
citations are received refractorily, the difference in phase
for every pair of oscillators along such a path is smaller
than or equal τ , and therefore δ∞ = φn> − φn< ≤ dτ . In
particular, for the case of vanishing time delay, complete
synchrony is attracting for all strongly connected graphs
(i.e., a graph in which there is a path in each direction
for every pair of nodes). For non-vanishing time delay, we
have almost synchronous states with phases distributed in
an interval of size dτ . These states are surrounded by an
attracting region in state space (assuming dτ < ϑ− τ).
Whether or not almost synchronous states are reached,
when starting from homogeneously distributed phases, de-
pends on the relative size of τ and ϑ. E.g., for a random
network and ϑ slightly larger than τ (or for similar PCO
networks with refractory periods smaller than the time de-
lay) synchronous states are unstable and we observe asyn-
chronous behavior, while for large ϑ almost synchronous
states are globally attracting.
In the following, we choose ϑ between these two ex-
tremes and investigate the collective dynamics of |N | =
100.000 identical PCOs arranged on a spatial network
with both short- and long-ranged connections. We con-
nect each oscillator bidirectionally to its k nearest neigh-
bors in a one-dimensional chain with cyclic boundaries.
We then remove every directed connection with proba-
bility ρ and introduce a directed connection between two
randomly chosen, unconnected oscillators, thereby avoid-
ing self-connections (cf. [18]). To characterize the collec-
tive dynamical behavior, we define an order parameter
r(t) = 1/ |N | ∣∣∑n∈N e2piiφn(t)∣∣, which yields 1 for com-
plete synchrony and 0 for some balanced distribution of
the phases of oscillators.
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Fig. 1: Examples of recurrent events of synchrony in PCO
networks (ρ = 0.5, k = 50, τ = 0.002,  = 0.01, α = 0.9) as
assessed by the order parameter r(t). For ϑ = 0.027 (a) events
are separated by periods of asynchrony with varying duration.
For ϑ = 0.03 (b) events form an (almost) periodic behavior.
Events last for several collective firings of oscillators (for the
chosen parameters the number of firings amounts to ≈ 80).
Starting from homogeneously distributed phases, we ob-
serve recurrent events of (partial) synchrony in our PCO
networks (Fig. 1). Events are stereotypical and can be
characterized by an increase of the order parameter r up
to some peak value (r < 1) and a subsequent decline.
For ϑ a few times larger than τ , events emerge at ran-
dom looking times, and are separated by prolonged pe-
riods of asynchronous firing of oscillators (Fig. 1a). For
larger ϑ, events emerge almost immediately after the pre-
ceding event is completed (Fig. 1b). We observe time
periods T between peaks of successive events to decrease
with increasing refractory period ϑ (Fig. 2). In contrast,
the network dynamics during an event and in particular
its duration are only marginally affected by the choice of
ϑ ∈ [0.027, 0.03]. In the following, we thus investigate
emergence and network dynamics of a single event (Fig.
3).
In order to characterize the asynchronous behavior prior
to the event, we consider the evolution of nearby trajec-
tories in the state space spanned by the phases φn, n ∈ N
using a notion of distance that takes into account their
cyclicity: d(φn, φm) = min{|φn − φm|, 1− |φn − φm|} (cf.
[12]). Trajectories are separated whenever an oscillator
with phase φ is excited such that ∆′(φ) > 0, which is the
case for the largest part of our phase response curve (i.e.,
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Fig. 2: Distributions of time periods T between peaks of suc-
cessive events for different refractory periods ϑ (observation
interval t ∈ [0, 50.000]). Inset shows mean (µT ; black dots)
and standard deviation (σT ; gray dots) of T in dependence on
ϑ.
for φ ∈ [ϑ − τ, 1 − τ ]). Note that due to the jump in the
phase response curve at φ = ϑ−τ , two nearby trajectories
may be separated by an amount which is independent on
their distance. For small initial distances, however, this
situation becomes increasingly unlikely and we observe an
exponential divergence of nearby trajectories, in contrast
to inhibitory pulse-coupled networks (investigated in Refs.
[19,20]). Spatial correlations of phases decay over 50 – 100
oscillators, and phases of oscillators which are linked by a
long-ranged connection are uncorrelated. The network dy-
namics thus resembles spatiotemporal chaos as observed
in excitable media [21]. The chaotic behavior, however,
is unstable [22] and as soon as there is a large enough
concentration of phases from distributed oscillators, the
network will start to synchronize. However, a stable or-
bit (as observed e.g. in Ref. [12]) is not reached in our
network.
During an event a part of the oscillators forms a single,
slightly dispersed phase cluster. The size of the cluster,
i. e., the number of contributing oscillators, is reflected
in the order parameter r (Fig. 3). The chaotic dynam-
ics of the remaining oscillators (asynchronous part) is dis-
turbed by collective firings of the cluster. Oscillators with
a phase slightly smaller than the phase of the cluster are
more likely to be entrained to the cluster. These oscilla-
tors are distributed all over the network (considering the
chaotic spatiotemporal dynamics of the asynchronous fir-
ing), and their entrainment thus leads to a cluster which
is scattered over the network during the ascending part
of the event (Fig. 4a). Intuitively, the possibility for en-
trainment depends on the number of excitations NE per
collective firing received by the asynchronous part and on
the frequency νc of collective firings. NE increases with
cluster size but also depends on the spatial distribution of
the cluster. On the other hand, νc decreases with cluster
size (Fig. 4b). This is because excitations via connections
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Fig. 3: Temporal evolution of phases φ of a part of the net-
work (oscillator 1 to 2.000; φ = 0 black, φ = 1 white) (top)
and of the order parameter r calculated for the whole network
(100.000 oscillators) (bottom). The data are from the first
event shown in Fig. 1a. The instantaneous frequency νr of the
low-amplitude oscillation of r is slightly higher than the eigen-
frequency of oscillators and coincides during the event with the
frequency νc of collective firings.
which start and end in the cluster are received by refrac-
tory oscillators and thus do not increase νc. Excitations
from the asynchronous part to the cluster do increase νc
but since their number declines with an increasing cluster
size, νc decreases. The impact of the slowing of collective
firings on the possibility for entrainment outweighs the im-
pact of the increase of NE . Thus synchronization in our
network is not complete. At the peak of the event, the
collective firing is too slow to entrain any more oscillators
from the asynchronous part despite the large number of
excitations per collective firing. The oscillators now form
a few, small asynchronous segments which are embedded
into synchronous segments (belonging to the phase clus-
ter).
During the descending part of the event, asynchronous
segments grow (Fig. 3). Consider neighboring oscilla-
tors well inside a synchronous segment. These oscilla-
tors receive excitations via long-ranged connections from
oscillators which are distributed homogeneously over the
asynchronous part. The resulting phase shifts thus dif-
fer only marginally, and these oscillators remain in the
cluster. In contrast, oscillators located near the bound-
ary of a synchronous segment receive (in addition to the
excitations via long-ranged connections) correlated excita-
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Fig. 4: Order parameter r versus normalized mean phase dis-
tance S (a) and instantaneous frequency νr (b) for data shown
in Fig. 3 bottom. We define S as the mean distance of phases of
spatially neighbored oscillators Dloc := 1/ |N |
∑
n d(φn, φn+1)
divided by the mean distance between any two oscillators
D := 1/ |N |2∑n,m d(φn, φm). S measures the scatteredness
of the oscillators in the phase cluster. If the oscillators of the
phase cluster are homogeneously scattered over the network
Dloc ≈ D and thus S ≈ 1. If they form connected segments
in the network Dloc < D and S takes on smaller values. In
contrast to S, the frequency νr takes on similar values on both
the ascending and descending part of the event.
tions via short-ranged connections from the asynchronous
part. The resulting phase shift decreases with the dis-
tance to the boundary, and these oscillators are torn out
of the cluster, leading to a growing of asynchronous seg-
ments. The cluster is thus composed of a few connected
segments, in contrast to the scattered spatial distribution
during the ascending part (Fig. 4a). Note that the grow-
ing of asynchronous segments can only be observed for net-
works for which in the initial lattice nodes are connected
to at least k = 10 nearby nodes. For nearest-neighbor cou-
pling, asynchrony spreads via both short- and long-ranged
connections which does not lead to events of synchrony.
With a decreasing cluster size, the frequency of collec-
tive firings νc increases again (Fig. 4b). Nevertheless,
entrainment to the cluster is not possible. This is because
NE depends on the spatial distribution of the cluster. For
a given cluster size, NE is large if the oscillators of the
cluster are scattered as here excitations via both short-
and long-ranged connections contribute. NE is small if
the oscillators of the cluster forms connected segments as
here mainly excitations via long-ranged connections con-
tribute. Therefore the cluster is not able to entrain oscilla-
tors from the asynchronous part as it was the case during
the ascending part of the event. The network thus returns
to asynchronous firing, concluding the event.
Spatial networks of spiking elements can exhibit a va-
riety of dynamical behaviors [23–27]. We here reported
on a novel phenomenon, namely recurrent events of syn-
chrony, emerging robustly from networks of identical, de-
terministic oscillators. The phenomenon relies on both re-
fractoriness in the local dynamics and delayed excitatory
coupling and is specific to networks with both short- and
long-ranged connections. With adjusted parameters of os-
cillators it can be observed for replacement probabilities
0.35 . ρ . 0.60. Furthermore, recurrent events of syn-
chrony can be observed for two-dimensional spatial PCO
networks and for similar phase response functions without
a jump. Nevertheless, the precise dynamical origin of the
events needs further investigation.
Complex networks with short- and long-ranged connec-
tions have frequently been used to model brain functions
and dysfunctions (see, e.g., [28–33]) since these networks
represent a simple approximation of the synaptic wiring in
the brain [34,35]. In our network, events of synchrony may
emerge at random looking times, with prolonged inter-
event periods of asynchronous firing of oscillators. This
collective phenomenon resembles the dynamics of epileptic
brains with seizures as recurrent rare events of overly syn-
chronous neuronal activity. In contrast to previous mod-
eling approaches to the dynamics into and out of seizures
that rely either on changes in some control parameter or on
noise to generate transitions [36], our network is capable to
transit spontaneously despite the deterministic setup. Our
approach may thus significantly improve recent modeling
approaches of the disease [37]. Events of synchrony in our
network may also occur (almost) periodically, where the
oscillators generate a rhythm, which is not directly linked
to their intrinsic time-scales but is an emerging property
of the network. The described mechanism that leads to
the oscillation may advance understanding of the gener-
ation of the respiratory rhythm, which persists even in
small slices of mammalian brains after the attenuation of
postsynaptic inhibition [38].
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