In the paper [Muhammad Aslam Noor, Khalida Inayat Noor, Threestep iterative methods for nonlinear equations, Applied Mathematics and Computation, 183 (2006), pp. 322-327], Authors presented an algorithm (Algorithm 2.3) and stated a theorem (Theorem 2.3) to prove the cubic order of convergence but the given proof does not show cubic order of convergence. Actually, the mathematical derivation steps to develop the Algorithm 2.3 are wrong. In this note, we present the correct mathematical developments and finally provide computational order of convergence in the favor of our claim and provide the generalization of the method.
Introduction
Nonlinear algebraic equations are very important in nonlinear science. However, to find exact analytical solutions of these nonlinear equations are not always possible. Alternative tools to solve them are iterative methods [1, 2, 3, 4, 5, 6] . Iterative methods start from some initial guess in the neighborhood of a root of nonlinear equation and refine it to meet the convergence conditions. The Newton's method (NM) to solve nonlinear equations is very famous which is written as
It is quadratically convergent in some neighborhood of the root α of f (x) = 0. In [7] , authors used decomposition method [8] to develop the "Three-step iterative methods for nonlinear equations". In the following section we discuss all the necessary steps to provide correct derivation.
Convergence analysis
Let α be a simple root of nonlinear equation f (α) = 0 and γ be an initial guess in the vicinity of α. The Taylor's series expansion of f around γ is
If we rearrange (5), we obtain
where
Note that if
then (5) implies that
By using the idea of [8] , we can express x as
By substituting x in (6), we obtain
where N
can be written as
(12) can be expresses as (by using the idea of (13))
By equating terms on both sides of (14), we get iterative schemes:
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In order to get iterative scheme, we evaluate N (
, (by replacing the value of x 0 )
(by replacing the values of x 0 and x 1 )
If we concise the results, we have
Note that in [7] x 2 at page 324 in equation (16) is given as
which is actually wrong. If we approximate x = x 0 + x 1 then we have the following iterative scheme (which is Algorithm 2.2 in [7] .)
(24) is given in [9] and it has cubic order of convergence. If we approximate
Note that in [7] the expression for
, which is wrong. (25) can be written as
The convergence order of iterative scheme (26) is four. A short proof of (26) is discussed as follows. We denote the error at nth-step by e n = x n − α, where α is a simple root of nonlinear algebraic equation f (x) = 0 and
f ′ (α) for k = 2, 3, · · · . f (x n ) = c 1 (e n + c 2 e 2 n + c 3 e 3 n + c 4 e 4 n + c 5 e 5 n + c 6 e 6 n + O(e 7 n )) (27) f ′ (x n ) = c 1 (1 + 2c 2 e n + 3c 3 e 2 n + 4c 4 c 3 n + 5c 5 e 4 n + 6c 6 e 5 n + O(e 6 n )) (28)
Noor et al. [7] stated the following algorithm (Algorithm 2.3) . The statement of related theorem (Theorem 2.1) is given below in figure 2. If we subtract (27) from (23) in figure 2, we get the following error equation
which shows that the order of convergence is two.
Generalization of Iterative scheme
By adding the values of x ′ i s in (15), we obtain
By using (10), (8) can be expressed as
.
Alternative way to write (41) is
The order of convergence of iterative scheme is n + 2 for n = 0, 1, 2, 3 · · · and also noted that the number of functional evaluations are also n + 2. Proof of (42) is simple and straightforward.
Numerical computations
Definition 4.1. Let x n−1 , x n and x n+1 be successive iterations around the root α of f (x) = 0, the computational order of convergence (COC) [10] , can be approximated by
In order to verify the computational order of convergence a set of seven functions [7] is listed in Table 1 .
The absolute error comparison between iterative schemes (24), (26) and Algorithm 2.3, is depicted in Table 2 . Total number of function evaluations per iteration are three, four, four for (24), (26), Algorithm 2.3 respectively. Table 2 also shows total number of iterations and computational order of convergence for each iterative scheme. The given different number of iterations are reported in [7] . 
Conclusions
We have shown that the proof for order of convergence of Algorithm 2.3 is not cubic. Actually due to wrong calculations, authors ended with wrong algorithm. Computational order of convergence also verify that convergence order is not three. The Maple program are listed to show complete proofs. Finally a generalization of iterative method is given.
