Abstract We consider minimizing the composite function that consists of a strongly convex function and a convex function. The fast dual proximal gradient (FDPG) method decreases the dual function with a rate O(1/k 2 ), leading to a rate O(1/k) for decreasing the primal function. We propose a generalized FDPG method that guarantees an O(1/k 1.5 ) rate for the dual proximal gradient norm decrease. By relating this to the primal function decrease, the proposed approach decreases the primal function with the improved O(1/k 1.5 ) rate.
We recently proposed an accelerated proximal gradient method named the generalized FPGM (GFPGM) in [9] that has rate O(1/k 1.5 ) for decreasing the proximal gradient norm and that is computationally as efficient as FISTA. This paper proposes to incorporate that method with duality, leading to a generalized FDPG (GFDPG) method. We show that the proposed approach has the rate O(1/k 1.5 ) for decreasing the primal function, by extending the analysis in [7, 8] . As a byproduct of our analysis, we prove an O(1/k) bound on the rate of decrease of the primal function, which is interestingly the same as that of the FDPG in [1] .
Sometimes the function information such as the strong convexity parameter is unavailable or difficult to approximate, and the FDPG method (and FISTA) have a backtracking scheme [4] that circumvents that problem. By introducing such a backtracking scheme to GFPGM [9] , we illustrate that the proposed GFDPG also satisfies an O(1/k 1.5 ) bound on the primal function decrease for such cases. Section 2 presents the optimization problem of interest and its dual. Section 3 reviews the convergence analysis of FDPG in [1] . Section 4 analyzes the convergence rate of the primal function decrease using the dual proximal gradient norm convergence. Section 5 proposes using the accelerated proximal gradient method named GFPGM in [9] instead of FISTA to effectively tackle the dual problem, leading to an improved O(1/k 1.5 ) rate for the primal function decrease. Section 6 concludes.
2 Optimization problem and its dual
The problem
This paper considers the following composite convex problem:
where both f : R n → (−∞, +∞] and g : R m → (−∞, +∞] are proper, closed, and convex extended real-valued functions, while the function f is further assumed to be σ-strongly convex for σ > 0, and A is a m × n matrix. Due to the strong convexity, problem (P) has a unique optimal solution x * .
Problem (P) is general enough to model various applications; representative examples such as image denoising, projection onto the intersection of convex sets, and resource allocation problems are provided in [1] (see also [3, 5, 6] ). Tackling such problems directly (in a primal domain) using algorithms such as subgradient methods suffer from relatively slow convergence rates [1] . The next subsection and Section 3 review the fast proximal gradient scheme combined with duality in [1, 3] that exploits the properties of problem (P) and that converges faster than the subgradient methods [1] .
The dual problem
Problem (P) has the following equivalent constrained form:
where H(x) =H(x, Ax). Problem (P ′ ) has the following dual problem:
where the dual function is defined as [1] :
with dual variable vector y ∈ R m . Let y * denote an optimal (dual) solution of problem (D). The convex conjugates of f and g are defined as
To make problem (D) into an equivalent convex problem for convenience, [1] defines
where F has a Lipschitz continuous gradient (due to the strong convexity of f ) with a constant
Then dual problem (D) is equivalent to the following:
that consists of a smooth function F and a closed proper function G. One can solve using proximal gradient methods. Note thatq(y) = −q(y) by definition. Even when solving the dual problem (D) (or (D ′ )), we are eventually interested in analyzing the convergence rate of the primal sequence as in [1] and this paper. For a given dual variables vector y, the corresponding primal variables vectors are defined as (x(y), z(y)) ∈ argmin x,z H (x, z) − y, Ax − z , i.e.,
Then by definition, x * = x(y * ) and these vectors satisfỹ
Next, Section 3 reviews bounds on the convergence rate of the primal function decrease for the primal variable vector x(y) of dual-based proximal gradient methods using bounds on the dual function decrease [1] . In contrast, Sections 4 and 5 analyze the primal sequence using (2.6) and bounds on the dual proximal gradient decrease.
3 Fast dual-based proximal gradient methods
Dual-based proximal gradient methods
The proximal gradient method [4] for solving (D ′ ) has the following update at kth iteration for k ≥ 1 with given L 0 and y 0 :
where
However when L F is unknown or cannot be easily approximated, a backtracking scheme in [4] can be adopted. This proximal gradient method decreases the (dual) function with rate O(1/k) [4] .
The proximal gradient update p L k (y k−1 ) in (3.1) has an equivalent efficient update in terms of the original functions f and g as follows [1, Lemma 3.2]:
which exactly matches the update of the alternating minimization algorithm in [2] . The advantage of this alternating minimization algorithm over the augmented Lagrangian-based methods [11] for solving (P) (or (P ′ )) is that the method can exploit separability of f in the update step (3.2). The next section reviews FDPG [1, 3] , the accelerated version of DPG using FISTA [4] .
FDPG method and its convergence analysis
In [1, 3] , DPG is accelerated using FISTA [4] with negligible extra computation per iteration as shown below, which is named FDPG.
The FDPG Method with backtracking
Input: Take L 0 , y 0 = w 0 , t 0 = 1.
Step
This FDPG has the following bound on the dual function decrease with rate
This rate is superior to the rate O(1/k) for the dual function decrease of DPG [4, Theorem 3.1].
In [1] , it is shown that the rate O(1/k 2 ) of the dual function decrease in (3.5) provides the O(1/k) bound on the convergence of the primal distance and function decrease. In particular, with the following assumption:
The function H is subdifferentiable for all x ∈ R n , and its subgradients are bounded as
||d|| < ∞, the corresponding primal sequence {x(y k )} of FDPG defined by (2.4) decreases the primal function with
In addition, the proof of [1, Theorem 4.3] for (3.6) implies the following O(1/ √ k) bound for the primal function decrease of DPG. Theorem 3.1 Let {y k } be the sequence generated by DPG. Then for any k ≥ 1 and with Assumption 1, the corresponding primal sequence {x(y k )} defined by (2.4) satisfies
Proof This can be easily proven using [4, Both the bounds (3.6) and (3.7) resulting from the bound on the dual function decrease of FDPG and DPG respectively seem to suggest that the primal function decrease of FDPG is faster than that of DPG. However, the next section improves on (3.7) by deriving an O(1/k) bound on the primal function decrease for DPG, which is the same rate as that of FDPG in (3.6) . This new analysis in Section 4 uses a bound on the dual proximal gradient norm decrease with an assumption that is weaker than Assumption 1 to analyze the primal function decrease.
4 Rate of convergence of the primal function
Preliminaries
This section presents two Lemmas that are the ingredients for relating the dual proximal gradient norm
). This in turn determines the rate of the decrease of the primal function
Lemma 4.1 For any y, w ∈ R m , the following inequality holds:
Proof Since f is σ-strongly convex, for any x, u ∈ R n we have
where f ′ (x) ∈ ∂f (x). Then, using A ⊤ y ∈ ∂f (x(y)) that follows from the optimality condition of (2.4), we have σ||x(y) − x(w)|| ≤ ||A ⊤ (y − w)|| ≤ ||A|| · ||y − w||.
⊓ ⊔ Lemma 4.2 For any y ∈ R m and L > 0, the following equality holds:
Proof We show that the following vectorz:
corresponds to z(p L (y)). Using (3.2), (3.3) and (3.4), we havē
The optimality condition of (4.4) implies that there exists g ′ (z) ∈ ∂g(z) such that Lg ′ (z) +z − Ax(y) + Ly = 0 that is equivalent to
using (4.3). This condition (4.5) holds forz = z(p L (y)) based on the optimality condition of
in (2.5), which concludes the proof. ⊓ ⊔
Relating the dual proximal gradient norm to the primal-dual gap
Based on Lemmas 4.1 and 4.2, the following Lemma analyzes the convergence bound for the primal-dual
Lemma 4.3 For any y ∈ R m , L > 0 and the corresponding primal vectors defined by (2.4) and (2.5), the following inequality holds:
where the first equality uses (2.6), the first inequality uses the Cauchy-Schwartz and triangle inequalities, and the second inequality uses Lemmas 4.1 and 4.2. ⊓ ⊔ Lemma 4.3 shows that the primal-dual gap decrease of (P ′ ) depends on the decrease of the dual proximal update || p L (y) − y||. However, we are more interested in the primal-dual gap decrease of (P) than of (P ′ ). Towards that end, we introduce the following assumption that is weaker than Assumption 1.
Assumption 2
The function g is subdifferentiable for all z ∈ R m , and its subgradients are bounded as
We next analyze the convergence bound of the primal-dual gap H(x(p L (y))) − q(p L (y)) of (P) using Assumption 2, which is one of the main contribution of this paper.
Lemma 4.4 With Assumption 2, for any y ∈ R
m , L > 0 and the corresponding primal vector defined by (2.4), the following primal-dual gap inequality holds:
where the first inequality uses the convexity of g and g ′ (z) ∈ ∂g(z), the third equality uses (2.6), and the last inequality uses (4.7) and Assumption 2.
⊓ ⊔ Lemma 4.4 shows that the rate of the proximal gradient norm decrease determines the rate of the primal-dual gap decrease of (P) with Assumption 2. However for problems without Assumption 2, Lemma 4.3 could be useful as an alternative measure of the convergence rate of the dual-based proximal gradient methods. In addition, the decrease of the infeasibility violation ||Ax(y) − z(p L (y))|| of (P ′ ) that is proportional to the proximal gradient norm decrease based on Lemma 4.2 could be considered for analyzing rates for such problems.
New convergence analysis of the DPG and FDPG method
Both DPG and FDPG have the following bound on the (dual) proximal gradient norm [9, Theorem 1 and Equation (5.1)]: 
Proof [4, Equation (3.6)] and Lemma 5.1 in Section 5 imply that the sequence {y k } of both DPG and FDPG satisfy
where the first inequality uses the triangle inequality. Inserting (4.9) and (4.11) in Lemma 4.4 concludes the proof.
⊓ ⊔
To accelerate the rate of the primal function decrease, the next section proposes to replace FISTA with GFPGM [9] because it decreases the proximal gradient norm with rate O(1/k 1.5 ).
Generalized FDPG with rate
The following generalized FDPG (GFDPG) is an extension of GFPGM (with fixed L k ) in [9] that can adopt a backtracking scheme based on [4] .
The GFDPG method with backtracking
This GFDPG has the following bounds on the dual function decrease and dual proximal gradient norm decrease that extend [9, Theorems 3 and 4] for the GFDPG (GFPGM) with fixed L k . Note that the GFDPG and (5.1) reduce to FDPG and (3.5) respectively when one chooses t Theorem 5.1 Let {y k , w k } be the sequence generated by GFDPG. Then for any k ≥ 1,
Proof See Appendix 7.1.
⊓ ⊔
A specific version of GFDPG requires selecting the parameters t k . We consider the choice t k = k+a a for any a > 2 that leads to the following Corollary that provides an O(1/k 1.5 ) bound on the proximal gradient norm decrease using [9, Corollary 2].
Corollary 5.1 Let {y k , w k } be the sequence generated by GFDPG with t k = k+a a for any a > 2. Then for any k ≥ 1,
The following Lemma shows that the sequence {y k , w k } of GFDPG is bounded.
Lemma 5.1 Let {y k , w k } be the sequence generated by GFDPG. Then for any k ≥ 1,
Proof See Appendix 7.2. ⊓ ⊔ Inserting Corollary 5.1 and Lemma 5.1 to Lemmas 4.3 and 4.4 leads to the following Theorem that bounds the primal-dual gap decrease of (P ′ ) and (P) respectively for GFDPG with t k = k+a a for any a > 2.
Theorem 5.2 Let {y k , w k } be the sequence generated by GFDPG with t k = k+a a for any a > 2. Then the corresponding primal sequence defined by (2.4) satisfies
and with Assumption 2 the sequence satisfies
Remark 5.1 When one selects the total number of iterations N in advance, one can decrease the proximal gradient norm faster than the bound (5.3). It is found in [9] that the following choice
for GFPGM (and thus GFDPG) provides the best known proximal gradient norm bound.
Remark 5.2 Other accelerated proximal gradient methods such as [14, 15] that have O(1/k 1.5 ) bounds for decreasing the proximal gradient norm could be considered instead of using GFPGM for GFDPG, but their bounds are larger than those of GFPGM [9] .
Conclusions
We provided a new analysis of the primal function decrease of the dual-based proximal gradient methods using the convergence analysis of the dual proximal gradient norm. As a consequence, we showed that using proximal gradient methods that decrease the proximal gradient norm with rate O(1/k 1.5 ) leads to the same fast rate for the primal function (and the primal-dual gap) decrease, improving on the previously best known rate O(1/k).
Appendix

Proof of Theorem 5.1
Proof This proof uses the fact that the sequence {w k } of GFDPG is equivalent to the following [9, Proposition 2]:
where 
and the following equality:
Using the above, we have t 0 (q(y 1 ) −q(y * ))
and for k ≥ 1, we have
which becomes
where the last inequality uses L k ≤ L k+1 .
Using a telescoping sum of (7.2) and (7.3), we have 
and inserting this into (7.4) leads to (5.2). Note that using 0 ≤q(y k ) −q(p L ′ k (y k )) instead leads to 
