A coefficient inverse problem for the non-stationary single-speed transport equation for t ࢠ 0, T with the lateral boundary data and initial condition at t 0 is considered. Global uniqueness result is obtained via the method of Carleman estimates.
Introduction
The transport equation is used to model a variety of processes of particle transport, such as neutron diffusion, scattering of light in the atmosphere, propagation of ࢤ rays in scattering media, etc. (see, e.g., the book of Case and Zweifel [6] ). Coefficient inverse problems (CIPs) for the transport equation are the problems of determining of the absorption coefficient, angular density of sources or scattering indicatrix. from an extra boundary data. They have a variety of applications in optical tomography, theory of nuclear reactors, etc. (see, e.g., the book of Anikonov, Kovtanyuk and Prokhorov [1] and references therein). This paper addresses the question of the global uniqueness for a CIP for the non-stationary single-speed transport equation with the extra lateral boundary data. Stability, uniqueness and existence results and references to such results for CIPs for the stationary transport equation can be found, e. e.g., in [1] and in the book of Romanov [25] . Uniqueness and existence results for CIPs for the non-stationary transport equation were obtained in the works of Prilepko and Ivankov [22] , [23] and [24] . The results of [22] and [23] were obtained for special forms of the unknown coefficient using the overdetermination at a point. Also, uniqueness and existence results were obtained for an inverse problem, where complete lateral boundary data is not present but both initial and final conditions (at t T) are given; see [24] . For some recent publications on overdetermined inverse problems for the transport equation see Tamasan [27] and Stefanov [26] . A derivation of the transport equation for the non-stationary case can be found, for example, in [6] .
The proof of the main result of this paper is based on a Carleman estimate, obtained by Klibanov and Pamyatnykh [17] . Traditionally, Carleman estimates have been used for proofs of stability and uniqueness results for non-standard Cauchy problems for PDEs. They were first introduced by Carleman in 1939 [5] , also see, e.g., books of Hörmander [7] , Klibanov and Timonov [19] and Lavrent'ev, Romanov and Shishatskii [21] . Bukhgeim and Klibanov [4] , [13] have introduced the tool of Carleman estimates in the field of CIPs for proofs of global uniqueness and stability results for CIPs, also, see Klibanov [14] , [15] , and Klibanov and Timonov [19] , [20] . This method works for CIPs with single measurement data for the time dependent Partial Differential Equations (PDEs), as long as the initial condition is not vanishing and the Carleman estimate holds for the corresponding differential operator. Recently, Klibanov and Timonov have extended the original idea of [4] and [13] - [15] for constructing of a globally convergent numerical method for CIPs, including the case when the initial condition is the -function; see [19] for details and more references. A variety of works with uniqueness and stability results for coefficient inverse problems were published, which are based on the idea of [4] and [13] - [15] , see, for example, Bellassoued [2] , [3] , Imanuvilov and Yamamoto [9] , [10] and [11] for the case of hyperbolic equations. The Lipschitz stability result for the CIP for the non-stationary single-speed transport equation for t
ࢠ ࢤ
T, T with the complete lateral boundary data and initial condition at t 0 followed by the corresponding uniqueness result was recently obtained by the authors [18] .
A natural question arises: Is it possible to consider the CIP for the non-stationary single-speed transport equation t ࢠ 0, T rather than for t
T, T and obtain at least a global uniqueness result for this case, which would be similar to [18] ?
Since there are no other techniques so far, except of one of [4] , [13] - [15] , [19] , which would enable one to prove global uniqueness for the multi-dimensional CIPs with the single measurement data, we have no choice but to use that method. However, this method doesn't necessarily allow one to consider the problem in 0, T with the initial data at t 0 . The obstacle is due to the presence of an integral in the Carleman estimate, depending on the divergence term V, where the integration is carried out over t 0 (see Lemma 1) . In the case of hyperbolic inverse problems this integral is zero due to the Carleman estimate for the principal part of the hyperbolic operator, see Theorem 2.2.4 in [19] . This is basically due to the fact that the hyperbolic operator contains the derivative of the even order (2) with respect to t. Thus, it is possible to consider hyperbolic inverse problems in 0, T . However, in the Carleman estimates for parabolic and transport equations such integrals are not zero. Thus, these Carleman estimates do not allow to consider the corresponding inverse problems in 0, T , at least directly. Another method to try is to consider the forward problem in 0, T , construct an extension of its solution into [8] , [13] - [15] , [19] . Although there are some uniqueness results for parabolic inverse problems in 0, T , but they are obtained via reducing a parabolic inverse problem to a hyperbolic one, using an analog of the inverse Laplace transform, see [14] , [15] and subsection 3.3.1 in [19] .
Our main idea is that it is possible to construct a proper extension for the non-stationary transport equation due to the presence of the parameter v, that represents the vector of particle velocity. To illustrate our idea consider the simplified form of the transport equation
The equation (1.1) becomes
Hence, the principal part of the differential operator stays the same. When trying to obtain the Lipschitz stability for the Inverse Problem formulated below, the authors have discovered that quite cumbersome conditions need to be imposed. Thus, they have decided to limit the scope of this paper to the topic of uniqueness only. In section 2 the main result (Theorem 1) is formulated, and it is proven in section 3.
Statement of the main result
where v ࢠ S n is a unit vector of the particle velocity, u x, t, v
H is the density of particle flow, a x, v is an absorption coefficient, F x, t, v is the angular density of sources, g x, t, v, is a scattering indicatrix., and v, u denotes the scalar product of two vectors v and u. Consider the following boundary condition
Here n x , v is the scalar product of the outer unit normal vector n x to the surface and the direction of the velocity v. Hence, only incoming radiation is given at the boundary in this case. Equation (2.1) with the boundary condition (2.2) and the initial condition at t
form the classical forward problem for the transport equation. Uniqueness, existence and stability results for this problem are well known, see, e. g., Prilepko and Ivankov [22] . Suppose now that the absorption coefficient a x, v is unknown, but the following additional boundary condition is given:
The function q x, t, v describes the outgoing radiation at the boundary. Remark 1. When proving the uniqueness Theorem 1 for our inverse problem, we naturally assume the existence of two solutions a 1 x, and a 2 x, of this problem and then show that
. Therefore, we also assume the existence of corresponding solutions u 1 x, t, and u 2 x, t, of the forward problem, which, in particular satisfy the natural compatibility conditions between boundary and initial data.
Introduce the function
Thus, we obtain the following coefficient inverse problem for the non-stationary transport equation. Inverse Problem. Given the initial condition (2.3) and the lateral boundary data (2.4), determine the coefficient a x, v of the equation (2.1).
Theorem 1 is the main result of this paper. 
Suppose also that 
where the vector function U, V satisfies the estimate 6) and
The proof of this lemma can be found in [17] . 
See Section 3.1 in [19] for the proof. 
Proof of Theorem 1
To apply the Carleman estimate of Lemma 1, we need to construct such an extension 
Hence,
In the integral term in (3.2) change variables ࢤ and rewrite (3.2) in the form
Next, replace in this equation with
Although the non-principal part of the operator for the function u ࢤ is different from the one for the function u , but this doesn't affect the method of Carleman estimates. This is because the Carleman estimate depends only on the principal part of the differential operator. Also, by (3.6), 15) where
Turning equation (3.14) into inequality, we obtain 17) consider the set G c , where
(see Fig. 1.) . Multiplying both parts of the inequality (3.16) by the CWF, squaring both sides and integrating over P c
, we obtain P c
where dh dxd v dt. Here and below in this proof K denotes different positive constants depending on numbers r 1 , r 2 , r 3 , and norms
Noticing that for any function s x, t, v
where A is the area of the unit sphere S n , we remove the inner integrals over S n in (3.18). Hence, (3.18) becomes P c
Applying the Carleman estimate of Lemma 1, we obtain 2 1
where functions U 1 and V 1 are functions U and V from the Carleman estimate of Lemma 1, applied to the operator
Using the Gauss' formula, we obtain 2 1
where U 1 , V 1 , n x is the scalar product of vector function U 1 , V 1 and the unit outer normal n x, t to the boundary P c
. Hence, using Lemma 2, we obtain for 
Consider the boundary
. Denote
Also, denote
Thus, we obtain from (3.4) and (3.20) 1
For c satisfying (3.17)
Considering the equation (3.8) in the set H ࢤ and using the same reasoning as above, we obtain 2 1
where Hence, summing up the inequalities (3.22) and (3.24), we obtain 1
Here the function w is defined as
We first need to cancel out the possibly non-zero integral
Actually, this is the central point of the proof compared with the case of considering
and
Hence, if
By (3.9), (3.13) and (3.25) 
Because of (3.30), the integral (3.28) equals zero and the inequality (3.27) becomes 1
The inequality (3.31) leads to
Hence, using the estimate (2.6), we obtain from (3.32) 
we obtain from (3.33) and (3.34) Let t 0
ࢠ ࢤ
T, T be a number which we will choose later. Denote
We need to have G t 0
. Also, denote P c t 0 : G c t 0 S n (see Fig. 3 ). 
0, for t 0. Since these are the homogeneous equations, we do not need to divide by u 2 x, t, v (see (3.11) ) to prove that the conditions (3.6) and (3.7) imply that their solutions are zeros. In other words, using the above method but without the introduction of the functions w Therefore,
This means that now we can consider equations (3.5) and (3.8) in the domains x, t : |x| Repeating the above proof in this new domain, we conclude that
Without the loss of generality we can assume that R 
