Abstract. In the numerical solution of scattering problems, an important computational kernel problem is that of solving the Helmholtz equation on regular domains with so-called approximative radiation conditions imposed on the boundary. While very e cient techniques are available for solving Helmholtz equations on regions such as rectangles and circles, these can often not be applied due to the radiation condition. Our domain decomposition approach to solving this problem consists of separating the interior problem from the boundary problem, solving each problem separately and then iterating to obtain a solution of the complete problem. This can be described as preconditioning the suitably reordered system and applying one of the many iterative methods for non-Hermitian systems. The preconditioning step avoids the di culty of the radiation condition, and can thus be performed using a fast solver.
Introduction
An often occuring problem in mathematical physics 5] is that of computing the scattered eld of an object upon which monochromatic acoustic or electromagnetic waves are impinging. Assuming a unit index of refraction and harmonic time dependence, the wave eld satis es the Helmholtz or reduced wave equation This paper is in nal form and no version of it will be submitted for publication elsewhere. This paper was presented at the Sixth International Conference on Domain Decomposition Methods which was held in Como, Italy, June 1992. c 0000 American Mathematical Society 0000-0000/00 $1.00 + $.25 per page outside of the domain occupied by the scattering body, on the boundary of which suitable boundary conditions depending on material properties are imposed. Here, k denotes the wave number and f is a su ciently regular source function. In addition, to make the solution of this problem unique, an asymptotic condition for the behavior of the solution far away from the scatterer is needed, the well-known Sommerfeld radiation condition @u @n ? iku = o r 1?d 2 as r ! 1; in which r denotes the distance from a xed point (usually near the center of the scatterer) and d denotes the dimension of the underlying space. We will only consider two dimensions here. Physically, this condition causes the solution to be an outgoing wave.
To render this problem numerically tractable, the exterior problem needs to be restriced to a nite computational domain. Thus, the scattering body is imbedded into some regularly shaped auxiliary domain such as a circle or a rectangle. Instead of the Sommerfeld condition at in nity, an approximation to it is imposed on the boundary of the auxiliary domain. One class of approximations consists of di erential operators, which annihilate as many terms of a far-eld expansion of the solution as possible 4]. The simplest (and crudest) of these is obtained simply by applying the Sommerfeld condition @u @n ? iku = 0 on the arti cial boundary rather than at in nity. The partial derivative with respect to n denotes the derivative in the direction of the outer normal of the boundary. The higher the order of the di erential operator occuring in the boundary condition, the smaller the auxiliary domain can be made to achieve the same accuracy of approximation. We intend to look at higher approximations in future reports. Finally, there are techniques by which the boundary condition on the scattering body can be eliminated, further simplifying the problem. These are Lagrange multiplier techniques (cf. 6]) and the capacitance matrix method (cf. 1, 2, 9]).
The latter uses a discrete analog of potential theory to write the problem without the scatterer as a low-rank modi cation of the original problem. After these simpli cations have been applied, the problem takes on the shape in which we will approach it, namely ? u ? k 2 u = f in R @u @n ? iku = 0 on @R. The domain R = (0; 1) (0; 1) is the unit sqare, k is real and u and f are complex valued functions de ned on the closure of R.
If the problem is discretized using nite di erences on a regular mesh, the resulting linear system of equations has block tridiagonal structure. For problems of this type resulting from the discretization of separable elliptic boundary value problems on rectangles or circles, so-called fast solvers can solve the linear system in O(N 2 logN) arithmetic operations, N being the number of mesh points in one direction 3, 10] . However, due to the radiation boundary condition, these techniques cannot be applied to our problem in any obvious way. Thus, we attempt a domain decomposition approach which separates the interior unknowns from the boundary unknowns, solves these two problems separately in an e cient way, and uses an iterative method to put the solutions together. Since we can apply fast solvers to the interior problem, we can very e ciently precondition with the solution of the interior problem. If the number of iterations needed to solve this preconditioned problem can be bounded independent of the mesh-size, this approach can itself be regarded as a fast solver. Although we have not been able to prove the existence of such a bound, the numerical results presented in Section 4 seem to suggest this to be the case.
Discretization of the problem
In this section, the linear system arising through one simple nite-di erence discretisation of the problem is derived. For now, we are not concerned with the exact order of the discretization error, noting only that standard error estimates show it to be at least O(h) 8].
If we discretize the equation with the ve-point discrete Laplacian and the normal derivatives in the boundary condition with one-sided di erences using a uniform mesh-width h = 1=(N + 1) we arrive at the linear system I denotes the identity in C N+2 and T is given by T = The matrixT is a shift of T by the mesh dependent constant = ?1 ? ikh, i.e.
T = T + I:
In order to write the system in a more compact fashion, we introduce the two auxiliary matrices J = 
Preconditioned Iterative Methods
In the absence of a fast direct solver, the size and sparsity of the discretization matrix suggests using an iterative method to solve the discretized Helmholtz equation. Since the system is non-Hermitian, one of the recently developed Krylov subspace methods such as BCG, GMRES or QMR suggest themselves. We chose the latter due to the short recurrences it uses to compute the iterates, making it a very e cient method. Of course, this alone does not yield a fast solver. However, if the number of iterations needed to achieve a given residual norm reduction can be bounded independently of the mesh size, a very e cient method results. To keep the number of iterations low, it is necessary to precondition the system, i. As in other iterative methods of this type, this results in having to solve an additional linear system involving the matrix M at each step of the iteration. A fast algorithm is obtained by choosing the preconditioner M such that standard fast solvers such as Fourier techniques or cyclic reduction can be used to perform the preconditioning step.
In the following, after a brief description of the QMR method, we present several di erent ideas for obtaining preconditioners for our problem.
3.1. QMR. The iterative procedure we chose for our computations is the recently proposed QMR method of Freund and Nachtigal 7], which is a Krylov subspace method that uses the nonsymmetric Lanczos process to generate the bases for the Krylov subspaces. This combines the short recurrences of the BCG method with a quasi-optimality property for minimizing the residual in the current Krylov space. Also, to remedy the exact and numerical breakdowns to which the Lanczos process is susceptible, so-called`look-ahead' techniques are usually employed in QMR to skip over non-existing Lanczos vectors, making QMR a very robust algorithm. In our computations, no look-ahead was performed since the class of problems was a very restricted one and breakdowns were not observed.
For later reference, we give a short summary of the QMR algorithm. The iterates x n ; n = 0; 1; : : : are chosen such that x n 2 x 0 + K n (r 0 ; A); r 0 = b ? Ax 0 ;
where K n (r 0 ; A) is the n-th Krylov space of A w.r.t. the initial vector r 0 . The nonsymmetric Lanczos process for generating a basis for K n with which to construct the iterates, is summarized as follows: These quantities having been generated by the Lanczos process, the QMR iterates are obtained by writing the residual of the n-th iterate x n = x 0 + V n z n , where z n 2 C n , as r n = b ? Ax n = r 0 ? AV n z n = V n+1 d n ? H (e) n z n and quasi-minimizing the residual by choosing z n to satisfy kd n ? H Thus, if the spectrum of A is clustered around a few points, then the constant " (n) , which is a measure of how well the function zero can be approximated on the spectrum of A, by polynomials of degree n normalized to one at zero, will be small yielding a small error bound. In particular, if A is a rank p perturbation of the identity, then A has at most p + 1 distinct eigenvalues, so that QMR will converge in at most p + 1 steps.
3.2. Preconditioners obtained by altering the radiation boundary condition. Since much of the di culty in this problem stems from the radiation condition, a fast preconditioner can result from simply replacing this condition at parts of the boundary with a simpler one. This is due to the fact that standard fast Poisson solver software such as the CBLKTR routine from the FISHPAK library cannot handle the systems arising from the discretization of the problem containing the radiation condition. Several variants of this idea are discussed below.
3.2.1. Applying a Neumann Condition on two boundaries. Cyclic reduction can still be used if the radiation boundary condition is retained along the sides x = 0 and x = 1 but a Neumann condition replaces the radiation condition on the other two sides. Using one-sided di erences at the boundary, this yields the preconditioner where T is the discretization matrix using one-sided di erencing for the radiation condition on the sides.
Applying a Dirichlet
Condition on two boundaries. Another possibility is to retain the radiation boundary condition along the sides x = 0 and x = 1 but to impose a zero Dirichlet condition on the remaining two sides of the unit square. The preconditioning matrix is obtained here by replacing the upper and lowerT blocks by T, thus yielding a matrix to which the classical cyclic reduction technique using Chebyshev polynomials can be applied, i.e. 3.3. Domain decomposition approaches. In the following approaches, we separate the discrete domain into all or part of the boundary unknowns and interior unknowns. This results in coupled subproblems that can be solved separately in an e cient way using a fast solver for the interior and solving few tridiagonal systems for the boundary. The coupling is reintroduced by iterating for the solution of the complete problem. N + 2) . Also, the preconditioned system turns out to be two-cyclic, a property which we will take advantage of in Section 3.5 to reduce the number of operations necessary in the iteration by half.
A third preconditioner is obtained with the help of the Schur complement of (1). To this end, we form the equivalent system 3) by eliminatingx from the second block equation in (1) . This suggests the solution approach of obtaining the right hand side of (2) by one fast solve, then using iteration to solve (3) for y after which x is obtained from (2) Since these matrix equations contain so many zero blocks, we might hope to obtain the four matrices in question by some simple direct method. One approach by which we could accomplish this is by explicitly computing the block LU decomposition of B and using it to nd an expression for the solution components that we need. If we write B as 
Using this representation of U k and L k , we can represent the solution of the matrix equations (5) as follows: DenotingÃ ? UU T as M 3b , this yields a preconditioner that can be applied using a fast solver with rank di erence 4(N + 2) toÃ. It can be interpreted as introducing normal derivatives similarly to Section 3.2.1.
3.5. Using the`2-cyclic' property. If we look again at the line-reordered system from Section 3.3.1 preconditioned with M 3 , we note that it has a special structure, i.e. 
Numerical results
We have done numerical experiments to get an empirical impression of the e ectiveness of the preconditioners described in the preceding sections, whose design was based purely on heuristic considerations. In order to obtain a smooth problem on which to test the algorithm, the forcing term in the Helmholtz equation was chosen to be f(x; y) 1. The wave number k in the Helmholtz equation was chosen depending on the mesh size so as to produce 2 waves in the unit square. In each case, the iteration was continued until the initial residual had been reduced by a factor of 10 ?6 . The iterative method used here was the QMR method due to Freund and Nachtigal. No look-ahead was performed, as no breakdowns were ever observed in these problems.
In the following tables, the iteration counts as well as the execution times in seconds for the preconditioned QMR iteration applied to our problem are tabulated. The calculations were performed on an SGI 4D/35 workstation using double precision FORTRAN 77. The fast solves were all performed using a variation of the CBLKTR routine from Swarztrauber and Sweet's FISHPAK collection available from netlib. In both tables, N denotes the number of mesh points in each direction including the boundary points. The linear system solved is thus of the size N 2 N 2 . The preconditioners referred to in Table 1 are as follows: preconditioner M 1 replaces the radiation condition with a zero Neumann condition as in Section 3.2.1, preconditioner M 2 does the same with a zero Dirichlet condition and preconditioner M 3 is the line reordering described in Section (3.3.1).
In Table 2 , preconditioner 3a is the Schur complement preconditioned with the matrix D from Section 3.3.1. Here, a fast solver is applied at every iteration step to perform the multiplication with B ?1 . Preconditioner M 3b is the preconditioner described in 3.4 and M tc 3 denotes the the 2-cyclic iteration. Finally, M fs as described in 3.3.1. This includes the fast solves for forming the right hand side of the Schur complement as well as another fast solve after the iteration to recover the values of the solution in the interior. These results indicate that the most promising approach for obtaining mesh independent iteration counts appears to be the operator oriented preconditioner M 1 . However, even though the iteration count in this case was indeed constant for all tested mesh sizes, the time for the whole calculation is reduced only to about one third compared with the unpreconditioned iteration for the largest problem. Preconditioner M 2 performs similarly to the rst but not quite as well.
The preconditioners based on domain decomposition-type reorderings such as Preconditioner M 3 and M 3b , even when the 2-cyclic property is exploited, are not competitive with the former both with regard to overall execution time as well as to how the iteration count increases with the number of unknowns. Preconditioner M 3b , however, also appears to be mesh independent, having a somewhat higher iteration count than M 1 , which suggests that normal derivatives seem to approximate this particular radiation boundary condition especially well.
The fast Schur complement iteration has the lowest overall execution time, while the iteration count still increases strongly with decreasing mesh size. This is also the case in which the domain decomposition idea is followed most consequently, as the global fast solve in every iteration step is avoided. 
