Abstract: Carrier aggregation (CA) is one of the promising techniques for the further advancements of the third-generation (3G) long-term evolution (LTE) system, referred to as LTE-Advanced. When CA is applied, a well-designed carrier scheduling (CS) scheme is essential to the LTE-Advanced system. Joint user scheduling (JUS) and separated random user scheduling (SRUS) are two straightforward CS schemes. JUS is optimal in performance but with very high complexity, whereas SRUS is contrary. Consequently, the authors propose a novel CS scheme, termed as 'separated burst-level scheduling' (SBLS). In SBLS, the connected component carrier (CC) of one user can be changed in burst level, whereas in SRUS, it is fixed. Meanwhile, SBLS limits the users to receive from only one of the CCs simultaneously, which is the same as that in SRUS. In this way, SBLS is expected to achieve higher resource utilisation than SRUS but with acceptable complexity increase. There are two factors that are important to the performance of SBLS, namely the dispatching granularity and the dispatching policy. The authors' analysis is verified by system-level simulations. The simulation results also show that the resultant performance gain of SBLS over SRUS is notable and increasing dispatching granularity will quickly deteriorate the performance of SBLS.
Introduction
One of the key features of the advanced version of International Mobile Telecommunications (IMT), that is, IMT-advanced, is to support the peak data rates of 100 Mbps for high mobility and 1 Gbps for low mobility. As a promising candidate for IMT-advanced, further advancements of the third-generation (3G) long-term evolution (LTE) system, referred to as LTE-advanced, should operate in wider system bandwidth than 3G LTE to meet such high capability requirements. To extend the system bandwidth, allocating a contiguous and very wide spectrum seems unpractical because of the current highly fragmented spectrums. In addition, considering the upgrade cost and the time-to-market of the LTE-advanced system, the physical layer structure of 3G LTE is not supposed to be changed largely and the existing implementations of 3G LTE should be able to be simply reused [1] . Consequently, carrier aggregation (CA) is proposed by 3G partnership project (3GPP) for the LTE-advanced system.
When CA is applied, system bandwidth of the LTEadvanced system can be easily extended by supporting continuous or non-continuous aggregation of multiple component carriers (CCs). Moreover, by making all the CCs follow the 3G LTE specifications, CA guarantees that the LTE-Advanced system is backwards compatible towards the 3G LTE system. Besides, CA requires that the base stations, termed as eNB in the LTE-Advanced system, are capable of serving the user equipments (UEs) on multiple CCs. However, the UEs can receive or transmit on one or multiple CCs depending on their capabilities [2] . The UE is also referred to as the user in the rest of this paper.
Although CA simplifies the standardisation of the LTEAdvanced system, many aspects are still needed to be modified or redesigned to facilitate the implementation of CA. These aspects include the physical layer control signalling, the media access control (MAC) to the physical layer interface, the uplink multiple access scheme, the radio resource connection procedure, the radio resource management of multiple CCs and so on [3] . Among them, the carrier scheduling (CS) scheme that manages the resource of multiple CCs is one of the key factors that is essential to the LTEAdvanced system with CA.
There have been many studies focusing on the CS schemes in the code division multiple access (CDMA)-based systems, such as [4 -7] . In these CDMA-based systems, such as cdma 2000 1× Evolution-Data Only (cdma 2000 1 × EV-DO) Revision B introduced in [8] and dual-cell high-speed downlink packet access (HSDPA) [9] , multiple carrier techniques similar to CA are deployed. However, these existing studies for the CDMA-based systems, cannot be simply applied to the LTE-Advanced system which is an orthogonal frequency division multiplexing access (OFDMA)-based system. Moreover, the works on the CS schemes in the LTE-Advanced system with CA are few so far. Therefore it is quite necessary to research on the CS schemes in the LTE-Advanced system with CA.
The research on the CS schemes in the LTE-Advanced system with CA are characteristic under different system assumptions. Generally, the assumptions involve two aspects: the aggregation scenario and the traffic model. According to the CA deployment scenarios given in [10] , three aggregation scenarios are considered: intra-band contiguous CA, intra-band non-contiguous CA and interband non-contiguous CA. In the third aggregation scenario, the CCs that are in the different frequency bands may have distinct radio propagation characteristics, which is different from that in the first two scenarios and should be carefully considered when studying the CS schemes in such scenarios. The relative works include [11, 12, 13] . However, according to [1] , the potential bands for the LTEAdvanced system are mostly in the very high frequency bands. Considering the feasibility of the inter-band CA, the intra-band CA is assumed in most studies [14 -18] . In terms of traffic model, there are two kinds of traffic model recommended in [19] for the performance evaluation of the LTE-Advanced system. The first kind is with time-variant user population. A new user arrives at the system randomly with a finite-length file for transmission and leaves the system when the transmission of the entire file is finished. Once departed, the user will never come back again. The second kind is with static user population. Each user has a traffic flow with either continuous or elastic traffic input. Most of the existing studies are based on the first kind of traffic model. However, to the best of our knowledge, [18] is the only work that specifically focuses on the performance analysis of the CS schemes under the static user population traffic model.
In this paper, we propose a novel CS scheme, termed as separated burst-level scheduling (SBLS) under the same assumptions as [18] , namely intra-band CA and static user population traffic model. In [18] , the analysis on the two straightforward CS schemes, namely joint user scheduling (JUS) and separated random user scheduling (SRUS), reveals that JUS concentrates on achieving optimal performance at the cost of complexity, whereas SRUS is inefficient in performance but is the simplest CS scheme. Therefore the target of SBLS is to outperform SRUS but with comparable complexity as SRUS. The proposed CS scheme is analysed in detail in terms of performance and complexity including the factors that are important to its performance. To verify the analysis on the proposed CS schemes, downlink system-level simulations are carried out according to the 3G LTE specifications. All the CS schemes presented in this study can also be applied to the uplink LTE-Advanced system with CA if the transmission power limit of the UEs are not considered.
The rest of this paper is organised as follows. The system model considered is given in Section 2. After a brief review of the two reference CS schemes, Section 3 describes and analyses the proposed CS schemes in detail. In Section 4, the simulation results are shown and discussed. Finally, Section 5 concludes the paper.
System model
As shown in Fig. 1 , the downlink OFDMA-based CA system is considered, where a single eNB serves N UEs on L CCs. Each UE is able to receive data from multiple CCs, estimate the channel quality on all the CCs and feed back the channel quality information (CQI) to the eNB. However, considering the signal processing complexity and the power saving at the UE, the number of the CCs that the UE has to connect to is supposed to be as less as possible. For each CC, its time and frequency resource is divided into many resource blocks (RBs). Each RB spans K subcarriers in the frequency domain and one frame in the time domain. Define that the number of the RBs in CC l with bandwidth B l is R l , then the total available subcarriers in the system are K × L l=1 R l . Under the assumption of intra-band CA, the aggregation of the CCs can be continuous or non-continuous. In a continuous aggregation scenario, the subcarriers in the guard interval between the CCs can be used for transmission [10] to increase the spectral efficiency. Here, for simplicity, we give up to use those subcarriers belonging to the guard interval and just treat the continuous case the same as the non-continuous case.
As the number of the UEs in the system is assumed to be static, each UE is assigned a separate buffer by eNB to store the data coming from the core network side. The UE's buffer is organised in the first-in first-out way and stores the UE's data in the form of burst. The size of the burst u is finite, denoted by F u . We denote the buffer of UE n at frame t by Q n (t). When the data traffic is continuous, L(Q n (t)) = +1, where L(D) is the function to get the load of D in unit of bit. Here, D can be any kind of buffer. When the data traffic is randomly arrived at and the system is supposed to be stable all the time, L(Q n (t)) = finite.
At the eNB, the UEs' buffers are managed by the so-called resource scheduler (RS). There are M RSs in the system. The functionality of the RS is presented in Fig. 2 . In each RS, there is a serving queue for each UE. The serving queue of RS m for UE n at frame t is denoted by SQ n,m (t). All the serving queues for UE n in different RSs are mapped to its buffer Q n . The resource pool of RS m is composed of RBs which belong to the CCs that are controlled by RS m. The number of CCs that one RS controls can be one or multiple but no more than the total number of CCs in the system. Moreover, the resource of one CC can only be assigned to one of the RSs.
In every frame, each RS reads data from its serving queue array to form transmission blocks (TBs) for its serving users. After physical layer processing, the TBs are finally filled into the RBs and transmitted to the UEs. The processing of the RS is controlled by the resource scheduling strategy, for example round robin (RR) or proportional fair (PF). However, the number of RSs in the system, the size of each RS's resource pool and the serving users of each RS are all decided by the CS scheme.
For the downlink transmission, the received signal of user n on subcarrier r of CC l in one OFDM symbol is Y n,r,l = H n,r,l · X n,r,l + N n,r,l
(1) where X n,r,l is the transmitted signal, and H n,r,l and N n,r,l denote the corresponding channel fading weights and the additive white Gaussian noise (AWGN), respectively. The total transmission power of the eNB, denoted by P, is evenly distributed over the whole system bandwidth. Therefore the transmission power on each subcarrier is
Let a be the power attenuation because of the distancedependent path loss and shadow fading. The received signal-to-interference and noise ratio (SINR) of UE n on subcarrier r of CC l is
where i is the index of the interference link and b
r,l = 1, otherwise 0. P noise denotes the received noise power in the subcarrier level.
Analysis on the proposed CS schemes
In this section, firstly, JUS and SRUS are briefly reviewed and the strength and weakness of them are pointed out in terms of performance and complexity which are the two main aspects to evaluate one scheduling scheme. As for the performance of one scheduling scheme, we pay attention on two points, that is, spectral efficiency and resource utilisation. After that the proposed CS scheme is described and analysed in detail including its motivation.
JUS scheme
JUS is one of the straightforward CS schemes to manage the multiple CCs. It combines the multiple carriers together as one carrier. As illustrated in Fig. 3 , JUS puts the RBs of all the CCs into the resource pool of one single RS, namely M ¼ 1. Thus, all the users are served by this single RS. JUS only needs one-level scheduling, that is, resource scheduling, which is operated by RS. This is the same as the scheduling in the traditional single-carrier systems.
JUS requires each user to receive signal from all the CCs simultaneously and continuously, even though one user's data may only be transmitted on some of the CCs. It largely increases the signal processing complexity and the power consumption at the UEs. In addition, as introduced in Section 1, the bandwidth of the LTEAdvanced system must be very wide. It is very challenging to the UE's capability. Therefore the weakness of JUS is its high complexity. However, the completely joint processing mechanism helps JUS maximise the spectral efficiency under the given opportunity resource scheduling strategy. Meanwhile, it also makes JUS achieve the saturated resource utilisation. In other words, using JUS, no resource could be wasted as long as M m=1 N n=1 L(SQ n,m (t)) = 0. Therefore, in terms of performance, JUS is the optimal CS scheme for the LTE-advanced system with CA.
SRUS scheme
Different from JUS, SRUS operates each CC independently as illustrated in Fig. 4 , so there should be the same number of RS and CC in the system, that is, M ¼ L. Consequently, the resource that is contained in each RS's resource pool is from only one of the CCs. SRUS limits the UEs to receive from only one of the CCs. In other words, assuming that m * is the dominant RS of user n, then for
is the function to obtain the number of the bursts in D. The CC that one user connects to is selected randomly in the initial access and cannot be changed any more. In order to balance the traffic load across the CCs, for RS m controlling the resource of CC l, the number of serving users is N × B l / l B l . Obviously, SRUS needs twolevel scheduling. The first level is in charge of the user allocation between the CCs, which is a kind of static scheduling, and the second level is the normal resource scheduling handled by each RS.
As described above, when using SRUS, the UEs' behaviour is actually the same as that in the single-carrier systems. Thus, for the UEs, it is not necessary to change anything. Therefore SRUS is the simplest CS scheme for the LTE-Advanced system with CA. However, the performance of SRUS is inefficient, which is resulted from two aspects. On the one hand, in the multiuser wireless communication systems, the way to achieve high spectral efficiency is to assign the resource to the appropriate user in the system which has data to send [20] . However, when using SRUS, the selectable user set in each RS is just a subset of the whole uses. Therefore the spectral efficiency of SRUS is necessarily lower than JUS. On the other hand, in the scenario of elastic traffic input, SRUS will lead to the case that some CCs stand idle since the data of their serving users have been completely finished, while other CCs are still working hard. In other words, SRUS may make the traffic load across the CCs unbalanced. Therefore SRUS cannot fully utilise the resource in the system, even though M m=1 N n=1 L(SQ n,m (t)) = 0.
SBLS scheme
Based on the analysis on JUS and SRUS, we can observe that the strength and weakness of JUS and SRUS are actually contrary to each other. Moreover, we conclude that the performance loss of SRUS to JUS originates from two aspects, that is, lower spectral efficiency and unsaturated resource utilisation, whereas the different complexity of these two CS schemes are related to the number of CCs that each UE has to simultaneously connect to. The more CCs the UE has to communicate with at the same time, the higher the complexity of one CS scheme is [18] .
Furthermore, the simulation results in [18] show that the performance gain of JUS over SRUS is slight in the scenario of continuous traffic input. As in this scenario the system resource is always fully utilised no matter which CS scheme is used, the performances of different CS schemes mainly depend on their spectral efficiency. Therefore we find that the effect of spectral efficiency on the performance of JUS and SRUS is small. Meanwhile Zhang et al. [18] point out that the performance gain of JUS over SRUS varied with the traffic arrival rate in the scenario of elastic traffic input. When the intensity is light, such performance gain is even up to 100%. As these results are with the assumption that RR is used as the resource scheduling strategy, in this scenario, the performance difference between JUS and SRUS primarily results from the different resource utilisation of them. Consequently, the so-called SBLS scheme is motivated for the scenario that the traffic input is elastic. It is expected that SBLS can achieve higher resource utilisation than SRUS under acceptable complexity increase.
The framework of SBLS is illustrated in Fig. 5 . Like SRUS, SBLS also takes each CC as an independent carrier, so in SBLS, the number of the RSs and the size of each RS's resource pool are the same as that in SRUS. Meanwhile, SBLS also follows the two-level scheduling structure as SRUS. The difference is in user allocation. In SBLS, the users are not served by the fixed RS any more. The dominant RS of one user can be changed in the bust level but its number is still one, so for the RSs' serving queues, there must be
It means at frame t, among all the serving queues for user n in different RSs, there is only one of them filled with at most one burst of user n, so 0 ≤ L(SQ n,m (t)) ≤ max(F u ). Other arrived bursts of user n are still stored in Q n . The specific user allocation procedure of SBLS is as follows. At the beginning of each frame, the users' buffers are firstly updated if there are new arrival bursts during the last frame. After that the dispatching condition is checked for each user. For user n, the dispatching will happen only if
In other words, for user n, the transmission of the last burst has been finished during the last frame, and there are still bursts waiting for transmission. Every time only the burst in the head of the buffer will be dispatched. The dispatching of the burst is decided by the dispatching policy. Two dispatching policies are considered here, that is, circular dispatching (CD) and least load (LL). By CD, the dominant RS is selected circularly for the bursts no matter which user the burst belongs to. When LL is used, the selection of the dominant RS for the current burst is performed as
It means that the RS that has the least ratio between the remainder traffic load and the CC bandwidth will be selected. In essence, the way for SBLS to improve the resource utilisation is to decrease the traffic dispatching granularity, so that the traffic load across the CCs can be better balanced. The traffic dispatching granularity of SBLS is in burst level which is smaller than the user-level granularity of SRUS. Therefore higher resource utilisation of SBLS over SRUS is imaginable. However, it is impossible for SBLS to outperform JUS. Owing to the completely joint processing mechanism, the traffic dispatching granularity of JUS is equal to bit level, which is still much smaller than that of SBLS. In fact, as burst is the minimum data unit of the users' traffic flow, the upper-bound performance of SBLS is limited to the burst size.
Allowing the users to change the dominant RS brings SBLS performance gain over SRUS, but it also increases the complexity of SBLS. The complexity increase of SBLS mainly comes from the extra control signalling overhead which is used for RS switch indication. However, as mentioned in Section 1, the modification of the control signalling for the LTE-Advanced system with CA is inevitable. What is more, SBLS guarantees that the number of CC that one user has to receive from simultaneously is the same as that in SRUS, namely only one of the CCs. As we know, the least number of CCs that one user has to connect to means the lowest signal processing complexity, power consumption and hardware cost at the user terminal end. This is very important to the implementation and development of the LTE-advanced system. Therefore, taking one with another, compared to SRUS, the complexity increase of SBLS is moderate. Furthermore, the burst-level dispatching granularity makes the resource utilisation improvement possible for SBLS, but how well SBLS can balance the traffic load across the CCs still relies on the dispatching policy. Therefore, besides the dispatching granularity, the dispatching policy is another key factor to SBLS.
Simulation results and analysis
In this section, downlink system-level simulations are carried out to verify the analysis in Section 3. Before the discussion on the simulation results, the simulation assumptions and the definitions of the performance metrics are given at first. Most of the simulation parameters are based on the 3G LTE specifications [21] and summarised in Table 1 .
Simulation assumptions
1. Multi-cell topology: A 19 hexagonal cells scenario is assumed with the reference cell surrounded by two ties cells. Each cell is partitioned into three 1208 sectors. Only the reference cell has users. 2. CC configuration: Two CCs are located in the frequency band of 2 GHz. The bandwidth of each CC is 10 MHz and each CC has 600 available subcarriers grouped into 50 RBs.
Channel model:
The wireless channel is modelled including distance-dependent path loss, shadowing fading and multipath Rayleigh fading with each independent fading path generated by Jake's Model. 4. Interference model: All the cells except for the reference cell are taken as interference cells. For simplicity, full downlink load is assumed for the interference cells, so b (i) r,l ; 1 for all the subcarriers in the interference cell i. Moreover, only the strongest interference link of each user is modelled with multipath Rayleigh fading. The interferences from other weaker links are taken as AWGN. 5. MAC functionalities: Adaptive modulation and coding is applied. The CQI is fed back from the UEs to the eNB without delay. The target packet error rate (PER) for modulation and coding scheme (MCS) selection is 0.1. At the UE, exponential effective SINR mapping (EESM) is adopted as the link quality abstractor. 6. Traffic model: The static user population traffic model is assumed. In the case of elastic traffic input, the traffic flow for user n is modelled as the Poisson process with mean arrival rate l n , n [ {1, 2, . . . N }, in units of burst per second. Assuming that the traffic arrival rates of all the users are equal as l, the total arrival rate is
The big traffic arrival rate means that the intensity of traffic input is heavy. In addition, all the bursts are assumed to have the same size, denoted by F.
Performance metrics
The main purpose of the simulations is to compare the performance of different CS schemes in terms of resource utilisation: so only RR is used as the resource scheduling strategy. We give three metrics that are defined as follows. 
Smaller values of these three metrics mean higher resource utilisation of one CS scheme. 1. Average backlog: The average backlog reflects the burst backlog state at each user. In SBLS, it is defined as
where E n [ · ] and E t [ · ] are the mathematical expectations on n and t, respectively. In JUS and SRUS, the average backlog is calculated by
2. Average sojourn time:
It is defined as
where E n [ · ] and E u [ · ] are the mathematical expectations on n and u, respectively, and ST n,u is the sojourn time of burst u belonging to user n. Here, the sojourn time of one burst means the period from its arrival to complete departure. All the bursts going through the system are included. 3. Traffic load unbalance state ratio across the CCs: It is defined as follows. Firstly, the working state of CC l at frame t can be defined as idle or busy. CC l is regarded as busy if 
where F denotes the number of frames in the simulation. Since the resource is always fully utilised as long as N n=1 L(Q n (t)) = 0, the traffic load unbalance state ratio of JUS is 0.
Performance comparison between SBLS and the reference schemes
As analysed in Section 3, in the scenario of elastic traffic input, the target of SBLS is to achieve higher resource utilisation than SRUS, but it is impossible for SBLS to outperform JUS. The simulation results presented in Figs. 6 and 7 show the average backlog and the average sojourn time of the considered CS schemes, respectively, under different traffic arrival rates. From Figs. 6 and 7, it can be observed that the performance gain of SBLS over SRUS is at least 20% and even about 50% when LL is used, but the performance gap between SBLS and JUS is still visible. These are the results that are expected. The different resource utilisation between SBLS and the two reference CS schemes are shown more directly in Fig. 8 in terms of traffic load unbalance state ratio. From Fig. 8 , we can see that SBLS always has the smaller traffic load unbalance state ratio than SRUS with the arrival rate from 2 to 10. It means that by SBLS, the traffic load across the CCs can be better balanced than by SRUS. Therefore, compared to SRUS, the resource waste by SBLS is less so that resource utilisation is higher. The simulation results in Figs. 6 -8 adequately prove that the traffic dispatching granularity decrease method that is used by SBLS to improve the resource utilisation is effective and the resultant performance gain is notable.
Further discussion on SBLS: dispatching policy
In Section 3, two dispatching policies are introduced, that is, the CD policy and the LL policy. The CD policy tries to reach the traffic load balance across the CCs without considering any system state information, whereas the LL policy takes the current traffic load states of the CCs into account. Therefore it is obvious that LL can make the traffic load across the CCs more balanced than CD. As shown in Fig. 8 , the SBLS scheme using LL as the dispatching policy has the smaller traffic load unbalance state ratio than that using CD. The similar results can also be seen in Figs. 6 and 7. It is verified that the performance of SBLS is affected by the dispatching policy. As is known to all, the transmission rate in wireless communication systems varies with time and frequency. Moreover, it is related to the average channel quality of the users. Therefore the RS that has the least ratio between the remainder traffic load and the CC bandwidth at present may not be the best choice for one burst. Consequently, LL is not the optimal dispatching policy. In fact, the global optimal dispatching policy is nearly impossible to be realised because the future arrived bursts will change the expected finishing time of those dispatched bursts. Based on (7), a possible more advanced dispatching policy than LL can be expressed as
where C T n is the estimated average transmission rate of user n in the next T frames. Obviously, the complexity of such a policy is much higher than LL. Moreover, its advantage is hard to be guaranteed because the accurate estimation on the average transmission rate at each user is very hard.
In addition, Figs. 6 and 7 also show that the performance of the SBLS scheme using LL has already been very close to JUS when the total arrival rate increases to 10 bursts per second. Moreover, the current traffic load states of the CCs, which is necessary to LL, can be easily obtained under our system model. Therefore the LL policy is regarded as a good dispatching policy for SBLS because it can be simply applied and achieve the acceptable performance at the same time.
Further discussion on SBLS: dispatching granularity
The analysis on SBLS in Section 3 shows that it is the decrease of the traffic dispatching granularity that makes SBLS achieve higher resource utilisation than SRUS. In this part, further simulation is carried out to see the effect of the dispatching granularity to the performance of SBLS. We denote the dispatching granularity by b. In a common SBLS scheme, b is set to be 1, which means, for one user, the dispatching of its each burst is decided by the given dispatching policy. When b is set to G, G .
means that only the burst u which satisfies
will be dispatched according to the dispatching policy. For other bursts of user n, burst u ′ will be dispatched directly to the RS that burst (u ′ − 1) has been transmitted on. In other words, each user could only switch the dominant RS once every G bursts. Since the RS is fixed for each user in SRUS, b SRUS = +1.
Figs. 9 and 10 present the average backlog and the average sojourn time of SRUS and SBLS with different values of b, respectively. LL is used as the dispatching policy for simplicity. The results show that the performance deterioration of SBLS has become visible when the b just adds to 2. When b ¼ 10, the performance of SBLS becomes nearly as bad as SRUS. It indicates that the performance of SBLS can be largely affected by the dispatching granularity.
Conclusion
In this paper, a novel CS scheme, that is, the SBLS scheme, is proposed and analysed. Under the assumption of intra-band CA and static user population traffic model, our proposed Fig. 8 Traffic load unbalance state ratio against traffic intensity in SRUS and SBLS using LL with different dispatching granularity Fig. 9 Average backlog against traffic intensity in SRUS and SBLS using LL with different dispatching granularity Fig. 10 Average sojourn time against traffic intensity in SRUS and SBLS using LL with different dispatching granularity scheme successfully achieves good trade-off between the two reference CS schemes in terms of performance and complexity. The system-level simulation results show that the performance gain of SBLS over SRUS is at least 20% and even about 50% when LL is used as the dispatching policy. However, the corresponding complexity increase is moderate, only coming from the extra control signalling overhead. Although the upper-bound performance of SBLS is limited by the burst size and SBLS cannot outperform JUS, the performance of SBLS using LL has already been very close to JUS when the total arrival rate is about 10 bursts per second.
Further discussions indicate that dispatching granularity is very important to the performance of SBLS. Increasing dispatching granularity will quickly deteriorate the performance of SBLS. Besides dispatching granularity, the performance of SBLS is also affected by the dispatching policy. As the optimal dispatching policy is nearly impossible to be realised, the LL policy is regarded as a good policy because of its simplicity and validity. 
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