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1. Introduction
We consider the following minimax problem:
(P) min
x∈Rn F (x), (1.1)
where F (x) =max{ f j(x), j ∈ I}, I = {1,2, . . . ,m}, and f j(x) : Rn → R is continuously differentiable. Problem (1.1) has strong
practical background. It arises in many engineering design problems (see Refs. [1–4]).
Since the objective function F (x) is nondifferentiable even when the f i(x), i ∈ I , are all differentiable, the classical
methods for smooth optimization problems may fail to reach an optimum if they are applied directly to the nonlinear
minimax problem. To overcome this diﬃculty, many of the methods that have been proposed for solving minimax problems
are based on the following equivalent translation of the original problem (1.1):
(P′) min
(x,z)∈Rn+1
z,
s.t. f j(x) z, j ∈ I. (1.2)
Obviously, the KKT conditions of (1.2) can be stated as follows:(
0
1
)
+
∑
j∈I
λ j
(∇ f j(x)
−1
)
= 0,
λ j  0, f j(x) − z 0, λ j
(
f j(x) − z
)= 0, j ∈ I,
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∑
j∈I
λ j∇ f j(x) = 0,
∑
j∈I
λ j = 1, λ j
(
f j(x) − F (x)
)= 0, λ j  0, j ∈ I, (1.3)
where a point x ∈ Rn is called as a stationary point of (P) (Ref. [5]) and λ is said to be a multiplier vector.
It is well known that the Sequential Quadratic Programming (SQP) method has satisfactory convergence, and it is one of
the most effective algorithms for solving nonlinearly constrained optimization problems (see Refs. [6,8,10–13]). So several
authors have extended the popular SQP technique to the minimax problems (see Refs. [14–21]). Among them, Zhou and Tits
[19] proposed an algorithm: the search direction is generated by solving two quadratic programs, and avoiding the Maratos
effect by means of nonmonotone line search. However, it obtains only two-step superlinear convergence. Recently, some
SQP algorithms are also proposed to overcome the shortcoming of the two-step superlinear convergence, such as [20], but
their assumptions are a little strong: (i) the algorithm is assumed to be strongly convergent; (ii) the step size is supposed
to always equal to one after ﬁnite iterations.
In this paper, we present a modiﬁed SQP algorithm for the minimax problem (1.1). In this algorithm, a main search direc-
tion is obtained by solving a quadratic program (QP). In order to avoid the Maratos effect, unlike [19], a correction direction
is generated by solving the system of linear equations. Under mild conditions, the global and superlinear convergence can
be obtained. Finally, some preliminary numerical results are reported.
The rest of this paper is organized as follows. The algorithm and its properties are presented in Section 2. Global and
superlinear convergences are analyzed in Section 3 and Section 4, respectively. Numerical results are reported in Section 5.
Section 6 is devoted to ﬁnal remarks.
2. Algorithm
For convenience of presentation, for a given x ∈ Rn , we use the following notation throughout this paper
f (x) = ( f j(x), j ∈ I)T , I(x) = { j ∈ I: f j(x) = F (x)},
g j(x) = ∇ f j(x), j ∈ I, g(x) =
(∇ f j(x), j ∈ I). (2.1)
We suppose that the following assumptions hold in this paper.
(H1) Functions f j ( j ∈ I) are all ﬁrst order continuously differentiable.
(H2) Vectors
{(g j(x)
−1
)
, j ∈ I(x)} in Rn+1 are linearly independent.
Let xk ∈ Rn be a given iteration point, based on (H2), we use the following technique to generate an ε-active constraint
subset Ik ⊇ I(xk) such that the matrix Ak 
((g j(xk)
−1
)
, j ∈ Ik
)
is full of column rank.
First, we give the following notations:
y = (x, z), L(y, λ) = z +
∑
j∈I
λ j
(
f j(x) − z
)
, ∇y L(y, λ) =
(
0
1
)
+
∑
j∈I
λ j
(∇ f j(x)
−1
)
,
G(x) = diag( f j(x) − F (x)), ∇c j(x) =
(∇ f j(x)
−1
)
, ∇c(x) = (∇c j(x), j ∈ I),
M(x) = ∇c(x)T∇c(x) + G2(x), λ(x) = −M−1(x)∇c(x)T∇ f0(x), ∇ f0(x) =
(
0
1
)
,
Φ(x, λ) =
( ∇y L(y, λ)
min{ f (x) − F (x)e, λ}
)
, e = (1,1, . . . ,1)T ∈ R |I|, ρ(x, λ) =
√∥∥Φ(x, λ)∥∥.
Now, we deﬁne the following “guessing” of the active set I(x):
I(x, ε) = {i: f i(x) − F (x) + ερ(x, λ(x)) 0},
where ε is a nonnegative parameter. It is obvious that (x∗, λ∗) is a KKT pair of problem (P) if and only if Φ(x∗, λ∗) = 0
or ρ(x∗, λ∗) = 0. Facchinei et al. [22] showed that if the second order suﬃcient condition and the Mangasarian–Fromovitz
constraint qualiﬁcation [26] hold, then for any ε > 0, when x is suﬃciently close to x∗ , the I(x, ε) is an exact identiﬁcation
of I(x).
The following are details of this technique.
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Step (i) Select an initial parameter ε = εk−1 > 0.
Step (ii) Generate the ε-active constraint subset I(xk, ε) and matrix Nk , where
Nk =
((
g j(xk)
−1
)
, j ∈ I(xk, ε)). (2.2)
Step (iii) If det(NTk Nk) ε, set Ik = I(xk, ε), Ak := Nk and εk = ε, stop; otherwise set ε := 12ε and repeat Step (ii).
Similar to Lemma 1.1 and Lemma 2.8 in Ref. [23], we present the following lemma, and its proof is omitted here.
Lemma 2.1. Suppose that (H1) and (H2) hold, and let xk ∈ Rn. Then
(i) Algorithm A can be terminated in a ﬁnite number of computations, i.e., there is no inﬁnite times of loop between Step (ii) and
Step (iii);
(ii) if a sequence {xk} has an accumulation point, then there exists an ε¯ > 0 such that the sequence {εk} of parameters generated by
Algorithm A satisﬁes εk  ε¯ for all k.
For a given iteration point xk ∈ Rn and a symmetric positive matrix Hk = H(xk) (the problem of how Hk is chosen will
be discussed much later), we introduce a new quadratic program as follows:
(QP) min z + 1
2
dT Hkd,
s.t. f j
(
xk
)+ g j(xk)T d − F (xk) z, j ∈ Ik. (2.3)
To describe the main characters of the (QP) (2.3), we give two lemmas as follows.
Lemma 2.2. Suppose that the matrix Hk is symmetric positive deﬁnite. Then
(i) the (QP) (2.3) has a unique optimal solution;
(ii) (zk,dk) is an optimal solution of (2.3) if and only if it is a KKT point of (2.3).
It is not diﬃcult to ﬁnish this proof, so it is omitted.
Lemma 2.3. Suppose that (H1) and (H2) hold, and (zk,dk) is an optimal solution of (QP) (2.3). Then
(i) zk + 12 (dk)T Hkdk  0, zk  0; dk = 0⇔ zk = 0;
(ii) dk = 0⇔ xk is a stationary point of (P);
(iii) if dk 	= 0, then zk < 0, moreover, dk is a descent direction of F (x) at point xk.
Proof. (i) From the fact that (0,0) is a feasible solution of (QP) (2.3) and Hk is positive deﬁnite, one has
zk + 12
(
dk
)T Hkdk  0, zk −12 (dk)T Hkdk  0.
If dk = 0, then from the constraints of (2.3) we have
F
(
xk
)− f j(xk)+ zk  0, j ∈ Ik.
In view of φ 	= I(xk) ⊆ Ik , one has zk  0. Combining that zk  0, we have zk = 0.
Conversely, if zk = 0, then 12 (dk)T Hkdk = 12 (dk)T Hkdk + zk  0, taking into account the positive deﬁnite property of Hk ,
one has dk = 0.
(ii) In view of Lemma 2.2(ii), we know that the optimal solution (zk,dk) of (2.3) is a KKT point of (QP) (2.3), then there
exists a corresponding KKT multiplier vector λk = (λkj, j ∈ Ik,0I\Ik ) such that(
1
Hkdk
)
+
m∑
j=1
λkj
( −1
g j(xk)
)
= 0,
f j
(
xk
)+ g j(xk)T dk − F (xk)− zk  0, j ∈ Ik,(
f j
(
xk
)+ g j(xk)T dk − F (xk)− zk)λkj = 0, j ∈ Ik,
λk  0, j ∈ Ik; λk = 0, j ∈ I \ Ik. (2.4)j j
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m∑
j=1
λkj g j
(
xk
)= 0, m∑
j=1
λkj = 1,
f j
(
xk
)− F (xk) 0, j ∈ I,(
f j
(
xk
)− F (xk))λkj = 0, λkj  0, j ∈ I. (2.5)
Hence xk is a stationary point of (P) from (1.3).
Conversely, if xk is a stationary point of (P), then zk = 0 and dk = 0 satisfy (2.4), so (0,0) is the unique optimal solution
of (QP) (2.3) from Lemma 2.2. Therefore dk = 0.
(iii) Using zk + 12 (dk)T Hkdk  0, dk 	= 0, and the positive deﬁnite property of the matrix Hk , we know that zk < 0 holds.
Furthermore, in view of the constraints of (QP) (2.3), one gets
g j
(
xk
)T dk  zk + F (xk)− f j(xk)= zk < 0, j ∈ I(xk).
On the other hand, it is easy to show that the directional derivative F ′(x;d) of F (x) at point x along direction d can be
expressed as
F ′(x;d) = lim
λ→0+
F (x+ λd) − F (x)
λ
=max{g j(x)T d, j ∈ I(x)}. (2.6)
Thus
F ′
(
xk;dk) zk < 0, (2.7)
and dk is a descent direction of F (x) at point xk . The whole proof is completed. 
Now we give the details of our algorithm as follows.
Algorithm B.
Parameters: ε−1 > 0, τ ∈ (2,3), α ∈ (0,0.5), β ∈ (0,1).
Step 0. Initialization: x0 ∈ Rn , a symmetric positive deﬁnite matrix H0 ∈ Rn×n (usually, H0 is chosen as a unitary matrix). Let
k := 0.
Step 1. Generate an ε-active set Ik: Set parameter ε = εk−1, generate an active constraint set Ik by Algorithm A and let εk be
the corresponding termination parameter.
Step 2. Generate a main search direction dk: Solve (QP) (2.3) to get a solution (zk,dk) with the corresponding KKT multiplier
vector λkIk = (λkj, j ∈ Ik). If dk = 0, then xk is a stationary point of problem (P) and stop; otherwise, go to Step 3.
Step 3. Generate a correction direction d˜k: Compute direction d˜k by solving the following system of linear equations[
H˜k Ak
ATk 0
][
t˜
γ˜
]
=
[
0
−‖dk‖τ e − f˜k
]
, (2.8)
where H˜k =
[ Hk 0
0 1
]
, t˜ = [ d˜
z˜
]
, e = (1,1, . . . ,1)T ∈ R |Ik | and f˜k = ( f˜ kj , j ∈ Ik), f˜ kj = f j(xk+dk)− F (xk)− zk , j ∈ Ik . If ‖d˜k‖ ‖dk‖,
set d˜k = 0.
Step 4. Perform line search: Compute the step size tk , the ﬁrst number t of the sequence {1, β,β2, . . .} satisfying
F
(
xk + tdk + t2d˜k) max
l=0,1,2
F
(
xk−l
)− αt(dk)T Hkdk. (2.9)
Step 5. Update: Generate a new symmetric positive deﬁnite matrix Hk+1 using the damped BFGS formula proposed by [24],
set xk+1 = xk + tkdk + t2k d˜k and k := k + 1, go to Step 1.
To explain that the algorithm is well deﬁned, we present the following lemma.
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Proof. We assume by contradiction that the conclusion is not correct, that is, (2.9) does not hold for all λ = β j , j = 1,2, . . . ,
then from (2.6), (2.7), α ∈ (0,0.5), β ∈ (0,1) and Lemma 2.3(i), we have
zk  F ′
(
xk;dk)= lim
j→∞
F (xk + β jdk) − F (xk)
β j
= lim
j→∞
F (xk + β jdk + (β j)2d˜k) − F (xk)
β j
 lim
j→∞
F (xk + β jdk + (β j)2d˜k) −maxl=0,1,2 F (xk−l)
β j
− lim
j→∞
α
(
dk
)T Hkdk > −12 (dk)T Hkdk  zk,
which is a contradiction. The proof is completed. 
3. Global convergence
In this section, we will establish the global convergence of the proposed algorithm. If the solution dk generated at Step 2
equals to zero, then Algorithm B stops at xk , moreover, from Lemma 2.3(ii) we know that xk is a stationary point of the
problem (P). And if dk 	= 0, one knows from Lemma 2.3(iii) that dk is a descent direction of F (x) at point xk .
We further assume that an inﬁnite sequence {xk} is generated by Algorithm B, and the next object is to show that every
accumulation point x∗ of {xk} is a stationary point of problem (P).
Firstly, the following assumption is necessary in the rest of this paper.
(H3) The sequence {Hk} of matrices is uniformly positive deﬁnite, i.e., there exist two positive constants a and b such that
a‖d‖2  dT Hkd b‖d‖2, ∀d ∈ Rn, ∀k.
(H4) For any x0 ∈ Rn, the set Ω = {x ∈ Rn: f (x) f (x0)} is compact.
In the rest of this paper, we suppose that x∗ is a given accumulation point of {xk}. In view of Ik being the subset of the
ﬁxed and ﬁnite set I and Lemma 2.1, we may assume without loss of generality that there exists an inﬁnite index set K
such that
xk → x∗, k → ∞ (k ∈ K ); Ik ≡ I ′, ∀k ∈ K . (3.1)
Lemma 3.1. (See [19].) The sequence {xk} is bounded and the sequences {tkdk} and {xk+1 − xk} both converge to zero.
Lemma 3.2. Suppose that (H1)–(H3) hold. Then
(i) the sequences {zk, k ∈ K }, {dk, k ∈ K } and {d˜k, k ∈ K } are all bounded;
(ii) limk∈K dk = limk∈K d˜k = 0, limk∈K zk = 0.
Proof. (i) Due to the fact that (0,0) is a feasible solution of (QP) (2.3), combining (H3) and the constraints of (QP) (2.3), we
have
0 zk + 12
(
dk
)T Hkdk  f j(xk)+ g j(xk)T dk − F (xk)+ 12 (dk)T Hkdk
= g j
(
xk
)T dk + 1
2
(
dk
)T Hkdk −∥∥g j(xk)∥∥ · ∥∥dk∥∥+ 12a
∥∥dk∥∥2, ∀ j ∈ I(xk), ∀k.
These inequalities show that {zk, k ∈ K } and {dk, k ∈ K } are all bounded. Taking into account the deﬁnition of d˜k at Step 3
of Algorithm B, we can conclude that {d˜k, k ∈ K } is bounded.
(ii) Similar to the proof of Theorem 3.1 in [19], we can prove limk∈K dk = 0, this shows conclusion (ii) holds. 
Lemma 3.3. The whole multiplier sequence {λk = (λkIk ,0I\Ik )} is bounded.
Proof. From (2.4), we get
∑m
j=1 λkj = 1 and λkj  0, j ∈ I . Thus sequence {λk} is bounded. 
Now, we give the following globally convergent theorem for the proposed algorithm.
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number of iterations, or generates an inﬁnite sequence {xk} such that each accumulation x∗ of {xk} is a stationary point of (P).
The proof is similar to the one of Theorem 3.1 in [19].
4. Rate of convergence
In this section, ﬁrstly, we give a proposition as follows, which is useful in the next discussions.
Proposition 4.1. Suppose that (H1) and (H2) hold. Then the multiplier vector corresponding to a stationary point x˜ of (P) is unique.
Proof. Suppose that λ˜, μ˜ are two multiplier vectors corresponding to the same stationary point x˜. Then we have from (1.3)
∑
j∈I(x˜)
λ˜ j
(
g j(x˜)
−1
)
=
(
0
−1
)
,
∑
j∈I(x˜)
μ˜ j
(
g j(x˜)
−1
)
=
(
0
−1
)
, λ˜I\I(x˜) = μ˜I\I(x˜) = 0.
The above equations give
∑
j∈I(x˜)(μ˜ j − λ˜ j)
(g j(x˜)
−1
)= 0. Therefore, λ˜ = μ˜ holds according to (H2). 
Theorem 4.1. Suppose that (H1)–(H4) hold. Then
lim
k→∞
dk = lim
k→∞
d˜k = 0, lim
k→∞
zk = 0.
The proof is similar to the one of Theorem 3.1 in [19].
In order to obtain the superlinearly convergent rate of the proposed algorithm, we further suppose that the following
assumption holds.
(H5) (i) The functions f j(x) ( j ∈ I) are all twice continuously differentiable for any x ∈ Rn;
(ii) The sequence {xk} generated by Algorithm B possesses an accumulation point x∗ with the corresponding unique multipli-
ers μ∗ (by Theorem 3.1, x∗ is a stationary point of problem (P)), such that the stationary point pair (x∗,μ∗) of problem (P)
satisﬁes the following second order suﬃciency conditions for some index t0 ∈ I(x∗)
dT∇2xxL
(
x∗,μ∗
)
d > 0, ∀d ∈ {d ∈ Rn: d 	= 0, (g j(x∗)− gt0(x∗))T d = 0, j ∈ I(x∗)},
where
∇2xxL
(
x∗,μ∗
)=∑
j∈I
μ∗j∇2 f j
(
x∗
)= ∑
j∈I(x∗)
μ∗j∇2 f j
(
x∗
)
.
(iii) The strict complementarity condition holds at (x∗,μ∗), that is, μ∗j > 0, ∀ j ∈ I(x∗).
Now we prove that x∗ is an isolated stationary point of (P) under certain conditions.
Lemma 4.1. Suppose that (H2) and (H5) hold. Then x∗ is an isolated stationary point of (P).
The proof is similar to the one of Proposition 4.1 in [7].
Theorem 4.2. Suppose that (H2)–(H5) hold. Then limk→∞ xk = x∗ .
Proof. From Lemma 4.1, we know that x∗ is an isolated stationary point of (P). Furthermore, one can conclude x∗ is an
isolated limit point of {xk} and this together with Theorem 4.1 implies limk→∞ xk = x∗ (see Proposition 4.1 in [7]). 
The following lemma indicates that the active constraints can be accurately identiﬁed when it is close to the solution
even if the strict complementarity condition does not hold at x∗ .
Lemma 4.2. Let x∗ be a stationary point of problem (P) and assume that (H2), (H5)(i) and (ii) hold. Then there exists a neighborhood
of x∗ such that, for each x in this neighborhood,
I(x, ε) = I(x).
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(i) First, by using Lemma 3.3, Lemma 3.4 and Theorem 3.5, Theorem 3.6, Theorem 3.7 in [22], we know that ρ(x, λ) is an
identiﬁcation function (see Deﬁnition 2.1 in [22]).
(ii) Second, parallelling to the proof of Theorems 2.2, 2.3 in [22], it isn’t diﬃcult to show that there exists a neighborhood
of x∗ such that, for each x in this neighborhood, I(x, ε) = I(x).
Lemma 4.3. Let (H1), (H2) and (H5)(iii) hold. Then, when k is suﬃciently large,
Jk = I
(
x∗
)
,
where Jk = { j | f j(xk) + g j(xk)T dk − F (xk) = zk}.
Proof. For any j ∈ Jk , we have
f j
(
xk
)+ g j(xk)T dk − F (xk)= zk.
Taking into account Theorems 4.1 and 4.2, and by taking the limit in the above equation, we have Jk ⊆ I(x∗). Conversely,
for any j ∈ I(x∗), we have λkj > 0 for k large enough from (H5)(iii). In view of (2.4), one gets I(x∗) ⊆ Jk . The proof is
complete. 
Lemma 4.4. If (H2)–(H5) hold, then, for all k, the matrix
Mk
def=
[
H˜k Ak
ATk 0
]
is nonsingular, furthermore, there exists a constant C > 0 such that ‖M−1k ‖ C.
The proof of Lemma 4.2 is similar to the one of Lemma 3.1 in [9], and it is omitted.
Lemma 4.5. Suppose that (H2), (H3) and (H5)(iii) hold. Then ‖d˜k‖ = O (‖dk‖2).
Proof. Taking into account Taylor expansion, the deﬁnition of f˜ kj and Lemma 4.3, we get
f˜ kj = f j
(
xk + dk)− F (xk)− zk = f j(xk)+ g j(xk)T dk + O (∥∥dk∥∥2)− F (xk)− zk = O (∥∥dk∥∥2).
So, by using Lemma 4.4, τ ∈ (2,3) and (2.8), we have ‖d˜k‖ = O (‖dk‖2). 
Lemma 4.6. If (H2)–(H5) are all satisﬁed, then the KKT multiplier λkIk of (2.3) corresponding to (zk,d
k) satisﬁes limk→∞ λk = μ∗
with λk = (λkIk ,0I\Ik ).
Proof. We assume by contradiction that limk→∞ λk 	= μ∗ , then there exists an inﬁnite subset K and a constant a¯ > 0 such
that ∥∥λk − μ∗∥∥ a¯, k ∈ K .
In view of limk→∞ xk = x∗ and the boundedness of {λk}, there exists another inﬁnite set K ′ ⊆ K such that
xk → x∗, ∥∥λk − μ∗∥∥ a¯, λk → λ∗, k ∈ K ′ ⊆ K . (4.1)
Taking into account of Theorem 4.1 and passing to the limit k ∈ K ′ and k → ∞ in (2.4), we have(
1
0
)
+
m∑
j=1
λ∗j
( −1
g j(x∗)
)
= 0,
f j
(
x∗
)− F (x∗) 0, ( f j(x∗)− F (x∗))λ∗j = 0, λ∗j  0, j ∈ I.
From the above equations, we know that (x∗, λ∗) is a stationary point pair of (P), thus λ∗ = μ∗ (since the multiplier vector
is unique), which contradicts (4.1). So the whole proof is ﬁnished. 
In order to obtain the superlinearly convergent rate of the proposed algorithm, we should guarantee that the unit step
size is accepted by the line search for k large enough. For this, the following assumptions are necessary.
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Theorem 4.3. If (H2)–(H6) hold, then the step size in Algorithm B always equals to one, i.e., tk ≡ 1, when k is suﬃciently large.
Proof. It is suﬃcient to show that (2.9) holds under t = 1 and k large enough. Firstly, in view of Taylor expansion and
Lemma 4.5, we get
f i
(
xk + dk + d˜k)= f i(xk + dk)+ gi(xk + dk)T d˜k + O (∥∥d˜k∥∥2)
= f i
(
xk + dk)+ gi(xk)T d˜k + O (∥∥dk∥∥3), i ∈ I(x∗). (4.2)
From (2.8), we also have
ATk
(
d˜k
z˜k
)
= −∥∥dk∥∥τ e − f˜ k, gi(xk)T d˜k = z˜k − ∥∥dk∥∥τ − f˜ ki , i ∈ I(x∗). (4.3)
Combining (4.2), (4.3) and the deﬁnition of f˜ ki , we have
f i
(
xk + dk + d˜k)= f i(xk + dk)+ z˜k − ∥∥dk∥∥τ − f˜ ki + O (∥∥dk∥∥3)
= F (xk)+ zk + z˜k − ∥∥dk∥∥τ + O (∥∥dk∥∥3), i ∈ I(x∗).
So
f j
(
xk + dk + d˜k)= F (xk)+ zk + z˜k − ∥∥dk∥∥τ + O (∥∥dk∥∥3), j ∈ I(x∗).
From the two above equations, we obtain
f i
(
xk + dk + d˜k)= f j(xk + dk + d˜k)+ O (∥∥dk∥∥3), ∀i, j ∈ I(x∗). (4.4)
Taking into account I(xk + dk + d˜k) ⊆ I(x∗) for k large enough. So, for ∀ jk ∈ I(xk + dk + d˜k) ⊆ I(x∗), one has
F
(
xk + dk + d˜k)= f jk(xk + dk + d˜k)= f j(xk + dk + d˜k)+ O (∥∥dk∥∥3), ∀ j ∈ I(x∗).
On the other hand, from (2.4), Taylor expansion and Lemma 4.5, we get∑
j∈I(x∗)
λkj = 1, λkj F
(
xk + dk + d˜k)= λkj f j(xk + dk + d˜k)+ O (∥∥dk∥∥3), j ∈ I(x∗),
F
(
xk + dk + d˜k)= ∑
j∈I(x∗)
λkj F
(
xk + dk + d˜k)= ∑
j∈I(x∗)
λkj f j
(
xk + dk + d˜k)+ O (∥∥dk∥∥3)
=
∑
j∈I(x∗)
λkj
(
f j
(
xk
)+ g j(xk)T (dk + d˜k)+ 12 (dk)T∇2 f j(xk)dk
)
+ o(∥∥dk∥∥2). (4.5)
Also, from (2.4) and Lemma 4.5, one has∑
j∈I(x∗)
λkj g j
(
xk
)T (dk + d˜k)= −(dk)T Hkdk + o(∥∥dk∥∥2), (4.6)
and ∑
j∈I(x∗)
λkj f j
(
xk
)

∑
j∈I(x∗)
λkj F
(
xk
)= F (xk). (4.7)
So, from (4.5)–(4.7), (H3) and (H5), we have
F
(
xk + dk + d˜k) max
l=0,1,2
F
(
xk−l
)− (dk)T Hkdk + 12 (dk)T
( ∑
j∈I(x∗)
λkj∇2 f j
(
xk
))
dk + o(∥∥dk∥∥2)
= max
l=0,1,2
F
(
xk−l
)− 1
2
(
dk
)T Hkdk + 12 (dk)T
( ∑
j∈I(x∗)
λkj∇2 f j
(
xk
)− Hk
)
dk + o(∥∥dk∥∥2)
= max
l=0,1,2
F
(
xk−l
)− α(dk)T Hkdk +
(
α − 1
2
)(
dk
)T Hkdk + o(∥∥dk∥∥2)
 max F
(
xk−l
)− α(dk)T Hkdk +
(
α − 1
)
a
∥∥(dk)∥∥2 + o(∥∥dk∥∥2).l=0,1,2 2
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F
(
xk + dk + d˜k) max
l=0,1,2
F
(
xk−l
)− α(dk)T Hkdk,
that is, (2.9) holds for t = 1 and k large enough. So the whole proof is ﬁnished. 
To analyze the superlinear convergence, we give the following lemma.
Lemma 4.7. Suppose that (H2)–(H5) hold and let
Rk = R
(
xk
)= (g j(xk)− gt0(xk), j ∈ I(x∗) \ {t0}), Pk = In − Rk(RTk Rk)−1RTk ,
where In denotes a unitary matrix. Then, for all k, the matrix
Gk =
(
Pk∇2xxL(x∗,μ∗) Rk
RTk 0
)
(4.8)
is nonsingular and there exists a constant c such that ‖G−1k ‖ c.
The proof of this lemma is similar to the one of Lemma 4.4, and is omitted.
Theorem 4.4. Let (H2)–(H6) be satisﬁed. Then the proposed algorithm is superlinearly convergent, i.e., the sequence {xk} generated by
Algorithm B satisﬁes∥∥xk+1 − x∗∥∥= o(∥∥xk − x∗∥∥).
The proof is similar to the one of Theorem 2.2.3 in [25].
Proof. In view of the active set Jk being a subset of the ﬁxed and ﬁnite set I , one gets, when k is suﬃcient large, Jk ≡ J ,
where J is some subset of I . So, for t0 ∈ J , we know that t0 ∈ I(x∗) from Lemma 4.3.
For convenience of discussion, we denote
J ′ = J \ {t0}, Rk = R
(
xk
)= (g j(xk)− gt0(xk), j ∈ J ′), λkJ ′ = (λkj, j ∈ J ′), μ∗J ′ = (μ∗j , j ∈ J ′).
From (2.4), we get
Hkd
k +
∑
j∈ J
λkj g j
(
xk
)= 0, ∑
j∈ J
λkj = 1,
∑
j∈ J
λkj gt0
(
xk
)= gt0(xk), (4.9)
g j
(
xk
)T dk = F (xk)+ zk − f j(xk), j ∈ J . (4.10)
Combining (4.9) and (4.10), one has
Hkd
k +
∑
j∈ J ′
λkj
(
g j
(
xk
)− gt0(xk))= Hkdk + RkλkJ ′ = −gt0(xk), (4.11)
(
g j
(
xk
)− gi(xk))T dk = f i(xk)− f j(xk), ∀i, j ∈ J ; RTk dk = ( ft0(xk)− f j(xk), j ∈ J ′). (4.12)
Let us deﬁne vector-valued function h(x) by
h(x) =
∑
j∈ J ′
μ∗j
(
g j(x) − gt0(x)
)= R(x)μ∗J ′ .
Taking into account Taylor expansion and
∑
j∈ J μ∗j = 1, we have
h
(
xk
)= Rkμ∗J ′ = h(x∗)+ ∇h(x∗)T (xk − x∗)+ o(∥∥xk − x∗∥∥)
=
∑
j∈ J ′
μ∗j
(
g j
(
x∗
)− gt0(x∗))+∑
j∈ J ′
μ∗j
(∇2 f j(x∗)− ∇2 ft0(x∗))(xk − x∗)+ o(∥∥xk − x∗∥∥)
=
∑
j∈ J ′
μ∗j
(
g j
(
x∗
)− gt0(x∗))+
(∑
j∈ J
μ∗j∇2 f j
(
x∗
)− ∇2 ft0(x∗)
)(
xk − x∗)+ o(∥∥xk − x∗∥∥)
=
∑
′
μ∗j
(
g j
(
x∗
)− gt0(x∗))+ ∇2xxL(x∗,μ∗)(xk − x∗)− ∇2 ft0(x∗)(xk − x∗)+ o(∥∥xk − x∗∥∥).j∈ J
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0= PkRkμ∗J ′ = Pkh
(
xk
)
= Pk
∑
j∈ J ′
μ∗j
(
g j
(
x∗
)− gt0(x∗))+ Pk∇2xxL(x∗,μ∗)(xk − x∗)− Pk∇2 ft0(x∗)(xk − x∗)+ o(∥∥xk − x∗∥∥).
This along with
∑
j∈ J μ∗j g j(x
∗) = 0 and ∑ j∈ J μ∗j = 1 implies that
Pk∇2xxL
(
x∗,μ∗
)(
xk − x∗)
= Pk∇2 ft0
(
x∗
)(
xk − x∗)− Pk ∑
j∈ J ′
μ∗j
(
g j
(
x∗
)− gt0(x∗))+ o(∥∥xk − x∗∥∥)
= Pk∇2 ft0
(
x∗
)(
xk − x∗)− Pk
(∑
j∈ J
μ∗j g j
(
x∗
)− gt0(x∗)
)
+ o(∥∥xk − x∗∥∥)
= Pk∇2 ft0
(
x∗
)(
xk − x∗)+ Pk gt0(x∗)+ o(∥∥xk − x∗∥∥). (4.13)
Furthermore, from Theorem 4.3, (4.13) and Lemma 4.5, we have
Pk∇2xxL
(
x∗,μ∗
)(
xk+1 − x∗)
= Pk∇2xxL
(
x∗,μ∗
)(
xk − x∗)+ Pk∇2xxL(x∗,μ∗)(dk + d˜k)
= Pk∇2 ft0
(
x∗
)(
xk − x∗)+ Pk gt0(x∗)+ Pk∇2xxL(x∗,μ∗)dk + o(∥∥xk − x∗∥∥)+ o(∥∥dk∥∥)
= Pk∇2 ft0
(
x∗
)(
xk − x∗)+ Pk gt0(x∗)+ Pk(∇2xxL(x∗,μ∗)− Hk)dk + PkHkdk + o(∥∥xk − x∗∥∥)+ o(∥∥dk∥∥)
= Pk∇2 ft0
(
x∗
)(
xk − x∗)+ Pk gt0(x∗)+ PkHkdk + o(∥∥xk − x∗∥∥)+ o(∥∥dk∥∥).
From (4.11) and the deﬁnition of Pk , we obtain PkHkdk = −Pk gt0(xk). This along with the above equations and Taylor
expansion generates
Pk∇2xxL
(
x∗,μ∗
)(
xk+1 − x∗)
= Pk
(∇2 ft0(x∗)(xk − x∗)+ gt0(x∗)− gt0(xk))+ o(∥∥xk − x∗∥∥)+ o(∥∥dk∥∥)
= o(∥∥xk − x∗∥∥)+ o(∥∥dk∥∥),
that is,
Pk∇2xxL
(
x∗,μ∗
)(
xk+1 − x∗)= o(∥∥xk − x∗∥∥)+ o(∥∥dk∥∥). (4.14)
On the other hand, from Lemma 4.3 and Taylor expansion, we have
0= f j
(
x∗
)− ft0(x∗)= f j(xk)− ft0(xk)+ (g j(xk)− gt0(xk))T (x∗ − xk)+ o(∥∥xk − x∗∥∥), j ∈ Jk,
0= ( f j(xk)− ft0(xk), j ∈ J ′)+ RTk (x∗ − xk)+ o(∥∥xk − x∗∥∥). (4.15)
Moreover, from (4.15) and (4.12), we have
RTk
(
xk − x∗)= ( f j(xk)− ft0(xk), j ∈ J ′)+ o(∥∥xk − x∗∥∥),
RTk
(
xk+1 − x∗)= RTk (xk − x∗)+ RTk (dk + d˜k)
= ( f j(xk)− ft0(xk), j ∈ J ′)+ RTk dk + o(∥∥xk − x∗∥∥)+ o(∥∥dk∥∥)
= o(∥∥xk − x∗∥∥)+ o(∥∥dk∥∥).
That is,
RTk
(
xk+1 − x∗)= o(∥∥xk − x∗∥∥)+ o(∥∥dk∥∥). (4.16)
Combining (4.14) and (4.16), we have(
Pk∇2xxL(x∗,μ∗) Rk
RT 0
)(
xk+1 − x∗
0
)
= o(∥∥dk∥∥)+ o(∥∥xk − x∗∥∥).k
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The detailed information of the solutions to the tested problems.
Algorithm Prob Ni objective dnorm eps
Algo 1 1 8 1.9522 4.2478e−006 0.1e−04
Algo 2 – 9 1.9522 9.6073e−006 0.1e−04
Algo 1 2 7 2.0000 1.9868e−014 0.1e−04
Algo 2 – 8 2.0000 5.2721e−006 0.1e−04
Algo 1 3 11 −44.0000 8.2939e−006 0.1e−04
Algo 2 – 11 −43.9900 1.2939e−005 0.1e−04
Algo 1 4 12 0.6164 8.7974e−006 0.1e−04
Algo 2 – 13 0.6164 1.0136e−006 0.1e−04
Algo 1 5 14 3.5997 1.8319e−006 0.1e−04
Algo 2 – 15 3.5997 8.6761e−006 0.1e−04
Algo 1 6 10 0.0508 2.3312e−006 0.1e−04
Algo 2 – 10 0.0508 3.6073e−006 0.1e−04
Algo 1 7 14 2.7545e−006 1.9763e−006 0.1e−04
Algo 2 – 15 2.7546e−006 2.0389e−006 0.1e−04
Algo 1 8 14 680.6301 1.5379e−006 0.1e−04
Algo 2 – 16 680.6380 2.7637e−006 0.1e−04
Algo 1 9 15 24.3012 2.5676e−006 0.1e−04
Algo 2 – 19 24.3062 1.2946e−006 0.1e−04
Algo 1 10 27 1.3261e+002 8.8477e−006 0.1e−04
Algo 2 – 25 1.3261e+002 8.1349e−006 0.1e−04
Algo 1 Vardi-3 10 −48.0158 4.5843e−008 0.1e−04
Algo 2 – 12 −48.0158 6.3061e−008 0.1e−04
This together with Lemmas 4.5 and 4.7 shows that∥∥xk+1 − x∗∥∥= o(∥∥dk∥∥)+ o(∥∥xk − x∗∥∥)
= o(∥∥dk + d˜k∥∥)+ o(∥∥xk − x∗∥∥)
= o(∥∥(xk+1 − x∗)− (xk − x∗)∥∥)+ o(∥∥xk − x∗∥∥)
 o
(∥∥xk+1 − x∗∥∥)+ o(∥∥xk − x∗∥∥),
i.e.,
‖xk+1 − x∗‖
‖xk − x∗‖
(
1− o(‖x
k+1 − x∗‖)
‖xk+1 − x∗‖
)
 o(‖x
k − x∗‖)
‖xk − x∗‖ .
This implies∥∥xk+1 − x∗∥∥= o(∥∥xk − x∗∥∥).
The whole proof is completed. 
5. Numerical experiments
In this section, we test some practical problems based on the proposed algorithm (for the purpose of conveniences, we
denote it by Algo 1) and the one in [20] (the algorithm is denoted by Algo 2). The numerical experiments are implemented
on MATLAB 6.5, under Windows XP and 1000 MHz CPU. Eqs. (2.3) and (2.8) are solved by the Optimization Toolbox. To
solve (2.3) eﬃciently, we use the following Hessian approximation of objective function in (2.3):[
Hk 0
0 ε
]
,
where ε = 0.00001.
During the numerical experiments, a slight modiﬁcation of the BFGS formula, which is proposed in [24], is adopted in
the algorithm, and we set
H0 = I, τ = 2.6, β = 0.6, α = 0.5, ε−1 = 2,
where I is a unitary matrix. The tested problems in Table 1 are selected from [20] and [27]. The initial points for the
selected problems are the same as the ones in [20] and [27]. The columns of Table 1 have the following meanings: The
prob column lists the tested problems taken from [20] and [27]. The columns labelled Ni give the number of iterations
required to solve the problem. The columns labelled objective, dnorm and eps denote the ﬁnal objective value, the norm
of dk and the step criterion threshold  , respectively.
222 Q.-j. Hu et al. / J. Math. Anal. Appl. 360 (2009) 211–222The detailed information of the solutions to the tested problems is listed in Table 1. It can be seen from Table 1 that
the proposed algorithm may be effective, since it can successfully reach a near-optimal point for all the tested problems.
Furthermore, it is easy to see from Table 1 that the two algorithms do not have much difference in the number of iterations.
But, we ﬁnd that the numerical performance is sensitive to the choice of parameters during the numerical experiments.
Although special choice of parameters will be better for each problem, we insist on using the same set of parameters for all
the tested problems.
6. Concluding remarks
In this paper, we propose a nonmonotone line search SQP algorithm for nonlinear minimax problems. During each
iteration, with the solution to a reduced QP subproblem, a main search direction is obtained. Then we correct the main
search direction by solving a reduced system of linear equations. Under mild conditions, the global and one-step superlinear
convergent properties are obtained. Preliminary numerical results show that the proposed algorithm may be effective.
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