The sense analysis is still critical problem in machine translation system, especially such as English-Korean translation which the syntactical different between source and target languages is very great. We suggest a method for selecting the noun sense using contextual feature in English-Korean Translation.
Introduction
In the machine translation, the WSD is generally one of the most difficult problems and many methods are already proposed. The method using knowledge base, such as collocation dictionary, and the example-based method are well-known. In the former method the sense of the words of the input sentence are estimated using the preparative knowledge about the mutually syntactically and semantically combinable words and therefore once the knowledge database is constructed the precision of the estimation is very high whereas the construction of the database is very expensive according to change of the domain. Also, this method didn't consider the indirect semantic relation between words in a sentence. In the example-based method the similarity between the input sentence and the sample in example base is estimated and the best similar sample is selected. This method has also serious problem that constructing the example base is very expensive and those usage efficiency is very low. To overcome these disadvantages the semantic hierarchy, such as thesaurus or WordNet is introduced, but it is yet trouble to machine translation.
Selecting the Noun Sense by Co-occurrence Relation
In the sentence the words have direct or indirect semantic relation with other words. In other words, the words which frequently occur in same sentence are very semantically related and the possibility of the co-occurrence of the words which don't have semantic relation is few.
Therefore this relation plays important role in the WSD.
We regard the relation between those words which frequently occur in same sentence as co-occurrence relation. We represent the set of words which have co-occurrence relation with the word w as CWS(co-occurrence word set), and C(w) denotes the co-occurrence word set of w.
CWS of each word is extracted by statistically testing in English raw corpus. In this time the preposition, article, determiner, conjunction aren't considered.
Assume that M(w) is sense set of the word w, and then the problem which estimate optimal sense of the word, denoted as m * , in the sentence s as follows: m * = arg max m∈ (w) P(w, m| )
In the sentence, the words influence to estimate the sense of the word w, and so we can rewrite Eq. 1 as Eq. 2. m * = arg max m∈mean(w) P(w, m| (w)) =
Assuming P(C(w)|w, m) = ∏ P(c|w, m)
c∈C(w)
, we can rewrite Eq. 2 as
As we are faced with data sparse problem in the natural language processing, it isn't also guaranteed to estimate correctly the parameter P(c|w, m) in Eq. 3.
To solve this problem, we consider the hypernym which has a is-a relation with the sense assigned the Korean word in E-K dictionary and is found in the thesaurus or WordNet.
In this paper, we define ESS(Extended Sense Set) as the extension of the sense set, denote as M(w), of the word w in E-K dictionary.
where isa(m, m′) = true means that the sense m′ is hypernym of the sense m.
Using this, we can rewrite Eq. 3 as follows:
Because of the definition of the extended sense set, the solution m of Eq.
4 is an element of E(w) and either an element or a hypernym of an element of M(w). Therefore once the solution m of Eq. 4 is solved, we can estimate the sense m * of the word w.
Parameter Estimation
To estimate two parameters P(m|w) and P(c|w, m), we need sense tagged English corpus. But To build such a large training data is very expensive.
In this paper, we automatically align the sentences in E-K bilingual corpus and then automatically align the words using E-K bilingual dictionary, and then we extract the training data. In this time, the precision of automatic alignment is importantly considered, but the recall not. 
where CT(w) represents the count of the word w which is assigned semantic tag, and CT(w, m′) the count of the word w which is assigned semantic tag m′, and CT(w, m ′ , c) the count of the sentence in which the word assigned semantic tag m′ and the word c are appeared. WG(m, m′) represents a weight which means the possibility of replacing the semantic tag m with virtual semantic tag m′. In this paper, we set this weight to be 1 in the case that m is equal to m′, to be a factor in the case that m′ is hypernym of m, and to be 0 in other case. N 1 and N 2 are the constants for the smoothing.
Experiments
In this paper we prepared the following data about two polysemy words "plant" and "bank" to test the effect of our approach. Table 1 shows the sense set and ESS of two words "plant" and "bank" in the dictionary of E-K machine translation system RyongNamSan. Table 2 . CWS of "plant" and "bank" Table 3 . Analysis of sentences which include "plant" or "bank"
The result of estimating the sense of two words "plant" and "bank" from test data is shown in Table 4 .
We measured the recall, precision, and F-Score by each sense. For a sense m, the recall and precision is calculated as follows: recall = the number of correct estimations to be m the number of total words which tagged with m × 100 precision = the number of correct estimations to be m the number of estimations to be m × 100
In this paper, we also consider the weights of the recall and precision to be same, and so calculated the F-Score as follows:
To measure the effect of the extended sense set, we make two experiments. First experiment is to measure the performance of the system without extended sense set, and second experiment is to measure one with extended sense set.
The result of the first experiment is shown in Table 4 . And second one in Table 4 . The result of the first experiment
In tables 4-5, we present the number of words which are correctly estimated to be corresponding sense and words which are estimated to be one.
Based on these result we calculated the recall, precision, and F-Score.
In 
Conclusion
In machine translation, semantic analysis is very important component, but it is still very hard. The main reason of it is cost of building the database.
In this paper, we automatically build the training data from E-K bilingual corpus using E-K sentence alignment and word alignment. And using thesaurus or WordNet we introduced the extended sense set and so we enhanced the efficiency of training.
Using ESS, we achieved significant enhancement of recall as 39.2%. The precision of our approach is measured as 96.08%. It means that our approach is effective on WSD.
