Abstract-This paper proposes an adaptive control for vehicle active suspensions with unknown nonlinearities (e.g., nonlinear springs and piecewise dampers). A prescribed performance function that characterizes the convergence rate, maximum overshoot, and steady-state error is incorporated into the control design to stabilize the vertical and pitch motions, such that both the transient and steady-state suspension response are guaranteed. Moreover, a novel adaptive law is used to achieve precise estimation of essential parameters (e.g., mass of vehicle body and moment of inertia for pitch motion), where the parameter estimation error is obtained explicitly and then used as a new leakage term. Theoretical studies prove the convergence of the estimated parameters, and compare the suggested controller with generic adaptive controllers using the gradient descent and e-modification schemes. In addition to motion displacements, dynamic tire loads and suspension travel constraints are also considered. Extensive comparative simulations on a dynamic simulator consisting of commercial vehicle simulation software Carsim 8.1 and MATLAB Simulink are provided to show the efficacy of the proposed control, and to illustrate the improved performance.
and wheel oscillations for improved ride safety [3] . In the past decades, various suspension systems were investigated, e.g., passive suspensions, semiactive suspensions, and active suspensions [4] [5] [6] [7] [8] [9] . Among these methods, active suspensions are able to add and dissipate energy from systems by using extra actuators placed between the car body and the wheel-axle [10] . Thus, active suspensions may result in higher energy demand in comparison to semiactive suspension, which should be managed in the control design. However, active suspensions can achieve better performance than passive and semiactive suspensions. Thus, considerable work has recently been carried out [11] [12] [13] [14] on the development of active suspension controllers for vehicle systems.
In active suspension systems, actuators are used to provide extra control actions to shape the suspension motions; thus, the limitation from such motions and the firm uninterrupted contact of the wheels to the road must be ensured. In this respect, the requirements for active vehicle suspensions may include motion displacements, dynamic tire loads, and suspension travel constraints, and the trade-off between these conflicting requirements should be carefully addressed in the control synthesis. To this end, an adaptive control was proposed in [15] to achieve multidegree-of-freedom isolation of a skyhook target. In [16] , a robust control was designed based on a quarter-car model. An H ∞ control [17] was used for active suspension systems. A linear-quadratic-Gaussian control was also considered in [18] . Although these optimal control or robust control schemes can address the control constraints, the system dynamics studied in aforementioned results are assumed to be linear.
However, in practical vehicle systems, uncertainties and/or nonlinearities are unavoidable. To address these parameter uncertainties and unknown nonlinearities, e.g., nonlinear springs, piecewise dampers and the change of the vehicle weights, a sliding mode control has been used in [19] and [20] . Specifically, a neural network (NN) was incorporated into backstepping control in [20] . However, only parts of the suspension performances, e.g., the oscillation amplitude of the sprung mass, were studied. To study other suspension requirements, an adaptive backstepping control was given in [21] , where the dynamic tire loads, suspension travel and actuator saturations are considered. Nevertheless, the nonlinear stiffening spring and damper dynamics are assumed to be known, and only the vehicle mass and the mass moment of inertia for the pitch motion are online updated in [21] . Moreover, according to the certainty equivalence principle [22] , if the estimated parameters in adaptive control converge to their actual values, the performance of the overall control system can be greatly improved. Thus, it is also desirable to investigate new adaptive laws that are able to guarantee the convergence of the estimated parameters to their true values.
On the other hand, most available active suspension control designs [8] , [9] , [21] can prove steady-state suspension convergence, while their transient suspension response (e.g., maximum overshoot and convergence rate) cannot be prescribed through control design. From the perspective of safe operation and ride comfort, it is preferable to guarantee both the transient and steady-state suspension response.
Motivated by these observations, this paper presents an alternative adaptive control for active vehicle suspension systems with unknown nonlinear spring and piecewise damper dynamics. One salient feature of the proposed control is that both the transient and steady-state suspension response can be strictly guaranteed. This is achieved by incorporating a prescribed performance function (PPF) [23] [24] [25] [26] into adaptive control. An augmented NN is then used to compensate for the unknown dynamics. Another advantage of the studied control lies in that the parameters (e.g., mass of vehicle body, inertia for pitch motion) are online updated. These estimated parameters converge to their true values by using a newly developed adaptive law [27] , where a new leakage term of the parameter estimation error [28] is superimposed on the classical adaptation method. The suspension performance requirements, e.g., the vertical and pitch motion displacements, dynamic tire loads and suspension travel constraints, are also studied. A rigorous theoretical analysis is the basis for comparisons with several other adaptive laws (e.g., gradient, e-modification). The actuator dynamics and the actuator saturation problem are also considered by including electrical linear motors and an antiwindup compensator. Finally, simulations with a half-car system built in a combined simulator with Carsim 8.1 and MATLAB Simulink are carried out to illustrate the efficacy of the proposed methods.
The paper is organized as follows. The problem formulation is given in Section II. Section III proposes an adaptive control design with a new adaptive law and a relevant stability analysis. Section IV compares the proposed method with other adaptive controllers. Section V considers the actuator dynamics and the saturation compensation. Simulations are provided in Section VI. Conclusions are given in Section VII.
II. PROBLEM FORMULATION
In this paper, a nonlinear half-car suspension system is studied. As shown in Fig. 1 , M and I are the unknown mass of the vehicle body and the mass moment of inertia for the pitch motion; m f and m r are the unsprung masses of front and rear wheels; F d f , F dr , F s f and F sr are the forces produced by the dampers and springs; and F t f , F b f , F tr and F br denote the elasticity forces and damping forces of the tires. For the vehicle body, y c is the vertical displacement and ϕ is the pitch angle, y 1 , y 2 are the displacements of the unsprung mass, and y o1 , y o2 are the road inputs to the wheels. a, b define the distances between the suspension system to the vehicle body center, and u 1 , u 2 are the actuator inputs. The nonlinear dynamics of the studied suspension system in Fig. 1 can be obtained based on Newton's law as [21] ⎧
where u y = u 1 + u 2 and u ϕ = au 1 − bu 2 are the control actions used to determine the actual control signals u 1 , u 2 . The bounded terms d i , i = 1, 2, 3, 4 denote the lumped effect of sensor noise, external disturbances, and modeling uncertainties. Note that in practical applications, actuators should be used to create the control actions u 1 , u 2 , and their dynamics will be considered in Section V. In practice, active suspension control design should consider driving comfort, safety, and hardware limitations. Without loss of generality, the following widely used performance requirements [21] are considered.
1) Motion Displacements:
The vertical displacement y c and pitch motion angle ϕ can be attenuated via the control signals u 1 , u 2 , so that the vehicle body can be isolated as far as possible from the road-induced shocks. 2) Dynamic Tire Loads: In order to assure driving safety, the firm uninterrupted contact of the wheels to the road must be ensured, i.e., the dynamic tire loads should not be too large for both the front and rear wheels, that is
where the allowable tire loads F f and F r are calculated by
3) Suspension Travel Constraints: Due to the limited mechanical space, the suspension travel defined by [21] y f = y c + a sin ϕ − y 1 , y r = y c − b sin ϕ − y 2 (4) must be limited by the maximum suspension deflections y f max and y r max as
Remark 1: System (1) has been widely used to represent essential characteristics of the vertical and pitch motions. Some adaptive controllers have been proposed to regulate the displacements for (1) [21] and references therein. However, in standard adaptive control, the transient response (e.g., overshoot and convergence rate) of the car body motions y c and ϕ cannot be prescribed. Moreover, there are some unknown parameters (e.g., M and I ), which need to be specified to fulfill the conditions (2)- (5) .
In this paper, we propose an alternative control scheme by introducing PPFs [24] , [25] and using recently proposed adaptive laws [27] , such that the transient and steady-state suspension responses of y c and ϕ can be designed a priori. Moreover, the convergence of the estimated parameters to their true values M and I is to be achieved. It should be noted that the spring and piecewise damper dynamics F d f , F dr , F s f and F sr are nonlinear and unknown in this paper, which will be compensated online with NNs.
To facilitate the control design, we define the system state variables as
Then system (1) is rewritten in a state-space form
where θ 1 = 1/M and θ 2 = 1/I are the unknown parameters. It is noted that θ 1 and θ 2 will vary with the changes of the vehicle weights (e.g., number of passengers and/or payloads). Thus, precise online estimation of θ 1 , θ 2 is essential in the control design for the safe operation of vehicles.
III. ADAPTIVE CONTROL WITH GUARANTEED PERFORMANCE
In this section, an adaptive control is proposed for (7) and (8) to regulate the vertical and pitch motions. The control of vertical displacement x 1 is studied at first, and the control of pitch motion x 3 can be obtained similarly. Other suspension requirements (2) and (5) are also analyzed.
A. Adaptive PPF Control for Vertical Displacement
To guarantee a prescribed control bound of x 1 , a positive decreasing function ϕ i (t) : R + → R + will be used as the PPF [23] , [29] 
where ϕ i0 > ϕ i∞ and α i > 0 are the design parameters, and thus lim t→∞ ϕ i (t) = ϕ i∞ > 0 is true. Note that i = 1, 2 refers to the vertical and pitch dynamics in this paper, respectively.
The objective is to retain x 1 within the bound
where δ,δ are positive constants chosen by the designers. Clearly, the transient and steady-state regulation performance of x 1 can be determined by (10) . In particular, −δϕ i (0) andδϕ i (0) represent the lower bound of an undershoot and the upper bound of an overshoot. The scalar α i defines the convergence rate and ϕ i∞ denotes the allowable steady-state error [24] , [25] . Thus, both the transient and steady-state performance can be designed a priori by appropriately tuning the parameters δ,δ, α i , ϕ i0 and ϕ i∞ . We will design u y such that (10) can be guaranteed for all time. The basic idea of the following developments is to transform the control problem of (7) with constraint (10) into an equivalent "unconstrained" control problem as [23] [24] [25] [26] and [30] . For this purpose, we define a smooth and strictly increasing function S(z 1 ) of the transformed signal z 1 ∈ R, such that
Then according to the properties of S(z 1 ), x 1 can be represented to enforce condition (10) as
Considering the fact that S(z 1 ) is strictly monotonically increasing and ϕ 10 (t) ≥ ϕ 1∞ > 0, the inverse function of S(z 1 ) exists such that
For any initial condition x 1 (0), if the parametersδ, δ and ϕ 10 are chosen such that −δϕ 1 (0) < x 1 (0) <δϕ 1 (0), and z 1 can be controlled to be bounded (i.e., z 1 ∈ L ∞ , ∀t > 0) via u y , one may verify that −δ < S(z 1 ) <δ holds, and −δϕ 1 (t) < x 1 (t) < δϕ 1 (t) can be retained. Hence, the control of system (7) with constraint (10) can be achieved by stabilizing the coordinate z 1 in (12) . We have the following.
Lemma 1 [23] : System (7) is invariant under the transform (12) with S(z 1 ), thus the stabilization of the coordinate z 1 can guarantee the regulation of x 1 with constraint (10) .
In this paper, we choose the function S(z 1 ) as in [25] S(z 1 ) =δ e z 1 − δe
Then the transformed error z 1 can be obtained as
where μ 1 (t) = x 1 (t)/ϕ 1 (t) is a measurable variable. Hence, one can calculate the derivatives of z 1 aṡ
and
where
is calculated based on x 1 and ϕ 1 , which is positive and bounded. According to Lemma 1, the PPF bound (10) can be guaranteed if z 1 can be controlled to be bounded by u y . To achieve this purpose, we define the filtered error as
where p1 > 0 is a positive constant such that the error z 1 is bounded as long as s P1 is bounded [22] .
Furthermore, we can obtain the time derivative of s p1 aṡ
is a lumped (unknown) term of the damper and spring dynamics. It can be approximated by a NN [31] [32] [33] [34] [35] as (19) where
] T ∈ R L P is the NN weight and ε P1 ∈ R is the approximation error. They are bounded by w P1 ≤ w P1N , |ε Pn1 | < ε Pn1N for positive constants w P1N and ε Pn1N 
] T is the regressor vector. The notation of T P1 (Z P1 ) shows that it is a function of the vertical displacement x 1 and velocity x 2 . In this case, some commercial sensors (e.g., accelerometer or laser sensor [14] , [36] ) can be used to provide the required measurements. Sensor noise can be taken as a part of the disturbance d 1 .
In this case,ṡ P1 in (18) can be written aṡ
where ε P1 = ε Pn1 + τ 1 θ 1 d 1 denotes the lumped residual error defining the effect of bounded NN-error and disturbance, and thus |ε P1 | < ε P1N holds for a positive constant ε P1N . Now, we design the following control u y to stabilize (20) :
where k P1 > 0 is a positive feedback control gain,θ 1 is the estimation of the uncertain parameter θ 1 , andŵ P1 is the estimation of the NN weight w P1 , which will be updated via the adaptive law (26) .
Remark 2:
In classical adaptive control for (20) and (21) [22] , the gradient descent adaptation or modified version with projection [21] was used to estimate the NN weight w P1 and the parameter θ 1 by minimizing the control error s P1 . However, in these algorithms the convergence of the estimates to their true values may be difficult due to the modeling errors and the induced damping effect in the adaptive laws. This will be analyzed in Section IV.
Different to classical adaptive laws, we will propose a novel adaptive law as in [27] to guarantee the convergence of the parameter estimation and control error simultaneously. Thus, (20) can be written aṡ (22) where
T are the augmented parameter and the regressor vector, respectively.
Then, we define the filtered variables s P1 f , P1 f as
and the auxiliary matrix P P1 and vector Q P1 as
where k > 0 and l > 0 are positive constants. We denote an auxiliary vector H P1 based on P P1 , Q P1 as
whereŴ P1 is the estimated vector. It is updated by the following adaptive law:
where P1 > 0 is the adaptive gain and σ > 0 is a constant. In (26), a new leakage term H P1 is introduced, which is different to the e-modification and σ -modification [22] . To analyze the convergence of (26), we first present a lemma to show the merit of H P1 .
Lemma 2: Consider P P1 , Q P1 and H P1 defined in (24) and (25) , then H P1 can be represented as
Proof: Please refer to Appendix I for the proof. As shown in Lemma 2, the leakage term H P1 contains the information of the unknown estimation errorW P1 , and thus can be used to drive the adaptive law (26) to improve the convergence of parameter estimation.
Lemma 3 [27] : If the regressor vector P1 defined in (22) is persistently excited (PE), then the matrix P p1 defined in (24) is positive definite, i.e., its minimum eigenvalue fulfills λ min (P P1 ) > σ P1 > 0 for a positive constant σ p1 .
Proof: We refer to [27] for a similar proof. Now the main results of this section can be summarized as follows.
Theorem 1: Consider the vertical displacement x 1 in system (7) and the PPF control (21) with adaptive law (26) . If the initial condition fulfills −δϕ 1 (0) < x 1 (0) <δϕ 1 (0) , and the regressor P1 in (22) is PE, then 1) for the residual error ε p1 = 0, the control error s p1 and estimation errorW p1 exponentially converge to zero;
2) for the residual error ε p1 = 0, the control error s p1 and estimation errorW p1 converge to a small compact set. In both cases, the vertical displacement x 1 can be retained within the prescribed bound (10) .
Proof: Please refer to Appendix II for a detailed proof.
Remark 3: Lemma 3 indicates that the required excitation condition λ min (P P1 ) > σ P1 > 0 can be fulfilled under the standard PE condition, which is needed to prove the parameter estimation convergence [22] . In this sense, Lemma 3 provides an intuitive way to online verify the PE condition, i.e., one can calculate the minimum eigenvalue of matrix P p1 and test for λ min (P P1 ) > 0. It is noted that this excitation condition can usually be satisfied in vehicle suspensions due to the continuously injected disturbances y o1 and y o2 from an uneven road. Note that our algorithm augments to the gradient descent approach and it has to the least perform the same in fact better. It shows more robust convergence behavior as we present in theory and practice (see also [37] ).
Remark 4: In the adaptive law (26), the first gradient term s P1 P1 is used to ensure the boundedness of tracking error s p1 ; the new leakage term σ H p1 contains the information of estimation errorW p1 as shown in Lemma 1. The inclusion of this leakage term in the adaptive law (26) leads to a quadratic term ofW p1 in the temporal derivative of the Lyapunov function such that faster (exponential) convergence of both the control error and estimation error is obtained. In this sense, the adaptive law (26) is different to the σ -modification and e-modification superimposed on the gradient method [22] , where the estimation error convergence cannot be guaranteed due to the induced damping terms. Detailed comparisons will be provided in Section IV.
B. Adaptive PPF Control for Pitch Motion
Adaptive PPF control of the pitch motion x 3 in (7) can be designed following similar manipulations as in Section III A, which can be briefly given as: (27) where
; p2 > 0 and k P2 > 0 are positive constants, P2 > 0 and σ > 0 are the adaptive gains; and
The new leakage term H P2 is defined as H P2 = P P2ŴP2 − Q P2 in terms of the filtered variables P P2 , Q P2 , which can be obtained similar to their counterparts P P1 , Q P1 and H P1 as (23)- (25) . Finally, it should be noted that T P2 (Z P2 ) is a function of the pitch displacement x 3 and velocity x 4 , which can be measured using commercial transducers [14] , [36] . Hence, similar to Theorem 1, the convergence of pitch motion control (27) can be proved, which is not repeated again.
After obtaining u y and u ϕ in (21) and (27) , the actual control inputs of u 1 and u 2 can be calculated as
C. Analysis of Dynamic Tire Loads and Suspension Travels
In the above analysis, the guarantee for x 1 and x 3 to remain within the prescribed bounds −δϕ 1 (t) < x 1 (t) <δϕ 1 (t) and −δϕ 2 (t) < x 3 (t) <δϕ 2 (t) has been obtained, i.e., the primary control objective 1) is achieved. In what follows, we will show that the other two suspension requirements (2) and (5) can be fulfilled by appropriately choosing parameters.
For ease of analysis, the tire forces F t f , F tr , F b f , F br are modeled as in [21] as: We first analyze the boundedness of the state variables x 5 , x 6 , x 7 , x 8 of (8). As indicated in Theorem 1, the vertical motions x 1 , x 2 and pitch motions x 3 , x 4 are bounded. Then after substitution of (28) into (8), one can obtaiṅ
where (30) is stable, i.e., there exist positive matrices P > 0, Q > 0 so that the Lyapunov equation A T P + A P = −Q holds. We select a Lyapunov function as V = X T P X, then its derivative can be obtained along (29) aṡ
where η 1 , η 2 > 0 are the design parameters coming from the Young's inequality ab
Now we can address the dynamic tire load condition (2). The transferred displacements from the road disturbances to the tire deflection can be calculated as
Hence, we can tune the design parameters η 1 , η 2 and P, such that the tire load constraints (2) can be achieved.
Finally, the suspension travel constraints (5) will be studied. The bounds of the suspension spaces can be obtained from the result of Theorem 1, i.e., −δϕ 1 (t) < x 1 (t) <δϕ 1 (t), ∀t > 0, we know that x 1 < max δ,δ ϕ 10 and x 3 < max δ,δ ϕ 20 , which implies that
≤ max δ,δ (ϕ 10 + bϕ 20 )
Then we can tune the PPF parameters δ,δ, ϕ i0 and the design parameters η 1 , η 2 and matrix P to guarantee the suspension travel constraints (5). It should be noted that the parameters η 1 and η 2 are used for analysis only; they are not used in the control implementation. Thus, they can be set very small such that β 1 is small to fulfill (35)- (37) .
Remark 5: Compared to generic adaptive control without PPF (as shown in the following section), a salient feature of PPF control is that it can guarantee not only the steadystate error bounds but also the transient response of x 1 , x 3 . Moreover, the parameters δ,δ, ϕ i0 can be a priori selected to fulfill the initial condition −δϕ i (0) < x i (0) <δϕ i (0) as [38] . In this case, the parameter tuning to fulfill (2) and (5) can be simplified because δ,δ, ϕ i0 are explicitly shown in (36) and (37) .
Remark 6: In practical applications, the parameters to be set for the proposed PPF control can be grouped into two categories: PPF parameters and feedback control parameters. A parameter tuning guideline can be given as in [25] .
1) The positive constantsδ, δ and ϕ i0 , i = 1, 2 should be chosen to fulfill the initial conditions −δϕ i (0) < x i (0) < δϕ i (0). The PPF parameter a i can be set as a trade-off between the amplitude of the required control forces and the convergence speed of the displacements x i . The steady-state error bound ϕ i∞ can be set large in the initial tuning phase, which can be reduced in the subsequent tuning to fulfill performance requirements. In general, small ϕ i∞ and large α i can obtain good control performance but lead to large control actions. 2) Large feedback gains k p1 , k p2 in the control will lead to faster error convergence, whereas the required control action may be aggressive (and oscillatory due to road disturbances). Moreover, high adaptive gains p1 and p2 can help to improve parameter estimation but may make the control action aggressive. Finally, the leakage constant σ in the adaptive laws (26) and (27) determines the parameter estimation convergence speed, which is also related to the excitation level.
IV. COMPARISON WITH OTHER ADAPTIVE CONTROL DESIGNS
To show the advantages of PPF control (21) and the new adaptive law (26) , this section will present a generic adaptive controller in combination with various adaptive laws for comparison. For brevity, we only consider the control design for x 1 , while the control of x 3 and the performance analysis of (2) and (5) are not repeated.
We define a filtered error as
where > 0 is a positive constant [22] . Then, the time derivative of s 1 along (7) is given aṡ
where we use an NN to approximate the unknown dynamics
where k 1 > 0 is the feedback gain,θ 1 andŵ 1 are the estimates of θ 1 and w 1 , which will be online updated based on the following adaptive laws (40) into (39), the control error dynamics arė
For adaptive control (40), various adaptive laws have been suggested. Hence, we will present the widely used gradient descent and e-modification schemes and compare them with the adaptive law with a new leakage term as from [27] .
A. Gradient-Based Adaptive Law [22] The gradient descent adaptive law is solely driven by the tracking error s 1 asẆ
where 1 > 0 is the learning gain. Lemma 4: Consider the suspension system (7) with control (40) and adaptive law (42) . If there is no residual error (ε O1 = 0), then the control error x 1 converges to zero asymptotically.
Proof: Please refer to Appendix III. For the gradient descent adaptive law (42), the estimation errorW 1 may asymptotically converge to zero under the PE condition and the ideal case, ε O1N = 0. However, the presence of any disturbances (ε O1N = 0) may trigger instability of the closed-loop system [22] , which makes this adaptive law difficult to use in practice. [22] To address the boundedness ofŴ 1 , a forgetting factor is added in (42) to give the e-modification schemė
B. e-Modification Adaptive Law
where σ > 0 is a positive constant.
Lemma 5: Consider the suspension system (7) with control (40) and adaptive law (43) , then x 1 andW 1 will ultimately converge to a small set defined by
Proof: Please refer to Appendix IV. In comparison to the gradient descent method, the e-modification method can guarantee that bothW 1 and s 1 are bounded. Thus, the potential bursting phenomenon [22] encountered in the gradient scheme is eliminated. However, since a damping term σ |s 1 |Ŵ 1 is used in (43) , it is shown in Lemma 5 that the ultimate bounds of x 1 andW 1 depend not only on the error ε O1 but also on the unknown NN weight bound W 1N . Thus, the convergence of x 1 and W 1 to zero cannot be achieved even when ε 1 = 0 and d 1 = 0.
C. New Adaptive Law With Estimation Error
To guarantee parameter estimation convergence, we will propose a new adaptive law using the idea shown in Section III. Define the filtered variables s 1 f , 1 f , x 2 f in system (39) and auxiliary matrix P 1 and vector Q 1 as
where k > 0, l > 0 are the design parameters. Then, a new leakage term H 1 can be obtained as
The adaptive law for updatingŴ 1 is given bẏ
Similar to (55)-(57), one can obtain that
Lemma 6: Consider the suspension system (7) with control (40) and adaptive law (47), if λ min (P 1 ) > σ 1 > 0 (i.e., 1 is PE), then the errors x 1 andW 1 will ultimately satisfy |x 1 
), which is zero if there is no residual error (ε O1N , ε 1N f = 0).
Proof: Please refer to Appendix V. It is shown in Lemma 6, that the ultimate bounds ofW 1 and x 1 depend on the residual error ε O1N , ε 1N f only. Hence, without disturbance (d 1 = 0), the errors x 1 andW 1 can be made arbitrarily small if the number of NN nodes L is sufficiently large [39] . Nevertheless, in the ideal case when the residual error is zero, i.e., ε O1N = 0, the control and (43) , which will be shown in simulation.
Remark 7: The design of adaptive laws (26) and (47) with new leakage terms is inspired by our previous work [27] , [28] . However, an essential difference is that we consider the tracking error equations (22) and (41) rather than the original system equation in [27] and [28] because the unknown parameters are involved in (26) and (47) rather than (7).
D. Summary
We will compare both the control and parameter estimation performances of these four different control schemes: 1) the proposed PPF control (21) with (26); 2) generic adaptive control (40) with gradient scheme (42); 3) generic adaptive control (40) with e-modification (43); 4) generic adaptive control (40) with new adaptive law (47).
The main conclusions are summarized in Table I and presented in the following with more detailed explanations.
1) Control Performance:
It is shown in Theorem 1 that both the transient and steady-state bounds of x 1 can be guaranteed by PPF control (21) . However, for generic adaptive control (40) with gradient scheme (42), e-modification (43) and novel adaptive law (47), the transient response cannot be guaranteed although the steady-state performance may be proved as stated in Lemma 4-Lemma 6. It is known that the ride comfort and safety of vehicle systems can be severely affected by a poor transient suspension response. In this sense, the PPF control provides better suspension profiles among all these approaches. This fact will be validated in simulations.
2) Parameter Estimation: For the gradient descent scheme (42) , the convergence of the estimated parameters is guaranteed only if the residual error ε O1N = 0 and the PE condition holds, which may be stringent in practice.
With the e-modification in (43) , only the boundedness of the estimates can be proved, where the bound of the estimation errorW 1 depends on the bound of the unknown NN weight W 1 as shown in Lemma 5; this bound may be large even in the absence of the NN approximation error. In contrast, the inclusion of novel leakage terms σ H P1 in (26) and σ H 1 in (47) guarantees that the ultimate bound ofW 1 depends only on the residual errors ε 1N f and ε O1N , and thus it can be sufficiently small for large design parameters L, k 1 , σ , 1 and for d 1 = 0. In the ideal case when ε O1N = 0, we knowW 1 converges to zero exponentially, i.e.,W 1 → 0. Based on the certainty equivalence principle [22] , better control response can be achieved. This point will also be validated in terms of simulations in Section VI.
V. CONSIDERATION OF ACTUATOR DYNAMICS AND SATURATION
It is well-known that the actuator is a key component in active suspension systems, which is used to create the required forces to reduce the uninterrupted effect of road roughness. To address practical implementation of the proposed methods, this section will further consider the actuator dynamics and also potential saturation problems [40] [41] [42] due to the constraints imposed on the actuators. The modified control structure can be found in Fig. 2 .
In this paper, electrical linear motors are used as the actuators to realize the active suspension system. This linear servo motor has been practically used in a realistic suspension test rig [14] , where the input voltages can be manipulated to generate the required forces. We refer to [14] for more details of modeling this actuator. Here, without considering the trivial motor inherent time delay (4 ms), we use a transfer function (F/V ) = (100728/(s + 320.4019)) to represent the relationship between the input voltage V and the output force F.
Moreover, an antiwindup approach as used in [40] is incorporated into the proposed controller to handle the potential control saturation problem when the actuators suffer from input constraints. Here, we only show the modifications of the PPF control u y with antiwindup. The design of u ϕ is similar to that of u y , which will not be repeated.
The basic idea of this antiwindup design is to construct an augmented controller, which matches the predefined one when the saturation does not occur, and guarantees feasible performance degradation when the saturation occurs [41] , [42] . This can be achieved by modifying the control actions when the control actions are saturated. This antiwindup scheme is a simplified version of the low order structures suggested in [41] and [42] . The compensator can be given as follows:
where k o , θ 0 are positive constants and F = u y − sat(u y ) with sat(·) being a saturation function [41] , [42] . Then the PPF control (21) is altered as
It is noted that η 1 in (48) is used to compensate for the error s p1 in (49) when F = 0. It can be taken as a lowpass filter version of F. When the control input is small (i.e., F = 0), η 1 is kept at 0, thus the convergence and the closed-loop system stability is preserved as in the unsaturated case. When the saturation occurs, η 1 can help to reshape the control action u y so as to drive the controller back into the linear region of the saturation [41] , [42] . This is summarized for the simplified case where the actuator dynamics are neglected, i.e., F/V = 1 Theorem 2: Consider F/V = 1, the vertical displacement x 1 in the suspension system (7) and the modified PPF control (49). If the initial condition fulfills −δϕ 1 (0) < x 1 (0) <δϕ 1 (0) , and the regressor vector p1 in (49) is PE for small disturbance and residual NN error, then 1) for small enough initial values (i.e., there is no saturation, F y = 0), the closed-loop system is the same within a compact set as for Theorem 1, and the conclusions of Theorem 1 still hold; 2) when F y = 0, the control error s p1 is bounded in a local sense, which guarantees PPF control performance. Proof [40] : Please refer to Appendix VI. The simulations show that the suspension performance can be maintained with less degradation compared to the case without antiwindup compensator. The case of F/V = 1 is investigated in simulation only for space reasons.
VI. SIMULATIONS
In this section, simulations are provided to exemplify the effectiveness of the proposed controllers and the novel adaptive laws. To provide realistic conditions, a commercial vehicle simulation software Carsim (Version 8.1) is used together with MATLAB Simulink (2014a) to build a combined dynamic simulator. The schematic of the built simulation system is shown in Fig. 3 , where realistic driving maneuvers and the associated road profiles (e.g., bounce sine sweep road) embedded in Carsim are imported into Simulink as the road disturbance to test the active suspension control systems.
In the simulations, the unknown forces of the nonlinear stiffening springs, piecewise dampers and the tire obey are given in [21] as
where k f 1 , k r1 and k n f 1 , k nr1 are the stiffness coefficients of the linear and nonlinear terms; b ei and b ci (i = 1, 2) are the damping coefficients for the extension and compression movements; k f 2 , k r2 , b f 2 and b r2 are the stiffness and damping coefficients of the tire. The parameters of the half-car model shown in Fig. 1 are the same as those used in [21] , which are listed in Table II . Then the following three cases are studied and compared.
A. Case 1 (Bump Disturbance)
The following benchmark bump-type road disturbance has been widely used [21] to test the performance of suspension systems:
The road input y o2 for the rear tire is implemented as y o2 (t) = y o1 (t − τ ) with the delay τ = 0.5 sec, h = 0.08 m is the height of the bump.
The effectiveness of the proposed PPF control (21) 2, 1270, 13500, 1.6, 300, 2070, 2.35e −10 ] . To show the effect of sensor noise, a band-limited white noise was manually added to the measured displacements to test the robustness of the proposed control in this case study. The generic adaptive control (40) 30diag[3.6, 1270, 12600, 2.1, 320, 2700, 7e −8 ] . Fig. 4(a) shows the time response of the vertical and pitch displacements with the PPF control (21), adaptive control (40), and passive suspension (i.e., the active controls are turned off). One can find from Fig. 4 (a) that these two active control approaches are able to isolate the road disturbance effectively to regulate the vertical and pitch displacements to zero rapidly even in the presence of sensor noise. Moreover, the PPF control (21) has faster transient convergence speed than the generic adaptive control (40) . In Fig. 4(b) and (c) , it is also shown that the suspension travels and tire loads are all within the allowable ranges even for a harsh bump road disturbance. One may find that the PPF control has slightly higher peaks in both the suspension travels and tire loads than that of generic adaptive control in the transient stage. This is reasonable because the ride comfort, suspension travel and tire loads are conflicting in the active suspension. Thus, the PPF control method that provides better ride comfort requires larger suspension travels and tire loads.
Moreover, to show the effects of the novel leakage terms σ H 1 , σ H 2 on the parameter estimation convergence, generic adaptive control (40) is simulated with the classical gradient descent scheme (42) , the e-modification method (43) and the new adaptive law (47), respectively. We verified that the PE condition can be guaranteed for this bump road disturbance by testing the condition λ min (P p1 ), λ min (P p2 ) > 0. The estimation performance of these three schemes is compared. Fig. 5 shows that the estimated parameters with the new adaptive law (47) converge to their true values. In particular, the estimation of the unknown mass θ 1 and the moment of inertia θ 2 shown in Fig. 5 can be precisely estimated with the help of the novel leakage terms. However, the gradient and e-modification adaptive laws cannot guarantee the error convergence. As analyzed in Section IV, the ultimate bound of the parameter estimation errorW 1 with e-modification depends not only on the bound of residual NN error ε 1N , but also on the bound of ideal NN weight W 1N . Hence, the estimated parameters with the e-modification only stay in a bounded set around the preselected values rather than converge to their true values. This has been significantly improved by using the proposed adaptive laws.
B. Case 2 (Bounce Sine Sweep Road Disturbance)
To validate the proposed methods in more realistic driving maneuvers, a typical driving road profile configured in Carsim (i.e., bounce sine sweep road condition (sinusoidal with varying frequency) with the vehicle driving velocity (40 km/h) is generated and used to test the performance of active suspension controls. Fig. 6(a) shows the ground elevation of the test road. In this case, the initial values and the parameters of generic adaptive control are chosen as the ones in Case 1, while the PPFs can be set as ϕ 1 (t) = (0.012 − 0.0002)e −10t + 0.0002 and ϕ 2 (t) = (0.012 − 0.00035)e −10t + 0.00035 to achieve better transient suspension performance. Simulation results in terms of time domain responses are provided in Fig. 6 , where the PPF control (21) with (26) is compared with the generic adaptive control (40) with the gradient method (42) and with the new adaptation (47). As shown in Fig. 6(b) , the proposed PPF control (21) can obtain better regulation performance (42); and e-modifi: e-modification method (43)].
of both the vertical and pitch displacements than adaptive control (40) without the PPF. Especially, the transient response of x i , i = 1, 3 with the PPF control (21) can be strictly retained within the predefined bounds. However, the generic adaptive control (40) with conventional adaptive laws (42) and (43) provide a sluggish transient response because the precise estimation of unknown parameters cannot be obtained. Moreover, the use of the new adaptation law (47) can lead to better estimation than that of the gradient descent scheme (42) . In fact, similar parameter estimation responses to Fig. 5 can be obtained with the new adaptive laws (47). Therefore, from the certainty equivalence principle in [22] , better control response can be achieved with the suggested adaptive laws, which is shown in Fig. 6(b) . This simulation clearly indicates how the use of the new leakage terms with the estimation error and the PPFs can improve the estimation and control performance.
Moreover, considering the strictly limited working space in the suspension system, Fig. 6(c) shows that the suspension travels with different controllers are all smaller than the standard limitations y f max = y r max = 0.08 m. Finally, to ensure the car safety, the dynamic tire loads must be ensured to retain the suspension performance constraint (2) . As shown in Fig. 6(d) , both the front and rear wheel static tire loads can be calculated by (3) as F f < 7513.3 N, F r < 6206.7 N, where the responses and peaks of dynamic tire loads for two wheels are limited within these specific bounds. Overall, in spite of different transient suspension response of the vertical and pitch displacements, all these three control approaches can retain these suspension requirements.
To further validate the proposed control methods, frequencydomain analysis is also considered. For further comparison, the classical 2-states skyhook control (SH 2-States) method [43] is implemented and compared with the proposed methods in the frequency domain. The frequency responses of different methods can be shown in Fig. 6(e) , where the performance index, power spectral density (PSD), is introduced to evaluate the effectiveness of these methods. It is clearly shown that the active suspension controls can achieve better response than passive suspension and skyhook control. Moreover, it can also be found that the proposed adaptive control method (40) with novel adaptive law (47) achieves the lower peak values (40) with (42); and e-modifi: adaptive control (40) with (43) than that with e-modification (43) over the resonant frequency range of 4-8 Hz, which is sensitive to human body. This again implies that the estimated parameter convergence can indeed help to improve the suspension responses and ride comfort. Nevertheless, it is interesting to find that the PPF control achieves higher PSD values than the e-modification method around 8 Hz. This is reasonable because it achieves the fastest transient convergence speed compared with that of other control methods in the time domain [ Fig. 6(b) ], while its frequency response around some specific frequencies (e.g., 8 Hz) may be degraded.
Finally, the improved ride comfort can also be observed in terms of another performance index, root mean square (RMS) of acceleration, which is shown in Fig. 6(f) . It is also shown that the proposed adaptive control (40) and PPF control (21) can yield smaller RMS values than other methods. This further verifies the effectiveness and feasibility of the proposed methods.
C. Case 3 (Straight Lane With Example Road Roughness)
Finally, we choose the driving road as a straight lane with road roughness embedded in Carsim and the vehicle traveling at 60 km/h. The ground elevation is plotted in Fig. 7(a) . In this case, the actuator dynamics and saturation (e.g., servo motor described in Section V) are all considered and the proposed antiwindup compensators are implemented. Thus, the PPF is set as ϕ 1 (t) = ϕ 2 (t) = (0.013 − 0.00015)e −9t + 0.00015 and the other parameters are set p1 = p2 = 2, k p1 = 0.5, k p2 = 1. The parameters for the actuator saturation and antiwindup compensator are k o = 0.05, u y max = u z max = 1700 N. These parameters are tuned based on the guidelines provided in Remark 6.
Comparative simulation results are provided in Fig. 7 , where the performance of the active suspension system with different methods is illustrated. One can find from Fig. 7(b) that the proposed PPF control can obtain best control performance for both the vertical and angular displacements due to the use of PPF scheme. Specifically, it is shown that not only faster transient convergence speed is achieved in comparison to these general adaptive controls without PPF, but also smaller steady-state error is guaranteed, i.e., x i , i = 1, 3 can be strictly retained within the prescribed PPF bounds.
The profiles of the required forces u y and u ϕ , and the corresponding input voltages for the motors (that are used to generate the required forces) are plotted in Fig. 7(c) . One may find from Fig. 7(c) (top) that the required forces and the control voltage are all bounded. In particular, the control voltages for the motors are all retained within [−10 +10] V. Thus, the proposed control methods can be practically implemented. Moreover, in Fig. 7(c) , it is also illustrated that the forces of the PPF control has higher peaks in the first few seconds than generic adaptive control without PPF. This is reasonable because larger control forces should be used to achieve faster control convergence during the transient; this is particularly true if the initial errors are significant.
The effectiveness of the antiwindup compensator for vertical motion and the corresponding control signal is also demonstrated in Fig. 7(d) . One may find from Fig. 7(d) (top) that the PPF control with the antiwindup compensator can regulate the vertical displacement to zero faster and smoother than the PPF control without the antiwindup compensator. This can be explained by observing the control signals as depicted in Fig. 7(d) (bottom) , where it is shown that the proposed antiwindup compensator can effectively address the saturation problem, i.e., it can drive the control signals and the closedloop system back to a stable region, even when the actuators are subject to control constraints (the maximum forces are saturated by 1700 N in this case). A similar result can also be observed for the PPF control for pitch motion, which is not shown here due the page limit.
VII. CONCLUSION
In this paper, an alternative adaptive control based on new adaptive laws is proposed for vehicle active suspension systems with unknown nonlinear sprung and damper dynamics. Both the transient and steady-state control performance of the vertical and angular displacements can be guaranteed by introducing a PPF and the associated error transform. A new adaptive law based on the parameter estimation error is also used such that precise estimation of essential vehicle parameters is achieved. The suggested new leakage terms can be superimposed on the classical gradient descent method to achieve better estimation and control performance. Extensive comparisons to generic adaptive control with well-known adaptations (e.g., gradient, e-modification) are carried out. The suspension requirements concerning the ride comfort and vehicle safety are all studied. Comparative simulations on a half-car model in a dynamic simulator consisting of Carsim and MATLAB/Simulink are given to validate the effectiveness of the proposed PPF control and new adaptive laws.
APPENDIX I PROOF OF LEMMA 2
Proof: By applying a filter operation (·) f = (·)/(ks + 1) on both sides of (22) and considering (23) , one can deduce thatṡ
where ε P1 f is the filtered version of the error ε P1 given by kε p1 f + ε p1 f = ε p1 , so that ε p1 f is also bounded. On the other hand, one can obtain the solution of the matrix differential equation (24) as
Then from (25)-(56), we can obtain
where P1 = − t 0 e −l(t −r) P1 f (r )ε P1 f (r )dr is a bounded variable because the NN regressor P1 f and error ε p1 f are bounded, i.e.,
P1
< ε P1N f holds for a positive constant ε P1N f .
APPENDIX II PROOF OF THEOREM 1
Proof: Substituting (21) into (20), we get the control error asṡ
Choose a Lyapunov function as
By using ab ≤ a 2 η P1 /2 + b 2 /2η P1 , η P1 > 0, thenV P1 can be calculated along (26) and (58) In both aforementioned cases, the transformed error z 1 , z 1 and the control input u y are bounded. Hence, from Lemma 1 and the properties of function S(z 1 ), we know that −δ < S(z 1 ) <δ is true. This further implies the condition −δϕ 1 (t) < x 1 (t) <δϕ 1 (t) holds based on (11) . Then, one can conclude that the control of system (1) with prescribed bound (10) is achieved.
APPENDIX III PROOF OF LEMMA 4
Proof: We select a Lyapunov function as
If the residual error bound ε O1N = 0, thenV 1 can be computed along (41) and (42) aṡ
Then based on the Barbalat's lemma [22] , s 1 and thus x 1 will converge to zero asymptotically.
APPENDIX IV PROOF OF LEMMA 5
Proof: Select a Lyapunov function as (61), thenV 1 can be computed along (41) and (43) .
According to the extended Lyapunov Theorem [22] , the errors s 1 ,W 1 converge to the bound defined in Lemma 5.
APPENDIX V PROOF OF LEMMA 6
Proof: Select a Lyapunov function as (61), thenV 1 can be computed along (41) and (47) aṡ 
APPENDIX VI PROOF OF THEOREM 2
Proof: Let us assume that for a sufficiently large compact set 1 in (s p1 ,W p1 , η 1 ), for small enough initial values and for small enough disturbance and residual NN error follows F y = 0. When the saturation does not occur, we know η 1 → 0, thus the conclusions of the closed-loop systems are the same as in Theorem 1.
Moreover, we use a Lyapunov function as
The time derivate ofV p1 can be calculated along (20) ). As shown in [40] , θ 0 F y has a maximum in a sufficiently large compact set defined by 2 = {s p1 ,W p1 , η 1 |V p1 (s p1 ,W p1 , η 1 ) ≤ ϒ} for a positive constant ϒ. The continuity of the saturation function permits that this set can be defined larger than 1 , i.e., 2 ⊃
