Interannual and interdecadal prediction are major challenges of climate dynamics. In this article we develop a prediction method for climate processes that exhibit low-frequency variability (LFV). The method constructs a nonlinear stochastic model from past observations and estimates a path of the "weather" noise that drives this model over previous finite-time windows. The method has two steps: (i) select noise samples-or "snippets"-from the past noise, which have forced the system during short-time intervals that resemble the LFV phase just preceding the currently observed state; and (ii) use these snippets to drive the system from the current state into the future. The method is placed in the framework of pathwise linear-response theory and is then applied to an El Niño-Southern Oscillation (ENSO) model derived by the empirical model reduction (EMR) methodology; this nonlinear model has 40 coupled, slow, and fast variables. The domain of validity of this forecasting procedure depends on the nature of the system's pathwise response; it is shown numerically that the ENSO model's response is linear on interannual time scales. As a result, the method's skill at a 6-to 16-month lead is highly competitive when compared with currently used dynamic and statistic prediction methods for the Niño-3 index and the global sea surface temperature field. E NSO forecasting has a decade-long history and relies mainly on two classes of models: dynamical and statistical (1, 2). Still, a further distinction has to be made within the latter class: Some of the statistical models do not make any use of dynamical information, like Lorenz's method of analogues (3) and its followers (4-6), while others do use a dynamical model-previously fitted to the observations from the past-to drive the statistics in the future (2, 7, 8). Empirical stochastic models belong to this hybrid category, and linear versions of such models have been used in ENSO forecasting for two decades; see ref. 9 for a survey. More recently, Kravtsov et al. (10) have extended this approach to nonlinear models by developing an EMR methodology that can include quadratic nonlinearities as well as state-dependent noise that parameterizes small-scale effects, without assuming a priori scale separation (11).
Interannual and interdecadal prediction are major challenges of climate dynamics. In this article we develop a prediction method for climate processes that exhibit low-frequency variability (LFV). The method constructs a nonlinear stochastic model from past observations and estimates a path of the "weather" noise that drives this model over previous finite-time windows. The method has two steps: (i) select noise samples-or "snippets"-from the past noise, which have forced the system during short-time intervals that resemble the LFV phase just preceding the currently observed state; and (ii) use these snippets to drive the system from the current state into the future. The method is placed in the framework of pathwise linear-response theory and is then applied to an El Niño-Southern Oscillation (ENSO) model derived by the empirical model reduction (EMR) methodology; this nonlinear model has 40 coupled, slow, and fast variables. The domain of validity of this forecasting procedure depends on the nature of the system's pathwise response; it is shown numerically that the ENSO model's response is linear on interannual time scales. As a result, the method's skill at a 6-to 16-month lead is highly competitive when compared with currently used dynamic and statistic prediction methods for the Niño-3 index and the global sea surface temperature field. E NSO forecasting has a decade-long history and relies mainly on two classes of models: dynamical and statistical (1, 2) . Still, a further distinction has to be made within the latter class: Some of the statistical models do not make any use of dynamical information, like Lorenz's method of analogues (3) and its followers (4) (5) (6) , while others do use a dynamical model-previously fitted to the observations from the past-to drive the statistics in the future (2, 7, 8) . Empirical stochastic models belong to this hybrid category, and linear versions of such models have been used in ENSO forecasting for two decades; see ref. 9 for a survey. More recently, Kravtsov et al. (10) have extended this approach to nonlinear models by developing an EMR methodology that can include quadratic nonlinearities as well as state-dependent noise that parameterizes small-scale effects, without assuming a priori scale separation (11) .
The purpose of this paper is to show that, under suitable circumstances, a better understanding of the role of the fast processes, weather or noise, can help predict the slow ones-namely, the climate. To achieve this purpose, we proceed in two steps: (i) develop a special prediction methodology, called past noise forecasting (PNF), using EMR models; and (ii) provide a theoretical framework for applying the PNF method-or any other forecasting method based on perturbations of the noise-to other empirical stochastic models. Of late, probabilistic forecasts in weather and climate prediction have become fairly widespread: They are grounded in an estimation of the probability density function (PDF: [12] [13] [14] .
We take here a distinct, pathwise approach instead, and will show that this approach is particularly well adapted to empirical stochastic models and to phenomena in which a considerable part of the variability exhibits some form of repetitive regularity (15) . We focus mainly on the EMR models of ENSO introduced and studied by Kondrashov et al. (16) .
The paper is organized as follows. We present in the next section the concept of pathwise sensitivity, which describes the response of the stochastic system at hand with respect to perturbations of the noise realization. If this pathwise response is linear, then the system's response to small perturbations of the noise may be small. In the subsequent section, we verify numerically that this linear-response property is fulfilled by the EMR model of ENSO used here. These two sections provide the theoretical framework for our PNF method, which is outlined in the fourth section.
The method's key idea consists of selecting appropriate noise samplings-or snippets-from the past of the noise realization derived during the EMR model's fitting procedure, and then using a subset of these snippets to drive the model's dynamics into the future. An effective subset of snippets is selected by relying on ENSO's well-known LFV modes (17) to key the selection to the analogous phases of these modes.
Essentially, the PNF method is a forecasting method based on perturbation techniques of the actual path of the future noise. The effects of changing the magnitude of these perturbations are analyzed by relying on the pathwise linear-response property. This property provides, in the fifth section, a clear theoretical explanation of the relatively good performance of the PNF method in the case at hand, as illustrated further by the statistical-significance tests in SI Text. The PNF approach is quite flexible, and further extensions are suggested in Concluding Remarks.
Predictability and Pathwise Sensitivity
Random forcing in a climate model may increase the robustness of its long-term behavior (18) , but it adds another source of uncertainty to short-or medium-term prediction. In stochastic linear models of the form dx ¼ Axdt þ dξ t (9)-where x is the state vector, t is time, and ξ t is a vector-valued Wiener process -sensitivity to the initial state may be observed in the short run. In the long run, however, because stationarity of the stochastic process requires the linear operator A to be exponentially stable, there is no such sensitivity: To the contrary, trajectories started from different initial states x 0 and driven by the same noise realization dξ t ðωÞ are completely synchronized. Such pathwise synchronization characterizes all stochastic dynamical systems having only negative Lyapunov exponents (18, 19) . We shall see that a weaker form of synchronization, namely so-called on-off synchronization, characterizes certain systems that do have a positive exponent (19) .
Assuming the driving noise dξ t is white, Ornstein-Uhlenbeck theory can be used to estimate A and the covariance of dξ t . The Green's function of the process can then be used for predicting the expected evolution of the state xðtÞ (9). Still, there is no information on the future of the sample path t ↦ dξ t ðωÞ that has been fitted from the observations over a time window ð0;t Ã Þ; where ω ∈ Ω marks the sampled realization, and Ω is the appropriate probability space for the sample paths.
For a nonlinear stochastic model that exhibits a positive Lyapunov exponent when the noise is turned off, we are thus facedonce the noise is turned on and besides the sensitivity to the initial state-with the additional uncertainty in the realization of the noise. Hence the forecasting problem becomes, at first sight, even more difficult than in the purely deterministic case. In the remainder of this section, we show that for certain chaotic systems-which are of geophysical interest, as seen in the next section-the noise can help, rather than hinder, the prediction of the state.
We consider here a nonlinear stochastic model of the form,
the model is used to simulate a multivariate time series over a time interval ð0;t Ã Þ and to predict its future evolution over the interval (t Ã , t Ã þ T). In Eq. 1 and the sequel, the noise dξ t is not necessarily white and hereafter will be denoted by ξ t . One assumes that the deterministic functions f and g have been estimated, by EMR or in some other way. Unless one knows, though, how to approximate the sample path of the noise t ↦ ξ t ðωÞ for t ∈ ðt Ã ;t Ã þ TÞ-with ω the unknown but fixed realization-one has to rely on predictions of the system's PDF (12) (13) (14) .
To exploit knowledge of past noise, as we propose to do here, requires first an estimate of the model's response to a "perturbation" of ω. Consider an observable ψ of the system governed by Eq. 1-i.e., a real-valued continuous function X → R, where X is the system's phase-space. For definiteness and clarity, let ξ t ðω 0 Þ be a perturbation of ξ t over ð0;t Ã Þ, with ω 0 a different realization and 0 < ϵ ≪ 1; the perturbed path of the noise is χ ϵ t ðω 0 Þ ¼ ξ t ðωÞ þ ϵξ t ðω 0 Þ, although much more general perturbations can be considered. Denote by Φðt;s;x 0 ; ωÞ the solution of Eq. 1 emanating from x 0 at time s < t, when the system is driven by the path t ↦ ξ t ðωÞ, and by Φ ϵ ðt;s;x 0 ; ω 0 Þ the one driven by χ ϵ t ðω 0 Þ and still emanating from xðsÞ ¼ x 0 .
Consider now a perturbation χ ϵ t ðω 0 Þ applied over the interval ðs;tÞ. We define the (local) deviation δ x 0 ;ω ðs;tÞ ðψ;ω 0 Þ of ψ at t, when starting from x 0 at time s and driven by the two noise paths χ ϵ t ðω 0 Þ and ξ t ðωÞ, respectively, from s to t: δ x 0 ;ω ðs;tÞ ðψ;ω 0 Þ≔ψðΦ ϵ ðt;s;x 0 ; ω 0 ÞÞ − ψðΦðt;s;x 0 ; ωÞÞ; [2] ω here refers to the realization that drives the unperturbed system. The corresponding mean response at time t is provided by the expectation E ω 0 ∈Ω ½δ x 0 ;ω ðs;tÞ ðψ;ω 0 Þ; when no confusion is possible, we drop the indexing over ω 0 ∈ Ω. We will be mainly interested in the expected response, averaged over ðs;tÞ and given by E½δ ðs;uÞ ðψ; ·Þdu. At this point, we take a brief excursion beyond the scope of the present paper and note that, by taking an ensemble average over x 0 ∈ X and letting s → −∞, one recovers, in our stochastic context, quantities that are analogous to those considered in Ruelle's (20) response theory for smooth, time-dependent perturbations Fðx;tÞ of autonomous systems with chaotic behavior. In that theory, the nature of the response-whether linear or nonlinear-is independent of the respective choices of the observable ψ and the perturbation in the (deterministic) forcing F.
There is no room to discuss here a rigorous framework in which to assess the response of a stochastic system governed by Eq. 1 to perturbations of the noise path t ↦ ξ t ðωÞ. Only numerical results for the short-range response can be given in the present paper; these will be justified rigorously elsewhere. Applications of linear-response theory to climate sensitivity have been recently investigated in a deterministic (21) and in a stochastic context (22) , but only for the model's PDF, while pathwise statistics are discussed in ref. 19 .
To which extent does the local, short-range response depend on x 0 , ω, s and t? It appears that the linear or nonlinear nature of E½δ x 0 ;ω ðs;tÞ ðψ; ·Þ, over a fixed interval ðs;tÞ, is unchanged for almost all x 0 and almost all ω; as a consequence, we will drop the dependence in x 0 and ω. This statement holds, for instance, in the case of the stochastic Lorenz system forced by σxdξ t , with σ > 0, as considered in ref. 19 : For t − s fixed-and almost surely in x 0 and ω-E½δ x 0 ;ω ðs;tÞ ðψ; ·Þ depends nonlinearly on the perturbation; this nonlinear response sets in above a certain threshold ϵ 0 of the perturbation size, which is much smaller than the variance of the noise.
To the contrary, other nonlinear (and chaotic) stochastic systems can exhibit-over a wide range of perturbations and still for almost all x 0 and ω-a linear response. For t − s fixed, such a response is visualized through a slope of E½δ ðs;tÞ ðψ; ·Þ vs. ϵ that is constant or changes only slightly with x 0 and s. In certain cases, a loss of this linear dependence may occur above a relatively large perturbation size. In practice, the knowledge of E½δ ðs;tÞ ðψ; ·Þ, and the threshold ϵ 0 past which the response becomes nonlinear, gives a quantitative assessment of the pathwise sensitivity: The smaller ϵ 0 the more sensitive the system may be to a perturbation ϵξ t ðω 0 Þ of the path. It follows also that a "reasonable" value of ϵ ≤ ϵ 0 could serve as a good indicator of an admissible noise perturbation. In the next section, we illustrate what is reasonable for an EMR-model of ENSO.
Pathwise Linear Response of an EMR-ENSO Model EMR models (10, 11, 16) are a subset of the stochastic systems described by Eq. 1; they can be compactly written as _ x ¼ Ax þ Bðx;xÞ þ Lðx;r l t ;ξ t ;tÞ; 0 ≤ l ≤ L − 1.
[3] Here x represents the slowest and most energetic modes, Bðx;xÞ is a quadratic nonlinearity, and L is a time-dependent linear operator obtained by integrating recursively from the Lth level to the top level, l ¼ 0, the linear stochastic equations that relate the auxiliary stochastic forcings r l t and r lþ1 t -i.e., dr l t ¼ b l ðx;r 0 t ;…;r l t Þdtþ r lþ1 t dt; A and B are estimated by a least-square procedure, and b l are linear maps estimated recursively along the same lines. The procedure is stopped when r L−1 t ¼ ξ t , called the Lth-level residual forcing, has a lag-1 vanishing autocorrelation. The stochastic forcings r l t are ordered from the one with strongest memory, r 0 t , to the most weakly autocorrelated one, ξ t . Here and throughout this section, ξ t in Eq. 3 is to be understood thus as an approximation over the sampling interval of dξ t in Eq. 1. This procedure allows one to parameterize the "fast" modes in terms of the "slow" ones; see SI Text for further details. Kondrashov et al. (16) have shown that a two-level EMR model-i.e., L ¼ 2 in Eq. 3-can simulate key features of the global sea surface temperature (SST) field's LFV and is quite competitive in predicting ENSO events on the seasonal-to-interannual scale. Let us assume that such a model has been fitted to the SST observations over some interval ð0;T 0 Þ and measure its pathwise sensitivity to changes in the model's "weather"; i.e., in the EMR procedure's residual noise r 1 t ¼ ξ t . Consider now the observable ψðxÞ≔‖x‖, where ‖ · ‖ denotes the Euclidean norm of x. Our goal is to obtain an estimate of E½δ ðs;tÞ ðψ; ·Þdu in terms of ϵ; to do so, we calculate The initial state at time s is chosen as a representative x 0 , associated with a state found in the past of the SST field, and t is chosen so that t − s ¼ T ¼ 16 months, while the state of the system is known up to time t. The results are depicted as the blue points in Fig. 1 , which clearly demonstrates a pathwise linear response, with a slope of about 0.8 for our two-level EMR model (blue curve in the figure) over a large range of perturbations of the noise. This stochastic EMR model has a leading Lyapunov exponent that is positive, and it exhibits the intermittency phenomenon described by Chekroun et al. (19) . This phenomenon is characterized by on-off synchronization of the trajectories for almost all fixed realizations; it is also associated with a sensitive dependence to initial states that is considerably weaker than observed in a stochastically perturbed Lorenz system (19) .
In order to perform a more detailed analysis of the sensitivity to initial states of the ENSO model used here, we propose a simple methodology that is consistent with the forecasting method developed in this paper (see below). To be precise, we have considered 60 reference initial states spread over 60 different initial times s; to each of these 60 states, we have applied 120 perturbations corresponding each to a state occupied by the system over 10 yr prior to s. The system was driven by the same realization ω of the noise, and the divergences between the trajectories ‖xðt;s;x 0 ; ωÞ − xðt;s;x 0 ; ωÞ‖ emanating from the reference initial state x 0 and the 120 perturbed onesx 0 , have been plotted in Fig. 2 A and B at 1 mo (t − s ¼ 1, blue points) and 16 mo (t − s ¼ 16, red points), respectively.
The divergence at 1 mo exhibits a linear dependence with respect to the magnitude ‖x 0 −x 0 ‖ of the perturbation (A), but this dependence becomes nonlinear at 16 mo (B). Fig. 2B , however, clearly demonstrates that two distinct clusters of red points may be identified: Either the model responds actively to a perturbation of the initial state, and the scatter is large, or the response is weak; in the latter case, the divergence is less than 0.25-i.e., less than 25% of the SST field's standard deviation. Fig. 2B shows, furthermore, that the "mass" of this compact cluster is larger than the mass of the former cluster.
This feature demonstrates that, at 16 mo, the trajectories have a stronger tendency to synchronize than to diverge, which indicates on-off synchronization with a stronger on mode than the off mode (19) . It thus appears that a fairly strong tendency of trajectories to synchronize for given, fixed stochastic forcing at intermediate range is associated with a weaker dependence on perturbations of this forcing, on the one hand, and with smaller divergence of trajectories at short times, on the other.
The results in Figs. 1 and 2 are thus fairly encouraging in terms of developing a predictive methodology based on estimates of future noise, because errors in such estimates do not seem to produce unduly large errors in the forecast. We develop such a methodology in the next section.
Past Noise Forecasting (PNF) Sampling Stationary Stochastic Processes. A well-known fact from the theory of stochastic processes is that-given a probability space ðΩ;F;PÞ associated with a stochastic process ft ↦ ξ t ðωÞg ω∈Ω , with F the σ-algebra of events and P the probability measure-a timeparameterization of Ω is obtained by introducing the shift operator θ t ξ s ðωÞ≔ξ tþs ðωÞ and letting ξ s ðωÞ ¼ ωðsÞ; see refs. 18 and 19 and references therein. If the stochastic process is stationary or with stationary increments, then the noise statistics are invariant under the transformation θ t or its helix analogue (19)-i.e., θ t P ¼ P.
It follows that shifting in time the path of such a stochastic process t ↦ ξ t ðωÞ, given for a fixed realization ω, leads to another path, t ↦ ξ t ðω 0 Þ, of the same stochastic process but for another realization ω 0 . An immediate consequence is that, given a path t ↦ ξ t ðωÞ of length t Ã > 0, each continuous segment or snippet of length T of this path, with T < t Ã , provides another path t ↦ ξ t ðω 0 Þ of length T, for a realization ω 0 of the same stochastic process. This property allows one, therefore, to select several sample paths of length T-associated with other realizations fω 0 g-from a single path of length t Ã ≫ T. (16) for T ¼ 16 months ahead. Each blue dot represents an averaged deviation calculated from 2 over a 16-month interval; the perturbation ω 0 is chosen among one hundred arbitrary ones, for each value of ϵ. These 100 deviations are plotted against E ω 0 ∈Ω ½ððt − sÞσ 0;T Þ −1 ð‖ξ‖Þ∫ t s ‖χ ϵ u ðω 0 Þ − ξ u ðωÞ‖du; see text for details. The straight blue line corresponds to the estimation of the response given by 4 against the same "metric." The magenta and red dots are introduced and discussed in the paper's last-but-one section. Noise Sampling Refinement Based on LFV Analogs. We consider now 0 < T ≪ t Ã and select N continuous, possibly overlapping segments of length T each, from a time series of the noise ξ t of length t Ã , given for a fixed realization ω. Note that N ≤ t Ã depends on t Ã , and will be denoted by N t Ã when necessary. Starting the copying at time t ¼ 0, this procedure leads to a set S t Ã of N snippets of size T, denoted by fζ t i : i ¼ 0;…;N − 1g, with t i ∈ ½0;t Ã − T, t 0 ¼ 0, and t i < t iþ1 . Each of these ζ t i constitutes a path of length T of the noise for a realization ω i that could potentially drive, from time t Ã to time t Ã þ T, any stochastic system driven by the noise ξ t ; note that ω 0 ¼ ω.
First, we notice that-by running the two-level EMR-ENSO model of ref. 16 from an arbitrary t Ã , and driven by ζ t i ∈ S t Ã -the average over a large enough number N t Ã of simulations is essentially the same as the one obtained from a large ensemble of arbitrary realizations of the residual noise ξ t , as given by Eq. 3. This numerical observation points to two facts: (i) The ensemble S t Ã contains sufficient statistics to recover the mean obtained from a larger ensemble; and (ii) no improvement is obtained with respect to forecasting by the mean, thus motivating the need to refine the set S t Ã of snippets in some way. In other words, we ask if there exists a subset S 0 t Ã of S t Ã that allows one to improve the forecast by simply taking the mean over this subset.
Because S t Ã is derived merely by sampling the stochastic forcing from the past, we examine next the phase of the system that corresponds to a snippet ζ t i , in order to select those snippets that correspond to the phase of the system at time t Ã . This selection is motivated by the fact that, for the EMR-ENSO model at hand, sensitivity with respect to the initial state is linear or weak on time scales of T ¼ 1 − 16 months (cf. Fig. 2) , and therefore the system's phase is mainly determined by the stochastic forcing over these time scales. We thus select noise samples of length T from the past that have forced the system when it occupied a phase that resembles the one just preceding the currently observed state at t Ã , and use these to drive the system from t Ã on till t Ã þ T. The aggregate forecast skill by relying on the individual forecasts so obtained will depend mainly upon the distribution of the selected snippets as perturbations of the actual path of the forcing into the future, provided the system exhibits a linear pathwise response to such perturbations. The latter point is discussed below, just before Concluding Remarks.
We still have to define the precise meaning we attribute to the system's being in a given phase. In fact, several methods exist to examine the instantaneous phase of a stochastic, as well as a deterministic, system. In order to refine the set S t Ã by considering the phase of our two-level EMR model of ENSO, we adopt here a heuristic approach and look at the phase of a smoothed version of the SST field's time series. The smoothing is obtained by singular spectrum analysis (SSA) (23) and turns out to provide a sharp enough selection criterion for the snippets of interest in our PNF.
To simplify the discussion, we only consider here x 1 -i.e., the first component of our EMR model-which gives the time evolution of the leading principal component (PC1) of the SST field (16) and captures about 80% of the variance (24) . The idea of smoothing PC1 by SSA relies on the fact that the subset formed by the leading reconstructed components (RCs) of PC1 captures the LFV of this time series, while filtering out the spurious high frequencies. Ghil and Jiang (2) showed that much of ENSO prediction skill does lie in correctly forecasting its quasi-quadrennial (QQ) and quasi-biennial (QB) modes (25, 26) .
Our approach consists of finding analogues for a continuous segment of a selected RC-of length 0 < Δ ≤ T months and ending at t Ã , the epoch from which we want to predict-by scanning the record of that RC over the available time series. The closeness of our analogues is determined by using both the rms (RMS) and the correlation coefficient (Corr) between two such segments. Consider the sum RC K of the k ¼ 1;…;K leading RCs of PC1 (cf. ref. 23 and SI Text). The selection procedure for analogues that correspond to prediction from an epoch t Ã is based on the following two steps:
Step S1. Let RC K ðt j ;t j þ ΔÞ be the segment of RC K that starts at t j and has length Δ. We first select the times t j < t Ã − Δ such that RC K ðt j ;t j þ ΔÞ is close enough to RC K ðt Ã − Δ;t Ã Þ in both RMS and Corr. More precisely, we compute the set:
t Ã ðα;βÞ≔ft j ∈ ð0;t Ã − ΔÞ: rmsðRC K ðt j ;t j þ ΔÞ − RC K ðt Ã − Δ;t Ã ÞÞ ≤ α; and; corrðRC K ðt j ;t j þ ΔÞ;RC K ðt Ã − Δ;t Ã ÞÞ ≥ 1 − βg; [5] with prescribed parameters 0 < α, β ≪ 1. In theory, T 0 t Ã could be the empty set for very small α and β. In practice, α and β have to be tuned so to avoid this, while cardðT 0 t Ã Þ < N t Ã to ensure that S 0 t Ã is a strict subset of S t Ã ; see step 2.
Step S2. Define next the following subset of S t Ã ,
The set S 0 t Ã is entirely based on the past observations and will serve us to drive the system into the future, as follows.
For any noise snippet ζ t i , we denote by xðt Ã þ t;t Ã ;x t Ã ; ζ t i Þ the solution of our two-level EMR model of ENSO at time t Ã þ t starting from the current observation x t Ã at time t Ã , and forced by ζ t i over the interval (t Ã , t Ã þ t). Note that, by construction,
Our predictor-from t Ã for t months ahead-will be:
where μ j ∈ ½0;1 and ∑ μ j ¼ 1. In the sequel, we simply illustrate the method with μ j ¼ 1∕cardðT 0 t Ã Þ; for all j, and postpone the discussion of optimizing the choice of the μ j s for future work. Note that, in Eq. 7, ζ t j can be replaced by a shifted ζ t j þs , with 0 < s ≤ Δ, because we consider only an "average phase" of the system over Δ-months, rather than an instantaneous phase.
We call any method that consists of using Eq. 7 as a predictor, and steps S1 and S2 for the selection procedure of the noise snippets ζ t j a PNF method; in other words, EMR fitting is but one way to determine the driving noise ζ t from which the snippets are selected. A schematic illustration of the concept is given in SI Text.
In practice, the parameters K and Δ-needed to fully specify a PNF ðK;ΔÞ method-have to be determined either by tuning, as discussed in SI Text or by a more systematic optimization method. PNF methods are being presented here in the context of ENSO and for a two-level EMR model, but they are quite general and can be used, in principle, for any empirical stochastic model fitted to some time-evolving dataset. Their forecasting skill depends, of course, on the nature of the model's pathwise response introduced in the previous section; see also the last-but-one section.
Numerical Results and Forecast Skill
We use here a two-level EMR model-i.e., L ¼ 2 in Eq. 3-of ENSO variability (16) , embedded in the subspace of the 20 leading PCs of a time series of SST anomalies that is t Ã 0 ¼ 585-month long (January 1950-September 1998), given on a 5°× 5°grid over the 30 S-60 N latitude band (27) and has the annual cycle removed. We predicted starting on successive months t Ã q ¼ t Ã 0 þ qδt Ã , with δt Ã ¼ 1 month, and q ∈ f0;…;Q − 1g, with Q ¼ 114, via (7), and the maximum number of months over which we do so is fixed at T ¼ 16 months. Note that the total number of possible N 
APPLIED MATHEMATICS
For Δ ¼ 5 months and using selection criterion S1-applied to RC K of PC1, with K ¼ 2, α ¼ 0.5 and β ¼ 0.05 in Eq. 5-the PNF (2,5) method selects snippets ζ t i that allow us to reach the goal set in the preceding section: improve the forecast obtained by taking the mean of the EMR model by refining the subsets S t Ã . Fig. 3A illustrates this improvement in predicting the Niño-3 index by comparing the mean of the EMR model prediction (red curve) with the predictor given by (7) (blue curve). These predictions are issued each month t Ã using only data prior to that month, for Q ¼ 114 values of t Ã q , running from October 1998 to March 2008. We note in Fig. 3A that the PNF method is able to capture episodes of strong anomalies in the evolution of the Niño-3 index-especially the large El Niño in 2003 and the large La Niña in 2008-much better than the mean EMR method does. While the PNF performance is not uniformly better, it is at no time substantially worse that the mean EMR either. The PNF improvement is most striking during the energetic phases of constructive interference between the LFV modes, QQ and QB (2, 26) . Fig. 3 B and C shows that the PNF method yields significantly better skill in Niño-3 prediction beyond 6 mo, compared with the standard EMR method of Kondrashov et al. (16) 
model, the chaotic behavior is relatively weak and most trajectories, while starting from different initial states, synchronize for a fixed realization of the noise at longer lead times, as shown in Fig. 2B . The PNF improvement is also consistent with the characteristic decay time τ of the ENSO eigenmode associated with its most energetic LFV mode, the QQ mode; this decay time of τ ≈ 14 months (16) might ultimately determine the empirical limits of long-term ENSO predictability.
Even more strikingly, Fig. 4 shows that PNF skill in predicting the SST field itself at a 14-mo lead is uniformly better over the entire equatorial Tropical Pacific and Indian Ocean area, where The forecasts use only data prior to that monthi.e., no "look-ahead" whatsoever is involved, and the skill is plotted for leads of 1-16 mo-with the seasonal cycle removed and normalized by the variability. For each forecast, the EMR-ENSO model is initialized at the observed state for the time t Ã at which the forecast is started. These results are compared with a reshuffled versionξ t (green) of the residual noise ξ t . ENSO is most active. This improvement is manifest in both forecast skill measures, Corr (A and B) as well as RMS (C and D). In order to understand better the advantage of selecting appropriate noise snippets to drive the PNF forecasts, we compare the results in Fig. 3 B and C with those obtained by using a reshuffled versionξ t (green) of the residual noise ξ t , obtained at the second level. The reshuffling modifies the autocorrelations of ξ t but changes neither its mean nor its variance. This comparison demonstrates that the EMR forecasts with reshuffled noiseξ t are identical to those with the original EMR-i.e., the ensemble mean, over N t Ã 0 snippets, of the future paths is insensitive to random permutations of the residual noise.
To the contrary, the PNF(2,5) predictor in Eq. 7 is sensitive to being driven byξ t snippets, and the skill of this reshuffled PNF drops dramatically, because it does not respect the relation between the driving noise and the LFV phases in the past. Statistical-significance tests in SI Text buttress the numerical results on PNF and EMR prediction skill presented here. Furthermore, the PNF methodology is illustrated in SI Text by introducing and analyzing a simple ecological "toy model" forced by white noise.
PNF Method and Pathwise Linear Response
It remains to show that the relatively good skill obtained by the PNF method is in agreement with the pathwise sensitivity results obtained for the two-level EMR model of ENSO (cf. Fig. 1 ) and the fact that sensitivity with respect to initial data is weak at longer lead times (cf. Fig. 2B ). Going back to Fig. 1 , we have plotted in magenta and for the 114 epochs t Ã ¼ t Ã 0 þ qδ Ã , q ¼ 1;…;Q used in obtaining Fig. 3 , the corresponding outputs, xðt Ã þ t;t Ã ;x t Ã ; ζ t j Þ, with ζ t j ∈ S 0 t Ã . The red dots are for the outputs driven by all the elements of S t Ã , with no selection of a subset S 0 t Ã . Clearly the PNF predictors (magenta) form a substantially smaller cluster than the EMR predictors (red cluster): The red outliers correspond to the strongest response and are associated with the worst forecasting skill. We observe furthermore in Fig. 1 that the magenta cluster is located within the linear-response regime, fairly close to a slope of about 0.8, but relatively far from the origin, for almost all initial states.
This result illustrates three facts: (i) Our LFV-conditioned PNF method selects snippets that correspond to small enough perturbations of the future noise realization fζ t : t Ã < t ≤ t Ã þ Tg, and are thus associated with a pathwise linear response of the system; (ii) still, this method does not provide paths that are close enough, in general, to ζ t in order to allow one to recover the system's actual future evolution; and (iii) certain extreme episodes are relatively well captured. Note, however, that we used here a relatively rough version of the PNF method, because the purpose was just to demonstrate the usefulness of considering past noise in forecasting future system evolution.
Concluding Remarks
In this article, we have developed a forecasting method for dynamical systems that exhibit (i) oscillatory LFV modes and (ii) noise effects. The method relies on the use of an empirical stochastic model in which a path of the noise is estimated over a finite-time window. This method uses only information from past observations, and it was illustrated by using an EMR model of ENSO. We showed that the domain of validity of such a method depends strongly on the nature of the system's pathwise response, and that this response is both weak-to-moderate and linear at finite times for the model at hand; see Figs. 1 and 2. The fact that even the "approximately right" noise can help, rather than hinder, prediction is surprising, to say the least.
The forecast skill of the method was evaluated in terms of rms error RMS and anomaly correlations Corr, for lead times of 6-16 months, against a currently operational method, the standard EMR prediction. The latter has been tested over the last 5 yr against 15 dynamical and another 7 statistical methods, and has proven quite competitive at lead times of 6-12 mo, in the context of ENSO prediction at the International Research Institute for climate and society (IRI), http://iri.columbia.edu/climate/ENSO/ currentinfo/.
The PNF method seems to improve on the EMR method at 12 mo and beyond (Figs. 3 and 4) . Further improvements seem possible and include use of multivariate, rather than univariate, SSA, and better criteria for choosing the most appropriate weather noise by LFV phase. These practical aspects-along with the very intriguing theoretical ones associated with the method's basic concepts-could present interesting topics for future studies.
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SI Text
Singular Spectrum Analysis (SSA). SSA is essentially a form of principal component analysis in the time domain: It extracts information from short and noisy time series without prior knowledge of the dynamics generating the time series (1). For a centered and normalized time series fx i : 1;…;Ng and a maximum lag (or window size) M, we construct an M × M lagged covariance matrix C x . This matrix has Toeplitz form (i.e., each diagonal has constant entries that correspond to equal lags)
other formulae have also been proposed to estimate the entries of C x (1, 2). The M eigenvalues λ k of this M × M matrix and its eigenvectors, called empirical orthogonal functions (EOFs), are computed and sorted in descending order of the variances λ k associated with each EOF. The kth principal component, PC k , is given by
Each PC k has length M − N, but the so-called reconstructed components (RCs) (3-5) are given by
and each RC k has length N; formulae for x k i near the endpoints (i.e., for 1 ≤ i < M and N − M < i ≤ N) are given in refs. 1 and 5.
Most of the variance is typically contained in the first few RCs and the remaining RCs contain mostly noise. SSA decomposes a time series into modes that are robust to reasonable changes in M or N and those that are not. The former usually contain one or more pairs of high-variance RCs-with nearly equal λ k -that capture oscillatory modes with periods less than M; often there are also one or two high-variance RCs that contain variations with periods greater than M. These "aperiodic" RCs may be characterized as "nonlinear trends," while the pairs of EOFs associated with the oscillatory behavior are data-adaptive "sines and cosines." The RCs that are not associated with either the trend or the oscillatory behavior-whether of noisy or not-so-noisy appearance-are usually not robust.
SSA is particularly well suited for the analysis of time series that exhibit nearly periodic, oscillatory behavior in the presence of phase or amplitude modulation; it provides a robust method to identify and reconstruct statistically significant modes of lowfrequency variability (LFV). To avoid smooth-looking but spurious oscillations that might arise from finitely sampled noise processes, a statistical-significance test against red noise is performed by comparing the projection of the data onto a given EOF with the corresponding projections of a large ensemble of red-noise surrogates (1, 6) . The SSA method's ability to extract robust, albeit modulated, oscillations was used to help determine the phase of noisy time series in the PNF method, as described further below in the present SI; it also played a key role in the study of phase-locking phenomena between the North Atlantic Oscillation and Mid-East temperatures and precipitation (7, 8) .
Empirical Model Reduction (EMR). Methodology and the two-level EMR-ENSO model. EMR models are obtained by constructing a hierarchy of time-dependent, nonlinear, and stochastically forced inverse models to describe the dynamics underlying a timeevolving spatial field (9-13). In EMR, multiple polynomial regression is used to estimate the deterministic propagator of the dynamics, as well as "warm-colored" additive stochastic forcing, directly from the observations or from a reanalysis dataset.
More precisely, consider N regularly sampled observations of the state vector xðtÞ ¼ fx j ðtÞ: j ¼ 1;…;Jg, t ¼ 1;…;N. Here xðtÞ is obtained by carrying out a principal component analysis in the spatial domain or in the phase space of a much higherdimensional state vector XðtÞ and projecting this dataset onto its J leading principal components. If we consider quadratic nonlinear terms only, the main level of the EMR equations for modeling the increments Δx i is given by
Multiple linear regression is applied recursively to find coefficients N ijk , L ð0Þ ij , and F i that fit the predictand variables Δx i . The regression residuals r 0;i define the time-dependent stochastic forcing; in practice, these residuals are not white-as is often assumed in other inverse modeling methodologies-but have long-tailed autocorrelations. Additional, linear model levels are then included to simulate this correlated noise recursively, by using state-dependent coefficients. The increments Δr l ,
are obtained for 0 ≤ l ≤ L − 2 with b l the estimated linear operator, and the number L of levels is chosen so that the stochastic forcing at the last level, r L−1 , is well approximated by a spatially correlated white-noise process.
The number of variables-as well as the order of nonlinearity, which can be higher than quadratic-is determined by optimizing inverse model performance (13) . Table S1 below illustrates the fact that-for the leading two PCs (x 1 , x 2 ) of the sea surface temperature (SST) field used in this paper-the residual noise ξ t of our two-level EMR-ENSO model is essentially indistinguishable from white; here ξ t ¼ r 1 in the notation of Eqs. S4 and S5-i.e., L ¼ 2. Recall that ξ t in the EMR formulation is to be understood as an approximation over the sampling interval Δt of dξ t in Eq. 1 of the main text. The table lists the first five lagged autocorrelations of ξ t for PC 1 and PC 2 , along with those of its reshuffled versionξ t of ξ t , used in Fig. 3 of the main text (green solid in Fig. 3 B  and C) .
The lagged correlations ofξ t and ξ t in the table indicate that neither is truly white: They both have signs that are distributed randomly and magnitudes that fluctuate between roughly 0.01 and 0.1, again rather randomly. We conclude that bothξ t and ξ t are quite reasonable approximations of finitely sampled whitenoise realizations. The failure of the PNF method when usinĝ ξ t , rather than ξ t , is thus mainly due to the fact thatξ t gives rise to large perturbations when its segments are selected at inappropriate phases of the LFV and not to the changes in the autocorrelations of the residual noise when reshuffled.
The EMR approach has been successfully applied to tropical SST variability on the seasonal-to-interannual time scale (9) . Our EMR-ENSO model captures essential nonlinear aspects of ENSO development, such as the observed asymmetry between the statistical distribution of warm El Niño and cold La Niña events. The estimated noise plays an important role in driving ENSO events; this role is due, at least in part, to the non-normal growth of small perturbations (9, 14) .
Our EMR-ENSO model, in and of itself, has been successfully applied to ENSO prediction; see real-time ENSO forecasts by EMR among the plume of dynamical and statistical models from the International Research Institute (IRI) for Climate and Society, http://iri.columbia.edu/climate /ENSO/currentinfo/ modelviews.html.
Low-frequency ENSO modes of variability are captured in the EMR-ENSO model as damped oscillatory eigenmodes of the linearized dynamical EMR operator; these are also known as empirical normal modes (15) and are excited by the noise, as well as by the interaction with the seasonal forcing. The interannual modes identified by EMR are in good agreement with those described by SSA, in particular with the two dominant modes of ENSO variability, the quasi-quadrennial (QQ) and quasi-biennial (QB) modes (1, 9, 16 ).
EMR as a non-Markovian model. It is possible to rewrite a multilevel EMR model as a single equation that involves time-lagged values of x i and r l;i ; the resulting equation is similar to a multivariate version of an autoregressive-moving average (ARMA) model. There are two key differences with respect to standard ARMA models: (i) We do allow here for nonlinear dependence; and (ii) the multilevel EMR structure for modeling the noise allows one to capture feedback between high-and low-frequency components of the variability, thus parameterizing the "fast" motions (often referred to as the "noise") in terms of the "slow" ones (the "signal").
To illustrate this feature of EMR methodology, consider the following stochastic system that represents the simplest EMR model:
stochastic differential equations are understood throughout the present SI in the Itô sense, W t is a standard Wiener process, f is a nonlinear function, α > 0, and γ ∈ R. In Eq. S6, x is the slow variable and r is the fast one; it is the latter that we want to parameterize.
If we integrate the r-equation in Eq. S6 from r 0 ∈ R at t ¼ 0, we obtain, for a fixed realization ω ∈ Ω: rðt; ωÞ ¼ e −αt r 0 þ γ Z t 0 e −αðt−sÞ xðsÞds þ W t ðωÞ:
The latter yields, when substituted into the x-equation in Eq. S6, the following randomly forced integro-differential equation,
In the particular case of r 0 ¼ 0 and f ðxÞ ¼ −βx, with β > 0, Eq. S7 is a modified version of the so-called generalized Langevin equation, in which the Wiener process W is the forcing, instead of the "white-noise process _ W ," as in the classical formulation. A change of variables in the convolution product that appears in the integral of Eq. S7 clarifies then, in a continuous-time framework, the analogy with an ARMA model.
Formally Eq. S7 is equivalent to the system S6, and we deduce therefore that the dynamics of xðtÞ in the latter system is in fact non-Markovian and depends on the past history of x. This observation can be extended to the general form S4 of EMR models and the general situation will be presented and discussed elsewhere. EMR methodology thus assumes, in a sense, that the slow motions-captured by the reduced variables-are non-Markovian. The delayed-oscillator theory of ENSO, in particular, relies on such an assumption (17, 18) .
From a theoretical point of view, if we assume furthermore that xðtÞ is the observed macro state of the system S6-i.e., it is an observable of this system-one may note the analogy between Eq. S7 and the general evolution equation of any observable within the Mori-Zwanzig formalism; see equation 2.7 in refs. 19 and 20. Both are given by random integro-differential equations, with the integral part equal to a convolution between the macro-state evolution and the effects of the unresolved variables; the latter are expressed here by the exponential term in the integrand of Eq. S7.
Further links between EMR methodology and model reduction strategies using the Mori-Zwanzig formalism will be pursued elsewhere.
The PNF Method for the EMR-ENSO Model. A detailed illustration of PNF skill. We refer to the main text for the notations, as well as the description of the PNF method. Fig. S1 here illustrates the method's main features, for a particular epoch t Ã at which the numerical predictions of PNF (K ¼ 2, Δ ¼ 5) are particularly good.
In what follows, we refer to the equations in the main text by numbers in square brackets. The red curve in Fig S1 is the PC 1 of the actual observations from t Ã − Δ to t Ã þ T, where T ¼ 16 months. The heavy blue curve is the PNF(2,5) predictor from t Ã -obtained by Eq. [7] applied to the first component, x 1 , of the EMR state vector x, as the mean over the cyan curves; these curves are given by x 1 ðt Ã þ t;t Ã ;x t Ã ; ζ t j Þ, for K ¼ 2 and Δ ¼ 5 in Eq. [5] . The dashed blue curve is the prediction given by the EMR model's mean over a large number n of realizations, n ≃ 600. The green curves represent segments of length Δ ¼ 5 months of RC K¼2 -as selected from the set T 0 tÃ ðα;βÞ according to Eq. [5] , with α ¼ 0.5 and β ¼ 0.04-and continued up to t j þ Δ þ T. In magenta are the corresponding x 1 forecasts associated with the green segments-i.e., given by x 1 ðt j þ t;t j ;x t j ; ζ t j Þ, with t j ∈ T 0 tÃ -while in black is RC 2 of PC 1 for Δ months prior to t Ã and T-months after t Ã . The discrepancy between the magenta curves and the cyan curves clearly demonstrates the subtle relationships between the three main ingredients used in the PNF method: (i) the phase of the LFV variability, used in the selection of the noise segments; (ii) the actual realization of the noise forcing; and (iii) the initial state of the EMR state vector. The two sets of curves are similar with respect to the first two ingredients, but their initial states differ significantly from one set to the other. As a result, the predictive skill of the magenta forecasts is clearly poor when compared with the cyan ones, the latter having been obtained by the PNF method.
The role of the K and Δ parameters. In Fig. S2 , we illustrate the dependence of the skill of the PNF method with respect to the number Δ of months over which the analogues in the time series of the RC K of PC 1 are selected, according to the criteria of Eq. [5] as well as the dependence on the choice of K leading RC's considered to do this task. In this figure, a curve labeled for instance PNF(2,5) corresponds to a selection of noise segments based on the proximity-in RMS and Corr-to the most recent history over t Ã − Δ ≤ t ≤ t Ã of RC K¼2 over a sliding window of size Δ ¼ 5 months.
The ordering of the skills for PNF ðK;ΔÞ as applied to the Niño-3.4 index in Fig. S3 is comparable with the one obtained for Niño-3. For instance PNF(6,2) and PNF(4,3) perform better than PNF(2,5) at 5 months, but PNF (2, 5) gives clearly the best results at 12 months and beyond; see also Fig. 3 in the main text.
Statistical-significance test. We present here a statistical-significance test for the PNF(2,5) method on a longer validation period than in the main text. To do so, we used synthetic time series obtained from EMR-ENSO model simulations. For these simulations, the EMR-ENSO model was trained on the same time interval of T 0 ¼ 585 months (January 1950-September 1998) as in the main text (21) . Next, however, a 100-year-long control run of this model was obtained, driven by spatially correlated white noise. The control run was then divided into two 50-year portions: 50 years for noise-snippet selection and 50 years for PNF validation.
The results for the longer validation period of T 0 f ¼ 50 years, using the synthetic EMR-ENSO time series, are plotted in Fig. S3 . These results clearly confirm the improvement in PNF (2,5) forecast skill over straightforward EMR forecasting, in both Corr and RMS skill; they should be compared with the results shown for PNF (2, 5) in Fig. 3 B and C of the main text, respectively. The latter skill scores could only be evaluated for T f ¼ 10 years, by using the available observations. The SI results here also demonstrate that the PNF method can work quite well when the driving noise of the model it uses is white in time, rather than weakly autocorrelated, as in the main text.
The extended validation test illustrated in Fig. S3 here also confirms that selecting appropriate past "weather" episodes that match the "climate" phase at time t Ã from which a climate prediction has to be made can markedly improve the prediction skill over that provided by large-ensemble averages of a stochastic model fitted to the same data. Provided, that is, that the model on which the PNF method operates exhibit a linear pathwise response on time scales that are comparable to or exceed the prediction lead time T. The latter condition was shown to hold for our EMR-ENSO model in Figs. 1 and 2 of the main text.
Further improvements in PNF prediction are possible by using, for instance, not just PC1 of the dataset, which captures mainly the QQ mode of ENSO, but also PC2. The latter contains substantial QB variance, and it is-as previously stated-mainly the positive interference of the two oscillatory modes, QQ and QB, that yields large events of either warm, El Niño or cold, La Niña type (1, 9, 16).
The PNF Method for a Toy Model with White Noise. The purpose of this section is to further document the fairly surprising properties of the PNF method, in as simple a setting as possible. The model we use is a stochastically and periodically driven version of an ecological model, the Holling model (22) . This version has three key properties: (i) It is nonlinear and stochastic but does not belong to the class of EMR models; (ii) it is forced by white noise, thus emphasizing that the PNF results in the main text are not due to the presence of any sort of memory in the stochastic forcing; and (iii) it can be subjected to an easily reproducible battery of numerical tests. We shall see, in effect, that the skill in the PNF forecasts is due, instead, to the model's LFV and to its pathwise linear response as described in the main text. The deterministic Holling model. The Holling model (22) deals with predator-prey dynamics and assumes, specifically, that predators seek patches that offer enough prey to be worthwhile; it differs, therewith, from the classical Lotka-Volterra model (23) (24) (25) , which assumes basically that consuming prey does not interfere with searching for it. The original Holling model (22) is governed by two autonomous ordinary differential equations:
it has served to study, in particular, the so-called "paradox of enrichment" in mathematical ecology (26, 27) . In this model, x 1 and x 2 represent the prey and predator populations, respectively, in terms of the numbers of individuals or of suitable and equivalent measures of their density or biomass. The preys obey logistic growth in the absence of predators, with an exponential growth factor r at low densities. The parameter m denotes the predators' death rate per capita; c is the maximum harvest rate of each predator, while α is the half-saturation constant, namely the density of prey at which the predation rate is half the maximum; all of these parameters are positive.
The classical, two-variable Lotka-Volterra model (23-25) is of Hamiltonian type, while the Holling model of Eq. S8 is dissipative-i.e., volumes contract in phase space. The original Holling model thus exhibits either a globally stable equilibrium or a globally stable limit cycle. Note that more elaborate LotkaVolterra models, with a larger number of variables, may also exhibit dissipative as well as Hamiltonian dynamics, depending on the interactions between these variables (28, 29) .
The parameter-dependent attractor set of Eq. S8 can be derived by multiplying this equation by α þ x 1 and scaling the time according to dt ¼ ðα þ x 1 Þdτ. The differential equations so obtained are:
[S9]
here the unknowns are still denoted by x 1 and x 2 and _ x now denotes the derivative of x with respect to τ.
It can be shown that system 9 is orbitally equivalent to the original system 8 for x 1 > −α; i.e., the phase portraits of the two systems are qualitatively the same in this range. It is then easy to prove that system S9 undergoes a supercritical Hopf bifurcation from the nontrivial equilibrium E α , given by
to a limit cycle, as the parameter α crosses from above the critical value α Ã ¼ ðc − mÞ∕ðc þ mÞ, while the other parameters r > 0 and c > m > 0 remain fixed (30) . The frequency ω of the oscillations that emerge at α Ã is then given by
[S10]
A stochastically driven Holling model. In spite of very substantial observational, theoretical and modeling studies of ENSO-related phenomena and processes, several competing mechanisms for the generation and maintenance of this variability still coexist; see ref. 31 for a review and refs. 17 and 32-34 for some complementary points of view. In one of these approaches, it has become fairly common, in modeling the contributions to ENSO variability of noise-sustained oscillations, to add multiplicative noise to the bifurcation parameter, just ahead of the Hopf bifurcation (34) (35) (36) . Another possible mechanism of ENSO variability relies on the idea of non-normal modes being triggered and sustained by noise. Such modes are present in the nonlinear EMR-ENSO model of ref. 9 as well as in the linear inverse model of ref. 37 . We chose to study here an even simpler version of the latter mechanism by introducing the following periodically and stochastically forced version of the Holling model (S9):
[S11]
This model could, in fact, be used to analyze the multiplicative perturbation of its Hopf bifurcation parameter α as well; we leave such a study for future work.
The stochastic term σfrx 1 ðα þ x 1 Þð1 − x 1 ÞgdW t in Eq. S11 represents instead a random perturbation of the parameter r by white noise. When considered separately, the effects of this term lead to a random perturbation of the equilibrium E α for α > α Ã and to a modulation of the emerging period, given by Eq. S10, just after the Hopf bifurcation-i.e., for α < α Ã .
The preys x 1 are also assumed to exhibit a seasonal variationdue, for instance, to migration effects-as modeled by the presence of the deterministic, additive forcing a sinð2πf tÞ. This periodic forcing is mathematically similar to that of our EMR-ENSO model, in which a seasonal cycle is also present. Otherwise the modified Holling model of Eq. S11 is clearly distinct from the class of EMR models, as described by Eq. S6.
Numerical formulation and LFV. We integrate the system Eq. S11 from t ¼ 0 to t ¼ T f ¼ 2;000 (in dimensionless units) by using a stochastic Euler-Maruyama scheme with step size Δt ¼ 0. In Fig. S4 A and B, respectively, we plot the autocorrelation functions for these parameter values, without and with multiplicative noise forcing. When turning on the periodic forcing, with amplitude a ¼ 0.05 and frequency f ¼ 0.25, but no noise (Fig. S4A) , the system exhibits only one periodic orbit of period 4, which is globally stable. In the presence of noise, though (Fig. S4B) , a low-frequency mode of period equal to approximately 25 units-i.e., a frequency f 0 ¼ 0.04-becomes dominant, while in Fig. S4A it is rapidly damped and is visible only during the transient that leads up to the unique attracting periodic orbit.
When the noise is turned on, σ ¼ 0.3, the SSA spectrum in Fig. S5B shows that this mode becomes clearly the more energetic one: Its variance lies within a broad band of frequencies that rise above a 99% confidence limit against the null hypothesis of red noise. It is this band that is responsible for the frequency modulation observed in the corresponding autocorrelation function of Fig. S4B ; its presence is due to damped non-normal modes that are maintained by the noise.
This behavior is reminiscent of the non-normal modes triggered by noise that have been advocated as a possible mechanism of ENSO variability. Such modes are present in the nonlinear EMR-ENSO model of ref. 9 as well as in the linear inverse model of ref. 37 . When applying SSA to the prey population x 2 with a window width of 30 units, RC 2 captures the above-mentioned low-frequency mode with f 0 ¼ 0.04, which contains in fact most of the variance of x 2 , as illustrated in Fig. S6 .
Numerical PNF results for the toy model. The periodically and stochastically forced system 11 thus exhibits interesting LFV with frequency f 0 ¼ 0.04 < f , where f ¼ 0.25 is the forcing frequency. It is easy to check numerically that this system also exhibits a pathwise linear response, in the sense described in the main text. We thus have at our disposal a simple and still quite rich model to test the prediction capabilities of the PNF method against a brute-force, ensemble-mean forecasting approach.
The white-noise assumption in formulating Eq. S11 gets rid of any source of memory that could come from the stochastic forcing and could obscure the origin of the PNF method's skill. As in the main text, the selection procedure of the "snippets" here is based on the phase of a smoothed version, as determined by SSA prefiltering, of the time series in which the LFV modes are most energetic, namely x 2 in this model. At this stage, the LFV plays a fundamental role in defining similar phases of the time series, while the model's linear pathwise response guarantees that its trajectories are not too sensitive to a change in the realization of its forcing, at least over a reasonable lead time.
The latter property is essential, because the selection procedure of the snippets will always introduce deviations with respect to the actual path of the noise. Linear pathwise response guarantees that this deviation will behave linearly with the "distance" between the selected snippets and the actual path. Even so, depending on the slope of this linear response, large deviationsi.e., prediction errors-may still occur.
For consistency with the ENSO predictions in the main text, we will be interested hereafter in the prediction of the anomalies x c 1 and x c 2 of the population variables x 1 and x 2 given by Eq. S11, where the superscript ð·Þ c refers to fact that these anomalies are centered-i.e., they have zero mean. Obviously, the PNF method performs similarly for centered or noncentered data: One just has to add the mean back in.
We describe now the technical details of the PNF method used to predict future trajectories of the system Eq. S11. This method is based on the phase analysis of an SSA-smoothed version of the x c 2 anomaly-namely, of RC 2 , which has period 25 and is the more energetic mode of variability in x c 2 . This choice is analogous to the choice of PC 1 for our EMR-ENSO model, where the QQ mode was the more energetic one in PC 1 . The parameter Δ is set equal to 3, which represents 3∕4 of the forcing period, while the lead time ranges from 1 to 10.
Skill is reported in Figs. S7 and S8, while the validation interval and other technical details are given in the figure captions. The results clearly demonstrate the superiority-in terms of both correlation coefficient Corr and RMS error-of the PNF method in forecasting x c 2 against a large, brute-force ensemble of forecasts, for lead times longer than 4, i.e., longer than the forcing period.
The PNF method beats ensemble prediction (ENS) for both predator density anomaly x The first five integer lags, in units of t ¼ nΔt; n ¼ 1;…;5, with Δt ¼ 1 month, are listed here for the first two PCs of the SST anomaly field; these two capture about 82% of the total variance of the field.
