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Abstract. In this paper, some verifiable necessary global optimality condi-
tions and sufficient global optimality conditions for some classes of polynomial
integer programming problems are established. The relationships between
these necessary global optimality conditions and these sufficient global opti-
mality conditions are also discussed. The main theoretical tool for establishing
these optimality conditions is abstract convexity.
1. Introduction. Consider the following classes of polynomial integer program-
ming problems:
(POP )I min f(x) =
n∑
i=1
m∑
k=3
b
(k)
i x
k
i +
1
2
xTAx+ aTx
s.t. x ∈ UI = {(x1, . . . , xn)T | xi ∈ {0, 1, . . . , J}, i = 1, 2, · · · , n}.
where a ∈ Rn, A ∈ Sn and Sn is the set of all symmetric n× n matrices, k ≥ 3 is a
positive integer, J is an positive integer.
Many combinatorial optimization problems can be modeled as polynomial pro-
gramming problems with a polynomial scalar objective function in integer variables
of the form (POP )I . Finding the global optimal solution and how to characterize it
for general nonlinear integer programming problems are very difficult tasks except
for some special problems.
For polynomial programming problem whose objective and constraints are given
by multivariate polynomials, one popular method for obtaining the global optimal
solutions is to use the SDP-relaxations skill, see [9, 15, 12]. Some analytical ap-
proach methods are also applied, such as, [7] and [6]. Horst and Tuy [7] proposed
outer approximation techniques for solving a polynomial programming problem with
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Lipschitzian objective function and constraint functions. Hansen, Jaumard and Lu
[6] developed interval analysis based sufficient conditions for convergence, and pro-
vided ways to eliminate variables and reduce the ranges of variables. In addition,
Sherali and Tuncbilek [14], Adams and Sherali [13] and [5] derived some reformula-
tion linearization technique (RLT) to solve some kinds of polynomial programming
problems.
Recently much attention has been focused on characterizing global minimizers
of minimization problems (see for example [2, 1, 10] and references therein.) Also
some global optimality conditions for some special kinds of nonconvex optimization
problems have been studied by many researchers. When all b
(k)
i = 0, problem
(POP )I is quadratic integer programming problem, its global optimality conditions
have just been studied in [4, 16]. When all b
(k)
i = 0 and J = 1, problem (POP )I is
called quadratic {0, 1} programming problem, its optimality conditions have been
studied in [3, 8], etc.
The purpose of this paper is to establish some verifiable global optimality condi-
tions for polynomial integer programming problem (POP )I by using the abstract
convexity as a tool. First we investigate some sufficient global optimality conditions
which ensure a feasible point is a global minimizer of problem (POP )I . Then some
necessary global optimality conditions for problem (POP )I are presented. The rela-
tionships between these necessary global optimality conditions and sufficient global
optimality conditions for problem (POP )I are also be discussed in this paper. Some
examples to illustrate the optimality conditions given in this paper are verifiable
and valuable.
The lay-out of the paper is as follows. Section 2 presents preliminaries from
abstract convexity. Section 3 provides some sufficient global optimality conditions
and some necessary global optimality conditions, as well as their relationships for
problem (POP )I . Several numerical examples are given in Section 4 to illustrate
how to use the global optimality conditions to check a given point is or is not a
global minimizer.
2. Preliminary. We begin this section by presenting basic definitions and prelim-
inary results that will be used throughout the paper. The real line is denoted by
R and the n-dimensional Euclidean space is denoted by Rn. For vectors x, y ∈ Rn,
x ≥ y means that xi ≥ yi, for i = 1, . . . , n. The notation A  B means A− B is a
positive semidefinite and A  0 means −A  0. A diagonal matrix with diagonal
elements α1, . . . , αn is denoted by diag(α1, . . . , αn).. Let L be a set of real-valued
functions defined on Rn.
L−Subdifferentials (see [11]). Let f : Rn → R and x0 ∈ dom f . An element l ∈ L
is called an L-subgradient of f at a point x0 ∈ Rn if
f(x) ≥ f(x0) + l(x)− l(x0), ∀x ∈ Rn.
The set ∂Lf(x) of all L-subgradients of f at x0 is referred to as L−subdifferential
of f at x0.
Note that here L can be any set of real-valued functions defined on Rn. If L is the
set of all linear functions defined on Rn, then for any proper lower semicontinuous
convex function f defined on Rn, ∂Lf(x) = ∂f(x), where ∂f(x) is the convex
subdifferential in the sense of convex analysis.
OPTIMALITY CONDITIONS FOR POLYNOMIAL INTEGER PROGRAMMING 69
L-normal Cones. For a set D ⊂ Rn and x0 ∈ D, the normal cone of D at x0
with respect to L, called as L-normal cone, is given by
NL,D(x0) := {l ∈ L : l(x)− l(x0) ≤ 0 for each x ∈ D}.
Observe that if L is the set of all linear functions defined on Rn, then NL,D(x0)
coincides with the normal cone ND(x0) in the sense of convex analysis.
Lemma 2.1. Let L be a set of real-valued functions defined on Rn such that −l ∈ L
for each l ∈ L. Let x¯ ∈ UI . If
− ∂Lf(x¯) ∩NL,UI (x¯) 6= ∅. (1)
Then x¯ is a global minimizer of (POP )I .
Proof. Let l ∈ NL,UI (x¯) be a vector such that −l ∈ ∂Lf(x¯). It follows from the
definition of ∂Lf(x¯), that
f(x)− f(x¯) ≥ −l(x) + l(x¯),∀x ∈ X. (2)
The inclusion l ∈ NL,UI (x¯), implies that
l(x)− l(x¯) ≤ 0,∀x ∈ UI . (3)
(2) and (3) imply f(x) − f(x¯) ≥ 0 for any x ∈ UI , i.e., x¯ is a global minimizer of
problem (POP )I .
3. Global optimality conditions for problem (POP )I . In the rest of the pa-
per, we take L as the set of the following special polynomial functions.
L := {
n∑
i=1
m∑
k=3
b
(k)
i x
k
i +
1
2
xTQx+ βTx | Q = diag (q), q, β ∈ Rn}. (4)
To obtain the sufficient global optimality conditions of problem (POP )I , we first
need to calculate the L-subdifferential ∂Lf(x¯) and the L-normal cone NL,UI (x¯) at
a feasible point x¯ ∈ UI .
Proposition 1. Let f(x) :=
∑n
i=1
∑m
k=3 b
(k)
i x
k
i +
1
2x
TAx + xTa and let x¯ =
(x¯1, . . . , x¯n)
T ∈ Rn. Then,
∂Lf(x¯) =
{
n∑
i=1
m∑
k=3
b
(k)
i x
k
i +
1
2
xTQx+ xTβ
∣∣∣∣ A−Q  0, Q = diag(q1, . . . , qn),qi ∈ R, β = a+ (A−Q)x¯, β ∈ Rn
}
.
Proof. By definition of L-subdifferential, we have that l0 ∈ ∂Lf(x¯) if and only if
l0(x)− l0(x¯) ≤ f(x)− f(x¯), ∀x ∈ IRn. (5)
Let l0(x) =
∑n
i=1
∑m
k=3 b
(k)
i x
k
i +
1
2x
TQx + βTx and let ϕ(x) = f(x) − l0(x), then
ϕ(x) = 12x
T (A−Q)x+ (a− β)Tx.. By (5), for each x ∈ Rn, we can get
ϕ(x) =
1
2
xT (A−Q)x+ (a− β)Tx ≥ f(x¯)− l0(x¯).
Thus ϕ is bounded below and attains its minimum at x¯. We have A−Q  0 and ϕ
is a convex function on Rn. So ϕ attains its minimum at x¯ if and only if ∇ϕ(x¯) = 0.
This gives us that
(A−Q)x¯+ (a− β) = 0 and β = a+ (A−Q)x¯.
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For x¯ ∈ UI , let
αx¯i : = min{
(a+Ax¯)i +
∑m
k=3 b
(k)
i (x
k−1
i + x
k−2
i x¯i + . . .+ xix¯
k−2
i + x¯
k−1
i )
(xi − x¯i) ,
xi ∈ {0, 1, . . . , J}, xi 6= x¯i} (6)
αx¯ : = (αx¯1 . . . . , αx¯n)
T . (7)
Remark 1. We should note that for a given point x¯ = (x¯1, . . . , x¯n)
T ∈ UI , it is
very easy to calculate αx¯i ,∀i = 1, . . . , n. In fact, for a given i ∈ {1, . . . , n}, to
calculate αx¯i , we just need first to calculate the following values:
g(xi) :=
(a+Ax¯)i +
∑m
k=3 b
(k)
i (x
k−1
i + x
k−2
i x¯i + . . .+ xix¯
k−2
i + x¯
k−1
i )
(xi − x¯i) ,
where xi ∈ {0, 1, . . . , J} \ {x¯i}. So here only J values need to be calculate and
αx¯i = min{g(xi), xi ∈ {0, 1, . . . , J} \ {x¯i}}.
Proposition 2. Let x¯ ∈ UI and let β = a+(A−Q)x¯. Then −
∑n
i=1
∑m
k=3 b
(k)
i x
k
i −
1
2x
TQx− βTx ∈ NL,UI (x¯) if and only if
− diag(αx¯)  Q
2
. (8)
Proof. By definition, l = −∑ni=1∑mk=3 b(k)i xki − 12xTQx − βTx ∈ NL,UI (x¯) if and
only if
n∑
i=1
m∑
k=3
b
(k)
i (x
k
i − x¯ki ) +
n∑
i=1
[
1
2
qi(xi − x¯i)2 + (βi + qix¯i)(xi − x¯i)] ≥ 0,∀x ∈ UI . (9)
By β = a+ (A−Q)x¯, (9) is equivalent to
n∑
i=1
m∑
k=3
b
(k)
i (x
k
i − x¯ki ) +
n∑
i=1
[
1
2
qi(xi − x¯i)2 + (a+Ax¯)i(xi − x¯i)] ≥ 0,∀x ∈ UI . (10)
Thus, l ∈ NL,UI (x¯) if and only if for any i = 1, . . . , n,
m∑
k=3
b
(k)
i (x
k
i − x¯ki ) +
1
2
qi(xi − x¯i)2 + (a+Ax¯)i(xi − x¯i) ≥ 0,∀xi ∈ {0, 1, . . . , J}. (11)
In fact, if there exist a i0 ∈ {1, . . . , n} and a yi0 ∈ {0, 1, . . . , J} such that
m∑
k=3
b
(k)
i0
(yki0 − x¯ki0) +
1
2
qi0(yi0 − x¯i0)2 + (a+Ax¯)i0(yi0 − x¯i0) < 0.
We let xi0 = yi0 and xi = x¯i, i = 1, . . . , n, i 6= i0, then x = (x1, . . . , xn)T ∈ UI and
we have that
n∑
i=1
m∑
k=3
b
(k)
i (x
k
i − x¯ki ) +
n∑
i=1
[
1
2
qi(xi − x¯i)2 + (a+Ax¯)i(xi − x¯i)]
=
m∑
k=3
b
(k)
i0
(yki0 − x¯ki0) +
1
2
qi0(yi0 − x¯i0)2 + (a+Ax¯)i0(yi0 − x¯i0) < 0,
which contradicts (10).
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Moreover, by xki − x¯ki = (xi− x¯i)(xk−1i +xk−2i x¯i + . . .+xix¯k−2i + x¯k−1i ), we know
that (11) is equivalent to
m∑
k=3
b
(k)
i (xi − x¯i)(xk−1i + xk−2i x¯i + . . .+ xix¯k−2i + x¯k−1i ) +
1
2
qi(xi − x¯i)2
+ (a+Ax¯)i(xi − x¯i) ≥ 0, for any xi ∈ {0, 1, , . . . , J},
which is equivalent to
− (a+Ax¯)i +
∑m
k=3 b
(k)
i (x
k−1
i + x
k−2
i x¯i + . . .+ xix¯
k−2
i + x¯
k−1
i )
(xi − x¯i) ≤
1
2
qi,
for any xi ∈ {0, 1, , . . . , J}, xi 6= x¯i. (12)
Hence (12) is equivalent to
−αx¯i ≤
qi
2
, for any i = 1, . . . , n,
i.e., (8) holds.
Theorem 3.1 (Sufficient Global Optimality Condition for (POP )I). Let x¯ ∈
UI , J ≥ 1. If
[SC1] − diag(αx¯)  1
2
A,
then x¯ is a global minimizer of problem (POP )I .
Proof. By Lemma 2.1, we know that if ∂Lf(x¯) ∩ (−NL,SI (x¯)) 6= ∅, then x¯ is a
global minimizer of problem (POP )I . In the following, we can prove that ∂Lf(x¯)∩
(−NL,SI (x¯)) 6= ∅ if and only if [SC1] holds.
By Proposition 1, we know that l =
∑n
i=1
∑m
k=3 b
(k)
i x
k
i +
1
2x
TQx+βTx ∈ ∂Lf(x¯)
in and only if β = a + (A − Q)x¯ and Q  A. By Proposition 2, we know that if
β = a + (A − Q)x¯, then −l = −∑ni=1∑mk=3 b(k)i xki − 12xTQx − βTx ∈ NL,UI (x¯) if
and only if
−diag(αx¯)  Q
2
.
Hence, l ∈ ∂Lf(x¯) ∩ (−NL,SI (x¯)) implies that condition [SC1] holds.
Conversely, if [SC1] holds, then take Q = −2diag(αx¯), we have that
Q  A and − diag(αx¯) = Q
2
.
Take β = a+ (A−Q)x¯, then we have that l ∈ ∂Lf(x¯) ∩ (−NL,SI (x¯)).
Let
˜¯xi : =
 −1, if x¯i = 01, if x¯i = J
sign(a+Ax¯)i, if 0 < x¯i < J
,
˜¯X = diag(˜¯x1, . . . , ˜¯xn),
where sign(a+Ax¯)i =
 −1, (a+Ax¯)i < 00, (a+Ax¯)i = 0
1, (a+Ax¯)i > 0
, and let
̂¯xi : = max{˜¯xi(a+Ax¯)i, ˜¯xi(a+Ax¯)i
J
}, i = 1, . . . , n (13)̂¯x : = (̂¯x1, . . . , ̂¯xn)T . (14)
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Corollary 1. Let x¯ ∈ UI , if b(k)i = 0, i = 1, . . . , n, k = 3, . . . ,m and if
[SC2] diag(̂¯x)  1
2
A,
then x¯ is a global minimizer of problem (POP )I .
Proof. We can easily verify that if bki = 0, i = 1, . . . , n, k = 3, . . . ,m, then αx¯ = −̂¯x.
Hence, if [SC2] holds, then x¯ is a global minimizer of problem (POP )I .
Remark 2. Condition [SC2] gives a verifiable sufficient global optimality condition
for integer quadratic programming problems. Note that for a give point x¯, it is very
easy to verify whether condition [SC2] holds since here we just need to calculate two
values for any i = 1, . . . , n. Moreover, condition [SC2] extends the results given
by Theorem 5 in reference [4], where a sufficient condition for integer quadratic
programming problems is given as follows when A is positive semidefinite matrix:
[SC2]′
 −(a+Ax¯)i ≤ 0, x¯i = 0(a+Ax¯)i ≤ 0, x¯i = J
(a+Ax¯)i = 0, 0 < x¯i < J
.
We can easily verify that if A is positive semidefinite matrix, [SC2]′ implies condi-
tion [SC2].
Corollary 2. Let x¯ ∈ UI , if J = 1 and if
[SC3] diag
( ˜¯X(a+Ax¯+ m∑
k=3
b(k))
)
 A
2
,
then x¯ is a global minimizer of problem (POP )I , where b
(k) = (b
(k)
1 , . . . , b
(k)
n )T .
Proof. We can easily verify that if J = 1, then −αx¯i = ˜¯xi[(a + Ax¯)i +∑mk=3 b(k)i ].
Hence, if J = 1 and condition [SC3] holds, then x¯ is a global minimizer of problem
(POP )I .
Corollary 3. Let x¯ ∈ UI , if b(k)i = 0, i = 1, . . . , n, k = 3, . . . ,m, J = 1 and if
[SC4] diag
( ˜¯X(a+Ax¯))  A
2
,
then x¯ is a global minimizer of problem (POP )I .
Proof. It can be obtained from Corollary 2.
Note that the condition [SC4] is just the condition given in reference [8]. Hence
sufficient global optimality condition [SC1] extends the results given in reference
[4, 8].
In the following, we will discuss the necessary conditions for problem (POP )I .
Theorem 3.2. Let x¯ ∈ SI , e := (1, . . . , 1)T and let diag (A) = diag (a11, . . . , ann).
If x¯ is a global minimizer of (POP )I , then the following conditions hold:
[NC1] −diag(αx¯)  1
2
diag (A).
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Proof. Let x¯ be a global minimizer of problem (POP )I . Then
n∑
i=1
m∑
k=3
b
(k)
i (x
k
i − x¯ki ) +
1
2
xTAx+ aTx− 1
2
x¯TAx¯+ aT x¯ ≥ 0,∀x ∈ UI
⇔
n∑
i=1
m∑
k=3
b
(k)
i (x
k
i − x¯ki ) +
1
2
(x− x¯)TA(x− x¯) + (x− x¯)T (a+Ax¯) ≥ 0,∀x ∈ UI .
For any i = 1, . . . , J , we let x := (x¯1, . . . , x¯i−1, xi, x¯i+1, . . . , x¯n)T , where xi ∈
{0, 1, . . . , J}. Then
n∑
i=1
m∑
k=3
b
(k)
i (x
k
i − x¯ki ) +
1
2
xTAx+ aTx− 1
2
x¯TAx¯+ aT x¯ ≥ 0
⇒
m∑
k=3
b
(k)
i (x
k
i − x¯ki ) +
1
2
(xi − x¯i)2aii + (xi − x¯i)(a+Ax¯)i ≥ 0,∀xi ∈ {0, 1, . . . , J}
⇔−
∑m
k=3 b
(k)
i (x
k−1
i + x
k−2
i x¯i + . . .+ xix¯
k−2
i + x¯
k−1
i ) + (a+Ax¯)i
xi − x¯i ≤
aii
2
,
∀xi ∈ {0, 1, . . . , J}, xi 6= x¯i
⇔− αx¯i ≤
aii
2
.
Hence, if x¯ is a global minimizer of (POP )I , then condition [NC1] holds.
Corollary 4. Let x¯ ∈ UI , if b(k)i = 0, i = 1, . . . , n, k = 3, . . . ,m and if x¯ is a global
minimizer of problem (POP )I , then
[NC2] diag(̂¯x)  1
2
diag(A),
where ̂¯x is defined by (14).
Proof. We can easily verify that if b
(k)
i = 0, i = 1, . . . , n, k = 3, . . . ,m, then −αx¯ =̂¯x. Hence, if x¯ is a global minimizer of problem (POP )I , then [NC2] holds.
Note that here condition [NC2] gives a necessary global optimality condition for
integer quadratic programming problem.
Corollary 5. Let x¯ ∈ UI , if J = 1 and if x¯ is a global minimizer of problem
(POP )I , then
[NC3] diag( ˜¯X(a+Ax¯+ m∑
k=3
b(k)))  1
2
diag(A),
where b(k) = (b
(k)
1 , . . . , b
(k)
n )T .
Proof. We can easily verify that if J = 1, then −αx¯i = ˜¯xi(a + Ax¯)i +∑mk=3 b(k)i .
Hence, if J = 1 and if x¯ is a global minimizer of problem (POP )I , then condition
[NC3] holds.
Corollary 6. Let x¯ ∈ UI , if b(k)i = 0, i = 1, . . . , n, k = 3, . . . ,m, J = 1 and if x¯ is
a global minimizer of problem (POP )I , then
[NC4] diag
( ˜¯X(a+Ax¯))  A
2
.
Proof. It can be obtained from Corollary 5.
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Note that the condition [NC4] is just the global optimality condition given in
reference [3] and [8]. Hence, necessary global optimality condition [NC1] extends
the results in references [3] and [8].
Here we will discuss the relationships between the sufficient global optimality
condition [SC1] and the necessary global optimality condition [NC1]. Obviously,
we have that
[SC1]⇒ [NC1].
But generally, [NC1] can not imply [SC1]. If A is a diagonal matrix, then
[SC1]⇔ [NC1].
The following example illustrate that [NC1] can not imply [SC1] when A is not a
diagonal matrix.
Example 1. Consider the problem
(EP1) min f(x) := 2x31 − 3x32 + x33 + x41 + 2x42 − 3x43 +
1
2
xTAx+ aTx
s.t. x ∈ {0, 1, 2}3
Here A =
 3 2 −12 2 2
−1 2 −1
, a = (1,−4, 1)T and J = 2. Let x¯ = (0, 1, 2)T ,
then Ax¯ = (0, 6, 0)T , a+Ax¯ = (1, 2, 1)T , αx¯ = (4, 3, 9.5)
T , Hence, 12A+ diag(αx¯) = 5.5 1 −0.51 4 1
−0.5 1 9
  0. So condition [SC1] is satisfied at x¯ and x¯ is a global
minimizer of (EP1).
Let’s consider another feasible point y¯ = (0, 0, 2)T . We can verify that the
necessary condition (NC1) is satisfied at y¯, but the sufficient condition (SC1) does
not hold at y¯. In fact, we have that a+Ay¯ = (−1, 0,−1)T , αy¯ = (2,−1, 10.5)T and
diag(A) =
 3 0 00 2 0
0 0 −1
. Hence, −αy¯ ≤ 12diag(A)e, i.e., (NC1) is satisfied
at y¯. But 12A + diag(αy¯) =
 3.5 1 −0.51 0 1
−0.5 1 10
 is not positive semidefinite.
Hence (SC1) does not hold at y¯.
Here we can notice that the point y¯ is also a global minimizer since f(x¯) = f(y¯),
which means that even at the global minimizer , the sufficient global optimality
conditions maybe also do not hold.
4. Numerical examples. In this section we give some examples to illustrate how
to use the global optimality conditions to check a given point is or is not a global
minimizer.
Example 2. Consider the problem
(EP2) min f(x) := 3x31 − x41 − 4x42 + 3x52 +
1
2
xTAx+ aTx
s.t. x ∈ {0, 1, 2, 3, 4, 5, 6}2.
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Here A =
(
1 −2
−2 −4
)
, a = (2,−1)T and J = 6. Let x¯ = (6, 1)T , then Ax¯ =
(4,−16)T , a+Ax¯ = (6,−17)T . By (6), we have
αx¯1 = min{
6
x1 − 6 +
3x31 − x41 − (3× 63 − 64)
(x1 − 6)2 | x1 ∈ {0, 1, 2, 3, 4, 5}};
αx¯2 = min{
−17
x2 − 1 +
−4x42 + 3x52 − (−4× 14 + 3× 15)
(x2 − 1)2 | x2 ∈ {0, 2, 3, 4, 5, 6}}.
We can easily get αx¯1 = 17, αx¯2 = 16. Then we have αx¯ = (17, 16)
T . Hence
1
2A+ diag(αx¯) =
(
17.5 −1
−1 14
)
 0. So condition [SC1] is satisfied at x¯ and x¯
is a global minimizer of (EP2) with f(x¯) = −634.
We consider another point y¯ = (5, 1)T , we have Ay¯ = (3,−14)T , a + Ay¯ =
(5,−15)T . By (6), we have
αy¯1 = min{
5
y1 − 5 +
3y31 − y41 − (3× 53 − 54)
(y1 − 5)2 | y1 ∈ {0, 1, 2, 3, 4, 6}},
αy¯2 = min{
−15
y2 − 1 +
−4y42 + 3y52 − (−4× 14 + 3× 15)
(y2 − 1)2 | y2 ∈ {0, 2, 3, 4, 5, 6}}.
We can get αy¯1 = −393; αy¯2 = 16. Then we have αy¯ = (−393, 16)T and diag(A) =(
1 0
0 −4
)
. Hence −αy¯ ≤ 12diag(A)e can’t hold, i.e., (NC1) is not satisfied at
y¯ and y¯ is not the global minimizer of problem (EP2).
Example 3. Consider the problem
(EP3) min f(x) := 6x31 − x41 + x42 − x52 + 3x33 − x43 − 4x34 + x54 +
1
2
xTAx+ aTx
s.t. x ∈ {0, 1, 2, 3, 4, 5, 6}4.
Here A =

1 −2 3 −4
−2 5 −6 7
3 −6 8 −1
−4 7 −1 9
, a = (2,−1, 3,−4)T and J = 6. Let
x¯ = (0, 6, 6, 0)T , then Ax¯ = (6,−6, 12, 36)T , a + Ax¯ = (8,−7, 15, 32)T . By (6), we
have
αx¯1 = min{
8
x1 − 0 +
6x31 − x41 − (6× 03 − 1× 04)
(x1 − 0)2 | x1 ∈ {1, 2, 3, 4, 5, 6}},
αx¯2 = min{
−7
x2 − 6 +
x42 − x52 − (1× 64 − 1× 65)
(x2 − 6)2 | x2 ∈ {0, 1, 2, 3, 4, 5}},
αx¯3 = min{
15
x3 − 6 +
3x33 − x43 − (3× 63 − 1× 64)
(x3 − 6)2 | x3 ∈ {0, 1, 2, 3, 4, 5}},
αx¯4 = min{
32
x4 − 0 +
−4x34 + x54 − (−4× 04 + 1× 05)
(x4 − 0)2 | x4 ∈ {1, 2, 3, 4, 5, 6}}.
We can get αx¯1 =
4
3 ; αx¯2 = 181
1
6 ; αx¯3 = 15.5; αx¯4 = 16. Then we have αx¯ =
( 43 , 181
1
6 , 15.5, 16)
T . And 12A+ diag(αx¯) =

11
6 −1 1.5 −2−1 183 56 −3 3.5
1.5 −3 19.5 −0.5
−2 3.5 −0.5 20.5
 is
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positive. So condition [SC1] is satisfied at x¯ and x¯ is a global minimizer of problem
(EP3) with f(x¯) = −7098.
We consider another point y¯ = (0, 1, 6, 2)T , then Ay¯ = (8,−17, 40, 19)T , a+Ay¯ =
(10,−18, 43, 15)T . By (6), we have
αy¯1 = min{
10
y1 − 0 +
6y31 − y41 − (6× 03 − 04)
(y1 − 0)2 | y1 ∈ {1, 2, 3, 4, 5, 6}},
αy¯2 = min{
−18
y2 − 1 +
y42 − y52 − (1× 14 − 1× 15)
(y2 − 1)2 | y2 ∈ {0, 2, 3, 4, 5, 6}},
αy¯3 = min{
45
y3 − 6 +
3y33 − y43 − (3× 63 − 1× 64)
(y3 − 6)2 | y3 ∈ {0, 1, 2, 3, 4, 5}},
αy¯4 = min{
15
y4 − 2 +
−4y34 + y54 − (−4× 23 + 1× 25)
(y4 − 2)2 | y4 ∈ {0, 1, 3, 4, 5, 6}}.
We can get αy¯1 =
5
3 ; αy¯2 = −262.8; αy¯3 = 10.5; αy¯4 = −18. Obviously −αy¯ ≤
1
2diag(A)e can’t hold, where diag(A) = diag(1, 5, 8, 9). Hence [NC1] is not satisfied
at the point y¯, so y¯ is not a global minimizer of problem (EP3).
Example 4.
[EP4] min f(x) :=
1
2
xTAx+ aTx
s.t. x ∈ {0, 1, · · · , 10}8,
where A =

4 −2 −3 0 1 4 5 −2
−2 −4 0 0 2 2 0 0
−3 0 8 −2 0 3 4 0
0 0 −2 −4 4 4 0 1
1 2 0 4 100 2 0 −2
4 2 3 4 2 100 1 0
5 0 4 0 0 1 200 4
−2 0 0 1 −2 0 4 10

and a = (−4, 1,−8, 3,
−100,−10,−20, 0)T .
Let x¯ = (10, 10, 7, 10, 0, 0, 0, 1)T , then we have a+Ax¯ = (−7,−59,−2,−50,−32,
111, 62, 0)T , ˜¯X(a+Ax¯) = (−7,−59, 2,−50, 32,−111,−62, 0)T , ̂¯x = (−0.7,−5.9, 2.0,
−5.0, 32,−11.1,−6.2, 0)T ,
A
2
− diag(̂¯x) =

2.7 −1 −1.5 0 0.5 2 2.5 −1
−1 3.9 0 0 1 1 0 0
−1.5 0 2 −1 0 1.5 2 0
0 0 −1 3 2 2 0 0.5
0.5 1 0 2 18 1 0 −1
2 1 1.5 2 1 61.1 0.5 0
2.5 0 2 0 0 0.5 106.2 2
−1 0 0 0.5 −1 0 2 5

 0,
i.e. [SC2] holds at x¯. Hence x¯ = (10, 10, 7, 10, 0, 0, 0, 1)T is a global minimizer of
problem (EP4) with f(x¯) = −615.
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Example 5. Consider the problem
(EP5) min f(x) := −2x31 + x41 + 3x42 − x52 − 2x33 + x43 +
1
2
xTAx+ aTx
s.t. x ∈ {0, 1}3
Here A =
 −4 2 −32 3 7
−3 7 −5
, a = (1,−2, 3)T , b(3) = (−2, 0,−2)T , b(4) =
(1, 3, 1)T , b(5) = (0,−1, 0)T and J = 1. Let x¯ = (1, 0, 1)T , then Ax¯ = (−7, 9,−8)T ,
a + Ax¯ = (−6, 7,−5)T . We can have a + Ax¯ +∑mk=3 b(k) = (−7, 9,−6)T , ˜¯X(a +
Ax¯+
∑m
k=3 b
(k)) = (−7,−9,−6)T and
A
2
− diag
( ˜¯X(a+Ax¯+ m∑
k=3
b(k))
)
=
 5 1 −1.51 10.5 3.5
−1.5 3.5 3.5
  0,
i.e., diag
( ˜¯X(a + Ax¯ + ∑mk=3 b(k)))  A2 . Hence sufficient condition [SC3] holds.
Therefore, x¯ = (1, 0, 1)T is a global minimizer of problem (EP5) with f(x¯) = −5.5.
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