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Abstract
In this paper, we show that a practical need for synchronization of
localization sensors leads to an interval-uncertainty problem. In principle, this problem can be solved by using the general linear programming
algorithms, but this would take a long time – and this time is not easy
to decrease, e.g., by parallelization since linear programming is known to
be provably hard to parallelize. To solve the corresponding problem, we
propose more efficient and easy-to-parallelize algorithms.
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1

Formulation of the Practical Problem

Need for clock synchronization. In many real-life situations, to improve the accuracy, instead of using a single sensor, we fuse the results of several different sensors
measuring related quantities. For example, in robotics applications, images generated
by a videocamera (see, e.g., [9]) are fused with measurements performed by an Inertial
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Measurement Unit (IMU) (see, e.g., [1, 2, 3]) to increase the accuracy and robustness
of localization results.
To properly fuse the results of these two sensors, we need to make sure that both
measurements are performed at the exact same moment of time. For this purpose,
both sensors are equipped with clocks.
In principle, there exist super-precise clocks that we could use in both sensors, but
such clocks are expensive. It is more economically efficient to use less expensive clocks.
These less expensive clocks, however, need periodic calibration.
A general way to calibrate sensors – and, in particular, to synchronize
clocks. In general, to calibrate a sensor, we compare its measurement results with
the results of measuring the same quantity by using a much more accurate measuring
instrument. In principle, we can use the same idea to synchronize the clocks: namely,
we can calibrate each clock by comparing its results to the time measured by some
super-precise clocks.
In spite of the fact that this method also uses super-precise clocks, this method uses
these clocks only for a short period of time, during the calibration and is, therefore,
much more economically efficient than using such clocks all the time.
Still, the need for using super-precise clocks makes this procedure rather expensive.
So, a naturally question appears: can we avoid using super-precise clocks altogether?
Can we avoid using super-precise clocks: an idea. A natural idea is to synchronize the clocks by measuring the same angles with both sensors. Then, by comparing
the moments of time when both sensors detected each angle, we can find the match
between the times shown by different clocks – and thus, synchronize the clocks.
We can perform different angle measurements by rotating the sensor system consisting of a camera and an IMU – which are rigidly attached to each other – in front
of a standard chessboard pattern (which is used for camera calibration). This can be
done with a high speed of about 90 degrees per second. From each image taken by
the camera, we can extract the angle describing the image’s orientation relative to
the chessboard pattern. Similarly, from each IMU measurement, we can extract the
IMU’s orientation relative to its starting position. We assume that the sensor system
was spatially calibrated, so we know the exact spatial location of the sensors relative
to each other. Thus, we know the relation between the two orientation angles at the
same moment of time.
When the clocks on the two sensors are not perfectly synchronized, at the moment
when the first sensor’s clock shows time t, the clock on the second sensor shows a
slightly different time t0 6= t. As a result, the angle measured by the second sensor
when its clock shows t is slightly different from the angle measured by the first sensor
when the clock on the first sensor shows the same time t. So, by comparing the angles
measured by the two sensors when their clock readings are the same, we should be
able to determine the difference between the clock readings and thus, synchronize the
two sensors; see, e.g., [4].
The IMU unit can perform measurements every 10 milliseconds; the camera can
produce images every 20 milliseconds. So, during a short period of time – of a few
seconds – we can have hundreds of angle measurements performed by both sensors.
How are clocks related. Both clocks are reasonably uniform, but they can slightly
differ in the starting point and in what each of them considers to be a unit of time.
Because of the difference in a starting point, time t0 shown by the second clock
differs from the time t measured by the first sensor by a constant t0 = t + b, for some
constant b known as the offset.

Reliable Computing, 2017

3

Because of the possible difference in time units, there is an additional change:
namely, 1 second on the first clock may correspond to a ≈ 1 second on the second one;
the difference between a and 1 is known as the drift. As a result, the moment equal
to t seconds on the first clock correspond, in general, to
t0 = a · t + b
seconds on the second clock, for some constants a and b.
Our goal is to find this relation between the two clocks, i.e., to find the corresponding coefficients a and b.
We need to take into account the accuracy of angle measurement. If both
sensors measured the angles absolutely accurately, then we could simply match the
moments of time when the sensors show the same measurement result. In practice,
of course, angles are measured only with accuracy, this accuracy is usually about 1
degree.
What do we know about the accuracy of the angle measurements? In principle, we
could calibrate the angle measurements, by comparing them with a much more accurate angle-measuring device. However, similarly to time calibration, this calibration is
an expensive procedure. To avoid such expenses, we simply rely on the minimal data
about the measurement error supplied by the manufacturer. This information often
consists of simply one number ∆, the guaranteed upper bound on the measurement
error; see, e.g., [8].
In this case, if at some moment of time tk , the result of measuring the angle is
αk , this means that the actual value of the corresponding angle can be anywhere from
αk − ∆ to αk + ∆.
Possibility to use linear interpolation. Based on the values αk corresponding to
moments of time tk , we would like to estimate the values α(t) that would have been
measured if we also performed the measurements at all intermediate moments of time
t ∈ (tk , tk+1 ).
Each such moment of time t can be represented as t = tk +∆t, where ∆t ≤ tk+1 −tk .
As we have mentioned, we perform our measurements as frequently as possible. As
a result, during the short time between the two measurements, we can safely ignore
terms which are quadratic (or of higher order) in terms of ∆t. Thus, we can expand
the unknown dependence α(t) = α(tk + ∆t) in Taylor series in ∆t and keep only linear
terms in this expansion:
α(tk + ∆t) = α(tk ) + c · ∆t = αk + c · ∆t,
∂α
. We do not know the dependence α(t), but we can
∂t |t=tk
determine the coefficient c by taking into account that the above formula should also
be true for ∆t = tk+1 − tk . For this ∆t, this formula takes the form α(tk+1 ) =
αk + c · (tk+1 − tk ). Since we know the value α(tk+1 ) = αk+1 , we can thus find c as
def

where we denoted c =

c=

αk+1 − αk
tk+1 − tk

and hence, estimate α(t) for all t ∈ (tk , tk+1 ), as
α(t) = αk +

αk+1 − αk
· (t − tk ).
tk+1 − tk
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This is a well-known linear interpolation formula. Thus, we can use linear interpolation to come up with a dependence α(t).
Let us apply linear interpolation to the results of both sensors. For the first
sensor, based on the measured values αk , we use linear interpolation to estimate the
values α(t) as the values that we would have gotten if we measured the angle at all
intermediate moments of time t.
Since the measurement accuracy is ∆, we can conclude that at each moment of time
def
t, the actual value of the corresponding angle can be anywhere from α(t) = α(t) − ∆
def

to α(t) = α(t) + ∆.
Similarly, by processing the angles measured by the second sensor, we can estimate, for every moment of time t0 (as measured by the second sensor), the interval
[α0 (t0 ), α0 (t0 )] = [α0 (t0 ) − ∆0 , α0 (t0 ) + ∆0 ] that is guaranteed to contain the actual value
of the angle at this moment of time; here, α0 (t0 ) is the interpolated value that we
would have gotten if we performed the measurement by the second sensor at moment
t0 , and ∆0 is the measurement accuracy of the second sensor.
Now, we are ready to formulate the computational problem. Our main idea
was to find, for each measurement result αk of the first sensor, the moment of time
when the actual angle was equal to αk .
In the ideal case of exact measurement, this moment of time would be exactly
equal to tk . However, since there is measurement uncertainty, the measurement result
is somewhat different from the actual value. Thus, the time when the actual value of
the angle was equal to αk is, in general, somewhat different from the moment of time
tk when the measured value was equal to αk .
At each moment of time t, the actual value of the angle α can be anywhere from
α(t) to α(t). In these terms, our goal is to describe all the moments of time t for which
α(t) ≤ αk ≤ α(t).
In the first cycle of rotation, when the angle increases, both functions α(t) and α(t)
are increasing functions of time. Thus, the set of all moments t satisfying the above
inequality is the interval [tk , tk ], where:
• tk is the moment of time when α(tk ) = αk , and
• tk is the moment of time when α(tk ) = αk .
Both functions α(t) and α(t) are piecewise linear, thus it is easy to find the corresponding moments of time.
These moments of time are described as measured by the first sensor’s clock. In
terms of the time shown by the second sensor’s clock:
• the first-clock moment of time tk takes the form a · tk + b, and
• the first-clock moment of time tk takes the form a · tk + b.
Thus, in terms of the second-clock time, we conclude that the moment of time when
the actual angle was equal to αk is located somewhere on the interval [a·tk +b, a·tk +b].
Similarly, for each k, by using the measurements performed by the second sensor,
0
we can find the interval [t0k , tk ] of all moments of time at which the actual angle was
possible equal to αk .
0
We can similarly find the intervals [tk , tk ] and [t0k , tk ] when the angle reaches its
turning point or decreases.
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angle

The actual (unknown) moment of time tactual
when the actual angle was equal to
k
0
αk belongs to both intervals [t0k , tk ] and [a · tk + b, a · tk + b]. Thus, we can conclude that
0
for every k, the intervals [t0k , tk ] and [a · tk + b, a · tk + b] have a non-empty intersection,
see Figure 1.

camera
IMU

α(t)
αk
α(t)

tk t tk t'k t'k

time

must overlap
Figure 1: The main idea behind synchronization, as described in the main text

Since we use the measurements of multiple rotations around our target, there
are multiple moments of time when the actual angle was equal to αk . However, the
0
mapping between both intervals [tk , tk ] and [t0k , tk ] is still unambiguous, because a is
close to 1 and b is much smaller than the time that passes between two observations
of the same actual angle αk .
So, we arrive at the following problem.

2

Resulting Mathematical Problem
0

Resulting problem. We have n intervals [tk , tk ] and [t0k , tk ], k = 1, 2, . . . , n. We
know that for some unknown values a > 0 and b, for all k from 1 to n, the intervals
0
[t0k , tk ] and [a · tk + b, a · tk + b] have some points in common:
0

[t0k , tk ] ∩ [a · tk + b, a · tk + b] 6= ∅.
We want to find the range of possible values of a and b under this condition.
Equivalent reformulation. One can easily see that the two intervals [x, y] and
[x0 , y 0 ] have a non-empty intersection if and only if:
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• the lower endpoint of the first interval is smaller than the upper endpoint of the
second interval and, vice versa,
• the lower endpoint of the second interval is smaller than or equal to the upper
endpoint of the second interval,
i.e., if and only if x ≤ y 0 and x0 ≤ y. Indeed:
• If these two intervals have a common point z, then x ≤ z ≤ y 0 and x0 ≤ z ≤ y,
so we indeed have x ≤ y 0 and x0 ≤ y.
• Vice versa, if x ≤ y 0 and x0 ≤ y, then one can easily see that, e.g., the value
z = max(x, x0 ) belongs to both intervals.
Thus, the above condition can be reformulated as follows: for every k, we must have
0

a · tk + b ≤ tk

(1)

t0k ≤ a · tk + b.

(2)

and
We need to find the smallest and the largest possible values of a and b under these
constraints. In other words, we need to solve the following four optimization problems.
Namely, we need to find:
• the smallest possible value a of the coefficient a under the constraints (1) and
(2);
• the largest possible value a of the coefficient a under the constraints (1) and (2);
• the smallest possible value b of the coefficient b under the constraints (1) and
(2); and
• the largest possible value b of the coefficient b under the constraints (1) and (2).
In principle, we can use linear programming. In all four problems, we are
optimizing a function which is linear in the unknowns a and b under the constraints
which are linear inequalities in terms of the unknowns. Thus, all four of our problems
are a particular case of the general class of linear programming problems, for which
efficient algorithms are known; see, e.g., [6].
Can we do it faster? While these algorithms for solving linear programming problems are reasonably efficient, their computation time grows as O(n3.5 ), which for large
n, may be large. Can we do it faster?
In general, a usual way to speed up computations is to use several processor working
in parallel. However, this is only possible if an algorithm is parallelizable, and linear
programming is known to be provably the hardest to parallelize; see, e.g., [7].
Thus, to speed up computations, we need to develop new faster algorithms for
solving the above problems (ideally, algorithms that will be easy to parallelize).
What we do in this paper. In this paper, we propose faster O(n2 ) algorithms for
solving our four optimization problems. All these algorithms are easily parallelizable.
Comment. These algorithms are based on the ideas used in [5, 10].
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Analysis of the Problem

Bounds on a. Let us first derive the bounds on a. To find these bounds, we need
to eliminate the unknown b from the constraints (1) and (2). In other words, we need
to formulate the conditions on a under which constraints (1) and (2) are satisfied for
some value b.
To find such condition, let us reformulate the inequalities (1) and (2) in terms of
bounds on b. We can do it if in each inequality, we keeping the unknown b in the same
side of the inequality as it originally was, and move all other terms to the other side.
As a result, we get the following equivalent reformulations of the inequalities (1) and
(2):
0
b ≤ tk − a · tk
(3)
and
t0k − a · tk ≤ b.

(4)

Similarly to the above argument, the existence of a value b that satisfies all these
inequalities is equivalent to requiring that every lower bound for b is smaller than each
upper bound. Indeed:
• If such a b exists, then this condition is also satisfied.
• Vice versa, if all these conditions are satisfied, then we can take, e.g., b equal to
the largest of the lower bounds.
Thus, the existence of the values a and b for which inequalities (1) and (2) (or,
equivalently, inequalities (3) and (4)) are satisfied is equivalent to the following inequalities that should hold for all k and `:
0

t0k − a · tk ≤ t` − a · t` .

(5)

By moving all the terms related to a to the right-hand side and all other terms to the
left-hand side, we get an equivalent inequality:
0

t0k − t` ≤ a · (tk − t` ).

(6)

If the coefficient at a is positive, we can divide by this coefficient and get a lower bound
on a:
0
t0k − t`
≤ a.
(7)
tk − t`
The value a should be larger than or equal to all these lower bounds, so it must be
larger than or equal to the largest of them. Thus, we get the following lower endpoint
a for the interval [a, a] of possible values of a:
0

a=

max
k,`: tk >t`

t0k − t`
.
tk − t`

(8)

When the coefficient at a in the formula (6) is negative, then by dividing by this
coefficient, we get an upper bound on a:
0

a≤

t0k − t`
.
tk − t`

(9)
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The value a should be smaller than or equal to all these upper bounds, so it must
be smaller than or equal to the smallest of them. Thus, we get the following upper
endpoint a for the interval [a, a] of possible values of a:
0

a=

min
k,`: tk <t`

t0k − t`
.
tk − t`

(10)

(If the coefficient at a is 0, we do not get any constraint on a at all.)
Let us now find the bounds on b. To get the bounds on b, we must now eliminate a
from the inequalities (1) and (2). For this purpose, let us reformulate the inequalities
(1) and (2) in the equivalent form, as bounds on a. To do thus, in each of the
inequalities (1) and (2), we keep the term containing a in one side, move all the other
terms to the other side, and then then divide both side of the inequality by the positive
coefficient at a. As a result, we get the following equivalent bounds:
0

a≤

tk
1
−
·b
tk
tk

(11)

and

t0k
1
−
·b≤a
(12)
tk
tk
The existence of a value a that satisfies all these inequalities is equivalent to requiring
that every lower bound for a is smaller than each upper bound, i.e., that for every k
and `, we have
0
t0k
1
t
1
−
· b ≤ ` − · b.
(13)
t`
t`
tk
tk
We can simplify this inequality if we multiply both sides by a positive number tk · t` ,
then we get:
0
t0k · t` − t` · b ≤ tk · t` − tk · b.
(14)
By moving all the terms containing b to the left-hand side and all the other terms to
the right-hand side, we get an equivalent inequality
0

(tk − t` ) · b ≤ tk · t` − t0k · t` .

(15)

When the coefficient at b in the formula (15) is positive, then by dividing by this
coefficient, we get an upper bound on b:
0

b≤

tk · t` − t0k · t`
.
tk − t`

(16)

The value b should be smaller than or equal to all these upper bounds, so it must
be smaller than or equal to the smallest of them. Thus, we get the following upper
endpoint b for the interval [b, b] of possible values of b:
0

b=

min
k,`: tk >t`

tk · t` − t0k · t`
.
tk − t`

(17)

When the coefficient at b in the formula (15) is negative, then by dividing by this
coefficient, we get a lower bound on b:
0

b≥

tk · t` − t0k · t`
.
tk − t`

(18)
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The value b should be greater than or equal to all these lower bounds, so it must be
greater than or equal to the largest of them. Thus, we get the following lower endpoint
b for the interval [b, b] of possible values of b:
0

b=

max
k,`: tk <t`

tk · t` − t0k · t`
.
tk − t`

(19)

Thus, we arrive at the following algorithms:

4

Resulting Algorithms

The description of the algorithms. The range of possible values of a is [a, a],
where:
0
t0k − t`
a = max
(8)
k,`: tk >t` tk − t`
and

0

a=

min
k,`: tk <t`

t0k − t`
.
tk − t`

(10)

The range of possible values of b is [b, b], where
0

b=

max
k,`: tk <t`

and

tk · t` − t0k · t`
tk − t`

(19)

0

b=

min
k,`: tk >t`

tk · t` − t0k · t`
.
tk − t`

(17)

These algorithms are indeed faster than logic programming. In all four
formulas, we need to consider all possible pairs (k, `) of indices. There are n2 such
pairs, so we need O(n2 ) computational steps. This is indeed smaller than the time
O(n3.5 ) needed to linear programming.
Our algorithms are easy to parallelize. Our algorithm require finding minima
and maxima over all possible pairs of indices. If we have p processors, we can:
• divide all n2 pairs into p groups,
• use each processor to compute the min and max over pairs from the corresponding group, and then
• take min and max of the resulting p intermediate results.
Thus, our algorithms are indeed easy to parallelize.
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