Perceptive Particle Swarm Optimisation by Boonserm Kaewkamnerdpong & Peter J. Bentley
Perceptive Particle Swarm Optimisation 
Boonserm Kaewkamnerdpong, Peter J. Bentley 
Computer Science Department, University College London, UK 
E-mail: {b.kaewkamnerdpong, p.bentley}@cs.ucl.ac.uk 
 
 
Abstract 
Conventional particle swarm optimisation relies on exchanging 
information through social interaction among individuals.   
However for real-world problems involving control of physical 
agents (i.e., robot control), such detailed social interaction is not 
always possible.  In this study, we propose the Perceptive 
Particle Swarm Optimisation algorithm, in which both social 
interaction and environmental interaction are increased to mimic 
behaviours of social animals more closely. 
1  Introduction 
Collaborative behaviour among social animals exhibits a 
remarkable degree of intelligence. Often the behaviour of 
flocks, swarms and insect colonies, arises through 
interaction between the individuals in the collective and 
through interaction with their environment. For example, 
ants cooperate by modifying their environment (leaving 
pheromone trails) and have their behaviour modified by 
their environment (following pheromone trails) – a form 
of communication known as stigmergy. 
Particle Swarm Optimisation – a “swarm intelligence” 
algorithm – was originally designed to simulate bird 
flocking in order to learn more about the human social 
behaviour [3].  However, the conventional particle swarm 
optimisation relies on social interaction among particles 
through exchanging detailed information on position and 
performance. In the physical world, this type of complex 
communication is not always possible. This is especially 
the case when each individual does not know or cannot 
communicate its own performance. To overcome this 
form of limitation, both social interaction and 
environmental interaction is required.  
In traditional swarm intelligence, the environment of 
the swarm is the search space.  We propose the 
Perceptive Particle Swarm Optimisation (PPSO) 
algorithm, which allows a finite perception range for each 
individual, in order to imitate social insects in the 
physical world.  The particles in the PPSO algorithm can 
observe the search space and other neighbouring 
particles, as social insects observe the world and other 
individuals through senses.   
Swarm intelligence and conventional particle swarm 
optimisation are described in section 2.  The PPSO 
algorithm is discussed in comparison to conventional 
particle swarm optimisation in section 3.  Section 4 
describes experiments to investigate the performance of 
PPSO and conventional particle swarm optimisation.  A 
discussion of the experimental results is provided in 
section 5. 
2  Background 
Swarm intelligence emerged from inspiration of the 
collective intelligence in social animals such as birds, 
ants, fish and termites. These social animals require no 
leader. Their collective behaviours emerge from 
interactions among individuals, in a process known as 
self-organisation. Each individual may not be intelligent, 
but together they perform complex collaborative 
behaviours.  In swarm intelligence, the models of social 
animals are used to create software agents cooperating to 
solve complex problems [2]. Typical uses of swarm 
intelligence are to assist the study of human social 
behaviour by observing other social animals and to solve 
a variety of optimisation problems [1]. There are three 
main types of swarm intelligence techniques: models of 
bird flocking, the ant colony optimisation (ACO) 
algorithm, and the particle swarm optimisation (PSO) 
algorithm. Different techniques are suitable for different 
problems. We focus on the PSO algorithm in this paper. 
The particle swarm optimisation algorithm was 
introduced by Kennedy and Eberhart in 1995 [3].  The 
algorithm consists of a swarm of particles flying through 
the search space.  Each individual in the swarm contains 
parameters for position and velocity.  The position of 
each particle represents a potential solution to the 
optimisation problem.  The dynamic of the swarm is 
governed by a set of rules that modify the velocity of each 
particle according to the experience of the particle and 
that of its neighbours depending on the social network 
structure within the swarm.  By adding a velocity to the 
current position, the position of each particle is modified.  
As the particles move around the space, different fitness 
values are given to the particles at different locations 
according to how the current positions of particles satisfy 
the objective. At each iteration, each particle keeps track 
of its personal best position, pbest. Depending on the 
social network structure of the swarm, the global best 
position,  gbest, and/or the local best position, lbest, is used to influence the swarm dynamic.  After a number of 
iterations, the particles will eventually cluster around the 
area where fittest solutions are.  The particle swarm 
optimisation algorithm has been successfully employed to 
solve various optimisation problems [4, 5, 6].  The 
conventional particle swarm optimisation algorithm is 
summarised in Fig. 1. 
The swarm behaviour in conventional particle swarm 
optimisation is influenced by the number of particles, the 
neighbourhood size, the inertia weight, the maximum 
velocity, and the acceleration calculation to modify the 
velocity.  The larger the number of particles in the swarm, 
the more likely the swarm will converge on the global 
optimum, because the social information exchange is 
increased. (This is dependent on different neighbourhood 
types and the neighbourhood size.)  The performance of 
PSO algorithm can be improved through other system 
parameters.  The influence of the current velocity on the 
new velocity can be controlled by the inertia weight.  A 
large inertia weight compels large exploration through the 
search space; a smaller inertia weight causes reduced 
exploration. The influence of the particle’s experience 
and that of its neighbour is governed by the acceleration 
calculation (line 8, Fig. 1). 
The further away the particle is from the best position 
from its own experience and its neighbour, the larger a 
change  in  velocity  that  is  made  in  order  to  return  to 
Conventional Particle Swarm Optimisation 
Line No. 
1  Initialise a population or a swarm of particles with a 
random position xi(0) and a random velocity vi(0), where 
xi∈R
n, vi∈R
n, and i = {1, 2, …, m} while n is the 
dimension of the search space and m is the number of 
particles in the swarm. 
2 Loop  for  t = 1 to maximum iteration or until 
convergence 
3 Set/update  inertia  weight,  w 
4 Loop  for  i = 1 to m 
5  Get fitness value, F(xi(t)) 
6  If F(xi(t))  ≥  pbesti, pbesti = F(xi(t)) and xpbest,i 
= xi(t) 
7  If F(xi(t)) ≥  gbest, gbest = F(xi(t)) and xgbest = 
xi(t) or 
If F(xi(t))  ≥  lbest, lbest = F(xi(t))  and xlbest = 
xi(t) 
8  Modify the velocity of particle i e.g.  
vi(t+1) = w.vi(t) + c1r1(xpbest,i - xi(t))  
               + c2r2(xgbest - xi(t)) 
where c is a constant number and r is a random 
number between 0 and 1 
If vi(t+1) > vmax, vi(t+1)=vmax.sign(vi(t+1) 
9  Modify the position of particle i as 
xi(t+1) = xi(t) + vi(t+1) 
10 End  loop  I 
11 Test  for  convergence 
12 End  loop  t 
Fig. 1. Algorithm of conventional particle swarm optimisation. 
that best position. The acceleration limits the trajectory of 
the particle oscillation. The smaller the acceleration, the 
smoother the trajectory of the particle is.  However, too 
small an acceleration may lead to slow convergence, 
whereas too large an acceleration drives the particles 
towards infinity.  The new velocity is limited by the given 
maximum velocity to prevent particles from moving too 
fast in the space. 
3  Perceptive Particle Swarm Optimisation 
In particle swarm optimisation, all individuals in the 
swarm have the same behaviours and characteristics.  It is 
assumed that the information on the position and the 
performance of particles can be exchanged during social 
interaction among particles in the neighbourhood. 
However, in the physical world, collective intelligence in 
social animals often cannot emerge from direct 
interaction among individuals. Instead, indirect social 
interaction (stigmergy) must be employed. The same 
constraints apply when swarm intelligence is used for 
applications such as robot control. Consequently, in order 
to imitate the physical collective intelligence in social 
insects, we propose the perceptive particle swarm 
optimisation (PPSO) algorithm. 
The PPSO algorithm is illustrated in Fig. 2.  Most of 
the processes are similar to the conventional particle 
swarm optimisation.  However, instead of directly 
exchanging information among particles in their 
neighbourhoods, the PPSO algorithm allows each 
individual a finite range of perception.  Each particle can 
observe the search space of the optimisation problem and 
the approximate positions of other individuals within its 
perception range. An n-dimensional objective function 
for the problem is treated as an (n+1)-dimensional 
physical landscape (the extra dimension being fitness), 
which particles are constrained to fly above, and never 
below.  
Each particle in the swarm observes the search space 
within its perception range by sampling a fixed number of 
directions to observe and sampling a finite number of 
points along those directions.  Fig 3 shows an example of 
a particle observing the search space for a landscape 
optimisation problem, where the goal is to find the 
highest position in the landscape. 
For three-dimensional observations, the particle 
observes the search space in six directions along its +x,-x, 
+y, -y, +z and -z axes, where the +x axis is always in the 
direction of the particle velocity.  (This allows particles to 
observe the search space at various angles and increases 
the chance that the swarm will find a good solution.) The 
particle attempts to perceive the landscape at several 
sampled distances from its position, in each direction. If 
the sampled point is within the landscape, the particle perceives the height of the landscape at that point. To be 
more realistic, the perception radius for observing the 
search space can be separated into an inner radius and an 
outer radius. Within the inner perception radius, the 
particle has excellent perception, while its perception is 
less reliable in the outer perception range.  Particles can 
observe neighbouring particles in their perception range 
without sampling along specific directions. If there is any 
neighbour within the perception range, the particle 
perceives the approximate positions of neighbours and 
then chooses the local best position to move towards. 
The performance of each particle in the 
neighbourhood is unknown to each other.  Therefore, 
each neighbouring particle might be in either a better or 
worse position than its own position.  The particle must 
randomly choose the neighbouring particles (line 8, Fig. 
2), which will influence the particle to move towards 
them.  The position of the chosen neighbour will be used 
as the local best position.  If there is more than one 
neighbour chosen, the lbest position is the average 
position among those neighbours.  The presence of the 
neighbouring  particles  influences  the  calculation  of the 
 
Perceptive Particle Swarm Optimisation 
Line No. 
1  Initialise a population or a swarm of particles with a 
random position xi(0) and a random velocity vi(0), where 
xi∈R
n+1, vi∈R
n+1, and i = {1, 2, …, m} 
2 Loop  for  t = 1 to maximum iteration or until 
convergence 
3 Set/update  inertia  weight,  w 
4 Loop  for  i = 1 to m 
5  Gj(xi(t)) = Observation result of the search 
space within the perception range (e.g. heights 
of the landscape) by particle i in direction j, 
where j = {1,2, …, d} and d is the number of 
directions 
6 
F(xi(t)) = 
{: ( () )0 } (( ) )
# landscape pts perceived
ji jt j i t > Σ Gx Gx
 
7  If F(xi(t))  ≥  pbesti, pbesti = F(xi(t)) and xpbest,i 
= xi(t) 
8  Hk(xi(t)) = rk where k is the index of the particle 
within the perception range, r is a random no. 
between 0 and 1; with probability p, 
xlbest = 
{: ( () ) } ()
# neighbours
ai at p a a ts > Σ+ Hx x
 
where s is random no. between  -1 and 1 
9  Modify the velocity of particle i as 
vi(t+1) = w.vi(t) + c.r(xpbest,i - xi(t)) if no 
neighbouring particle is found, or 
vi(t+1) = w.vi(t) + c1r1(xpbest,i - xi(t))  
               + c2r2(xlbest - xi(t)) if otherwise. 
If vi(t+1) > vmax, vi(t+1)=vmax.sign(vi(t+1) 
10  Modify the position of particle i as 
xi(t+1) = xi(t) + vi(t+1) 
11 End  loop  i 
12 Test  for  convergence 
13 End  loop  t 
 Fig. 2. Algorithm of perceptive particle swarm optimisation. 
 
 
 
 
 
 
 
 
 
 
Fig. 3. The particle observing the search space in the problem of 
landscape optimisation 
new velocity for the next iteration in the same way as 
local social interaction, lbest, in the conventional PSO 
algorithm (line 9, Fig. 2).  However, the particle will have 
no memory of the local best position from previous 
iterations.  If the local best position at the current iteration 
does improve the performance of the particle, it will 
affect the personal best position in the next iteration 
because the pbest position is the position with maximum 
fitness value that the particle has ever been. 
Apart from parameters in the conventional particle 
swarm optimisation, the main parameters of the 
perceptive particle swarm optimisation are: the perception 
radius, the number of observing directions and the 
number of points to observe along each observing 
direction. A larger perception radius allows more social 
interaction and encourages particles to explore the search 
space.  This is because when there is no neighbouring 
particle within the perception range, the particle moves 
around its personal best position. However, the larger 
perception radius requires more computation time to 
observe the search space.  A greater number of observing 
directions and a greater number of points to observe 
along each observing direction require more computation 
time as well.  However, more observing directions allow 
a greater chance to obtain a good solution and the greater 
number of points offers more accuracy in observation. 
4  Experiment and Result 
The PPSO algorithm is designed for physically realistic 
optimisation problems (i.e. robot control) where the 
fitness function cannot accurately measure the 
performance of particles, i.e. the function is noisy or 
dynamic. In order to demonstrate the performance of the 
perceptive particle swarm optimisation, this experiment 
compares PPSO with conventional particle swarm 
optimisation on a landscape optimisation problem.  The 
experiment on the conventional PSO is conducted with 
three types of social interactions; pbest, lbest (with a ring 
network) and gbest [7].  The particles operate in two 
dimensions, see landscape functions below. For the experiment on the PPSO algorithm, the particles operate 
in three dimensions.  The fitness function for each 
particle is the average of the height of the landscape 
observed from all observation directions minus the 
distance between the particle and observed landscape.  
Both experiments share the same number of particles 
and other settings.  Both algorithms are applied on the 
same three landscapes, each with a different level of 
difficulty; single-peak, two-peak and multiple-peak 
landscape: 
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where  , [ 20,20] xy ∈− .  Each experiment was run 20 times, 
with the result averaged in order to obtain a reliable 
result.  The algorithms terminate when they reach the 
maximum iteration of 100,000 or when all particles move 
less than a distance of 0.2 units.  The results we report 
here are the number of iterations used for each algorithm, 
the number of mis-optimisation and the optimisation 
error, which is the minimum distance between the 
maxima of the landscape and the final pbest position of 
each algorithm.  The result of this experiment is shown in 
table 1, 2 and 3 for 10, 15 and 20 particles.  
Table 1. Result for 10 particles 
Landscape 1  Landscape 2  Landscape 3   
Error Iter. Error Iter. Error Iter. 
min 0.1233  14  0.0567  14  0.1396  17 
max 6.7466  53  7.3131  60  12.8083  73 
median 1.0958 20.5  1.9980  33  4.0390  27.5 
p
b
e
s
t
 
#miss 0  4  4 
min 0.0005  100000 0  100000  0.0090  44319 
max 0.0280  100000  0.0343  100000  29.1663  100000 
median 0.0066  100000  0.0109  100000  0.0273  100000 
l
b
e
s
t
 
#miss  0 0 2 
min 0.0001  51  0.0001  41  0.0073  69 
max 0.0031  119  4.9996  152  42.4193  6432 
median 0.0006  74  0.0006  74.5  0.0218 115 
g
b
e
s
t
 
#miss  0 1 7 
min 0.0065  64  0.0387  90  0.04142  41 
max 13.6205  100000  8.6227  100000  23.5173  100000 
median 0.0657  72281.5  0.0698  11357  4.3769  173.5 
P
P
S
O
 
#miss  0 0 4 
Table 2. Result for 15 particles 
Landscape 1  Landscape 2  Landscape 3   
Error Iter. Error Iter. Error Iter. 
min 0.0676  15  0.0682  15  0.0421  14 
max 3.6031  73  2.3845  50  13.2973  50 
median 0.5817  24  0.7654  31  1.7284  34 
p
b
e
s
t
 
#miss 0  0  3 
min 0.0012  100000 0  100000  0.0080  5748 
max 0.0122  100000  0.0184  100000  29.9703  100000 
median 0.0046  100000  0.0039  100000  0.0194  100000 
l
b
e
s
t
 
#miss  0 0 1 
min 0.0005  58 0  62  0.0026  61 
max 0.0013  107  0.0022  152  42.4193  5625 
median 0.0002 79.5  0.0001  91  0.0222 129 
g
b
e
s
t
 
#miss  0 0 8 
min 0.0144  338  0.0064  12460  0.0224  150 
max 3.8519  100000  0.0744  100000  13.1444  100000 
median 0.0440  100000  0.0354  100000  0.0475  100000 
P
P
S
O
 
#miss  0 0 1 
Table 3. Result for 20 particles 
Landscape 1  Landscape 2  Landscape 3   
Error Iter. Error Iter. Error Iter. 
min 0.0089  16  0.0328  16  0.0159  28 
max 2.2815  50  6.9141  70  4.6866  68 
median 0.2958  29  0.6425  34.5  0.2190  45.5 
p
b
e
s
t
 
#miss 0  0  0 
min 0.0007  100000  0.0004  100000  0.0067  100000 
max 0.0118  100000  0.0109  100000  0.1208  100000 
median 0.0042  100000  0.0034  100000  0.0171  100000 
l
b
e
s
t
 
#miss 0  0  0 
min 0.0000  51  0.0000  67  0.0066  70 
max 0.0009  117  0.0005  141  42.4111  24710 
median 0.0001  88  0.0002  88.5  0.0219  151.5 
g
b
e
s
t
 
#miss 0  0  3 
min 0.0048  70239  0.0059  578  0.0257  139 
max 0.0629  100000  0.0772  100000  2.3208  100000 
median 0.0291  100000  0.0213  100000  0.0433  100000 
P
P
S
O
 
#miss 0  0  0 
5  Discussion 
Despite the fact that particles can no longer communicate, 
they can only observe, the performance of the PPSO 
algorithm is comparable and sometimes better than the 
conventional one in terms of the optimisation error. For 
problems where reliable communication is impossible (or 
very difficult) such as robot control, the PPSO algorithm 
should be significantly beneficial. Also, the 
transformation of the objective function into a higher-
dimensional landscape over which the particles fly, may 
enable the PPSO to perceive and move to optima in very 
complex or deceptive spaces. However, the observation 
mechanism requires more computation time to process, 
each iteration.  The greater the number of particles in the 
swarm, the more the PPSO algorithm finds a good 
solution; however, at the expense of greater computation 
time. In contrast, having fewer particles might suffer from 
greater convergence error, but it requires less time. 
Alternative observation mechanisms can be investigated 
in future work in order to reduce the computation time.  
In addition, the PPSO algorithm can be adapted for other 
physical problems such as control or nanotechnology.  In 
our future work, the PPSO algorithm for complex higher 
dimensional optimisation problem will be investigated. 
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