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Abstract 
Let P be an infinite irreducible stochastic matrix, stochastically dominated by an irreducible, 
positive-recurrent and stochastically monotone stochastic matrix Q. Let P, be any n x n 
stochastic matrix with P./> T., where T. denotes the n x n northwest comer truncation of P. 
We first show that these assumptions imply the existence of limiting distributions #, n, n. for 
Q, P, P. respectively; moreover, if Q obeys a Foster-Lyapounov condition, we derive the rate of 
convergence of n. to ~; as an application ofthe preceding results, we deal with the random walk 
on a half line, and prove under mild assumptions that the rate of convergence of n. to n is 
geometric. 
Keywords: Markov chains; Augmented truncation; Approximation; Limit distribution; 
Stochastically monotone; Random walk 
1. Introduction 
Soit P = (p(i,j))i,j ~> 1, une matrice stochastique infinie, irrrductible t rrcurrente 
positive, elle admet donc une distribution stationnaire unique n = (n (j))j >~ t, le calcul 
de cette distribution 6tant en grn6ral difficile sinon impossible, il est souhaitable de 
disposer d'approximations simples et convergeant rapidement vers cette distribution. 
Pour cela, une solution consiste h approcher P par une matrice stochastique finie P.. 
Consid6rons le coin Nord-Ouest d'ordre n de la matrice P: T. = (p(i,j)).>~ i,j>>. 1. 
n P 6tant irr6ductible, il existe au moins une ligne i pour laquelle )-'j= 1 p(i,j) < 1 si bien 
que la matrice tronqu6e T. n'est pas stochastique. 
A partir de T., on construit une matrice stochastique P. = (pn(i,j))./> i,j/> 1 v6rifiant 
P./> T., c'est ~ dire p.(i,j) >~ p(i,j) pour 1 ~< i,j <~ n; cela peut se faire de plusieurs 
faqons, citons les principales. 
L'augmentation lingaire: la masse de probabilit6 perdue lors de la troncature de Pest 
redistribu6e sur les colonnes de T., plus pr6cis6ment. 
SoitA. = (~.(i,J)h ~i,j~. une matrice stochastique quelconque, on pose pour 
1 <<.i,j<~n, 
p.(i,j) = p(i,j) + ot.(i,j) ~ p(i,k) pour 1 ~< i,j <~ n. (1.1) 
k>n 
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En particulier, on obtient: 
- L'augmentation de la premi6re colonne seulement si ~.(i, 1) = 1 pour 1 ~< i ~< n. 
- L'augmentation de la derni6re colonne seulement si ~.(i, n) = 1 pour 1 ~< i ~< n. 
- L'augmentation uniforme si ~.(i, j) = n-1 pour 1 ~< i,j <~ n. 
- On peut aussi prendre pour A, une matrice dont toutes les lignes sont identiques, 
c'est un cas examin6 par Gibson et Seneta (1987). 
- Encore plus simplement, on peut comme Van Dijk (1991) choisir A. bool6enne. 
Renormalisation. 
n Posons s(i,n) = ~=1 p(i,j), on choisit alors pour 1 ~< i , j  <. n: 
p(i, j)  
p.( i , j)  = - -  (1.2) 
s(i, n) 
en prenant n assez grand afin que s(i, n) > O. 
Notons que les deux conditions P. stochastique t P,~> T., impliquent 
l im.+o~p.(i, j) = p(i,j). Par consequent s in  est grand P. et P sont voisines, ce qui 
amine aux questions uivantes: 
(Q1) P, admet - elle une distribution stationnaire ~.? 
(Q2) ~, converge-t-elle, en un sens/t pr6ciser, vers ~? 
En ce qui concerne (Q1), l'existence d'une ou de la distribution stationnaire ~. a 6t6 
6tudi~e pour divers types de matrices Pn, en particulier par Seneta (1980, 1981), nous 
ne d6velopperons pas cette question pour l'instant, nous contentant de noter que si 
l'6tat 1 est r6current positif pour P,, il existe au moins une distribution stationnaire ~., 
en effet la chaine r6duite /t la classe de l'6tat r6current 1 admet une distribution 
stationnaire qu'on peut compl6ter par 0 sur les autres 6tats. 
De nombreux travaux ont 6t6 consacr6s/L l'6tude de (Q2), parmi les plus int6ressants, 
citons: 
(1) Wolf (1980, Section 5) qui s'est int6ress6, en particulier, ~ l'approximation de la 
distribution stationnaire d'une matrice infinie P, irr6ductible, r6currente positive, par 
ailleurs quelconque, par les distributions stationnaires de matrices finies P.. II examine 
quatre types de matrices P., obtenues par: 
- augmentation de la premi+re colonne 
- augmentation de la derni6re colonne 
- augmentation uniforme des colonnes 
- renormalisation 
et 6tablit la convergence en variation de ~. vers z~, sous des conditions analogues au 
crit6re de Foster. 
(2) Seneta (1980) a prouv6 que ~, converge faiblement vers g si et seulement si la 
suite (~,) est uniform6ment tendue, cet argument a 6t6 repris darts Gibson et Seneta 
(1987) pour 6tablir la convergence faible de ~. vers g quand Pest  stochastiquement 
monotone t P. construite par augmentation. 
(3) Heyman (1991) a construit des chaines X. et X de matrices de transitions 
respectives P. et Pet  introduit les temps de retour en 1, C. et C des chaines X. et 
X puis le temps n6cessaire pour que la chalne X d6passe la barribre n; en s'appuyant 
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sur les r&ultats de Heyman et Whitt (1989), il &ablit une condition suffisante pour 
assurer la convergence faible de re. vers ~. 
(4) Kalashnikov et Rachev (1990, Ch. 5) ont aussi 6tudi6 le probl+me de l'approxi- 
mation d'une chaine de Markov infinie, l'essentiel de leurs travaux est orient6 vers 
l'approximation uniforme de la chaine initiale par des chaines finies construites par 
augmentation dela premi6re colonne. 
Les deux premi6res questions &ant r6solues, une autre se pose: 
(Q3) Quelle est la vitesse de convergence de ft. vers it? 
A notre connaissance, ce probl~me n'a 6t~ trait~ que tr6s partiellement, le present 
article tente d'apporter des 616ments de r6ponse suppl6mentaires, dans le cadre des 
matrices tochastiquement monotones. 
Avant de discuter des hypothSses qui seront faites, rappelons quelques notions ur 
l'ordre stochastique, plus ample information peut &re trouv6e dans Stoyan (1983), 
Ross (1983, Ch. 8) et l'article fondamental de Daley (1968), en ce qui concerne les 
matrices tochastiquement monotones. 
(DI.I) Soient X et Y deux v.a ~i valeurs r6elles de f.r. F et G respectivement, X est dite 
stochastiquement inf6rieure & Y, not6 X ~<st Y, si pour tout t on a: 
F(t) >~ G(t). (1.3) 
(D.1.2) P = (p(i,j))i, j >~  est dite stochastiquement inf6rieure ~ Q = (q(i,j))i,~ >~ x, not6 
P ~<stQ, ssi: 
~/i >>, 1, Vm >~ 1, ~. p(i, j) >~ ~ q(i,j). (1.4) 
j= l  j= l  
(D.1.3) Q = (q(i,j))i,j>~l est dite stochastiquement monotone ssi: 
i<<.j implique Vm ~ q(i,k)>>. ~ q( j ,k ) .  (1.5) 
k=l  k=l  
Dans toute la suite, sauf indications contraires, on supposera que: 
(H1) P=(p . ( i , j ) ) i , j>~ est une matrice stochastique irr6ductible, et que 
P. = (p.( i , j )) .  ~ i,j >~ 1 est une matrice stochastique v6rifiant P. >~ T.. 
(H2) P = (p(i, j))i, j  >~ a , est stochastiquement inf6rieure ~ une matrice stochastique 
Q =(q( i , j ) i , j>~l .  
(H3) Q est irr+ductible, r+currente positive et stochastiquement monotone. 
Un cas particulier int6resssant est celui off Pes t  elle m~me stochastiquement 
monotone, situation fr6quente dans les applications, par exemple dans les marches au 
hasard, consid~r6es dans le Section 6, et dans les files d'attente; les hypoth&es 
ci-dessus e r6duisent alors ~i: 
(H') P = (p(i,j)i. j ~ 1, est une matrice stochastique, irr6ductible, r6currente positive 
et stochastiquement monotone, et P. = (p.( i , j )) .  >~ ,~ >~ 1 est une matrice stochastique 
v6rifiant P. t> T.. 
Les lignes pr6c6dentes montrent que ce travail peut &re consid6r6 comme un 
prolongement de l'article de Gibson et Seneta (1987). 
Le principal rbsultat est le suivant (Th6or6me 4). 
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Soit P irr6ductible, P ~< st Q, off Q est irrtductible t stochastiquement monotone. 
Supposons qu'il existe un entier Jo, un nombre r6el 6, avec 0 < 6 < 1 et une suite 
( V ( j ) )~ >, jo it valeurs dans [1, + oo [, non dbcroissante t tendant vers l'infini, vtrifiant 
la condition: 
q(i,j) V (j) <~ (1 - 6) V (i) '¢i >/ Jo 
J>~Jo 
alors les matrices Q, P, P, admettent des distributions limites, nottes respectivement 
#, n, n. et on a la relation suivante: 
/'In V (n)'~ 
2 [~. ( J ) -  7r(j)l = tg~---V-~) ( zc . ( j )=Os i j  > .). (1.6) 
j~>l 
La suite de l'article est diviste en cinq paragraphes: 
La Section 2 consiste it simuler des chaines de Markov X. =(X.(m))m~o, 
X = (X(m))m>,o et Y = (Y(m))m>~o de matrices de transition P., Pet  Q respective- 
ment; cette construction permet une interpr6tation concr&e du proctd6 d'appro- 
ximation en termes de couplage. Dans la Section 3, en se fondant sur les instants de 
retour en 1 de la chaine Y nous majorons la distance uniforme D. = supine> o 
{e(X . (m)  ~ X(m))} entre les chaines X. et X. 
A partir des rtsultats prtctdents, nous 6valuons dans la Section 4, la distance n 
variation totale entre les distributions limites n, et n de P. et P respectivement, ce qui 
permet, en particulier, de retrouver les rtsultats de la Section 4 de l'article de Gibson et 
Seneta (1987). 
Dans la Section 5, on montre que la vitesse de convergence de n. vers rc peut ~tre 
dtterminte quand Y vtrifie une condition du type Fostr-Lyapounov. Enfin, l'applica- 
tion des rtsultats prtctdents aux marches altatoires est dtvelopp~e dans la Section 6. 
2. Construction des chaines X,, X, Y 
Afin de pouvoir utiliser des arguments de couplage on construit des chaines 
X., X, Y de rtiatrice de transition respective P., P, Q et de valeurs initiales 1. 
Le proctd6 est~elui utilis6 habituellement ensimulation: 
Soit (Um)m~> 0 ane suite de v.a i.i.d uniformes ur [0, 1], on pose: 
k k 
a(i,0) =0,  a(i,k) = ~ q( i , j ) ,s ( i ,O)=O s( i ,k )= ~ p(i,j), 
j= l  j= l  
d(i, O) = s(i, n), 
k 
d(i,k) = s(i,n) + ~ (p.( i , j )  - p(i, j)). 
j= l  
Soit n fix6, les chaines ont construites selon les rtgles suivantes: 
(i) Pour X.: X.(0) = 1; Si X. (m - 1) = i alors X.(m) = k ssi s(i, k - 1) < Us ~< 
s(i, k) ou d(i, k - 1) < U., <~ d(i, k). Pour k allant de 1 it n. 
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(ii) Pour X: X(0) = 1; Si X (m - 1) = i alors X(m) = k ssi s(i, k - 1) < U,, <<. s(i, k). 
(iii) Pour Y: Y(0) = 1; Si Y(m - 1) = i alors Y(m) = k ssi a(i, k - 1) < U,, ~< a(i, k). 
Les chaines X,, X, Y poss6dent les propri6t6s imples uivantes: 
Propri~t/~ 2.1. X, (m - 1) = X(m - 1) et X(m) <~ n impliquent X,(m) = X(m). 
Propri~t~ 2.2. X(m) <<. Y(m) pour tout m >~ 0. 
Prnpri/~t~ 2.3. X,(m) <<. Y (m) pour tout m >1 0 et tout n >~ 1. 
Prnpri~t/~ 2.4. Y(m - 1) ~<st Y(m) pour tout m t> 1. 
La premi6re propri&6 ne d6pend pas de la monotonie, les d6monstrations des trois 
premi6res propri6t6s ont 616mentaires, et la derni+re propri6t6 r6sulte du th6or6me 
1 de Daley (1968). 
3.  D is tance  un i fo rme 
La principale 6tape de ce paragraphe consist ~i 6valuer la quantit6 
D,(m) = P(X.(m) ~ X(m)), nous verrons que les Propri6t6s 2.1, 2.2 et 2.3 jouent un 
r61e crucial. 
Soient deux entiers positifs fixes m et T. 
Consid~rons d' abord le cas nit T <~ m. 
Notons Wk (Wo = 0) les instants de retour en 1 de la chMne Y; les Wk constituent une 
suite de renouvellements. Posons: 
rm = inf{Wk, Wk >~ m- -  T}  
s,, = inf{k,k >>. r,,, Y(k) > n} 
(premier enouvellement post6rieur ~i m - T), 
(premier instant post6rieur ~t rm off Y d+passe la 
barri6re n). 
On peut ~crire: 
D.(m) = P(X.(m) # X(m),r,. > m) + P(X.(m) # X (m),rm <~ m, Sm> m) 
+ P(X.(m) ~ X(m),rm <~ re, s,. <~ m). (3.1) 
- Le premier terme est inf6rieur ou 6gal/t P(rm > m). 
- La cl6 de la d6monstration r6side dans le fait que les chMnes X. et X coincident sur 
l'intervalle [r,,, s,.[, d'apr~s les Propri&6s 2.1, 2.2 et 2.3, ce qui implique la nullit~ du 
second terme. 
- Pour le troisi~me terme on a: 
P(X.(m) # X(m),rm <~ m, sm <<. m) <~ P(m - T < Sm <<. m) 
<~P( sup Y ( j )>n) ,  
\m-T<j<~m 
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ou encore: 
T 
P(X,(m) # X(m),rm ~ m, Sm <~ m) ~ ~ P(Y(m - T + j )  > n). 
j= l  
La Propri&6 2.4 montre que P(Y(m - T + j) > n) <~ P(Y(m) > n) pour j  allant de 
1 h T. Finalement, il vient donc: 
D,(m) = P(X,(m) ~ X(m)) ~ TP(Y(m) > n) + P(rm > m). (3.2) 
Q 6tant irr6ductible, r6currente positive et stochastiquement monotone, le Th6or6me 
6 de Daley (1968) affirme que Q est aussi ap6riodique; la chaine Y admet donc une 
distribution de probabilit6 limite/~ = (~t(j))j ~> 1 ce qui entralne: 
lim P(Y(m) =j)  =/~(j). 
m---~ oo 
Pour n fixb P(Y(m) > n) est croissante n met converge vers ~j>. #(j) = fi(n) d'apr6s 
la Propri&6 2.4, ce qui permet d'6crire P(Y(m) > n) <~ fi(n) pour tout m/> 0. 
En introduisant les 6v6nements Bk: "le dernier enouvellement ant6rieur/t m - T s'est 
produit ~t l'instant m - T - k", on peut 6crire: 
m-T 
P( r . ,>m)=P(rm-(m-T)>T)= ~ P(rm -- (m -- T)  > TIBk)P(Bk), 
k=l  
si bien que: 
e(rm > m) = ~, P(W,  > T + k)P(Bk) <~ P(W1 > T + k) 
k=l  k=l  
ce qui fournit finalement la majoration: 
D,(m) <~ Tfi(n) + ~ P(W1 >j)  (3.3) 
j>T  
Lorsque 0 <. m < T, on consid~re l'instant So = inf{k, Y(k) > n) et on obtient: 
Din(m) = P(X,(m) # X(m),so > m) + P(X~(m) # X(m),so <~ m)), le premier terme 
&ant nul il vient: D,(m) <~ P(so <~ m) <~ Tfi(n). Par suite, pour tout m/> 0, la relation 
(3.3) est v6rifi6e. 
On en d6duit un r6sultat essentiel pour l'6valuation de la vitesse de convergence d  
la distribution limite de P, vers celle de P, qui peut se r6sumer par: 
Th~or6me 1. Si la matrice de transition Pest  irrdductible, avec P <<. ~t Q, o~ Q est une 
matrice de transition irrdductible, r~currente positive et stochastiquement monotone, 
on a: 
D,= sup {P(X.(m) v~ X(m))} ~< inf ~Tfi(n)+ ~, P(W1 >j)~.  (3.4) 
m>~O T>~ I (. j>T  ) 
La borne fl(n) = infr~> 1 { Tfi(n) + ~j>T P(W1 >j)},  est une quantit6 qui tend vers 
0 en d6croissant avec n puisque la cha~ne Y de matrice Q est irr6ductible t r6currente 
positive, D. tend donc vers 0 quand n tend vers l'infini. 
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De ce r6sultat on d6duit sans difficult6 un majorant  de la distance uniforme en 
norme l, entre les chaines X,  et X. Consid6rons deux v.a X et Y/ l  valeurs dans ~ *, 
avec P(X =j)  = aj, P(Y =j)  = bj, et notons: 
{(X, Y) = sup {IP(X ~ A)-  P(Y e A)I} 
A~_N 
la distance en variation totale entre X et Y. 
En tenant compte des relations bien connues: 
1 1 ~ l a j -b /=~l la -b l l l ,  ((X, Y) = ~ j>~l 
{ (X ,Y )~P(X  # Y). 
on obtient sup., _> o ((X.(m),  X (m)) <~ fl (n). 
De plus P(X,(m) = j)  = p(.",)(1,j) et P(X(m) = j) = p(")(1,j), donnent: 
sup ~ Ip(.m)(1,j) -- p(")(1,j)l ~< 2fl(n), 
m>~O j>_ l 
soit finalement: 
Corollaire (Distance uniforme en variation totale et en norme l,). 
(i) sup., ~ o ((X.(m), X (m)) <~ fl(n) 
(ii) sup",>~ o ~ j~,  JP(.m)(1,J)- P(m)(1,J)l <<- 2fl(n). 
(3.5) 
(3.6) 
4. Distance entre les distributions stationnaires 
Les r6sultats 6tablis jusq'fi pr6sent ne concernent que les distributions de prob- 
abilit6 "transitoires", en faisant tendre m vers l'infini nous obtiendrons un majorant de 
la distance entre les distributions limites. 
Pour commencer notons les propri&6s suivantes: 
-Nous  savons d6ja que Q est ergodique et admet pour distribution limite 
,U -~- (#(j))j>~ 1
- La Propri6t6 2.2, X(m) <. Y(m) pour tout m/> O, montre que l'6tat 1 est r6current 
positif pour  la ehaine X, de plus Y &ant ap6riodique, X l'est aussi et finalement X est 
ergodique puisque irr6ductible, ainsi X admet une distribution limite qui sera not6e: 
/r = ( / r ( j ) ) j~> 1 
- En ce qui concerne la chaine X. ,  nous nous appuierons ur le r6sultat suivant. 
Lemme 1. La classe de l'btat 1 est la seule classe rbcurrente de la matrice stochastique 
Pn. 
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La Propri6t6 2.3, montre que l'6tat 1 est r6current positif et ap6riodique, laclasse de 
1 6tant la seule classe r6currente, X. admet donc une distribution limite 
Pour des v.a discr+tes la convergence en loi 6quivaut ~ la convergence en variation 
totale ou en norme 11 d'apr~s le th6or6me de Scheff6 (Billingsley, 1968, p. 224), en 
faisant endre m vers l'infini dans le Th6or~me 1, il vient: 
Th~or~me 2. Si la matrice de transition P est irrdductible, avec P <~ st Q, oi¢ Q est une 
matrice de transition irrdductible, rbcurrente positive et stochastiquement monotone, 
on a: 
I~,(J) - ~z(J)l ~ 2fl(n) (n.(j) = 0 sij > n). (4.1) 
j~>l  
On a d6ja not6 que fl(n)= infr>~x{Tfi(n)+~j>TP(W1 >j)},  tendait vers 0 en 
d6croissant, nous avons donc, en particulier, 6tabli la convergence en norme 11 des 
distributions limites des cha]nes X, vers celle de X. 
Une comparaison de ce th6or~me avec les r6sultats obtenus par d'autres auteurs 
s'impose. Ainsi qu'il a 6t6 mentionn6 dans l'introduction, Gibson et Seneta (1987, 
Section 4) ont trait6 ce probl+me, ils ont 6tabli la convergence faible (ouen variation) 
de n. vers n sous les m~mes hypotheses n ce qui concerne les matrices P, Q et P.. Leur 
d6monstration qui repose sur la notion de lois de probabilit~ tendues (Seneta, 1980) 
est diff6rente de celle propos~e ici. 
Heyman (1991, Section 3.2, ex 3) consid6re la m~me question sous les hypoth+ses 
suivantes: 
(A1) Pest  irr6ductible, r6currente positive et stochastiquement monotone. 
(A2) P. est une matrice stochastique v6rifiant p.(i,j) >1 p(i,j) pour 1 ~< i,j <~ n. 
(A3) L'6tat 1 est r~current positif pour P.. 
(A4) lim.-.oo p.(i,j) = p(i,j). 
et en d6duit la convergence faible de n. vers ~. Ce r6sultat d6coule du Th6or+me 2, on 
peut m~me dans ce cas particulier, simplifier un peu les hypoth6ses, en remarquant 
que (A3) est inutile puisque (A1) et (A2) impliquent X.(m) <~ X(m) d'apr+s la Propri6t+ 
2.3, par suite l'6tat 1 est aussi r6current positif pour P,, quant fi (A4), c'est une 
consequence de (A2). 
Dans les travaux pr~c6dents l'approche suivie ne permettait pas d'6valuer la vitesse 
de convergence de n. vers n. 
5. Vitesse de convergence 
Ce paragraphe est consacr6 ~t r6valuation de la vitesse de convergence de n. vers n, 
dans le cas off la chaine de matrice Q est g6om6triquement r6currente, nous rappelons 
d'abord bri6vement quelques d6finitions et propri6t6s essentielles des chaines ir- 
r6ductibles /t valeurs dans un ensemble d6nombrable S, de nombreux r6sultats 
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suppl6mentaires peuvent &re trouv6s dans les ouvrages de Meyn et Tweedie (1993) et 
de Nummelin (1983). 
(D5.1) On appelle "small set" une partie A de S, pour laquelle il existe un m > 0 et une 
mesure non triviale vm sur S tels que, pour tout i dans A et tout j dans S on ait 
p(r")(i,j) >1 V,~(j). 
Pour une chaine irr6ductible ~valeurs dans S, toute partie finie est un "small set". 
Soit Z = (Z(k))k >~ o une chaine irr6ductible t A une partie de S, le temps d'atteinte 
de l'ensemble A est d6fini par: ZA = inf{k >/ 1; Z(k) e A}, 
(D5.2) La chaine Z = (Z(k))k> ~ o est dite gbomktriquement rbcurrente s'il existe un 
"small set" Bet  un nombre r > 1, d6pendant 6ventuellement de B, tel que 
supi~Ei{r  ~} < + oo. 
(D5.3) L'6tat i est dit g~omdtriquement rdcurrent s'il existe r > 1, d6pendant 6ventuel- 
lement de i, tel que: Ei{P'} < + oo. 
Si la chaine est g6om~triquement r~currente tous les 6tats sont g6om6triquement 
r6currents. 
(D5.4) La chaine Z = (Z(k))k>, o est dite uniform~ment r~currente s'il existe un 
"small set" Bet  un nombre r > 1, d~pendant 6ventuellement de B, tel que 
sup izsE i{r  t'} < q- oo. 
Afin d'6valuer la vitesse de convergence de n. vers n, il suffit de majorer 
fl(n) = infT ~1{ Tft(n)+ y~j> r P(W1 >j)},  expression qui met en 6vidence les r61es 
jou6s par: 
- Le  comportement de la queue de la distribution stationnaire de la chaine Y: 
fi(n) = Ei>,P(J)- 
- La nature de la r6currence de la chaine Y par le terme: Y~>rP(W1 >j)}.  
La majoration de /~(n) sera r6alis6e en deux 6tapes. La premi6re &ape consiste 
majorer ~(n) par une fonction de ft(n), en exploitant l'hypoth6se de r6currence 
g6om6trique, la seconde, qui est plus d61icate, est consacr6e ~l'6valuation de ~(n). 
5.1. Premibre btape 
Proprii~t& Soit P irrdductible, P <<. st Q, Ott Q est irrdductible t stochastiquement mono- 
tone. Si la chafne de matrice de transition Q est gdomdtriquement rbcurrente, alors: 
(1) Q admet une distribution limite la, 
(2) P admet une distribution limite re, 
(3) P. admet une distribution limite 7z., 
(4) ~j>~ 1[n.(j) -- ~z(j)l = O( -- kT(n)In fi(n)) (n.(j) = 0 sij > n). (5.1) 
D6monstration. Les hypoth6ses montrent que la matriee Q est irr6ductible, r6currente 
positive t stochastiquement monotone, elle admet donc une distribution limite #. De 
plus les r6sultats du paragraphe 4 assurent l'existence des distributions limites des 
matrices Pet  P.. 
La chaine de matrice de transition Q 6tant g6om6triquement r6currente, tousles 
6tats sont g6om6triquement r6currents et l'6tat 1 en particulier, ce qui assure 
142 F. Simonot / Stochastic Processes and their Applications 56 (1995) 133-149 
E{e °w'} = M pour un 0 > 0. Par cons6quent on peut 6crire: 
P(WI  >j)  ~< M ~ e - °  = be -°T off Tes t  un nombre entier. 
j>  T j>  T 
Consid&ons les fonctions: f (x ,  t) = xt + be -°t et g(x) = inft >~ 1 {f (x ,  t)} avec x > 0 
fix6 et t entier, f (x , t )  atteint son minimum au point to = (1/0)ln (bO/x) qui est 
strictement sup6rieur & 1 s ix  est assez petit, et on a g(x) <~f(x, [to]), un calcul simple 
montre alors que: 
f (x , [ to ] )  ~< 0 -1 (lnb0 + e°)x - 0 - ~ x lnx. 
On en d6duit donc g(x) = O( - x In x) au voisinage de z6ro. Revenant ~ l'expression 
de f l (n)=inf r>~l{Tf i (n)+ Y,j>rP(W1 >j )}  et remplaqant x par fi(n) on obtient 
fl(n) = O( - fi(n)In fi(n)) au voisinage de l'infini. [] 
Le lemme ci dessous, qui est un cas particulier du Th6or6me 15.0.1 figurant dans 
l'ouvrage de Meyn et Tweedie (1993), fournit une caract6risation utile des chaines 
g6om&riquement r6currentes et stochastiquement monotones, fond6e sur une condi- 
tion de Foster-Lyapounov.  
Lemme 2. Considbrons une chafne de Markov iz valeurs dans ~ *, dont la matrice de 
transition Q = (q(i, j ) ) i j  >11 est irrdductible et stochastiquement monotone, cette cha¢ne 
est gbombtriquement rbcurrente si et seulement si il existe une partie finie B de ~ *, un 
nombre rbel 5, avec 0 < 5 < 1 et une suite ( V (j) )jeno ~t valeurs dans [1, + ~ [ vbrifiant 
les conditions: 
(a) ~ q(i, j)V(j) <. (1 -- 5)V(i) V ieB  c. (5.2) 
j eB  ~ 
(b) ~ q( i , j )V( j )< + ~ VieB.  (5.3) 
j eB  ~ 
Du lemme pr6c~dent, on d6duit le th6or6me: 
Th~or6me 3. Soit P irrdductible, P <~ st Q, oh Q est irr~ductible t stochastiquement 
monotone. Supposons qu'il existe une partie finie B de ~ *, un nombre rbel 5, avec 
0 < 5 < 1 et une suite (V(j))j~B, it valeurs dans [1, + oo [ vOrifiant les conditions: 
(a) ~ q( i , j )V ( j )<~(1-b)V( i )  V ieB  c, 
j eB  ~ 
(b) ~,, q(i,j) V ( j )<  + oo V iEB .  
j eB  c 
alors: 
(1) Q admet une distribution limite #, 
(2) P admet une distribution limite ~z, 
(3) P. admet une distribution limite rr., 
(4) Zj>~ 1 [Ir.(J) - rc(J)l = O( - fi(n)In fi(n)) (~ . ( j )  = 0 s i j  > n). 
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On notera que si P est stochastiquement monotone, on obtient l'encadrement 
suivant: 
~t(n) ~< ~' I n . ( j ) -  n ( j ) l  ~< Cf f (n ) ln~(n)  (5.4) 
j~>l 
off C est une constante n6gative. 
5.2. Deuxibme dtape 
Le th+or+me pr~c6dent fournit la vitesse de convergence d  n, vers nen fonction de 
fi(n), qui est, en g6n~ral, inconnue; il est alors pr+f6rable de s'affranchir de #(n). 
La r6currence g6om6trique ou m~me uniforme ne garantit pas une d6croissance 
rapide de fi(n) vers 0. La raison de ce ph6nom6ne est qu'il n'y a pas de rapport 6troit 
entre la nature de la r6currence, qui est une propri~t6 temporelle, t le comportement 
asymptotique de la distribution stationnaire/~, qui est une propri&6 spatiale. 
Le th6or6me suivant permet, en renforqant l'hypoth~se du Th6or~me 3, de majorer 
fi(n) et d'en d6duire la vitesse de convergence de n, vers n. 
Th~or+me 4. Soit P irr~ductible, P <<.~t Q, oi~ Q est irrdductible et stochastiquement 
monotone. Supposons qu'il existe une entier Jo, un nombre rdel 3, avec 0 < 3 < 1 et une 
suite (V( J))J>~Jo h valeurs dans [1, + ~ [, non d6croissante et tendant vers l'infini, 
v+rifiant la condition: 
q(i,j) V (j) <~ (1 - 6) V (i) '~i >~ Jo (5.5) 
J>~Jo 
alors: 
(1) Q admet une distribution limite p, 
(2) P admet une distribution limite n, 
(3) P. admet une distribution limite n., 
(4) y'~> 1 Inn(j) - n(j)l = O(ln V(n)/V(n)) (n . ( j )=Os i j>n) .  (5.6) 
D~monstrat ion .  Q 6tant stochastiquement monotone t V non d6croisssante, on a: 
pour tout 
i<~jo, ~ q(i,j)V(j)<~ ~ q( jo , j )V( j )<~( l -b)V( jo)< + oo 
J >~ Jo J >>- Jo 
les hypotheses (a) et (b) du Th6or6me 3 sont donc v6rifi6es pour B = {i; i < jo }, ce qui 
entraine: 
Inn(j) -- n( j ) [  = O(  -- fi(n) In bT(n)). 
j~>l 
Consid6rons fi(n), le Th6or6me 3 de Tweedie (1983) montre que 
E{V(Y(oc  )))} < + ~ off Y (~)  d6signe par commodit~ une v.a de distribution 
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/z (qui peut d'ailleurs ~tre construite sur le m~me space de probabilit6 que les autres 
v.a X,(m), X(m) et Y(m), en utilisant la v.a uniforme Uo dbfinie au d6but du Section 2). 
On en dbduit que 
E{V(Y(~) )}  
fi(n) = P(Y( ~ ) > n) ~< P(V(Y( ~ ))/> V(n)) <~ 
V(n) 
Puisque 
lTr.(j) - rc(j)l = O( -/~(n) In fi(n)) 
j~>l 
il vient 
^ [ In V(n)  y 
j>~l 
ce qui ach~ve la d6monstration. 
A pr6sent, examinons quelques exemples. 
Exemple 1(qui prouve que la convergence n'est pas toujours gdom~trique). Consid6rons 
la matrice P = (p(i,j))i,j >~ 1, dont toutes les lignes sont identiques, d6finie par: 
1 -  ~ j -4  s i j= l  
p(i,j) = a(i,j) = j>_._2 (5.7) j '~  s i j~>2 
Pest  stochastiquement monotone t uniform6ment r6currente (cf. d6monstration du 
Lemme 2), de plus on v6rifie facilement que: ~j>~2jp(i,j)<~½, la condition de 
Foster-Lyapounov du Th6or6me 4 est donc satisfaite pour V(j)  = j. La distribution 
limite de Pest  a = (a(j))j ~> x et un rapide calcul montre que: 
Irr.(j) - a(j)l 1> 5(n) ~>½(n + 1) -3. (5.8) 
j>~l 
Par cons6quent, le Th6or6me 4 ne garantit pas une convergence g6om+trique de n, 
vers rr, pas plus que la r6currence uniforme ou g6om6trique. 
Exemple 2 (Un rdsultat satisfaisant). Consid6rons la matrice P = (p(i,j))i.j >>. 1 d6finie 
par: 
p( i , j )=S p s i j= l ,  (5.9) 
s i j  i+1 ,  
avecO<p<letq=l - -p .  
Soit t, t e ]q, 1[, la suite V = (V(j))j>~ 1 d~finie par V( j )  = t - j  v6rifie l'hypoth~se du 
Th6or~me 4 avec jo = 2 et 6 = 1 - qt- 1. En notant que zc(j) = pqJ, la relation (5.4) 
fournit la relation suivante: 
q.+ l = if(n) <~ ~ 17rn(j) -- 7r(j)] = O(nt n) = O((t + e)n). (5.10) 
j>_-I 
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La vitesse de convergence d  n. vers ~ est donc g6om~trique d  raison arbitrairement 
voisine de q. 
Ajoutons une remarque importante: si la cha~ne Y est g6om6triquement r6currente, 
mais non uniformkment rbcurrente, cas assez fr6quent dans les applications, la condi- 
tion de Foster-Lyapounov (5.5) du Th6or+me 4 est toujours v6rifi6e, en effet: L'+tat 
1 &ant g6om6triquement r6current, il existe un hombre r = r(1)> 1 tel que 
El{r ~,} < + oo; Lund et Tweedie (1993) ont montr6 que pour tout i~> 2, Ei{r ~'} 
&ait finie et que la suite W = (W(i))i~ ~ d~finie par: 
1 sii = 1, 
W(i) = Ei{r~ } sii >/2, 
6tait non d6croissante du fait de la monotonic de la cha]ne Yet v6rifiait la relation 
q( i , j )W( j )=r - 'W( i )  Vi>~2. 
j>~l 
Comme la chaine est non uniform~ment rScurrente, la suite W = (W (i))i >~ l ne peut 
5tre born~e (cf. dSmonstration du Lemme 2), et la vitesse de convergence de rr. vers 
rc pent alors ~tre 6valu6e grace it la relation: 
/'In E.{r~'} \ 
2 = ) .  (5.11) 
j~ l  / 
Pour conclure ce paragraphe, notons que la monotonie stochastique n'est pas n~ces- 
saire ~i l'6valuation de la vitesse de convergence d  n. vers re, mais qu'elle st commode. 
En l'absence de monotonie que pent on esp~rer obtenir? 
Si on compare les trajectoires des processus, comme on l'a fait dans le paragraphe 2,le 
probl~me ssentiel reste celui de la synchronisation des instants de retour dans l'~tat 
1 des chaines X et X,. 
- En suivant cette voie et en exploitant l'ap6riodicit6 des chaines, Kalashnikov et 
Rachev (1990, Ch. 5) ont obtenu un majorant de la distance n variation entre les 
distributions g. et n lorsque la matrice P. est construite par augmentation de la 
premi+re colonne, la borne propos6e st relativement compliqu6e t difficile ~i ex- 
ploiter. 
- Dans le cadre, beaucoup lus g6n6ral, de la perturbation des chaines de Markov, 
Glynn et Meyn (1993) ont 6tudi6 la continuit6 de la distribution stationnaire n 
fonction de sa matrice de transition P, plus pr6cis6ment, ils ont prouv6 que si la 
matrice P v6rifie la condition de Foster-Lyapounov ci-dessous: 
Xi>~ 1 p(i,j) V(j)  <<, 2V(i) + b~B(i) avec V ~> 1, 2 < 1, Bun "small set" et bun nombre 
r6el et si la suite (P,) converge vers P au sens de la V - norme, i.e., 
:,:u:v 
tend vers 0 quand n tend vers l'infini, alors: 
lim sup ~ n. ( j )h ( j ) -  ~ ~(j)h( j)  = 0 (5.12) 
n--'+oo lhl<~ V j>~ l j>~ l 
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ce qui, dans le cas oti Vest  non born6e, donne une indication sur la vitesse de 
convergence. 
Malheureusement la convergence de I IP~-P I Iv  vers 0 est une condition assez 
exigeante, si bien qu'elle n'est pas toujours satisfaite, m6me dans des cas simples, 
comme dans l 'Exemple 2. 
6. Application aux marches al~atoires 
Les exemples de chMnes stochastiquement monotones ont nombreux et courants 
dans la litt6rature consacr6e aux files d'attente t aux syst6mes de stockage, l'arch6- 
type 6tant la chaine induite dans M/G/1. Plut6t que de multiplier les exemples, nous 
traiterons eulement le processus de Lindley, fi valeurs enti6res, qui est au coeur de 
bien des probl6mes de probabil it6 appliqu6e. 
On consid6re la chMne fi valeurs dans M, d6finie par la relation 
X(m) = max{0,X(m - 1 )+ A(m)} (6.1) 
off (A(m))m >~ 1 est une suite de v.a i.i.d fi valeurs dans 7/. 
Nous supposerons E{A}<O et E{e °A}< ~ pour un 0>0 La matrice de 
transition P = (p(i,j)i,j>~ o de cette cha~ne st d6crite par: 
SP(A ~ - i )  s i j=0 ,  
p(i,j) (6.2) 
~a~-i pour tout j >~ 1. 
On v~rifie ais6ment que P = (p(i,j))i,j >~ o est stochastiquement monotone,  si de plus 
elle est irr6ductible on a le  r6sultat suivant. 
Thbor~me 5. Sous les hypotheses pr~cddentes on a: 
(1) P = (p(i,j)i,j >1 o admet une distribution limite n, 
(2) Pn admet une distribution limite nn, 
(3) 3p e ]0, 1[ tel que ~,j~ o [n,(j) - n(j)[ = O(p~). (6.3) 
D~monstration. E{A} < 0 et E{e OA} < ~assurent  l'existcnce d'un s > 0 tel que 
E{e sa } = 1 - 6 avec 6 ~ ]0, 1[-, alors on peut prendre V(n) = C n dans le Th6or6me 4, 
ce qui donne imm6diatement le r~sultat pour tout p ~ ] e-~, 1 [. [] 
Avant de conclure, je voudrais remercier sincbrement le rapporteur, qui, par ses 
commentaires stimulants et ses informations bibliographiques, m'a beaucoup aid~. 
Annexe 
Lemme 1. La classe de l'~tat 1 est la seule classe rbcurrente de la matrice stochastique pn. 
D6monstration. La classe de l'6tat 1 est r6currente positive (et ap6riodique) d'apr~s la 
Propri6t6 2.3. Soit i un 6tat n 'appartenant pas / l  la classe de 1, on va montrer  qu'il 
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existe toujours un m/> 1 pour lequel on a: p~.')(i, 1) > 0, ce qui 6tablira le r6sultat; pour 
cela on d6finit la matrice stochastique/~. = (/~.(i,j))~,j ~> ~ de la faqon suivante: 
t! 
.(i,j) pour 1 ~< i,j ~ n, 
~.(i,j) = pour 1 ~< i ~< net  j > n, 
pour i>n et j=  1 
alors P. ~<~t Q ce qui assure P." ~<~t Q" pour tout m, via le Th6or6me 2 de Daley (1968), 
puisque Q est stochastiquement monotone, et donc p~.m)(i, 1)= /~.t"~(i, 1)t> qt")(i, 1) 
pour 1 ~<i<~ n et m >~0. Q 6tant irr6ductible il existe un m pour lequel on 
a qt")(i, 1) > 0 ce qui entraine pt.')(i, 1) > 0. [] 
Lemme 2. Consid~rons une chafne de Markov Y = ( Y ( j ) )j >~ o, a valeurs dans ~ *, de 
matrice de transition Q = (q(i,j))~,j >~ 1 irr~ductible t stochastiquement monotone, Y est 
9~omdtriquement rbcurrente si et seulement si il existe une partie finie B de ~ *, un 
nombre rbel 6, avec 0 < 3 < 1 et une suite (V (j))j~B~ h valeurs dans [1, + oo [ vbrifiant 
les conditions: 
(a) ~ q( i , j )V ( j )< . (1 -3 )V( i )  k / i~B ~, 
j eB  ~ 
(b) ~ q( i , j )V ( j )<  + ~ V i~B,  
j eB  c 
D~monstration. Condition suffisante: Pour cette partie de la d6monstration, l'hypo- 
th~se Y stochastiquement monotone ne joue aucun r61e. Supposons les conditions 
(a) et (b) remplies et soient 7 = ½3 et la suite v = (v(i))i~> 1 d~finie par: 
1 s i i~B,  
v(i) = 7 ' V(i) sii~S. 
On v&ifie que v = (v(i))i >i 1 satisfait les relations: 
(i) Zj>~ 1 q(i, j)v(j) <~ (1 - ~)v(i) Vi~ B c, 
(ii) Zj~lq( i , j )v ( j )<  + Go V ieB .  
Posons 
zn = inf{m >~ 1; Y(m) ~ B, Z(m) = (1 - 7)-mv(Y(m)), Z(m) = Z(zn A m) 
et d6signons par Fro= a(Y(O), Y(1) . . . . .  Y(m) la tribu engendr6e par les v.a 
(Y(O), Y(1), ..., Y(m). 
Nous allons d'abord prouver que Z = (Z(m); Fm),n >1 test  une sur-martingale posit- 
ive. Les relations (i) et (ii) assurent l'existence de l'esp&ance de Z(m). On peut 8crire: 
m 
Z(m + 1) = ~k=O ~ (Zt = k)Z(k) + ~ (zB > m)Z(m + 1) pour m >~ 1, en prenant l'es- 
p&ance conditonnelle il vient: 
E{Z(m+ 1)lFm}-- ~ $( rs=k)Z(k )+~(*n>m)E{Z(m+ 1)IF,.} 
k=O 
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on va voir que: 
~(zB > m)E{Z(m + 1)lFm} ~< ~(~B > m)Z(m) 
ce qui 6tablira le r6sultat puisque: 
E{Z(m + 1)]Fm} ~< ~ ~(zB = k)Z(k) + ~ (zB > m)Z(m) = Z(m). 
k=O 
Sur l'6v6nement {Y(m) = i, Y(m - 1) = i~-1, ..., Y(0) = io} on obtient: 
(,) 
E{Z(m + l ) IFm} = E{Z(m + l)I Y(m) -- i) = (l -- ~)-(m+l) ~ q(i,j)v(j), 
j~>l 
par cons6quent si i ~ B c alors E{Z(m + 1)lFm} ~ (1 - 7)-mv(i) = Z(m), si i e B alors 
E{Z(m+ 1)lFm} < ~ et ] ( zB>m)=0,  la relation (*)  est toujours v6rifi6e et 
(Z(m); Fro) est une sur-martingale positive. 
Les conditions (i) et (ii) montrent que la matrice Q satisfait crit6re de Foster (Meyn 
and Tweedie, 1993, Ch. 11), la chaine Y est donc r6currente positive et pour tout 6tat 
initial i, on a Ei{zB} < + ~,  zB est donc finie presque sfirement, ce qui implique la 
convergence presque sfire de Z(m) vers Z(zB) = (1 - 7)-~'v(z~), le th6or~me de con- 
vergence des surmartingales positives (Neveu, 1972) montre alors que 
Ei{Z(za) lFm} <~ Z(m) pour tout m >~ 1, ce qui donne finalement: 
E,{(1 - 7) -~'} ~< E,{Z(zB)} <~ E,{Z(1)} pour tout 6tat initial i, la cha~ne est donc 
g6om6triquement r6currente, et m~me uniform6mente r6currente si la suite Vest  
born~e. 
Condition nbcessaire: Si Y est g6om6triquement r6currente, l'6tat 1 est g6om6trique- 
ment r6current, par cons6quent il existe un nombre r=r (1)> 1 tel que 
E l  { r' '} < + ~.  Lund et Tweedie (1993) ont montr6 que Ei{r ~l} < + oo pour tout 
i >/2, et que la suite W = (W(i))i>~ 1d6finie par: 
1 sii = 1, 
W(i) = E,{r,l } s i i />2  
est non d6croissante t v6rifie la relation: ~i>~ 1 q(i,j)W(j) = r- l(W(i)  Vi >/2. Les 
conditions (a) et (b) sont donc satisfaites pour B = {1} et 6 = 1 - r -1. []  
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