Abstract. We address the global solvability of the Kuramoto-Sivashinsky equation in a rect-
Introduction
In this paper, we consider the Kuramoto-Sivashinsky equation in a two-dimensional domain
with periodic boundary conditions. The equation is supplemented with the initial condition ϕ(x, y, 0) = ϕ 0 (x, y).
(1.1)
Due to the symmetry of the equation (KS) with respect to the spatial variables we may assume, without loss of generality, that L 2 ≤ L 1 . We shall study the equation satisfied by u = (u 1 , u 2 ) = ∇ϕ. In the two-dimensional case, it reads ∂ t u 1 + ∆ 2 u 1 + ∆u 1 + u 1 ∂ x u 1 + u 2 ∂ x u 2 = 0 ∂ t u 2 + ∆ 2 u 2 + ∆u 2 + u 1 ∂ y u 1 + u 2 ∂ y u 2 = 0
The role of the Kuramoto-Sivashinsky equation in the contemporary nonlinear mechanics and physics is well known. It arises as a model in hydrodynamics (a thin film flow down an inclined plane in the presence of an electric field), in combustion theory (propagation of flame fronts), phase turbulence and plasma physics, as well as a model for spatio-temporal chaos; c.f. [2, 14] for a short review of applications with key references.
The Kuramoto-Sivashinsky equation has been extensively studied in dimension one. In the middle eighties, Nicolaenko, Scheurer, and Temam in [12] showed, that when the dimension is less than or equal to 3, the existence of a global absorbing ball implies the existence of a global attractor and they provided an upper estimate on its Hausdorff dimension. They also proved that, under the Date: October 18, 2012. assumption that the initial value for u is odd, the existence of a bounded global absorbing set in
per ([0, L]) for the equation satisfied by u = ϕ x in dimension 1. This antisymmetry requirement was later removed by Collet, Eckmann, Epstein, and Stubbe [3] and, independently, by Goodman [5] (c.f. [8] ). The strategy in [3, 5, 12] is based on an ingenious Lyapunov-type argument. More recently, Giacomelli and Otto [4] improved these results by treating the Kuramoto-Sivashinsky equation as a perturbation of the inviscid Burgers equation; c.f. also a recent paper by Otto [13] .
Since the Kuramoto-Sivashinsky equation models the flame propagation fronts, the main physical interest is in the two dimensional case. However, the global well-posedness for (1.2) in 2D is an open problem. This is related to the fact that, although the equation is locally well-posed in L 2 (Ω), it does not preserve the L 2 -norm (see Section 2 for more details). A first global well-posedness result was given by Sell and Taboada in [19] , where they showed the existence of a bounded local
for small enough by adapting the method developed by Raugel and Sell [16] for the Navier-Stokes equations in a thin domain of R 3 (c.f. also [1, 6, 7, 15, 17] ).
In [11] Molinet obtained a more transparent result on the local dissipativity of the (KS) equation in a thin rectangular domain and gave a sufficient condition on L 2 , depending on L 1 , so that
, the solutions are
In this paper, we prove the global existence for data in the domain [0,
where L 1 ≥ 2π is arbitrary, and where the L 2 norm of the initial data is bounded by
2 . This allows larger initial data than previously known. The rest of the paper is organized as follows. In Section 2 we introduce the notation, functional spaces, and define the notion of a solution. Section 3 includes the statement of the main result. In Section 4 we recall some auxiliary results used in the proof of the main result. Finally, Section 5 is devoted to the proof of the main theorem.
Notation
For m ∈ N, we denote by H m per (Ω) the Sobolev space of Ω-periodic distributions whose derivatives up to order m belong to L 2 per (Ω).
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. Similarly, we write the average in the horizontal direction as
and
Main results
The following is the main result of the paper.
Theorem 3.1. There exists a positive constants
then the solution of (1.2) associated with the initial datum
is global in time.
Preliminaries
Before we prove the theorem, we recall a few useful auxiliary results. Proof. Proof of the proposition can be found for instance in [2] . 
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Proof. Proof of the lemma can be found in [22] .
Regarding the linear problem associated with the one-dimensional equation (KS) written in the frequency space For a smooth L 1 -periodic function Φ depending only on x, which will be specified in Proposition 4.4, we denote
Also, let
there exists at least one optimal translation b * , and any optimal translation b *
The left side of (4.14) should be understood as the upper right derivative d dt+ . For more details, we refer the interested reader to [9] .
For a smooth function Φ, introduce the bilinear form 15) and the associated quadratic form
First, we recall the proposition addressing the positivity of the bilinear form. we have
Proof. The proof of the proposition can be found in [3] .
Proof of main result
In this section, we prove the main result of this paper. Throughout the following, C denotes a positive constant.
Proof of Theorem 3.1. First, we note that equation (1.2) 3 yields
Therefore, using Ω u = 0, we obtain
Similarly, we have
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We multiply the equation (1.2) 2 by u 2 and integrate by parts in Ω. We get
In order to estimate the integral on the right side of (5.23), we note that
where we used (5.21). By Hölder's inequality
where we used Agmon's inequality in the y-variable and Hölder's inequality. By Agmon's inequality in the x-variable, we may bound the far right side of (5.25) by
where we used
Using Lemma 4.3 we estimate the above expression by
Thus, by (5.24)-(5.27) and the triangle inequality
Combining (5.23) and (5.28), we obtain
Due to (5.21) we may use the Poincaré inequality ∇u 2 2
and by the assumption L 2 < 1, it follows that 
Regarding the first term on the right side of (5.31), we have
First, we note that for the term I, we obtain
. Next, regarding the term II we observe that
In order to obtain an estimate of the term III, we write
Upon (5.22) we can use Agmon's inequality in the x-variable thus the far right side of (5.35) can be estimated by
The above expression equals
Regarding the term IV , we have
Estimates (5.35)-(5.37) yield
We turn to the second term on the right side of (5.31). Due to (5.21), we have
In order to estimate the right side of (5.40), we note that from (1.
where we used Agmon's inequality in the y-variable and Hölder's inequality. By Agmon's inequality in the x-variable, since
, we may bound the right side of (5.41) by
Therefore, estimate (5.44) leads to
In order to close estimates (5.30) and (5.46), we need to bound F (u 1 ). We fix t 0 > 0 in [0, T * ), the maximal interval of existence of u, and we set
Applying the operator M [·] to the equation (1.2) 1 , we note that v 1 satisfies the equation
Multiplying (5.47) by v 1 and integrating by parts over Ω, we get at time t 0
Regarding the fourth term on the left side of (5.48), we note that since
Furthermore, integrating by parts we have
where we used can be rewritten as
Integrating by parts in the first term on the right side of (5.51) yields
Hence, we obtain where we used the Cauchy-Schwarz inequality since B Φ b * (·) is a positive quadratic form. Now we use (4.15) with f = g = v 1 for the first term on the far right side. We thus get
where we used (
, which follows from (4.15). Therefore, we obtain
Regarding the first term on the right side of (5.55) we note that by (4.13) we have
Since the function v 1 (t 0 )∂ x Φ b * (t0) depends only on the x-variable, we obtain
In order to estimate the second term on the right side of (5.55), we note that
where we used Agmon's inequality and the interpolation inequality. Regarding the third term on the right side of (5.55) we have
where we used Agmon's inequality. Applying Lemma 4.3, we may bound the above expression by
In order to estimate the fourth term on the right side of (5.55) we proceed in a similar way and
Estimates (5.55)-(5.61) combined with (4.17) lead to
from which we obtain
Therefore, by (4.14), we have
In order to conclude the proof of the theorem, we gather inequalities (5.30), (5.46), and (5.64).
The quantities 
We claim that if u(t) satisfies
for a certain constant C 3 which is to be determined and for all t ∈ [0, T * ), where T * is the maximal time of existence in Proposition 4.1. For the sake of obtaining a contradiction, suppose that there exists t 1 ∈ (0, T * ) such that (5.68) holds for any t ∈ [0, t 1 ) and
Note, that (5.67) implies that each of the quantities
2 . Assuming that
we obtain for t ∈ [0, t 1 ) 
Possibly making C 3 larger and L 2 small, we may assume that
The Poincaré inequalities
applied to the second and third term on the left side of (5.75), combined with L 2 ≤ 2π, yield
At time t = t 1 , due to assumption (5.69) we obtain
But by (5.70) we have for sufficiently large C 0 > 1. Therefore Theorem 3.1 is proven.
Remark 5.1. We note that the previous estimates imply the bounds
2 )L we get from (5.87)
Similarly, from (5.72) 2 , using the Poincaré inequality (5.77), we obtain In particular, using (5.67), we have
we obtain 
