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A con&Ion of vibrational stabilizability for a class of linear partial &fferentlal 
equations IS gwen. An example of wbrational stabilization m a nonlmear sltuatlon 
(Benard instability) IS described. 
I. INTRODUCTION 
Is it possible to stabilize a distributed system by zero mean oscillations 
enforced on the system’s parameters ? This is a question addressed in this 
paper. An analogous question concerning the lumped parameter systems was 
discussed in [ 1 ] (linear case) and [2,3] (nonlinear case), where a set of 
conditions under which a system is vibrationally stabilizable was found. The 
current literature also offers several examples of vibrational stabilization in 
(linear or linearized) distributed parameter systems. These examples are 
reviewed in Section II below. A general condition of vibrational 
stabilizability for partial differential equations is, however, unknown. The 
aim of this paper is to give such a condition for a class of linear distributed 
parameter systems (Section III) and to demonstrate the vibrational 
stabilization effect in a nonlinear situation (Section IV). In Section V 
concluding remarks are given. 
II. EXAMPLES OF VIBRATIONAL STABILIZATION 
OF DISTRIBUTED PARAMETER SYSTEMS-A REVIEW 
1. Euler Instability in Elastic Systems [4; 5, p. 3771 
The dynamics of an elastic rod under a static axial force F, is described in 
linear approximation as 
r 
-$JQ(X,f)l +$qu(x,t)J +g{U(X,t)} +F&2{(u(x,t)}=O, (1) 
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where u(x, t) is the deviation from the equilibrium position in point x at time 
I, and &, 9, B and B are linear partial differential operators. If the 
solution of this equation is sought in the form 
the “amplitude” q(t) satisfies the following relationship: 
cj + 2nd + R’aq = 0, 
a= 1 -F,/F,. 
(2) 
Here R is the eigenfrequency of the rod, F, is the critical force, and n is the 
coefficient of linear dissipation. As it follows from (2) if F, > F,, the system 
is unstable (Euler instability). Following [4,5], let us show that introduction 
of zero mean oscillations in a coefficient of Eq. (1) could result in 
stabilization of Euler instability for some values of F, > F,. 
Assume that the axial force is now of the form 
F = F, +f(wt). (3) 
where F,, is, as before, a static force and f(ot) is a periodic zero mean 
dynamic force. The linearized dynamics of the rod under force (3) is 
described as 
+ [F,, +fW)] c.2 {u(x, c) t = 0, (4) 
solutions of which are again represented by 
where now 
fj+2n4+Q2 [a-F]q=O, zc. a=l-2 
For F. > Fc this equation could be understood as a linear approximation of 
an inverted pendulum with vibrating suspension point. It is well known 
that if CO is much larger than Q, Eq. (5) is asymptotically stable even for 
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some negative U’S, or for F,, > F,. Calculations of 14. 5 ] show that the rod 
remains stable for such F, > F, which satisfy the inequality 
where a,,, and /I, are the Fourier coefficients ofJ(wt) and ,U = 2n/w. 
The results of [4,5 ] are used in the aerospace industry. 
2. Rayleigh-Taylor Instability in Fluid Systems [6] 
This type of instability takes place for the equilibrium of superposed fluids 
with a horizontal boundary if the density, P,,, of the upper fluid is greater 
than the density. p,, of the lower one. To stabilize this equilibrium position. 
harmonic oscillations, ,U cos cut, were enforced in the vertical direction on the 
cylinder with superposed fluids. As a result, the stability of the system was 
achieved if 
where L is the wavelength of the perturbation, and g is acceleration due to 
gravity. This theoretical result was found to be in a good agreement with 
experimental data (61. 
Vibrational approach of the described type was used for stabilization of 
the Rayleigh-Taylor-type instabilities in plasmas (see. for instance. [ 71). 
3. MHD Instabilitjf in Plasma Pinches [8, 91 
Here the stationary current (which stabilizes the short-wave perturbation) 
was complemented by a high-frequency oscillating current. It was shown that 
the introduction of fast oscillations stabilizes the long-wave perturbations. 
The method of analysis used in [8,9] was based on the reduction of the 
partial differential equation describing the displacement of the pinch to a 
second-order ordinary differential equation. In this case, a pinch with 
additional oscillating current was described by the equation of an inverted 
pendulum with vibrating base. 
Numerous experiments reported in [9] have shown the feasibility of this 
method of plasma stabilization. 
4. Benard Instability (Linearized Case) [IO] 
Consider a layer of fluid between rigid horizontal surfaces. If this layer is 
heated homogeneously from below and if the temperature gradient reaches a 
certain threshold, an instability in the form of convection cells of regular 
structure takes place (Benard instability). If the layer is heated from above, 
the instability does not occur. In [IO] oscillations in vertical direction were 
VIBRATIONAL STABILIZABILITY 411 
enforced on a layer. The analysis was limited to a linearized case where the 
governing equations were reduced to a Mathieu equation. It was shown that 
vibrations can affect the stability limits of the system. 
5. ionization-Thermal Instability of Glow Discharge in Powerful, 
Continuous CO, Lasers [ I] 
Here the stabilization was achieved due to the introduction of an 
additional high-frequency pulsed electric field. The analysis was limited to 
linearized partial differential equations which have been reduced to a second- 
order system of ordinary differential equations. Vibrational control of 
ionization-thermal instability ensured an increase in the power of the laser by 
a factor of 5 (see [ 1 ] for details). 
III. CONDITION OF VIBRATIONAL STABILIZABILITY 
FOR A CLASS OF DISTRIBUTED PARAMETER SYSTEMS 
In each of the above examples, the method of stability analysis of a 
system with vibrations had been tailored specifically for the equation under 
consideration and had been directed towards the reduction of this equation to 
a pendulum with a vibrating base. In this section, a uniform approach is 
presented and a condition of vibrational stabilizability for a class of linear 
partial differential equations is given. 
Consider an equation of the form 
$Jwx, f)/ +&u(x, t)/ + ~{u(x. t)} = 0, (6) 
where u(x, t) is an m-dimensional vector function of n + 1 variables 
(x ,,..., x~, t) and &‘, 9 and Q are linear partial differential matrix 
operators; their domain defines the boundary conditions for (6). 
Equation (6) describes a large number of linear distributed parameter 
systems under static forces of different nature. 
Assume now that a periodic zero mean force of the form a/cf(t/e), 
0 < E < 1, is introduced. Assume also that it would result in an additional 
term a/&f(t/tz) G?{u(x, t)} in Eq. (6), where G’ is again a linear partial 
differential matrix operator (in many cases, B = SF). Thus, the dynamics 
defined by periodic forces is described as 
(7) 
Under which condition does there exist (a/s)f(t/c) such that system (7) 
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exhibits a stable behavior whereas system (6) might be unstable? To answer 
this question, a notion of stability of the equilibrium solutions of Eqs. (6) 
and (7) should be introduced. Since in many cases, as was demonstrated by 
the examples of Section II. the stability of an equilibrium solution of a linear 
partial differential equation is characterized by its finite dimensional approx- 
imation, in order to analyze the problem of vibrational stabilizability, let us 
suppose that Eqs. (6) and (7) assume solutions of the form 
(8) 
where v/~: R” + R”, k = I,..., N, is a sufficiently representative set of vector- 
valued functions which satisfy the boundary condition for u(x, t), and qk is a 
scalar. (In the above example of Euler instability N was equal to 1.) Based 
on supposition (8), Galerkin method could be applied to (6) in order to 
obtain the following set of ordinary differential equations: 
Alj’+Bcj+Cq=O, (9) 
where q = [q, ,..., qN]‘, and A, B and C are constant matrices with the 
following elements, consequently, 
ajj = (dVj, WI); b,, = WY,? w,h FL, = F'w,, WJ (10) 
For Eq. (7) we obtain 
Aq+Bcj+ [C+ff(i) D] q=O, (11) 
where A, B and C are as in (10) and 
DEFINITION 1. Equation (6) is said to be stable if the equilibrium 
position of (9) is asymptotically stable. 
DEFINITION 2. Equation (7) is said to be stable if (11) has an 
asymptotically stable periodic solution q*(r/E), --co < t < 03, such that 
11q*(t/c)II < B(E), where a(s) + 0 as E + 0. 
DEFINITION 3. System (6) is vibrationally stabilizable if there exists a 
periodic zero mean function CI/E~(~/E) such that Eq. (7) is stable. 
Remark 1. As follows from the above definitions, vibrational 
stabilizability means that vibrations a/sf(t/s) cause a bifurcation of the 
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possibly unstable equilibrium position of (9) into an asymptotically stable 
periodic solution of (11). Moreover, this periodic solution is located in a 
small vicinity of the equilibrium position of (9). 
Remark 2. The definition of vibrational stabilizability of partial 
differential equations differs from that for ordinary differential equations (see 
[l] and [2]). Th e reason is in the following: In the latter case the vibrations 
are introduced in the form B(t) or a/e B(r/s), where B is a periodic mart-ix 
chosen arbitrarily. In the former case D cannot be chosen at will and only a 
scalar a/sf(r/s) can be chosen arbitrarily. That is why general theorems of 
[ 1 ] cannot be applied to the problem under consideration. 
THEOREM. Assume that 
(1) solutions of (6) and (7) can be represented in the form (8); 
(2) A is nonsingular; 
(3) there exists yz such that 
0 
-------~~-~;~~‘~~ 
-A-‘C--*(A-‘D)* I -A-‘B 1 
is a Hurwitz matrix. 
In this case 
(a) system (6) is vibrationally stabilizable; 
(b) for any 6 > 0 there exists E, > 0 such that for 0 < E < E,, and 
t E [0, co), solution q(t) of (11) is approximated with accuracy 6 by thefirst 
N coordinates of the system, 
or, in other words, 
II4W - x,(t)11 < 4 fE [O,co). 
Proof: Under assumptions 1 and 2 of the Theorem, Eq. (7) can be 
rewritten as 
XI r1 IL 0 I I = ---- -+----- x2 -A-‘C I -AmfB I 
(12) 
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where .Y, = 4. s? = 4. Denoting 
and introducing s = f/s, from (12) we obtain 
J$ = (EM + af(s)L)x. 
Let 
x = exp{a#(s)L}z, 
where g(s) is a zero mean periodic function defined as 
-/ 
0 0 
- - -- + ~ 
4 'D I 0 I 
(13) 
(14) 
Here T is the period of f(s). Substituting (14) into (13), we have 
dz 
z = .c exp(-a#(s)l}Mexp{ad(s)l}z. 
Expanding the matrix exponents in Taylor series and taking into account 
that L’ = 0 for i >, 2, we obtain 
$=e[M+a)(s)ML-a@(s)LM-a’#‘(s)LMLlz. (15) 
This is an equation in so-called standard form [S]. The averaging principle 
of [5] can be applied to this equation in order to obtain 
dF 
- = &(A4 - y2LA4L)z; 
ds (161 
where 
y2 = a2 fJ’#‘(s) ds. 
0 
Obviously matrix (M - y2LML) coincides with matrix P of the Theorem. 
If there exists y2, and therefore a/sf(t/e), such that P is a Hurwitz matrix, 
the following two statements are true: 
(a) Equation (15) has an asymptotically stable periodic solution 
z*(s) = z*(f/e), -co < t < co, such that 
Ilz*w)II < &h B(E) --$ 0 as E + 0. 
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This follows directly from the second theorem of the averaging principle (see 
[5. p. 4451). 
(J?) For every 6 > 0 there exists E,, such that for 0 < E < E, solutions of 
( 15) and ( 16) defined by identical initial conditions are related as 
II 4s) - 8s)II < 4 SE [O, 00). 
This follows from Theorem 3 of [ 111. 
Since the existence cf such 1” is guaranteed by condition 3 of the 
Theorem, statements (a) and (j?) along with the expression (see (14)) 
x, = q, = z, x2 = z2 - a@(s) A ‘Dz, 
prove the assertions (a) and (b) of the Theorem, consequently. 
IV. VIBRATIONAL STABILIZATION OF BENARD INSTABILITY 
As was pointed out in Section II, in paper [lo] a linearized version of 
Benard instability was analyzed. based on Mathieu theory. In the present 
section, this problem is considered in the original, nonlinear setup and a 
condition of vibrational stabilizability is derived. 
The hydrodynamic equations of Benard problem in Boussinesq approx- 
imation [ 121 are 
2uJ - 0, 
%Xj 
(17) 
r r 
~+“j~=p+~+ [l-Cf(T-T,)]X,+VD’Ui. (18) 
‘I 0 . 1 
r 
~+ujg=Kv27-, 
- I 
(19) 
where ui(x, t), i = 1, 2. 3, is a component of the velocity vector; p0 is the 
density of the fluid at the temperature T,; p is the pressure; u is the coef- 
ficient of volume expansion; T(x, t) is the temperature; 11 is the kinetic 
viscosity; K is the coefficient of thermodynamic conductivity; and 
xi= 1” for i= 1.2, 
g for i=3, 
(20) 
g is the acceleration of gravitation. 
Assume that fast oscillations in the vertical directton are enforced on the 
layer. Let these oscillations be defined as ,U sin GUI and assume that frequency-. 
OJ. is sufficiently large and ,D - I/oJ. In this case the hydrodynamics of the 
Boussinesq approximation is defined by ( 17 t( 19 f along with 
System (17k( 19) and (2 1) has fast and slow components. Therefore, it is 
clear that solutions u,(t, x) and r(t, X) have “smooth” and “fast oscillating” 
components. Introduce the notations 
U,(.K, I) = L’,(X, I) + ti(x3 wf). i = 1. 2. 3. 
(22) 
7-(x. f) = r(x, r) + i(s, or). 
where P~(x, I) and s(.Y, t) are smooth functions of time; &(s. wt) and [(s. of) 
are fast oscillating functions of time with zero mean such that I&(X. ot)l, 
i = 1, 2, 3, are of the order 1 whereas 1 c(?c. wr)l is of the order l/w. 
Substituting (22) into (18) and (19) we obtain 
2(r + i) ____ + CL), + r,, ?(r + i, 2t S.u, = KY’?@ + i). 
(24) 
\O 
“i=), 
for i = 1. 2, 
for i= 3. 
In these equations there are terms of different nature: “smooth” and 
“oscillating”; small (of the order l/w), “normal” (of the order 1) and large 
(of the order w). For the “oscillating” terms of the order CO. from Eq. (23) we 
obtain 
--L = Ai[ I - a(T- To)] w’p sin wt. 
dt 
(25) 
For the “oscillating” terms of the order 1 from Eq. (24). we have 
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Solving Eqs. (25) and (26) under the condition &/%x3 = const, we obtain 
W) = 1 0 i= 1,2, -[ 1 - (T- Z-J] W‘LJ cos wt. i= 3, 
as 
i(t) = z [ 1 - a(r- T,)]p sin ot. 
’ 3 
Substituting these functions into (23), (24) and averaging over the fast 
“oscillating” motions, we obtain 
gtDi&& l + +[l--(T-T,)JX,+vV?c,, (27) 
-J p. 2.x, 
6s ar 
;~t + LJJ z = Kv’t, (28) 
J 
i 
0 for i= 1,2, 
x,=, 
!-i 
i= 3. 
(29) 
System (27t(29) is of the same form as system (18t(20) without 
oscillation. Therefore, if 
(30) 
the direction of the gravitation in averaged equations (27)-(29) is inverted 
and, consequently, all the properties of the Benard problem are inverted: a 
vibrating layer heated from below behaves as a layer without vibrations 
heated from above. In other words, if condition (30) is satisfied the onset of 
the Benard instability is delayed. 
V. CONCLUDING REMARKS 
The power of vibrational stabilization approach to distributed parameters 
systems stems from the fact that introduction of vibrations in the system’s 
parameters leads to stabilization of all or almost all spatial frequencies 
simultaneously. That is why vibrational control could be understood as a 
distributed control for a distributed parameter system. 
Another advantage of vibrational stabilization consists in the fact that, 
unlike feedback technique, the measurements of the deviations from the 
steady states are not required. This is an important feature in the distributed 
systems control. 
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However. utilization of vibrational control requires the possibility of 
introduction of zero mean oscillations in the system’s coefficients. This could 
be recognized as a disadvantage of this method of stabilization. especially if 
it will be taken into account that in most cases introduced vibrations must be 
of large amplitudes. 
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