Effects of visual spatial attention on perceptual state in mice by Payne, Gregory
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2018
Effects of visual spatial attention
on perceptual state in mice
https://hdl.handle.net/2144/30869
Boston University
   
BOSTON UNIVERSITY 
 
SCHOOL OF MEDICINE 
 
 
 
 
 
Thesis 
 
 
 
 
 
EFFECTS OF VISUAL SPATIAL ATTENTION ON PERCEPTUAL STATE IN 
MICE 
 
 
 
 
by 
 
 
 
 
GREGORY PAYNE 
 
B.S., Ohio State University, 2014 
 
 
 
 
 
 
 
Submitted in partial fulfillment of the 
 
requirements for the degree of 
 
Master of Science 
 
2018  
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© 2018 by 
 GREGORY M. PAYNE 
 All rights reserved  
   
Approved by 
 
 
 
 
First Reader   
 Isabel M. Dominguez, Ph.D. 
 Assistant Professor of Medicine 
 
  
 
 
Second Reader   
 Lindsey Glickfeld, Ph.D. 
 Assistant Professor of Neurobiology 
 Duke University School of Medicine 
 
 
 
Third Reader   
 Charlie Hass, Ph.D. 
 Postdoctoral Scholar 
 Duke University School of Medicine 
 
 
 
  iv 
ACKNOWLEDGMENTS 
 
I’d like to acknowledge and thank Robin Blazing for collecting all of the behavioral, 
pupil, and neuronal data. Thank you, Miaomiao Jin, for performing the viral injections. 
Thank you, Lindsey, for allowing me to join your team and for helping me navigate the 
analysis. Thank you Charlie, for the interesting discussions, and agreeing to read my 
thesis. Lastly, I’d like to thank all of the other members of the Glickfeld and Hull Labs 
that helped me complete this work. 
 
  
  v 
EFFECTS OF VISUAL SPATIAL ATTENTION ON PERCEPTUAL STATE IN 
MICE 
GREGORY PAYNE 
ABSTRACT 
It has long been known that attending to the right place at the right time can 
improve performance and reaction time in a wide variety of the tasks that humans engage 
in. If attention is defined as a general mechanism by which a nervous system’s economy 
of resources and information are distributed to enable a perceptual state that is well-
aligned with the goals of the biological system, then changes in visual attention should 
emerge as changes in the distribution of resources and information in the visual cortex. A 
growing body of evidence supports this proposition in non-human primates, and suggests 
that visual spatial attention affects perceptual state through top-down signaling that 
refines the neural representation of the attended stimulus (Desimone and Duncan, 
Chelazzi and Reyonlds, Mayo). This refinement is correlated with, and often believed to 
cause, the change in behavioral performance accompanied by visual spatial attention. To 
test whether similar mechanisms of visual spatial attention affect perceptual state in mice 
(our central hypothesis), we recorded neuronal activity in the primary visual cortex while 
mice engaged in a contrast detection task. This task was designed to induce endogenous 
shifts in visual spatial attention by changing the probability that a stimulus would appear 
at a particular location on the monitor. We found that our subject’s contrast detection 
threshold did not depend on this manipulation, suggesting that either: our subject was 
unable to distinguish between different probability conditions, AND/OR there was no 
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advantage in attending to the side of higher probability, AND/OR visual spatial attention 
does not affect perceptual state in mice in ways similar to that of non-human primates. 
Analyses of pupil recordings have helped us learn more about the subject’s strategy and 
the ways in which we can modify the task to encourage sizeable shifts in visual spatial 
attention.  
In parallel with this experiment, a process was developed to aggregate neuronal 
data from the same population of neurons across days.  Although difficult and time-
consuming, this strategy enables analyses of individual neurons across many days and 
trial types. Once we are successful in designing a task to induce shifts in visual spatial 
attention, this routine will allow us to determine whether mice and non-human primates 
share a common mechanism of visual spatial attention. Doing so will elucidate whether 
the mouse model should be used to study the physiology and pathophysiology of visual 
spatial attention. 
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INTRODUCTION 
Neuroscience is a relatively new scientific field that has its roots in one of the 
earliest civilizations in human history. The Edwin Smith Papyrus, named after the 
American Egyptologist who purchased the text, dates back to around 1600 BC and 
contains eight references to the brain (Allen). This document is thought to have served as 
one of the first manuals on field surgery and contains two descriptions of compound skull 
fracture. The authors systematically detail aphasia resulting from damage to the skull 
during battle (Ludvik). Despite early identification of the organ, progress in 
understanding the underlying structure and connectivity of the nervous system was 
relatively slow until 1891. Advances in key technologies like the microscope and 
histological staining enabled Santiago Ramon y Cajal to image brain tissue and observe 
the cells that compose it. It was from these images that Ramon y Cajal inferred the 
neuron doctrine: that the nervous system is made up of discrete cells just as the heart and 
other organs.  
Ramon y Cajal’s discovery established the field of modern neuroscience, whose 
chief aim is to understand the structure and function of the nervous system and the cells 
that compose it. We have learned a lot about the nervous system in the century that has 
passed. Today, it’s generally accepted that vertebrates have a nervous system categorized 
into two parts; a central nervous system (CNS) and peripheral nervous system (PNS). The 
PNS consists of the nerves and ganglia outside of the brain and spinal cord, and it 
controls voluntary muscle fibers, involuntary body functions, and transmits somatic 
sensory information to the CNS. The CNS consists of the brain and spinal cord. The brain 
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is viewed as the center of the nervous system while the spinal cord is a bundle of nervous 
tissue that connects the brain with the peripheral nervous system (Figure 1). 
Figure 1: Diagram of the Human Nervous System by Structure and Function (Wikimedia) 
Brain lesion studies have shown that specific regions of the brain are utilized for 
specific functions. One of the most famous case studies that illustrates this point is patient 
H.M. At the age of 27, Henry Molaison underwent experimental brain surgery in which 
part of his hippocampus, amygdala and parahippocampul gyrus were removed in an 
attempt to relieve debilitating seizures. Removal of these regions of the brain effectively 
prevented H.M. from storing new information as long-term memory (Squire). It became 
evident that the regions of brain tissue that were removed were required to form new 
memories. In this way, lesion studies have been used to associate regions of brain tissue 
with function. A growing body of anatomical, physiological, and behavioral studies 
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suggest that one such brain region is the visual cortex, whose primary function is to 
process visual information (please refer to Tong et al. for a thorough review of these 
studies). This region, specifically the primary visual cortex (V1), is the subject of this 
thesis.   
It is hypothesized that visual percepts emerge from both bottom-up and top-down 
processing.  Bottom-up processing is constructive in nature and consists of transducing 
physical stimuli, encoding information as neural signals, and feeding those signals 
forward to higher cortical areas. By comparison, top-down processing occurs when 
behavioral state or contextual information affects neuronal activity in higher cortical 
areas that feed back on lower areas. In the human brain, visual bottom-up processing 
flows from the retina, to the lateral geniculate nucleus (LGN), where it is relayed to the 
primary visual cortex. The primary visual cortex feeds into higher visual areas that 
ultimately feed into the inferotemporal cortex through the ventral pathway, and the 
parietal cortex through the dorsal pathway (Figure 2). Anatomical connectivity suggests a 
similar organization of two general pathways through the extrastriate areas in mice, 
similar to the ventral and dorsal pathways in primates (Wang et al, Glickfeld). 
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Figure 2: Current Understanding of the Visual Pathway (Kandel 5e)  
A major question in visual neuroscience is how bottom-up signaling can encode 
the complex features found in natural images such as edges, corners, ridges, and 
contours. An important step was made in 1906 when Charles Sherrington defined a 
receptive field to be an area of body surface where a stimulus can elicit a reflex 
(Sherrington, Lecture IV). Originally defined in the context of somatosensation and the 
withdrawal reflex, Stephen Kuffler extended this concept to the visual system in 1953 
through his study of ganglion cells. Retinal ganglion cells are the first neurons in the 
visual pathway to initiate action potentials, and he used physiological recordings of 
ganglion cells while flashing disks of light to infer a center-surround organization of the 
neuron’s receptive field (Kuffler).  For on-center, off-surround ganglion cells, flashing a 
small bright light in the center subregion increases the cell’s response while flashing a 
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bright annulus in the surround subregion inhibits the cell’s response. The opposite is true 
for off-center, on-surround ganglion cells (Figure 3). 
Figure 3: Center-Surround Receptive Field of Retinal Ganglion Cell (Kandel 5e) 
In 1959, Hubel and Wiesel built on Kuffler’s work and published one of the most 
influential studies in visual neuroscience. While cells within the retina and visual area of 
the thalamus were found to have center-surround receptive fields, Hubel and Wiesel 
discovered cells within the striate cortex of cats (functionally equivalent to primary visual 
cortex in mice and humans) were not significantly modulated by disks of light. Instead, 
they found these cells to be sensitive to bars of light at specific orientations. This led 
them to propose a model in which simple cells of the striate cortex receive input 
projections from thalamic center-surround cells. Hubel and Wiesel proposed that each 
simple cell might integrate the positive and negative input from many thalamic center-
surround cells whose preferred areas are arranged in a line (Hubel and Wiesel, Figure 4). 
 
 6 
Figure 4: Simple Cell Model Proposed by Hubel and Wiesel (David Heeger’s Lecture Notes) 
In this way, the receptive field of simple cells in the striate cortex would have a bar-like 
shape and would be arranged at a specific orientation. A spatial receptive field of this 
structure is useful for detecting edges at a particular orientation. It’s important to note 
that Hubel and Wiesel also discovered another type of neuron whose spatial receptive 
fields exhibited no clear division of excitatory and inhibitory regions. They named these 
neurons complex cells.   
In 1975, Ursula Drager extended these studies to mouse visual cortex and 
reported a similarity in simple cell receptive field structure to that of the cat and monkey 
(Drager). Then in 2013, Lindsey Glickfeld published a paper showing that optical 
suppression of neuronal activity in mouse V1 increases the threshold for detecting 
changes in grating orientation and contrast (Glickfeld). These findings suggest that, for 
simple visual stimuli, V1 neurons relay information related to contrast and orientation. 
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This information is then utilized to mediate visually-guided, operant behaviors. The 
simple cell receptive field model originally proposed by Hubel and Wiesel suggests one 
way in which orientation and contrast information may be encoded in V1.         
 While bottom-up processing has been shown to affect perception, a growing body 
of evidence suggests that behavioral state also affects percept formation via top-down 
processing. In computer science and engineering, a state is commonly defined as the 
remembered information of a system. In the context of a digital circuit utilizing 
sequential logic, its output is dependent on both present input to the system and 
information stored from past inputs. The circuit’s state at a given point in space and time 
is then defined as the stored content of past inputs, which is normally manifest as flip-
flop or latch configuration. Similarly, in this thesis, behavioral state is referred to as the 
collective information about the past that the brain has access to at a given point in space 
and time. The brain utilizes behavioral state and sensory information to estimate the 
physical stimuli that were most likely to have caused a sensory signal. In this thesis, 
representation of the physical stimuli that were most likely to have caused a sensory 
signal will be referred to as a perceptual state. In this way, behavioral state is predicted to 
influence perceptual state.   
 A growing body of evidence suggests that attending to the right place at the right 
time improves performance and reaction time in a wide variety of perceptual tasks in a 
wide variety of species (Kandel 438, Chelazzi and Reynolds, Mayo). That attending to 
the right place at the right time should improve performance suggests that one aspect of 
behavioral state is attention, a concept that was first defined by William James in 1890: 
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the taking possession by the mind, in clear and vivid form, of one out of what seem 
several simultaneously possible objects or training of thought (James). In this thesis, 
attention will be referred to as a general mechanism by which a nervous system’s 
economy of resources and information are distributed to enable a perceptual state that is 
well-aligned with the goals of the biological system. This characterization suggests that 
changes in attentional state should emerge as changes in the distribution of a nervous 
system’s economy of resources and information.  
Visual spatial attention is the mechanism by which the visual system’s economy 
of resources and information are altered and distributed to enable a perceptual state that is 
well-aligned with the goals of the biological system. In 1995, Desimone and Duncan used 
neurophysiological recordings to study the neuronal basis of visual spatial attention. They 
discovered that neuronal activity in the macaque inferotemporal cortex increases when a 
visual stimulus is cued relative to when it is uncued (Desimone and Duncan). Other 
experiments have shown that cueing the subject to a stimulus location significantly 
increases the mean firing rate of neurons in macaque V4 (Chelazzi and Reynolds, Mayo). 
These findings suggest that visual spatial attention affects perceptual state through top-
down signaling that refines the neural representation of the attended stimulus. This 
refinement is correlated with, and often believed to cause, the change in behavioral 
performance accompanied by visual spatial attention.  
In 2012, Matteo Carandini and David Heeger proposed normalization as a 
canonical neural computation and assert that a general model of normalization can be 
used to explain light adaptation in the retina, contrast adaptation throughout the visual 
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cortex, and odor adaptation in the olfactory bulb (Carandini). This model incorporates 
divisive normalization to account for the saturation in neuronal activity within the striate 
cortex of cats as grating contrast is increased (Heeger). They propose that in V1, neuronal 
response is given by:  
𝑅(x, θ) =
D(x, θ)n
𝜎𝑛 + 𝑁(𝑥, 𝜃)𝑛
 
where x and theta indicate the preferred position and orientation of each neuron in the 
population under study. 𝜎 and n are free parameters that are used to fit empirical 
measurements.  The authors define D as the stimulus drive resulting from each neuron’s 
summation field. The summation field is a region of sensory space that provides drive to 
a neuron. More precisely, it is a vector of weights by which sensory inputs are multiplied 
and from which stimulus selectivity emerges. N is defined as a normalization factor that 
is determined by the negative analog of a summation field: the suppressive field. The 
suppressive field is typically more widely distributed than the summation field, such that 
a neuron that responds to stimuli with a particular spatial position and orientation can be 
suppressed by stimuli with a broader range of positions and orientations. In this way, both 
D and N increase with stimulus intensity. In the context of contrast gratings, both D and 
N are proportional to Michelson contrast, and when 𝑁 ≫ 𝜎, R1. Carandini and Heeger 
incorporate attention into their model in the form of an attention field, A, a vector of gain 
factors by which D is multiplied before normalization. A*D is convoluted to determine 
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N, and the neuronal population response is calculated as A*D/N. This is visualized in 
Figure 5. 
Figure 5: Carandini and Heeger’s Normalization Model of Attention (Carandini and Heeger) 
If mouse visual cortex utilizes a normalization model of attention, we predict that 
endogenous regulation of visual spatial attention will affect perceptual state in mice. 
Further, we hypothesize that neuronal activity in mouse V1 can be used as a proxy to 
understand how changes in visual spatial attention affect perceptual state via the 
geniculostriate pathway. We will test this hypothesis by executing a contrast detection 
experiment designed to induce endogenous changes in spatial attention while 
simultaneously recording neuronal activity in V1. It is our hope that this work will 
contribute to the field of visual neuroscience by elucidating whether a similar mechanism 
of visual spatial attention is utilized across mice and non-human primates. Doing so will 
clarify whether the mouse model should be used to better understand the physiology and 
pathophysiology of visual spatial attention.    
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Specific Aims or Objectives 
 
Specific aims of the following thesis include: 
1. Determine whether endogenous modulation of visual spatial attention affects 
perceptual state in mice. 
2. Develop a routine that can be used to analyze the activity of the same population 
of neurons across imaging sessions. This will enable the team to: 
a. Examine whether neurons are consistently/differentially responsive to 
identical stimuli across days. 
b. Investigate whether individual V1 neurons can be used to understand how 
visual spatial attention affects perceptual state. 
c. Elucidate whether the population response of the same group of V1 
neurons can be used to understand how visual spatial attention affects 
perceptual state. 
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METHODS  
Animals 
All animal procedures were conducted in accordance with the ethical guidelines 
of the NIH and approved by the Institutional Animal Care and Use Committee at the 
Duke University School of Medicine. One Ai93-tTA-EMX (Jax# 024108) mouse was 
used in this study.  
Cranial Window Implantation, Intrinsic Autofluorescence and Viral Injection  
The subject was implanted with a headpost and cranial window to enable stable 
optical access to V1 during behavior. Cranial windows were implanted according to 
Goldey’s protocol (Goldey et. al.). After recovery from surgery, V1 and higher visual 
areas were retinotopically mapped using intrinsic autofluorescence imaging (Andermann 
et. al.). A change in autofluorescence was elicited by neurons sensitive to the visual 
stimulus because their increase in activity resulted in a transient increase in mitochondrial 
NADH and FAD levels, which fluoresce upon absorption of blue light. 470±20 nm blue 
light was directed at the cranial window through a 5X air objective and emitted green 
light was collected through a green long-pass emission filter (500nm. cutoff) onto a CCD 
camera using Micro Manager acquisition software. Retinotopic mapping was performed 
by presenting contrast gratings (grating diameter=40 degrees, spatial frequency=0.02 
cycles/degree, speed=0 degrees/sec, contrast=1) in one of nine different positions 
(azimuth: -30,0, or 30 degrees, elevation: -20,0, or 20 degrees) for 10 seconds, preceded 
by a blank screen of uniform luminance equal to the average Michelson contrast for 10 
seconds (MWorks software was used to control the timing of stimulus presentation). 
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Neuronal response was calculated as the normalized change in mean fluorescence during 
the response interval (last 10 seconds) relative to the mean fluorescence during the 
baseline interval (first 10 seconds). ImageJ was used to process the images into a 
retinotopic map of the visual areas.  This map was then used to target V1 for viral 
injection (AAV1.Syn.GCaMP6m.WPRE.SV40). Several weeks after injection, a similar 
retinotopy was conducted to find the visual stimulus location driving maximal response 
of the neurons at the injection site. This location was used throughout the entire 
experiment.  
Contrast Detection Task Setup 
Figure 6: Task Setup 
Water deprived mice were head-fixed and placed 216mm away from an LCD 
monitor with their front paws positioned on a steering wheel. A visual stimulus (Gabor 
patch characterized by σ = 5 degrees and cutoff ± 3σ, spatial frequency=0.1 
cycles/degree, speed=0 degrees/sec) appeared on either the left or right side of the 
Probleft 
(3 Levels)
Contrast (4 Levels)
Left Trial Right Trial
Trial N Trial N+2
Steering Wheel
Left
Right
Monitor
2P Ca++ Imaging
t  o
End of 
previous trial
ITI (6s) Reaction Window (10s)
t  f
Visual
Stimulus
Window
(0.5s)
Experimental Setup Trial Type Defining Features
Stimulus Position 
(2 Sides)
Trial N+1
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monitor (- or + 35 degrees along the horizontal axis of the screen, +5 degrees relative to 
the center of the vertical axis), and the subject was trained to use the steering wheel to 
indicate which side the stimulus appeared on. All correct responses were rewarded with 
water (all water-deprived mice received a daily allotment of water, regardless of their 
performance on a given day). During the early training period, visual feedback was 
utilized to help the subject associate wheel movement with stimulus movement. The 
subjects learned that clockwise rotation translated the stimulus to the right and that the 
opposite was also true. They also learned that moving the stimulus to the center of the 
screen (0 degrees along the horizontal axis) yielded a liquid reward. In this way, we 
trained the mice to use a steering wheel to indicate the location of a visual stimulus. 
During the late training period and all experimental sessions, visual feedback was turned 
off and the visual stimulus was held fixed at the location of appearance. 
 Each trial began with a fixed inter-trial-interval (ITI) of six seconds. An auditory 
tone denoted the end of the ITI and cued the subject for the visual stimulus. The visual 
stimulus appeared 100ms after the auditory cue, and remained on the screen for 500ms 
Any wheel movement during the fixed too-fast interval of 850ms (relative to visual 
stimulus onset) was ignored. Another auditory tone denoted the end of the too-fast 
interval and cued the subject to respond. The subject was given ten seconds after the too-
fast interval to use the steering wheel and indicate which side the stimulus appeared on. 
All correct responses initiated an auditory tone to signal a correct response, and yielded a 
liquid reward. All incorrect responses initiated an auditory noise and a timeout interval of 
five seconds. All failures to respond initiated an auditory noise and a timeout interval of 
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ten seconds. Three parameters defined unique trial types in this experiment: stimulus 
appearance on the right or left, probability of a stimulus appearing on the left (probleft), 
and stimulus contrast. There were 𝑁sides ∗  𝑁𝑝𝑟𝑜𝑏𝑙𝑒𝑓𝑡 ∗ 𝑁𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡𝑠 = 2 ∗ 3 ∗ 4 = 24 
unique trials on a given day, and the subject consistently engaged in around 350 trials per 
day, so it was important to acquire behavioral and neuronal data over many sessions. To 
determine whether or not the probability of the stimulus occurring on the left affected 
behavioral performance, we split each session into 80-trial blocks characterized by 
probleft. The three probleft conditions we used in this experiment were 10%, 50%, and 
90%. The first ten trials of each block were used to prime the subject to the probleft rule: 
if probleft=10%, then the first ten trials of the block appear on the right (probleft=0%). 
The opposite is true if probleft=90% (first ten trials of the block have probleft=100%). 
For blocks when probleft=50%, all eighty trials within the block had an equal probability 
of occurring on the right or left. The first block of each session was constrained to 
probleft=50%, and probleft was alternated during all subsequent blocks. The order of 
probleft condition followed the pattern: equal prob.  low prob.  equal prob.  high 
prob.  equal prob. OR equal prob.  high prob.  equal prob  low prob.  equal 
prob. On a given day, probleft of the second block of trials was selected to be the 
opposite of that the day prior (if the second block of trials on day 1 are characterized by 
the low prob. condition, then the second block of trials on day 2 are characterized by the 
high prob. condition).   
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DATA ACQUISITION AND ALIGNMENT 
Behavioral Data. A data acquisition device (LabJack) and software (MWorks) were used 
to acquire, align, and store all behavioral data within a session. A 32-tick (32 
ticks/revolution) rotary encoder (US Digital H5-32-NE-S) was rigidly attached to the 
steering wheel and monitored during all trials. MWorks categorized a subject’s decision 
as correct, incorrect, or ignore using encoder data. A correct response was defined as a 
net rotation of 16.7 ticks in the correct direction relative to the position at the end of the 
too-fast interval. All correct trials elicited a 16V signal routed to a ported solenoid (LEE 
LHDA1233214H), allowing water to flow through the juice tube for an average of 77.5 
milliseconds. An incorrect response was defined as a net rotation of 16.7 ticks in the 
opposite direction relative to the position at the end of the too-fast period. All trials in 
which the subject failed to rotate the wheel 16.7 ticks in either direction relative to the 
position at the end of the too-fast interval were categorized as ignores.  
Two-Photon Imaging. For a history of two-photon imaging and why we chose to use this 
technique, please refer to the APPENDIX I: TWO-PHOTON IMAGING. Two-photon 
imaging was collected with a Canon EOS Rebel T5i camera, 920nm. laser (Spectra-
Physics MAI-TAI), and 16X objective. Images were acquired with Scanbox software at a 
rate of 30 Hz. Frame triggers were routed through LabJack and recorded in MWorks, 
allowing for alignment between behavioral data and neuronal images.    
Pupil Imaging. A portion of the photons directed at the cranial window for two-photon 
imaging were scattered within the cranium and emitted through the subject’s pupils. The 
subject’s right pupil was imaged at 30 Hz using an infrared camera (Teledyne Dalsa 
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Genie) mounted by a tube clamp. Pupil images were synchronized with two-photon 
images and behavioral data using LabJack and MWorks.   
DATA ANALYSIS 
Dataset Formation. Figure 7 shows a general overview of the workflow that was 
established to create our dataset. All data was loaded and analyzed using MATLAB.   
Figure 7: Dataset formation 
Behavioral Analysis. After loading the behavioral data into MATLAB, the subject’s 
behavioral performance was quantified on a day-by-day basis using two metrics: 
selectivity and weighted bias. Selectivity can be thought of as the maximal performance a 
subject would be expected to achieve on a given day and can range from -1 to 1. 
Selectivity of 1 corresponds to a perfect performance at the highest contrast level, 
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whereas selectivity of -1 corresponds to a perfectly imperfect performance at the highest 
contrast level. It is defined as: 𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 = [𝑦𝑟𝑖𝑔ℎ𝑡(𝑥1) − 𝑦𝑙𝑒𝑓𝑡(𝑥1)]𝑝𝑟𝑜𝑏𝑙𝑒𝑓𝑡=50%  
where 𝑥1 is the highest contrast (in our experiment, x1=1) and y is the percentage of trials 
in which the subject reported the stimulus to appear on the right. It’s important to note 
that only trials falling within probleft=50% blocks were included in this calculation. Our 
dataset includes only days in which selectivity>=0.9. Weighted bias is a measure of 
asymmetry in response to right and left trials of identical contrast and can range from 0 to 
1. It is defined as:  
𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐵𝑖𝑎𝑠 = ∑ 𝑊𝑒𝑖𝑔ℎ𝑡(𝑥𝑖) ∗ (
𝑦𝑙𝑒𝑓𝑡(𝑥𝑖) + 𝑦𝑟𝑖𝑔ℎ𝑡(𝑥𝑖)
2
− 0.5)
𝑝𝑟𝑜𝑏𝑙𝑒𝑓𝑡=50%
  
where Weight is the normalized number of unique trials at a given contrast level xi, and y 
is the percentage of trials in which the subject reported the stimulus to appear on the 
right. It’s important to note that only trials falling within probleft=50% blocks were 
included in this calculation. Our dataset includes only days in which Weighted 
Bias<=0.06. Effectively, all of the behavioral, pupil, and neuronal data included in our 
dataset corresponds to days in which Selectivity>=0.9 AND Weighted Bias<=0.06.  
 Psychometric and neurometric data was fit using a Weibull cumulative 
distribution function (CDF) (please see APPENDIX II: PSYCHOPHYSICS for a brief 
history and overview of the psychophysics that relate to this analysis). The general form 
of a Weibull CDF is y = 1 − 𝑒−(
𝑥
𝜆
)
𝑘
 where lambda and k are free parameters, x is 
contrast level, and y is the percentage of trials that the subject reported to appear on the 
right. The free parameters were modulated and maximum likelihood estimation was used 
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to select the function of best-fit. Likelihood is a statistical concept that is used to calculate 
the relative possibility that a probability function will predict an observed outcome. The 
likelihood of observing a sequence of binary outcomes is Likelihood = Π 𝑝𝑖 ∗ Π 𝑞𝑖  where 
𝑝𝑖 𝑎𝑛𝑑 𝑞𝑖 are the probability of success and failure at a given stimulus strength. 
Assuming that the probability of success at each contrast level are independent of one 
another, this equation can be rewritten as: Likelihood= Π  𝑊(𝑥𝑖)
𝑟𝑖 ∗ (1 − 𝑊(𝑥𝑖))
(1−𝑟𝑖)
 
where 𝑥𝑖 is stimulus intensity and 𝑊(𝑥𝑖) is the probability that the subject will respond 
correctly at the given stimulus intensity, as determined by the Weibull CDF. 𝑟𝑖=1 for 
correct trials and 0 for incorrect trials. The natural logarithm of this measure was 
calculated to deal with small numbers:  
𝐿𝑜𝑔𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 = ∑ 𝑟𝑖 ∗ log(𝑊𝑖) + (1 − 𝑟𝑖) ∗ log(1 − 𝑊𝑖) 
The optimal pair of free parameters were selected by maximizing the likelihood of the 
Weibull CDF in predicting the observed sequence of data. Contrast detection thresholds 
were determined using these fits. Please note that this approach was adapted from a 
webpage made available by the University of Washington.  
Pupil Imaging Analysis. After loading the pupil images into MATLAB, the built-in 
function imfindcircles was used to extract pupil position and size on a frame-by-frame 
basis. Within a given day, raw pupil position/size were converted to relative position/size, 
calculated as the difference between position/size in a given frame and the overall mean 
during the –[1600:1300]ms. interval during all neutral trials within a given day. This 
interval is relative to visual stimulus onset and corresponds to the ITI. Relative pupil 
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position and size were then analyzed across days. All frames corresponding to pupil 
position and size outside the orbital process were omitted from the dataset. Also, pupil 
data from two of the eleven imaging days were discarded because our camera mount 
slipped during the session. 
Two-Photon Imaging Analysis. Two-photon images were registered to a manually-
selected target image (post-record) to correct for small motions within the field of view 
within each session. Each registered image stack was then aligned to a manually selected 
reference day using a transformation routine that allowed for linear translation, rotation 
and scaling. The reference day was selected by comparing the average and maximal 
activity images from each imaging day. The day with the most neurons in the FOV and 
the most activity was selected as the reference day. Careful alignment, both in 
experimental setup and in post-processing, enabled us to analyze the same group of 
neurons across sessions. A cell mask was manually created from the reference image 
stack to identify regions of interest (ROI) corresponding to neuronal bodies (Figure 8). 
This mask was then applied to each registered and aligned image stack, and the average 
pixel value within each ROI was calculated on a frame-by-frame basis. In this way, one 
cell mask was used to extract neuronal timecourses across all imaging sessions 
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Figure 8: Creating a cell mask on the reference day. a) Fluorescence was averaged on a pixel-by-pixel basis over 
all frames from the reference day to create this image. b) The images from a given day were converted into dF/F 
space and averaged in proximity to the visual stimulus and when the subject responded. Maximal dF/F 
projection images were used to identify neurons and create the cell mask. c) Overlap between the average image 
from the reference day and the cell mask. The bright areas are active neurons in V1, and the green areas are 
regions of interest as defined by the user-generated cell mask. 
 We defined a metric, Ratio, to quantify the combined effect of alignment accuracy 
and neuronal activity consistency across days. Figure 9 shows how Ratio was calculated. 
Our intuition was that: 
1) IF we were successful in returning to the same field of view and were imaging the 
same population of neurons across days 
2) and IF those neurons were consistently responsive to identical stimuli across days 
3) and IF the image stacks were well-aligned across days 
 22 
4) THEN there should be a strong correlation between the spatial distributions of 
pixel values within each ROI across days.  
Figure 9: Steps taken to calculate Ratio 
We chose to use a Pearson correlation to calculate Ratio because it is magnitude-
independent. This is important because baseline fluorescence varied between days. The 
first step in calculating Ratio was to quantify the spatial correlation in pixel fluorescence 
within a day, rwithin , on a neuron-by-neuron basis. This enabled us to estimate the 
maximum correlation to expect, accounting for fluctuations in pixel fluorescence due to 
noise. To do this, we split the reference image stack of ~160,000 frames in two and 
averaged each substack to get average images from the first and second halves of that 
day. We then calculated rwithin on a neuron-by-neuron basis using the cell mask. Next, we 
loaded the maximum fluorescence images from the reference day and a subsequent day 
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D. rbetween was calculated on a neuron-by-neuron basis using these images. The Ratio of a 
neuron on a given day was defined as the neuron’s correlation between days divided by 
its correlation within the reference day. Another way to see it is: 
 (Rationeuron)𝑑𝑎𝑦 =
𝑟𝑏𝑒𝑡𝑤𝑒𝑒𝑛
𝑟𝑤𝑖𝑡ℎ𝑖𝑛
=
𝑟(𝑑𝑎𝑦𝑟𝑒𝑓:𝑑𝑎𝑦𝑁)𝑛𝑒𝑢𝑟𝑜𝑛
𝑟[(𝑑𝑎𝑦1)𝑓𝑖𝑟𝑠𝑡ℎ𝑎𝑙𝑓:(𝑑𝑎𝑦1)𝑠𝑒𝑐𝑜𝑛𝑑ℎ𝑎𝑙𝑓]𝑛𝑒𝑢𝑟𝑜𝑛
  
Ratio values of neurons that were consistently responsive across days were then used 
with the mask overlap images to empirically define a Ratio threshold of 0.3, 
corresponding to an alignment error of a few pixels. All neurons whose Ratio was below 
threshold on a given day were omitted from the analysis. 
Baseline fluorescence was found to be highly variable, both within and across 
days. To account for this, we transformed the timecourse data into dF/F-space on a 
neuron-by-neuron and trial-by-trial basis. 
𝑑𝐹
𝐹
=
𝐹−𝐹𝑜
𝐹𝑜
 where F is a neuron’s fluorescence 
during a given frame within a given trial. Fo was calculated by looking at a neuron’s 
activity during the [-1600:-1300]ms interval relative to visual stimulus onset, and 
calculating the fluorescence value corresponding to the 30th percentile of that distribution.  
 Signal detection theory was used to quantify the relationship between stimulus 
intensity and neuronal response (please refer to APPENDIX III: SIGNAL DETECTION 
THEORY for a brief history and overview of signal detection theory). This relationship is 
called a neurometric and in the context of this experiment, can be interpreted as the 
probability that an ideal observer would correctly predict the presence or absence of a 
visual stimulus based on the output of a V1 neuron, or the output of a population of V1 
neurons. The signal distribution was calculated as the mean activity of the population of 
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neurons that passed the Ratio filter during the [333:700]ms. interval relative to visual 
stimulus onset. The noise distribution was calculated using the same methodology but 
during the [-333:33]ms interval relative to visual stimulus onset. 
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RESULTS 
Our first specific aim was to determine whether endogenous modulation of visual 
spatial attention affects perceptual state in mice. To test this, we used a contrast detection 
task and changed the probability that a stimulus would appear on the left side of the 
monitor (probleft=10%,50%, or 90%). Our intuition was that: 
1) IF mice can learn to distinguish between these three probleft levels 
2) and IF there were an advantage in attending to the side of higher probability 
3) THEN mice would be more likely to attend to the side of higher probability  
Further,  
1) IF the subject is more likely to attend to the side of higher probability  
2) and IF visual spatial attention affects perceptual state in mice in ways similar to 
that of non-human primates 
3) THEN attending to the side of higher probability should emerge as a decrease in 
the subject’s contrast threshold, relative to the unattended condition. 
Analysis of 4338 trials across three probleft levels failed to recover differences in 
contrast detection threshold. This suggests that either: our subject was unable to 
distinguish between these three probleft levels, AND/OR there was no advantage in 
attending to the side of higher probability, AND/OR visual spatial attention does not 
affect perceptual state in mice in ways similar to that of non-human primates. Our data 
are unable to distinguish between the effects of each of these root causes and can neither 
support nor refute the central hypothesis.  
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Figure 10: Behavioral data binned by probleft condition. Marker diameter denotes the relative number of trials 
at the given contrast, side, and probleft condition. In panel a, negative contrasts indicate left trials and positive 
contrasts indicate right trials. Vertical lines identify threshold values determined from the psychometric fits. Y-
axes in a) denote the fraction of stimuli that the subject reported to appear on the right while those in b) denote 
the fraction of responses that were correct. 
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    Pupil recordings were used to determine whether pupil position and size were 
similar across probleft levels, and to better understand the subject’s strategy. Figure 11a 
shows that, on average when probleft=10%, the subject was slightly but significantly 
more likely to gaze to the right just prior to stimulus onset, relative to the neutral and 
probleft=90% conditions. Although the differences are slight, this suggests the possibility 
that the subject anticipated a stimulus to appear on the right when probleft was low more 
strongly than it anticipated a stimulus to appear on the left when probleft was high. On 
average, the subject’s pupil was slightly but significantly constricted just prior to stimulus 
onset when probleft=90%, relative to the neutral and probleft=10% conditions. Figures 
11b and 11c show that, on average, the subject first moved its right pupil in the direction 
of the stimulus, peaking around 223ms relative to visual stimulus onset. The subject then 
moved its right pupil in the opposite direction, peaking around 400ms relative to visual 
stimulus onset. The subject then moved its pupil back in the direction that the stimulus 
had appeared. Visual stimuli were displayed on the monitor for 500ms, suggesting that it 
was possible for the subject to look both ways before the stimulus vanished. It remains 
unclear whether these pupil trajectories result from reflexive or more complex processes. 
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Figure 11. Average pupil position and size vs. time, binned by probleft condition. For reference, 5th and 95th 
percentile values of all recorded pupil positions were -1.82 and 2.14 pixels, respectively. 5th and 95th percentile 
values of all recorded pupil sizes were -1.54 and 2.81 pixels, respectively. All values are given relative to the 
neutral position and size (82.55 and 14.7 pixels, respectively). Negative “X” values correspond to right 
displacements and negative “Pupil Radius” values correspond to pupil constriction relative to the neutral 
condition. 0ms. corresponds to the auditory cue, 100ms prior to visual stimulus onset. 
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Our second specific aim was to develop a routine that could be used to analyze 
the activity of the same group of neurons across imaging sessions. We were successful in 
achieving this aim and it will enable the team to examine whether neurons are 
consistently/differentially responsive to stimuli across days and trial types. Figure 12 
shows an example of mask overlap across all eleven days after the image stacks were 
aligned to the reference day. Green pixels correspond to regions of interest that were 
identified as neuronal soma in the user-generated cell mask, and white pixels correspond 
to active regions of tissue within the field of view. Alignment error was quantified using 
a metric called Ratio (please refer APPENDIX IV: MASK OVERLAP for a population 
Ratio analysis and a detailed view of mask overlap within all four quadrants of the field 
of view, across all days). Alignment error was less than three pixels for most neurons on 
most days. If future experiments confirm that visual spatial attention affects perceptual 
state in mice, this routine will allow the team to investigate whether V1 activity is 
consistent with a normalization model of attention.  
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Figure 12: Example of mask overlap across all eleven days. The reference day from which the cell mask was 
generated corresponds to the first image in the top-left corner. All other days progress sequentially going from 
left to right. 
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Figure 13 shows an example of the sort of analyses that collapsing neuronal data 
across days enables (please refer to Figure 15 in APPENDIX III: SIGNAL DETECTION 
THEORY for an example signal/noise distribution and how the neurometrics were 
constructed). Neurometric data suggest that the neuronal populations’ selectivity and 
weighted bias were largely unchanged across probleft levels. Table 1 shows that, while 
there are slight but noticeable shifts in contrast threshold, they are not consistently well-
aligned with the psychometric data, both in direction and magnitude. Many of the metric 
shifts occur in the direction opposite of what would be expected if our central hypothesis 
were true (red cells). 
Table 1: Summary of psychometric/neurometric data relative to the neutral condition, as a function of probleft. 
A decrease in contrast threshold corresponds to an increase in performance. Negative weighted bias denotes a 
net bias to the right. Green cells denote a metric shift whose direction is consistent with what would be expected 
if our central hypothesis were true, whereas red cells denote a metric shift in the opposite direction. 
Shift in Contrast 
Threshold 
Left Right 
Psychometric Neurometric Psychometric Neurometric 
Probleft 
0.1 -0.019 0.036 -0.008 -0.020 
0.9 -0.047 -0.026 0.011 -0.042 
    
Shift in Weighted 
Bias 
Psychometric Neurometric 
  
Probleft 
0.1 0.018 0.017   
0.9 0.039 -0.004   
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Figure 13: Neurometric data binned by probleft level. Neuronal data was transformed to neurometric data using 
signal detection theory. Marker diameter denotes the relative number of trials at the given contrast, side, and 
probleft condition. In panel a, negative contrasts correspond to left trials and positive contrasts correspond to 
right trials. Vertical lines identify threshold values determined from the neurometric fits. Y-axes in a) denote the 
fraction of stimuli that the ideal observer would report to appear on the right while those in b) denote the 
fraction of trials that the ideal observer would characterize correctly. 
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DISCUSSION 
Our central hypothesis was that neuronal activity in mouse V1 could be used to 
understand how changes in visual spatial attention affect perceptual state via the 
geniculostriate pathway. To test this hypothesis, we ran a contrast detection task designed 
to induce endogenous shifts in visual spatial attention while recording V1 activity. 
Analysis of 4338 trials across three probleft levels failed to recover differences in 
contrast detection threshold. This suggests that either: the subject was unable to 
distinguish between probleft levels, AND/OR there was little advantage in attending to 
the side of higher probability, AND/OR visual spatial attention does not affect perceptual 
in mice in ways similar to that of non-human primates. While our data are unable to 
distinguish between root causes, pupil recordings suggest that it was possible for the 
subject to view both sides of the monitor before the stimulus vanished. It is conceivable 
that our task setup enabled the subject’s brain to employ a strategy in which probleft 
information was not heavily weighted in its operations related to motor response. If this 
were true, it would decrease the advantage of attending to the side of higher probability. 
To account for this, future experiments will use a reduced visual stimulus onset time of 
100-200ms. A second improvement to this experiment would involve imaging both 
pupils to develop a more complete picture of the subject’s strategy. While coordination of 
rodent eye movement during movement is not well understood, some scientists report 
that rat eye movement is not continuously aligned during free movement (Wallace et al). 
It is possible that mice are able to employ strategies that cannot be fully appreciated by 
the size and position of one pupil. Lastly, it is possible that this experiment could be 
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improved by using different probleft levels that are similarly distinct, such as 20%, 50%, 
and 80%. Doing so would increase the number of accumulated trials on the lower 
probability side, and increase the predictive power of the resulting psychometric and 
neurometric curves.  
This project was successful in addressing a key bottleneck in neuronal imaging 
analysis by developing a routine to collapse neuronal data across sessions. As indicated 
by the images in APPENDIX IV: MASK OVERLAP IMAGES, our routine is robust but 
not optimal. The appendix images showcase the importance of returning to the same field 
of view in the same plane when attempting to study the same population of neurons 
across sessions. They also highlight that the manually-generated cell mask is subject to 
gross human error: there are many cells on the reference day that were not captured by 
the mask. An ideal routine would follow a procedure designed to maximize the likelihood 
of returning to the same plane/FOV in V1. It would also involve automated cell mask 
generation, as other labs have done (Pachitariu et al, Allen Institute for Brain Science).  
Once we are able to effectively induce shifts in visual spatial attention, we have the 
framework and tools that will enable us to investigate whether mice and non-human 
primates share a common mechanism of visual spatial attention. Doing so will clarify 
whether the mouse model should be used to better understand the physiology and 
pathophysiology of visual spatial attention. 
  
 35 
 APPENDIX I: TWO-PHOTON IMAGING 
Ca++ ions are used to mediate intracellular signaling in nearly every type of cell 
found in biological systems. In the nervous system, neurons typically have cytosolic 
[Ca++] in the range of 50-100nM, but this concentration can increase by up to10-100X 
during periods of increased activity (Grienberger). Only free Ca++ is biologically active 
so this increase in concentration results in more unbound Ca++ that can function as a 
second messenger and mediate cellular responses such as transcription, exocytosis of 
neurotransmitter-containing vesicles, and synaptic plasticity (Ghosh and Greenberg). It 
was hypothesized that if cytosolic calcium levels increase transiently with neuronal 
activity, an intracellular calcium detector could be used to indirectly measure neuronal 
activity. This was first demonstrated in 1968 when Ashley and Ridgway simultaneously 
recorded membrane potential and intracellular calcium levels using a calcium-sensitive 
bioluminescent protein called aequorin that was discovered and characterized by 
Shimomura in 1962 (Ashley and Ridgway). They found that calcium-mediated light 
output from aequorin could be used to indicate the membrane potential of skeletal muscle 
cells. This demonstration ignited the field and many advances have been made in 
indicator and imaging technologies over the years since.  
The indicator used in this experiment is categorized as a single-fluorophore 
genetically encoded calcium indicator (GECI) of the GCaMP family. This indicator is 
composed of an enhanced green fluorescent protein (EGFP) that is flanked by calmodulin 
and calmodulin-binding peptide M13 (Grienberger). EGFP absorbs light at 485nm. and 
emits photons of wavelength 515nm. When calcium is present, calmodulin-M13 
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interactions allow for conformational changes that increase emitted fluorescence. GECI’s 
are loaded by viral transduction or by using transgenic mice.  
Imaging technologies were developed and implemented in parallel with the 
development of calcium sensing technologies. Two-photon microscopy was established 
in 1990 and has become one of the most commonly used techniques for imaging neurons 
found deep in the brain (Denk et al). In two-photon microscopy, two photons from the 
infrared spectrum can cooperatively excite a fluorophore that is typically excited by a 
single photon of shorter wavelength. This cooperation must occur in the femtosecond 
time window and absorption depends on the second-power of light intensity, strongly 
reducing excitation outside of the focal plane and bleaching of the signal (Grienberger). 
Low-energy photons that are used in two-photon microscopy are less scattered by 
pigment in the brain, allowing better tissue penetration and minimizing background 
fluorescence as compared to single-photon microscopy. Photons emitted by EGFP are 
directed to a photomultiplier tube (PMT) that is used to generate an image. 
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APPENDIX II: PSYCHOPHYSICS 
Psychophysics quantifies the relationship between physical characteristics of a 
stimulus and the sensory experience that they induce. In 1834, Ernst Weber became the 
first well-known psychophysicist by publishing Weber’s Law: Δ𝑆 = 𝐾 ∗ 𝑆 where Δ𝑆 is 
the minimal difference in strength between a reference stimulus S and a second stimulus 
that can be discriminated by the subject, and K is an experimentally determined constant. 
Weber’s studies came about after noticing that it is qualitatively easy to discriminate 1kg 
from 2kg, but not so easy to discriminate 50kg from 51kg. Δ𝑆 became known as the just-
noticeable difference in stimulus strength that can be detected with a given reference 
stimulus S, and constant K. Gustav Fechner extended Weber’s Law in 1860 to describe 
the relationship between stimulus strength and the intensity of sensation: 𝐼 = 𝐾 ∗ log (
𝑆
𝑆𝑜
) 
where K is an experimentally determined constant, S is stimulus strength and 𝑆𝑜 is the 
stimulus threshold. S.S. Stevens discovered that intensity of sensation across modalities is 
best described by a power function rather than a logarithmic relation and published 
Steven’s Law in 1953: 𝐼 = 𝐾(𝑆 − 𝑆𝑜)
𝑛 where all variables are the same as in Fechner’s 
Law and n is the unity exponent that is experimentally determined and modality-
dependent. For example, sensory of pressure on the hand has been found to be linear with 
stimulus strength and for that modality, n=1. Steven’s Law predicts that for a given K, S 
and n, the intensity of perceived sensory experience changes with stimulus threshold 𝑆𝑜. 
Stimulus thresholds can be experimentally determined from signal detection tasks and are 
commonly defined as the stimulus strength at which the signal is detected by the observer 
50% of the time.  
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APPENDIX III: SIGNAL DETECTION THEORY 
Signal detection theory is a theoretical framework that was developed by radar 
engineers during WWII, and is useful for approaching the types of questions found in this 
thesis. In the 1930’s, the United States Naval Research Laboratory invented radar and 
their early technology consisted of a large collecting dish with an antenna at the center. A 
transmitter would send out a radio wave, the dish would maximize the collection of 
reflected radio waves, and the receiver would transduce the captured signal. The system 
was often designed to rotate so that objects could be detected within a given perimeter of 
the radar’s location. A major shortcoming of this early technology was that it couldn’t 
distinguish enemy vessels from other objects in the environment that reflected radio 
waves. Also, changes in the weather or atmosphere could influence the system’s output. 
As such, radar operators were often in the ambiguous situation where they were uncertain 
whether an object was actually present and if it was, whether that object was an enemy 
vessel. To make the ambiguous situation more clear, radar engineers devised signal 
detection theory to quantify the probability that their system’s output was not caused by 
noise. Tanner and Swets extended this framework to the application of psychology in 
1954 (Tanner and Swets).  
Figure 14a shows hypothetical signal and noise distributions that might be 
observed from a noisy signal detection apparatus like radar. The distributions are found 
by recording the apparatus output when identical stimuli are either present or absent. 
When the signal and noise distributions overlap, the ideal observer cannot predict 
whether a stimulus caused the system’s output with certainty. The observer must select an 
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output threshold at which outputs above are categorized as ‘signal present’ and outputs 
below are categorized as ‘signal absent’. This is called the criterion. The vertical hash in 
14a shows an example criterion within the region of overlap. The area under the signal 
distribution to the right of the criterion is the hit rate; the percentage of outputs that will 
be identified by the ideal observer as being caused by a stimulus when a stimulus is 
present. The area under the signal distribution to the left of the criterion is the miss rate; 
the percentage of outputs that will be identified by the ideal observer as being caused by 
an absence of stimulus when a stimulus is present. The area under the noise distribution 
to the right of the criterion is the false alarm rate; the percentage of outputs that will be 
identified by the ideal observer as being caused by a stimulus when a stimulus is absent. 
Lastly, the area under the noise distribution to the left of the criterion is the correct reject 
rate; the percentage of outputs that will be identified by the ideal observer as being 
caused by an absence of stimulus when a stimulus is absent. It’s important to note that as 
the criterion changes, so do the hit and false alarm rates. 14b shows that for the given 
signal and noise distributions, the hit and false alarm rate both increase when the criterion 
is decreased. This makes sense because as the criterion decreases, the area under both 
distributions to the right of the criterion increases. Figure 14c illustrates that the hit and 
false alarm rates are also dependent on the mean and variance of each distribution. The 
Receiver Operating Characteristic (ROC) is also shown in 14c. ROC’s are created by 
plotting hit rate vs. false alarm rate as the criterion is modulated from the lowest recorded 
output to the highest recorded output. 
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Figure 14: Signal Detection Theory (David Heeger’s Lecture on SDT) 
The area under the ROC curve is the probability that an ideal observer will correctly 
predict whether a stimulus caused the apparatus’ output. If the signal and noise 
distributions do not overlap, the area under the ROC curve is equal to one and the ideal 
observer is able to predict the stimulus that caused an apparatus output with certainty. As 
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is the case with many systems like radar, biological systems are not perfect and are 
subject to noisy distributions that often overlap.  
Noise is typically split into two categories; external and internal noise. External 
noise has many sources and corresponds to any fluctuation in stimulus background 
intensity. For example, if you were an airplane pilot during WWII and wanted to use 
radar to detect an enemy aircraft, the detected signal might vary due to the quantal nature 
of electromagnetic radiation. The emitter is designed to send out a signal of a designated 
intensity that corresponds to N photons of the radio spectrum, but the actual number of 
emitted photons varies. This variation is one of many sources of external noise. Internal 
noise corresponds to any variation in internal response when identical stimuli are 
received at the transducer. In the context of the experiment I’ve described above, external 
noise could result from differences in pupil diameter or pupil location, whereas internal 
noise could result from differences in scatter/absorption of photons by the retina. In the 
latter case, stimuli of equal intensity would reach the retina but the output from a V1 
neuron could be predicted to have been caused by slightly different stimuli. Figure 15 
shows what the signal and noise distributions look like in our dataset. 
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Figure 15: Example signal and noise distributions from our dataset. A non-parametric ROC curve is created by 
plotting hit rate vs. false alarm rate as the criterion is modulated from minimal to maximal dF/F. The area 
under the resulting ROC (auROC) is the probability that an ideal observer would correctly identify whether a 
stimulus was present or absent. For the data displayed above, auROC=0.96. 
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APPENDIX IV: MASK OVERLAP  
Figure 16: Mean Ratio Within Imaging Sessions 
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Figure 17: Mask Overlap – Quadrant I 
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Figure 18: Mask Overlap – Quadrant II 
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Figure 19: Mask Overlap – Quadrant III 
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Figure 20: Mask Overlap – Quadrant IV 
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