Abstract. 2014 The paper describes a new method for the estimation of thermodynamic properties for simulated annealing problems using data obtained during a simulated annealing run. The method works by estimating energy-to-energy transition probabilities and is well adapted to simulations such as simulated annealing, in which the system is never in equilibrium.
Simulated annealing, the recent technique introduced by Kirkpatrick et al. [1] , exploits an analogy between physical systems and combinatorial optimization problems. The analogy gives rise to an algorithm for finding near optimal solutions to NP problems by simulating the cooling of the corresponding physical system. The algorithm has proved most effective in a number of contexts of scientific and industrial import [2] [3] [4] [5] [6] , being superior to the best known heuristics on many problems.
The basic analogy arises by identifying states of the combinatorial problem with states of a statistical mechanical system and identifying the cost function with the energy of such a system. The system is allowed to equilibrate by random walk according to the Metropolis algorithm [7] for progressively lower temperaures Tk with the aim of reaching the equilibrium distribution at a sufficiently low T such that the ground state, i.e the solution of the combinatorial optimization problem, has appreciable probability.
This paper introduces an effective technique for the estimation of the thermodynamic properties of the system over a whole range of temperatures from data gathered during an annealing run. As such it is a competitor to the method of McDonald and Singer [8, 9] . Our technique works by estimating a lumped transition probability matrix and is more effective for use with data collected while varying the temperature. Our method allows one to estimate the density of states, the mean energy, the heat capacity, and the relaxation time for a range of temperatures over which there has been an adequate sampling of attempted moves. We will refer to these properties collectively as a thermodynamic portrait of the system. In section 6 we present two examples comparing exact thermodynamic portraits with those measured during simulations. However, it is beyond the scope of this paper to attempt physical interpretations of the optimal solutions found. Such a portrait is useful for implementing schedules {Tk} which depend on thermodynamic properties [10] [11] [12] [13] [14] 3] , including the schedule with constant thermodynamic speed which keeps the mean energy at a fixed number of standard devia-tions from the equilibrium energy [3, [11] [12] [13] . Such schedules have been shown to yield a marked improvement of the performance of the simulated annealing algorithm [3, 11, 13, 14] . In particular, they have yielded a factor of 7 improvement on a seismic deconvolution problem [13] , a factor of 3 improvement on logic minimization [3] , and a factor of 100 improvement (with modified move class as well) on the traveling salesman problem [3] . While [15, 16] at T = oo is to make I N (co ) I constant over w, i.e. to make each vertex have the same number of neighbours. This property is expressed in the language of graph theory [17] as making the graph regular. II given by equation (2) The matrix G (T ) of lumped transition probabilities at temperature T between subsets Ai, i = 1, ... n, of a partition of n, i.e.
can be computed using two matrices V and U of size n x I d2 I and I d2 I x n respectively such that [18, 19] where L is a lumping operator, and V and U are defined by Thus G ( T ) is the lumped analog of r ( T [18] .
For the present paper, the all important special application of the above lumping procedure consists of lumping the infinite-temperature transition matrix II using the energy subsets Ai = {úJ I E (úJ ) = (21) which accumulate information and from which one can construct the estimators Once P is known, the equilibrium properties of the system such as mean energy E(T) and the heat capacity C (T) may be computed by finding its stationary distribution p which is the density of states and which gives the partition function Z(T) by means of formula (19) . From [11] [12] [13] 3] and which can also be characterized as the relaxation time of one Boltzmann distribution to a neighbouring Boltzmann distribution [12] . Under rather mild assumptions the two estimators in equations (24) and (25) [3, 11] . As illustrated in figures 3 and 4 below, our method gives quite good portraits from simulations. In particular annealing schedules T (t ) using data from the portraits produced significant improvement in the performance of simulated annealing runs [11, 13] (21) , were finally used to determine the density of states p(E), average energy E(T), heat capacity C ( T ), and relaxation time £ ( T) using equations (22, 23 and 25) . [6, 13, 27] , in the language of section 2 this amounts to a different move class for each parameter in the objective function. In particular it requires a separately estimated PS for each of the move classes and yields a proper Markov process only on using the combined transition matrix P = PIP 2 P3 ... P, for a full cycle [28] . For 
