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related to visual inspection. In recent studies, PND has been the most frequently applied procedure to quantify treatment effectiveness in single-case studies and also in meta-analyses (Schlosser, Lee, & Wendt, 2008) .
Nevertheless, despite its attractiveness to psychologists, PND is not a troublefree procedure (Allison & Gorman, 1994; Manolov & Solanas, 2008) .
Therefore, the main objective of the present investigation is to propose a modification of the PND procedure intended to overcome some of its limitations. The performance of the modified index is tested in the context of data sets with different characteristics such as presence or absence of confounding variables (i.e., trend, serial dependence) and of intervention effects. In order to contrast the percentages obtained against known data attributes, Monte Carlo methods were used to construct the data series.
Overcoming the drawbacks of PND
The present study proposes a data correction procedure to be implemented prior to applying the PND. The main aim of the procedure is to eliminate from data a possible preexisting trend not related to the introduction of the intervention. Since the proposal is basically a modification of PND adding an initial data correction step, we refer to the procedure as the Percentage of nonoverlapping corrected data (PNCD). Before a treatment is introduced (i.e., in an AB design's initial phase) it can be reasonably assumed that the behavior of the individual (y) or group studied is randomly fluctuating around a certain value, that is, y t = ε t . If there is a trend in the behavior, then y t = β • t + ε t , where β is the trend coefficient (equal to zero in absence of trend) and t is the value of the time variable. The original phase A consists of n A data points, which when differenced, lead to a new series of n A −1 values: Δy t+1 = y t+1 − y t .
In case there is trend in data Δy t+1 = [β • (t+1) + ε t+1 ] − [β • t + ε t ] = β • t+ β + ε t+1 − β • t − ε i = β + ε t+1 − ε t . ε t+1 and ε t are supposed to be independent and randomly and identically distributed, their mathematical expectancy is assumed to be zero. Given that
, an estimate of β can be obtained averaging the differenced data series, that is y  is used as  . After the trend in the baseline phase is estimated, the whole series (both phase A and B) can be corrected subtracting t  (the trend estimate multiplied by the measurement time) from the original data points. This operation is expected to remove trend from data and, thus, avoid inflation in the percentages obtained by means of PND. Trend is not estimated from the whole data series, since a change in level between the phases may be confounded for trend and such a correction may remove intervention effect. The steps necessary for computing both PND and PNCD are illustrated in a following section. Additionally, R codes were developed for computing both indices and are presented in the Appendices I and II for interventions aiming to increase and decrease the response rate, respectively.
As regards autocorrelation, a difference needs to be established between positive serial dependence and negative one. Higher degrees of positive autocorrelation can be represented by upward or downward trends and, therefore, it can be conjectured that a correction focusing on trend may also have influence on it and attenuate its impact on the effect size index. Negative autocorrelation, however, is related to alternations of dissimilar measurements.
It this case the effect of the correction procedure proposed cannot be foreseen and needs to be explored.
Outliers represent another data feature that can distort the magnitude of effect estimates provided by PND. For instance, a single extremely high value in phase A can mask a behavioral change taking place after the treatment is introduced. Outliers can be detected using statistical calculi and can be controlled by means of elimination, winsorization, etc. However, it has to be taken into account that in a single-case study the applied researcher possesses a thorough knowledge of the client and is able to identify which measurement is an extreme and potentially anomalous one and interpret it (e.g., seek for its reason) from a clinical, educational, social, etc. point of view. Such a theoretical interpretation may be more meaningful than an arbitrary statistical treatment of the unexpected datum.
Method

AB series' lengths
Short data series (N = n A + n B ) were included in the present study, since those are more feasible in applied settings: a) N = 10 with n A = n B = 5; b) N = 15 with n A = 5; n B = 10; c) N = 15 with n A = 7; n B = 8; d) N = 20 with n A = n B = 10; e) N = 30 with n A = n B = 15; and f) N = 40 with n A = n B = 20.
Data generation
For each combination of n A and n B data were according to the model proposed by Huitema and McKean (2000; 2007a) :
where y t is the value of the dependent variable at moment t, β 0 is intercept set to zero, β 1 , β 2 , and β 3 are the coefficients associated with trend, level change, and slope change, respectively, T t is the value of the time variable at moment t (taking values from 1 to N), D t is a dummy variable for level change (equal to 0 for phase A and to 1 for phase B), SC t is the value of the slope change variable being equal to 0 for phase A, and taking values from 0 to (n B − 1) for phase B, and ε t is the error term.
The error term (ε t ) was generated following two different models. The commonly used first-order autoregressive model ε t = φ 1 • ε t-1 + u t , with φ 1 ranging from -.9 to .9 in steps of .1. Since there is evidence that other models, especially a first-order moving average, can be used to represent behavioral data (Harrop & Velicer, 1985) , the MA(1) model ε t = u t − θ 1 • u t-1 presented in McCleary and Hay (1980) was studied using 19 values of θ 1 : −.9(.1).9.
According to the formula φ 1 = −θ 1 /(1 + θ 1 2 ), this meant that the degrees of autocorrelation ranged from −.4972 to .4972.
For both models the random variable u t was generated following N(0,1) and, additionally, an exponential and a uniform distribution with the same mean and standard deviation, since normal distribution are not always appropriate models for behavioral measurements (Bradley, 1977; Micceri, 1989) . The abovementioned distributions are relevant since they differ in terms of skewness and kurtosis from the Gaussian distribution.
The values of β 1 , β 2 , and β 3 (.06, .3, and .15, respectively) were chosen by trial and error, a procedure also followed by Parker and Brossart (2003) and Brossart, Parker, Olson, and Mahadevan (2006) , aiming to avoid floor and ceiling effects in the percentages obtained (Manolov & Solanas, 2008) . In addition, the values of those coefficients were determined in a way to produce equivalent mean shifts in the case of trend, change in slope, and change in level for n A = n B = 5 data series. In any case, the specific beta-values are not essential, since they only serve to construct data series with and without trend or intervention effect and, thus, create a common background for comparing PND and PNCD.
Analysis
Prior to presenting in detail the steps needed to carry out the two effect size procedures included in the present study, an example of a fictitious data set is presented. Consider a psychological single-case study educating parent to interact with children diagnosed with autism counting a child's desirable behavior of interest (e.g., communication) in each session (Symon, 2005) . The data gathered using the AB design structure (4, 4, 5, 3, and 7 positive communications during baseline and 7, 8, 9, 7, and 9 during treatment phase) can be represented graphically as shown on Figure 1 . In following section, the original and the proposed procedures are applied to the data set presented in order to illustrate their calculus.
INSERT 5) Apply PND: None of the phase B data points is greater than the phase A highest value (3.25) and, therefore, PNCD = 0%.
Simulation
The specific steps that were implemented in the Fortran programs (one for each of the six series' length) were the following ones:
1) Systematic selection of each of the 19 values of φ 1 or θ 1 .
2) Systematic selection of the (β 1 , β 2 , and β 3 ) parameters for data generation, leading to 8 different data patterns -autoregressive or moving average model with no effect or trend; trend; level change; slope change; trend and level change; trend and slope change; combined level and slope change; trend and combined level and slope change.
3) 100,000 iterations of steps 4 through 15.
4) Generate the u t term according to an exponential, a normal, or a uniform distribution, eliminating the first 50 random numbers using the next N ones.
5) Establish ε 1 = u 1 .
6) Obtain the error term ε t out of the random variable u t using the AR(1)
7) Obtain the time array T t = 1, 2, …, N. 9) Obtain the slope change array according to:
10) Obtain the y t array containing measurements (i.e., dependent variable):
11) Calculate PND on the original data (i.e., the y t array).
12) Correct data according to the procedure proposed.
13) Calculate PNCD on correct data.
14) Average the obtained percentages from the 100,000 replications of each experimental condition.
For data generation NAG libraries nag_rand_neg_exp, nag_rand_normal, and nag_rand_uniform were used. In order to guarantee suitable simulated data, the 50 values previous to each simulated data series were eliminated in order to reduce artificial effects (Greenwood & Matyas, 1990) and to avoid dependence between successive data series (Huitema, McKean, & McKnight, 1999) .
Results
When the data series represent solely random fluctuation (i.e., there is no trend, autocorrelation, or treatment effect), the percentages provided by PNCD are systematically larger than the ones provided by PND, as illustrated by 
INSERT FIGURES 2 AND 3 ABOUT HERE
Trend effect
In order to quantify the distortion of effect size estimates produced by trend, the ratio between percentages with and without trend in data was computed.
Therefore, a ratio close to 1 would indicate that trend does not introduce distortion, whereas values greater than 1 imply overestimation of the magnitude of effect. In the experimental conditions with no treatment effect simulated (Table 1) ratios > 1 entail an increment in false alarms, which is the case for PND in contrast with PNCD which maintains approximately the same magnitude estimates in presence and in absence of trend. This finding is applicable to all series lengths and errors' distributions tested.
INSERT TABLE 1 ABOUT HERE
When there is treatment effect (slope change, level change or both), the presence of trend leads to overestimation of the effect size obtained through PND, as Table 2 shows. In contrast, the estimates provided by PNCD are not affected by the confounding variable.
INSERT TABLE 2 ABOUT HERE
The ratios presented in Tables 1 and 2 show that the PND estimates become more distorted by trend when the number of measurements N increases. PNCD seems to deal effectively with trend for both shorter and longer data series.
Autocorrelation effect
The distortion of effect size estimates produced by serial dependence was quantified by means of the ratio between percentages computed for autocorrelated and independent data. Once again ratios of 1 imply no distortion and values greater than 1 are indicative of elevated false alarm rates in absence of intervention effect. In the case of exponential errors, for both AR(1) and MA(1) models PNCD performs worse than PND when there is negative autocorrelation, only slightly better for positive serial dependence. In contrast, for the normal and uniform errors, PNCD outperforms PND. For these two error distributions and AR(1) processes (Table 3 ) with φ 1 > 0 the difference between PNCD and PND increases for longer data series, whereas for φ 1 < 0 PNCD performs better only for N ≤ 20. For the MA(1) processes (Table 4) with negative values of θ 1 (i.e., positive autocorrelation) PNCD shows less distortion than PND, whereas for θ 1 > 0 it outperforms PND only for N ≤ 15, always referring to normal and uniform errors.
INSERT TABLES 3 AND 4 ABOUT HERE
Combined effect
In addition to the individual effects of each of this data features, their combined effect was studied following the same procedure for quantifying distortion. Table 5 shows that for AR(1) processes with trend, PNCD is much less affected by the confounding variables than PND, whose effect size estimate is quintupled in certain experimental conditions. For MA (1) processes (Table 6 ), the findings are similarly favorable for PNCD.
INSERT TABLES 5 AND 6 ABOUT HERE
Discrimination between data patterns
In general the desirable characteristics of an effect size procedure are to be sensitive to intervention effects and not to be affected, for instance, by trend or serial dependence. Hence, an optimal performance (illustrated by Figure 4) would imply: a) low effect size estimates in absence of treatment effect; b) low effect size estimates when there is only general trend; c) higher estimates when there are actual changes in the response rate due to intervention.
INSERT FIGURE 4 ABOUT HERE
Comparing this ideal discrimination to the estimates obtain by means of PND and PNCD, it can be seen that there is a greater resemblance in the case of the latter procedure. That is, a combined effect (both change in level and in slope) yields a greater effect size estimate than an individual effect and the percentage obtained in absence of intervention effect is even lower.
Additionally, trend does not shift estimates up as is the case for PND, which detects trend as an intervention effect. Figure 5 illustrates these findings for the shortest series length studied.
INSERT FIGURE 5 ABOUT HERE
Discussion
The present investigation proposes a data correction step to be introduced prior to applying the percent of nonoverlapping data as a technique for quantifying treatment effectiveness. The modified procedure is compared with the original in the context of data sets generated with known attributes such as trend, autocorrelation and treatment effect. For applied researchers, the results obtained suggest that PNCD is an effective method to deal with trend and can, therefore, be used in situations when pre-intervention measurements are not pure random fluctuation. Unstable baselines have been regarded as undesirable, but they can be common in applied settings where the introduction of the treatment is subjected to factors that cannot always be controlled by the practitioners. Although a professional might be reluctant to initiate the intervention when there is trend in data, treatment administration may be imposed by institutional time schedules, client's availability, etc. In such case, some kind of statistical control is advisable (Kazdin, 1978) and it can be achieved by means of the procedure proposed here. Apart from behavioral data with baseline trends, another potential context for application of PNCD are studies in which the data points are not sufficiently spaced in time and can present a sequential relation. PNCD ought to be preferred to PND in these cases, due to the fact that autocorrelation is more problematic for latter.
Whenever the behavioral measurements are not serially dependent and do not present trend, PND may be a better option than PNCD, since it produces lower magnitude of effect estimates. This difference in the estimates implies that in the abovementioned cases PND is less likely to label an intervention as effective when it is not. It has already been discussed that different effect size procedures may lead to different conclusions about the degree of treatment effectiveness for the same data set (McGrath & Meyer, 2006; Parker et al., 2005) . In the particular case of PND and PNCD, the difference in estimates implies that the interpretation benchmarks proposed by Scruggs and Mastropieri (1998) cannot be applied directly to PNCD. On the other hand, there is evidence that PND is a conservative as compared to other procedures for estimating magnitude of effect (Jenson et al., 2007) . Therefore, the effect size estimates provided by PNCD may resemble more the ones obtained by other models.
From a methodological perspective, PNCD can be regarded as an attempt to improve a procedure that is attractive to applied psychologists and is frequently employed by them. The aim is not only to achieve a better performance but also to maintain the simplicity of the technique. Therefore, we consider that the modifications balancing statistical properties improvements and low levels of calculus/interpretative complexity have to be encouraged. Furthermore, the present study follows the practice of offering data analysis programs for single-case designs in freeware like R (e.g., Bulté & Onghena, 2008); a practice we deem ought to be promoted.
The current investigation only focused on AB designs, although the results are potentially applicable to multiple-baseline designs (Busse, Kratochwill, & Elliott, 1995) . The data sets used in the present study were constructed using permanent linear trend, constant variance and constant autocorrelation throughout the whole series. This data assumptions are common to simulation studies on N = 1 designs (e.g., Huitema & McKean, 2007a; 2007b; Matyas & Greenwood, 1990; Brossart et al., 2006; Parker & Brossart, 2003) . Thus, future studies may explore the performance of PNCD for ABAB designs with curvilinear trends computing the percentage for each change in the condition as suggested by Kromrey and Foster-Johnson (1996) . Additionally, comparative studies such as the present one which center on finding the technique that performs better need to be complemented by precision studies in order to identify techniques that perform well, that is, yield accurate estimates of the effect sizes simulated. 
