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A state space model for a class of Large Homogeneous communication etworks 
with Markovian access control disciplines is considered. It is assumed that each 
user has a finite or infinite buffer. Asymptotic analysis of the resulting stochastic 
finite-difference quations reveals the following, previously unknown properties 
common to all networks in this class: (i) the load line is an algebraic curve of order 
N, where N is the length of the buffers; (ii) for N = 00, the average steady state 
buffer occupancy is y, = y,/(l - y,) where y, is the intersection point of the load 
and transmission lines; an analogous expression is derived also for N < co; (iii) the 
local stability of a steady state is determined by the slopes of the load and 
transmission lines. Numerical experiments are described to support these findings. 
The results of this paper give a solution to the problem of dynamic analysis of 
Large Homogeneous communication networks with Markovian access control 
disciplines if the steady state is unique. The case of multiple steady states is 
considered in Part II. ~c‘ 1984 Academic press, 1”~. 
1. INTRODUCTION 
A large number of access control disciplines have been suggested during 
the last decade for a collision channel. These disciplines (also called 
protocols or algorithms) range from completely centralized ones, such as 
Time or Frequency Division Multiple Access where each user has a 
preassigned time or frequency slot, to completely decentralized ones, such as 
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ALOHA where no coordination among the users is a priori introduced. Due 
to several important advantages, attention has been drawn mainly to the 
decentralized isciplines. A good review of this area is given in [ 11. 
The suggested access control procedures generated a number of articles 
devoted to the methods of analysis of these complex nonlinear stochastic 
dynamic systems: (finite or infinite) population of users interacting through a 
collision channel. The following techniques have been developed: (1) the 
load line approach [2]; (2) the drift method [3]; (3) the diffusion approx- 
imation approach [4] ; (4) the balance equation method [5] ; (5) the dual 
Markov chain method [6]; and (6) an asymptotic approach [7]. Though 
most of the analysis in [2]-[7] has been carried out for the ALOHA system, 
the developed techniques are more general in nature. However, most of them 
(with the exception of [6]) are based on the assumption that each user has a 
buffer capable of storing only a single packet. This assumption, though a 
convenience for theoretical investigation, could hardly be considered prac- 
tical. The dual Markov chain method is free of this assumption and probably 
can be viewed at present as the most complete technique. However, the 
application of this method to a given specific access control discipline is not 
obvious and, even if it is, involves a large amount of numerical com- 
putations. 
In the present work, which could be considered as a continuation of [7] 
where a single buffer case was considered, we develop an asymptotic method 
of analysis for a class of so called Large Homogeneous decentralized 
communication networks with Markovian access control disciplines. Each 
user is assumed to have a buffer of finite or infinite length. On the basis of 
this method, the following previously unknown properties of communication 
networks with decentralized access control disciplines are established: 
(i) The load line for a system where each user has a buffer of length 
N (1 < N < co) is an algebraic curve of order N. 
(ii) For N = co, 
i 
Yis =Yls, 
where yiS is the steady state fraction of users with ith buffer being occupied. 
Consequently, the average steady state buffer occupancy is 
For N< co, 
Yis =Yls 
Y(i-1)s -yNs 
1 -YNs * 
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(iii) The asymptotic stability of an equilibrium point for 1 < N < 5 is 
shown to be determined by the condition 
where P(y l) and L(y ,) are the transmission and load lines, respectively. For 
N > 5, this relationship is hypothesized to be the condition of asymptotic 
stability. Numerical experiments for 5 < N < co support this hypothesis. For 
all N, the equilibrium point is unstable if the above inequality is reversed. 
(iv) The state space portrait of the system contains a one dimensional 
stable manifold. All trajectories converge rapidly to this manifold and then 
evolve slowly along it. The shape of the stable manifold is close to the curve 
describing the steady state relationship between the y;s. This means that the 
y:s rapidly converge to their steady state relationship and after that the 
evolution of y,(t) (i = l,..., N) becomes almost one dimensional. 
(v) The dynamics of the system can be reduced to a birth and death 
process defined on the one dimensional stable manifold. 
(vi) The measure of stability of each metastable steady state can be 
described through its mean residence time. A new asymptotic procedure for 
the residence time calculation is developed. Simulations show that this 
procedure results in acceptable precision. 
The work is presented in two parts. In the first one, claims (i)-(iii) are 
proved; the second part justifies (iv)-(vi). 
2. DEFINITIONS 
We assume throughout this work that (1) the information to be 
transmitted across the channel is in a packet form; (2) the network time is 
slotted with a slot duration T, and only one packet can be successfully 
transmitted during a slot; (3) the propagation delay and the channel noise 
are zero. With only minor changes, the technique developed below is 
applicable to channels with nonzero propagation delay and noise. 
DEFINITION 1. An access control discipline is said to be Markovian if 
there exists a sequence of moments {T, , n = 0, l,... }, [T,+ , - Tn] = k,, T, 
k, > 1, such that the probability Pf, of successful transmission of 2 packets 
(0 < 1 < k,) during the interval [T,, , T,, 1] is 
P: = P:(m(T,)), (1) 
where m(T,) is the number of busy (i.e., having at least one packet) users at 
time Tn. 
409/103/2-I3 
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A number of access control disciplines described in the literature are 
Markovian. For instance, the Symmetric ALOHA of [8] and the Racing 
Discipline of Multiple Access of [9] are Markovian with k, = 1, Vn; for the 
Group Random Access [lo] and IFFO protocols [I], k, = K > 1, Vn; for 
the Tree Algorithm [ 111, k, = epoch duration. 
Remark 1. The technique developed in this work can be applied to a 
more general (than the Markovian) class of access control disciplines. 
However, in this case the development would require more details and will 
be addressed elsewhere. 
Let {&r(n), n = 1, 2,...} be a random sequence where tar(n) represents the 
total number of packets generated in the network during the time interval 
IT,,, Tn+,l. 
DEFINITION 2. A communication network is said to be large if the 
following inequality holds, almost surely, for all n: 
<,,(n) < r = const., r < M, (2) 
where M is the total number of users in the network. 
Let ps, s = 0, l)...) r, be the probability that s packets are generated in the 
network during the interval [T,,, T,+ i]. Let Ni be the buffer length of the ith 
user. 
DEFINITION 3. A communication etwork is said to be homogeneous if 
the generated packets are distributed uniformly among the stations, and 
Ni = N, i = l,..., M. (3) 
Thus, in a homogeneous network the packet inputs to all users are iden- 
tical, as are the storing capabilities. 
In what follows we study the behavior of large Homogeneous 
communication networks, with Markovian access control disciplines 
assuming, without loss of generality, that 
k,= 1, r= 1. (4) 
Also we do not restrict the analysis to a specific access control discipline. 
Instead we consider two generic types of probability of transmission, 
Pi(m) = W47 (5) 
which represent the properties of many access control disciplines. These 
probabilities are represented by type-1 curve, 
JXm> = P/64) m exp{-(2/64) m} (Fig. 1, curve I), 
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FIG. 1. Probability of transmission. 
and by the type-II curve P,,(m) = (15/64) m exp{-(6/64) m} (Fig. 1, curve 
11). Analysis of several specific access control disciplines based on our 
method will be presented elsewhere. 
3. STATE SPACE MODEL 
There are two ways of introducing a state for a system of M < co users 
with buffers of length N < co; “vertical” and “horizontal.” 
The vertical state is defined as a vector u E RM with integer components 
ui E (0, l,..., N), where ni is the number of packets stored in the buffer of the 
ith user. 
The horizontal state is defined as a vector h E RN with integer components 
hi E {O, I,..., M}, where hi is the number of users having at least i packets in 
their buffers. 
In spite of the fact that the vertical state description requires no 
assumption of homogeneity, we choose in the present work the horizontal 
description, because in terms of vertical variables the main characteristic of a 
Markovian access control discipline, P,,(m), has a complicated form 
if ui# 0, 
Ptr~m)=P(~lslTui)~ ““i:i if ui=o, 
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whereas horizontal state description yields a simpler expression 
The horizontal state space model of a Homogeneous communication 
network with a Markovian access control discipline and buffers of the length 
N can be written as 
h,(n + 1) = h,(n) + W(n) - 1) - (1 -G(n)) C,(n), 
h,(n + 1) = h,(n) +qrtn> - 2) - (1 - C,(fl)) klJl rktn), 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
N-l 
hN-1(n + 1) = h,-,(n) + @(n) -N + 1) - (1 - &&)> n ‘tk@), (6) 
k=l 
hNtn + I> = hNtn) + ‘(b> -N) - kfil tk@), 
6(z) = 1 if z = 0, 
=o if z # 0, 
M>h,>h,>...>O. 
For the case of infinite buffers, the pattern of the first N - 1 equations in (6) 
is continued indefinitely. 
In (6), r;(n) and ri(n), n = 0, l,..., are sequences of independent random 
variables. For each n, c(n) and all (i(n) are mutually independent. c(n) 
describes the packet arrival process, takes values 0, l,..., N, and is distributed 
according to 
P{&z) = i ( h,(n) = h,,..., h,(n) = hN} = Pa@-, - h,)/M, 
i = l,..., N, ho= 1, P,, =pl. (7’) 
Obviously, &z) = i means the arrival of a packet to a user which had i - 1 
packets in its buffer at time n - 1. 
The <i)s characterize the packet transmission process and buffer 
occupancy, take values 0 and 1, and are distributed according to 
P{&(n) = 1 1 h,(n) = hl,..., h,(n) = hN} = P,,(h,), (7”) 
P{<,(n)= 1 ) h,(n)=h I,***> h,(n) = hN} = hi/hi- 13 i = 2,..., N. 
Clearly, cl(n) means a successful packet transmission; &(n) = 1 (i = 2,..., N) 
means that a user with i - 1 packets in its buffer has, in fact, i packets. 
Due to the fact that the distribution of the es and c depends on the state 
variable h, the analysis of (6) and (7) is nontrivial, 
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4. MODEL REDUCTION AND SIMPLIFICATION 
In order to reduce (6) and (7) to a form suitable for asymptotic analysis, 
we introduce the normalized horizontal variable, x(n) = h(n)/M, and denote 
E = l/M. For large communication etworks, E < 1. 
In terms of x and E, (6) and (7) can be written as 
Xl@ + 1) =x,(n) + &t@(n) - 1) - (1 - b(n)) W)lY 
.  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . . I . . . . . .  
-?hb+ l)=-%(n)+& jB(i(n)-N)- fi r,cn,]. 
k=l 
1 >x* 2x,> *** 20, XiE [O, l/M,2/M )...) 1); (8) 
P([(n) = i / x,(n) = x, ,..., xJn) =x,} = (xi-* -Xi)Par, 
x0= 1, (9) 
P{&(n) = 1 I x,(n) = x, ,***, x&) =x,} = P,,(Mx,) 2 Pf$l), 
P{&(n) = 1 ( x,(n) =x, )..., XNQz) = XN} = Xi/Xi- 1) i = 2,..., N. 
Equations (8) and (9) represent a slow Markov walk process. An 
asymptotic method of analysis for such processes has been developed in [ 121 
(see also [7]). According to this method, consider the following deterministic 
finite-difference system: 
y,(n+ l>=Yl(n)+E{ll -Yl(n>lP,r 
- [(y,(n) -Y*(n)YYI(n)l cxYI(4)I~ 
Y*@ + 1) =Y*(n> + &{lY‘@> -.%@)I par 
- [(y,(n) -Ydn>)/Yl(n>l P3YlWL (10) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . * . . . . . . . 
YN-I@ + l)=Y,-,@I + &([YN-2@) -k,(n)1 pa, 
- ICY,-I@) -Y,(n)>/Y,(n)l exYl(m 
Y& + 1) =yh@) + &{IYN-1(n) -Y,(n)1 pa, 
- [Y&)/Y,(n)1 cxYI(~)>I~ l >Yi>Yj+lh”9 YiE [O, l] 
(N < co; for N = co, the pattern of the first N - 1 equation is continued). 
Here the expression in braces is the conditional expectation of the 
expression in brackets in (8), given x(n) =y(n). 
If <(yi) is a Lipshitz function, Eqs. (8~(10) meet the conditions of 
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Theorem 1 of [12]. Consequently, for any c > 0 there exists so(u) such that 
for all O<E,<E~ and nE [n,,n,+ l/e] 
Prob{]Jx(n) -y(n)]] < u} > 1 - 0. (11) 
Thus, the properties of (10) describe those of (8) and (9) on a finite time 
interval (of the order l/e) with high probability if E is small enough. 
Assume now that a continuous time version of (10) 
4j1= [l -Y*lPar - [(VI -Y*YY11cxYJ 
h-1 = Lh-2-h-JG- [(Y&l -YN)/YllP:(Y*) 
(12) 
Jh= [YN-1 -YNlpar - [YNIYII CXYJ 
has an equilibrium point which is globally asymptotically stable. In this case, 
as it follows from Theorem 2 of [ 121, (11) holds for all n E [n,, co), and the 
correspondence of (8), (9), and (10) is valid on an infinite time interval. 
From [ 121, it also follows that for any u the theoretical estimate of E, can 
be given as u16. Obviously, this is a very conservative stimate. In order to 
find a “practical” value of E which guarantees a good agreement between the 
solutions of (8), (9), and (lo), a computer experiment was carried out. 
Equations (8), (9), and (10) with P,,(m) = (5/64) m exp{-(2/64) m} were 
solved numerically for various values of P,,, x(O), N, and a. The results for 
N = 3 and M = 16 and 64 are illustrated by Fig. 2 in the case of x,(O) = 
y,(O) = 1, x,(O) =y2(0) = 0.5, x3(O) =y3(0) = 0. Obviously E = l/64 defines 
a practically good (-15 %) agreement. Thus E < 0.02 ensures accentable 
dynamical precision of the averaged escription (10). 
5. STEADY STATES AND LOAD LINE 
From (lo), it follows that the steady states of a Large Homogeneous 
communication etwork are defined by the expressions 
(1 -Y?vs) pa, = WYlS>9 (13) 
Yis =Yls 
Y(i- 1)s - YNS 
l-YN, ’ 
if N<co, (14) 
and 
pa, = PtxYlSh 
I 
Yl, =Yls, if N=co. 
(15) 
(16) 
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FIG. 2a. E = l/16, P,,=O.5. 
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FIG. 2b. E = l/64, Par = 0.5. 
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Using (14), y,, can be expressed as a function of yls, 
YNS = YdYlS)7 (17) 
where yNs(.) is an algebraic function of order N. Several examples ofy,,(y,,) 
are shown in Fig. 3 for N = 2, 10, and co. Substituting (17) into (13), we 
obtain an equation for yls: 
[l -YNs(Yls)l par =mYld 
The left-hand side of this equation is referred to as the loud line: 
(18) 
~(Yl,9P,,) =[l -YhdY1,)1 par* (19) 
Several examples of the load line for N = 1,2, 3, 10, and co are shown in 
Figs. 4 and 5. The right-hand side of (18) can be called the transmission line. 
Each intersection of these two lines (Figs. 4 and 5) gives the first component 
yl, of the steady state; y2%,...,yNs are then calculated through (14), (17) or 
(16); the average buffer occupancy is finally calculated as 
y, =y,, 5 Y(i-1)s -YN(YIS) , 
N<m 
i= 1 1 -Y‘v(Y1s) 
or 
YlS 
ys=--ylS 
N= 00. 
(20) 
(21) 
Consequently, (14), (16), (17), and (19)-(21) prove claims (i) and (ii) from 
the Introduction. 
YP y10 
‘T A 'T I 
FIG. 3a. Steady state occupancy. FIG. 3b. Steady state occupancy 
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FIG. 4. Unique steady state. 
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FIG. 5. Multiple steady states. 
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In order to evaluate the precision of the theoretical prediction of (20) and 
(21), an experiment was carried out. Equations (8) and (9) were solved 
numerically and the average steady state buffer occupancy was estimated for 
P:(Y~> = (V64) m exp{-(2/64) m} and various values of M, N, and P,,. The 
results are presented in Table I. Empty blocks in this table correspond to the 
situation where either PK(yJ and L(y,) do not intersect or multiple steady 
states occur. Note that N= co means that no packet rejection takes place. 
Analyzing these data, we conclude that E 5 0.05 ensures acceptable precision 
of the steady state calculation based on the averaged equation (10). 
6. LOCAL STABILITY ANALYSIS 
For sufficiently small E, the dynamics of (10) and (12) are identical. 
Indeed, denoting y(n) as Y(W), (10) can be rewritten as 
Y(@ + 1) E)-Y(ne) 
& = Y(Y@&>)Y 
where Y(y) is the vector of the right-hand side of (12). As E + 0, (22) 
converges to (12). For this reason, the analysis of the dynamics of 
communication etworks is presented below in terms of (12). 
First, for N= 1 the necessary and sufficient condition of asymptotic 
stability obviously is 
(p3:,=yl, > -ps,9 
which can be rewritten as 
mI=YIs > L6=Yls* (23) 
Here y, is a steady state and L = L( yi, P,,) is the load line defined by (19). 
Next, for N = 2, the sufficient condition of asymptotic stability, as it 
follows from the indirect Liapunov method is 
(Pf&, > -P,, 
[ 
I+ y2s(;iy2s)]/[ 1 ++%I. (24) 
The sufficient condition of instability of ys is defined by the reversed 
inequality. It is easy to verify that the right-hand side of (24) is the partial 
derivative of L(y, P,,) with respect to y at y = y,,. Thus, (23) is the 
TA
B
LE
 
I 
M
: 
8 
16
 
64
 
N
 
pa
r:
 
0.
2 
0.
4 
0.
6 
0.
8 
1.
0 
0.
2 
0.
4 
0.
6 
0.
8 
1.
0 
0.
2 
0.
4 
0.
6 
0.
8 
1.
0 
3 
Th
eo
. 
0.
47
3 
1.
14
7 
1.
69
6 
2.
05
3 
2.
27
3 
0.
20
8 
0.
53
7 
0.
96
7 
1.
38
9 
1.
72
6 
0.
04
5 
0.
10
7 
0.
19
7 
0.
35
6 
0.
80
3 
Ex
p.
 
0.
22
7 
1.
10
5 
1.
61
4 
2.
04
9 
2.
21
8 
0.
22
6 
0.
52
0 
0.
94
 1
 
1.
39
3 
1.
73
1 
0.
04
3 
0.
11
6 
0.
19
6 
0.
34
6 
0.
86
2 
Er
r.
 %
 
52
.0
 
3.
7 
4.
8 
0.
2 
2.
4 
8.
7 
3.
2 
2.
7 
0.
3 
0.
3 
4.
4 
8.
4 
0.
5 
2.
8 
7.
3 
10
 
Th
eo
. 
0.
53
3 
2.
70
8 
6.
86
2 
8.
48
6 
9.
05
8 
0.
21
0 
0.
63
3 
1.
88
0 
5.
10
9 
7.
35
5 
0.
04
5 
0.
10
7 
0.
20
1 
0.
38
8 
7.
98
9 
Ex
p.
 
1.
23
2 
2.
55
1 
7.
87
7 
8.
93
6 
9.
26
4 
0.
20
5 
0.
62
4 
1.
90
6 
5.
08
9 
7.
57
9 
0.
04
5 
0.
11
7 
0.
19
4 
0.
37
2 
8.
05
2 
Er
r.
 %
 
13
1.
1 
5.
8 
14
.8
 
5.
3 
2.
2 
2.
4 
1.
4 
1.
4 
3.
9 
3.
0 
0 
9.
3 
3.
5 
4.
1 
0.
1 
co
 
Th
eo
. 
Ex
p.
 
Er
r.
 %
 
0.
53
3 
3.
46
4 
0.
21
0 
0.
63
3 
2.
03
0 
0.
04
5 
0.
10
7 
0.
20
1 
- 
~
 
1.
23
2 
2.
55
 1
 
0.
20
5 
0.
62
4 
1.
90
6 
0.
04
5 
0.
11
7 
0.
19
4 
- 
~
 
13
1.
1 
26
.4
 
2.
4 
1.
4 
6.
1 
- 
- 
0 
9.
3 
3.
5 
494 CICERO, MEERKOV, AND SCHUSS 
sufficient condition of asymptotic stability for N = 2. The sufftcient 
condition of instability for N = 2 is 
Note that in the multiple steady state case (Fig. 5), two stable steady states 
are nodes and an unstable one is a saddle point. 
Further, for N = 3 the sufficient condition of asymptotic stability is 
(m:=,,s > -par 1 + [ 
Y*,(l -Y3,) + Y3dl -Y3A2 yf, 3 
YlS Ii 
[ l- 1 -Y3s E+- + (1 -Y3$ _ (1 -Y3s)Y3s ) YIS 2 YlS 2 Yl, 1 (26) 
where again the right-hand side coincides with LJEYls; instability takes place 
if the sign of inequality in (26) is reversed. 
Conditions (24) and (26) exhibit a pattern: for an arbitrary N we can 
write 
>-Pa, 1+ 
[ 
Y,,(l -YNs) + Y,,(l -YyNs12 + .., + YNSU -YNsY 
2 
YIS 
3 
YlS 
N 
Yl, Ii 
[ 1 (l -YNs)Y3s- ... _ (I -h~~-~yN Y2s Yl, 2 YlS Yl, 
+ 1 -YNs -+ . . . + (l -YNdN-- 
YIS 
N-l 
YlS 
(27) 
A direct verification of this expression for N = 4 and 5 shows that (1) this 
is indeed a sufficient condition of asymptotic stability of y,; (2) the right- 
hand side of (27) is L’(y,Par)y=y,,. Thus, (23) is a sufficient condition of 
asymptotic stability of yS for N = 4 and 5. 
Verification of (27) in the general case seems to be a complicated 
proposition because of the difficulty in converting a large number of Hurwitz 
inequalities for a quasi-continuant of the form 
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where 
CxYl) I 
a=-Par+Y*s - [ 1 - tex,=Y,,~ 
y+,;,;i;i YJS [+q;,;y,s, P=P,,-Y2s ~ 
a = -p,, - PK(YlS)/YlS~ b =exYls)/Yls~ 
and 
Yi= I-Y(i+Z)s +Y(i+J)s “(“) ’ ’ kl YI’YIS 
to a single condition (23). Thus, we hypothesize that the sufficient condition 
of asymptotic stability of the equilibria of (10) is (23). Numerous computer 
experiments with 6 < N < co support this hypothesis. 
As far as instability is concerned, (25) is a sufficient condition for any N. 
Indeed, (27) is necessary for the last coefficient in the characteristic equation 
corresponding to matrix (28) to be positive. Since the first coefficient of this 
characteristic equation is positive, (25) is a sufftcient condition for 
instability. 
The above justifies claim (iii) from the Introduction. 
Remark 2. It is possible to construct a Liapunov function for (12). 
However, this Liapunov function, firstly, gives a sufficient condition of 
asymptotic stability further removed from the sufficient condition of 
instability (25) and, secondly, does not result in such a closed, one dimen- 
sional form as (23) and (25). 
Remark 3. Intuitively it is clear that (12) does not have oscillating 
modes. Indeed, (12) defines a flow directed from yi+ i to yi. In other words, 
the flow is oriented only in one direction. Thus, no sustained or decaying 
oscillations are possible. The absence of closed orbits for N = 2 follows also 
from the Bendixon theorem if Pt(yl) > Pff( y?) y;C( l/y,), y, E [y,*, 11, 
where y: maximizes PE(yl). 
7. A CONCLUDING REMARK 
This paper gives a solution to the problem of dynamic analysis of Large 
Homogeneous communication networks with Markovian access control 
disciplines if the equilibrium position is unique. The multiple steady state 
case remains unsolved. Indeed, in the multiple steady state situation the 
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solutions y(n) of (10) approximate the solutions x(n) of (8) and (9) only on 
time intervals of the order l/s. On the larger time intervals, x(n) may have a 
finite residence time in the domain of attraction of every equilibrium 
position-a phenomenon which does not exist in (10). The problem of 
residence time calculations is studied in Part II of this work. 
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