ABSTRACT Visual-inertial SLAM systems achieve highly accurate estimation of camera motion and 3-D representation of the environment. Most of the existing methods rely on points by feature matching or direct image alignment using photo-consistency constraints. The performance of these methods usually decreases when facing low textured environments. In addition, lines are also very common in man-made environments and provide geometrical structure information of the environment. In this paper, we increase the robustness of visual-inertial SLAM system to handle these situations by using both points and lines. Our method, implemented based on ORB-SLAM2, makes the combination of points, lines, and IMU measurements in an effective way by selecting keyframes very carefully and handling the outlier lines efficiently. The cost function of bundle adjustment is formed by point, line reprojection errors, and IMU residual errors. We derive the Jacobian matrices of line reprojection errors with respect to the 3-D endpoints of line segments and camera motion. Loop closure detection is decided by both point and line features using the bag-of-words approach. Our method is evaluated on the public EuRoc dataset and compared with the state-of-the-art visual-inertial fusion methods. Experimental results show that our method achieves the highest accuracy on most of testing sequences, especially in some challengeable situations such as low textured and illumination changing environments.
I. INTRODUCTION
Simultaneous Localization and Mapping (SLAM) aims to estimate the motion of the sensor and build a map of the environment in real time. Visual SLAM has been a hot research topic in the Computer Vison and Robotics communities. The accurate estimation of the 3D position and orientation of a camera is very useful in many applications such as mobile robot navigation, autonomous driving, 3D reconstruction [1] and augmented reality. Monocular, stereo, omnidirectional and RGB-D cameras are the main sensors for visual SLAM. At the same time, inertial measurement unit (IMU) sensors provide self-motion information. The information of acceleration and angular velocity from IMU makes great improvement to SLAM systems, which can even work in some frames where visual observations may be unavailable. The combination of camera and IMU has attracted great interest. Visual-inertial SLAM shows higher robustness and accuracy than visual-only methods.
Most of existing visual-inertial fusion methods can be divided into loosely-coupled and tightly-coupled approaches. Loosely-coupled approaches [2] , [3] separately estimate the IMU data and vision, and then make a fusion of two results. In contract, tightly-coupled methods [4] - [8] jointly optimize over all the sensor states by one estimator, which receive more accuracy and robustness. Recently many researches have been focused on tightly-coupled fusion methods that use filtering or non-linear optimization. Filtering-based methods propagate the IMU measurements to predict states while visual measurements are designed to update the latest states. Meanwhile, optimization-based approaches use a non-linear optimization framework to minimize a joint nonlinear energy function with IMU and visual residuals.
Although the performance of some visual SLAM systems is very impressive, they usually work in well textured scenes only using point features as visual measurements. It is very common that the performance of these SLAM methods always decreases in low textured and illumination changing environments in which it is very difficult to detect and track point features. To a certain extent, the combination of visual and IMU has improved the performance under those situations. As most of the low textured environments may contain line segments especially in manmade buildings. It will be very possible to extract lines from them. It is obvious that the visual-inertial SLAM may become more robust if we make a combination of point and line features.
To our best knowledge, few methods combine point and line features in visual-inertial SALM system using optimization-based method. To increase the robustness of the visual-inertial SLAM, a tightly-coupled optimizationbased method, named SVIPL-SLAM (Stereo Visual-Inertial Point Line SLAM) and making a combination of points and lines has been proposed by us. Meanwhile, the method is mainly built upon the ORB-SLAM2 [10] , [11] framework. To achieve the best performance, we combine points, lines and IMU measurements in a very effective way by selecting the keyframes carefully and removing the outlier lines efficiently. We have derived all the Jacobian matrices of line reprojection errors with respect to the 3D endpoints of line segments and camera motion, which is very important to solve the optimization problem. We have evaluated our method in EuRoC [12] dataset and compared with other state-of-the-art SLAM systems (OKVIS [5] , ROVIO [6] and VI-ORB [7] ). In experiments we demonstrate the benefits of tightly-coupled IMU integration with our stereo visual SLAM by combining point and line segment features. Our method shows better performance on challengeable sequences with low textured and illumination changing environments.
The rest of the paper is organized as follows. Related work in visual-only and visual-inertial SLAM is given in Section II. The overview of the proposed SVIPL-SLAM system is described in Section III. Section VI introduces the formulation of the point line based visual-inertial SLAM. The detail description of our optimization-based point line visualinertial SLAM including the three threads can be found in Section V. Section VI summarizes the experimental evaluation. Finally, conclusions are provided in Section VII.
II. RELATED WORK
In this section, we describe the related work on SLAM. Visual-only SLAM systems are generally divided into feature based and direct approaches. As for visual-inertial SLAM or odometry, filtering and optimization based methods are discussed.
A. VISUAL-ONLY SLAM 1) POINT FEATURE BASED SLAM Mono SLAM [13] can be considered as the first filter-based SLAM. A Bayesian framework was used and the first-order uncertainty of camera motion and feature measurement was propagated by it. Parallel Tracking And Mapping (PTAM) algorithm, introduced by Klein and Murray [14] , was a breakthrough of real time visual SLAM. PTAM decoupled localization and mapping in two threads that ran in parallel. In PTAM FAST points were detected and tracked as visual features. After that, a remarkable stereo SLAM system was ORB-SLAM2 [11] that used ORB features for data association. ORB-SLAM2 provided a more robust and precise camera tracking and mapping method, which ran in real time through using three threads. However, the performance of these methods could decrease in poor textured or illumination changing situations. To solve this, we extended the ORB-SLAM2 to visual-inertial SLAM and the combination of points and lines were used as feature measurements.
2) LINE FEATURE BASED SLAM
A remarkable method that uses line features is [15] . The authors proposed an Extended Kalman Filter SLAM system (EKF-SLAM) using line features. Other methods employed edge features in monocular SLAM. An edge SLAM pipeline which detected edge points and tracked them using optical flow was proposed in [16] . The authors refined the points correspondence using geometrical relationship among three views.
3) POINT AND LINE BASED SLAM
In 2016, points and line segments were combined in a stereo visual odometry [17] . The camera motion is recovered through the non-linear minimization of the reprojection errors of both points and line segments. PL-SVO [20] extended the monocular visual odometry known as SVO [21] to work with the line segments. This method allows for the fast tracking of line segments as it eliminates the necessity of continuously extracting and matching features between subsequent frames. Yang and Scherer [22] proposed a direct monocular odometry using points and lines. The method take advantage of both direct and feature based visual odometry methods. The pose is recovered by minimizing both the photometric error and geometric error in a probabilistic framework. The methods described above are visual odometry systems and no more loop detection and correction were proposed. More recently, a monocular visual SLAM, named PL-SLAM [18] , with points and lines has been proposed. It is built upon ORB-SLAM and the lines are parameterized by two endpoints. Similarly, Zuo et al. [19] have proposed a robust visual SLAM with points and line features. Instead of parameterizing lines by endpoints, they employed the orthonormal representation as the parameterization to model line features. Most recently, Proença and Gao [23] proposed a robust visual odometry method that combines lines and points by RGB-D camera. It ran in a visual odometry pipeline by a probabilistic depth fusion framework. While these point line based methods only run in a visual-only visual odometry or SLAM system, our method is a stereo visualinertial fusion SLAM systems. We increase the accuracy of visual-inertial fusion SLAM by using a more efficient way to combine points and lines.
4) DIRECT SLAM
Direct methods recover the camera motion and build the semi-dense map by minimizing a pixel-level intensitiesbased measurement error without detecting feature points. DTAM [24] computes a dense depth map from a single moving camera in real time. The camera motion is computed directly by the whole image alignment of using the depth map. Stereo LSD-SLAM [25] introduces a direct SLAM pipeline which maintains a semi-dense map and minimizes the photometric errors of pixels. Recently, Stereo DSO [26] has been proposed and got highly accurate and robust motion and 3D structure estimation. Although the direct methods archive much success of motion estimation and semi-dense map building, they are still sensitive to illumination changing and hard to do robust loop detections.
B. TIGHTLY-COUPLED VISUAL-INERTIAL SLAM 1) FILTERING BASED
These methods [3] , [6] , [9] are mainly based on the extended Kalman filter (EKF). The computational complexity of the EKF increases when the number of landmarks is large. Mourikis and Roumeliotis [28] address the problem by proposing the multi-state constraint Kalman filter (MSCKF) which marginalizes out the landmark coordinates from the state vector.
2) OPTIMIZATION BASED
IMU pre-integration theory is proposed by Lupton and Sukkarieh [27] , which avoids re-computing integrated IMU measurements in repeated integrations. This has been widely used in optimization based visual inertial odometry and SLAM. The computation is very expensive when more and more landmarks are added into the optimization vectors. OKVIS [5] uses a sliding window to reduce computation complexity. Forster et al. [8] have proposed a pre-integration theory that addresses the manifold structure of the rotation group, on which our stereo visual-inertial fusion method is mainly built.
III. SYSTEM OVERVIEW
The structure of our method, shown in Figure 1 , is built upon ORB-SLAM2. IMU measurements and line segments are also integrated into it. In this section, we describe the different building blocks which are line features and visual IMU fusion from ORB-SLAM2. A more detailed description of the points-only method is referred to [11] . The system input for our SVIPL-SLAM is a stream of IMU measurements and stereo rectified frames. Once a new pair of stereo frames arrives, tracking thread parallelly calculates the stereo VOLUME 6, 2018 points and lines by stereo matching and updates the IMU pre-integration from the last frame. When IMU is initialized, the pose can be predicted by IMU measurements. After that we perform a motion-only bundle adjustment (BA) with IMU states.
Local mapping thread deals with the keyframes produced by tracking thread. We run an IMU initialization thread to estimate the IMU biases and gravity when the number of keyframes reaches a threshold. In local mapping, local BA with IMU states is very important. We optimize all the state variables including 3D points, 3D endpoints of line segments, IMU poses, velocities, gyroscope biases and accelerometer biases. In order to run it in real time, the local window is carefully selected.
Loop closing thread detects loops according to both point and line features. The scores of points and lines are calculated and integrated into one total score. We run a pose-graph optimization after the loop fusion. Finally, a full global BA runs in another thread that optimizes all the state variables.
IV. POINT LINE VISUAL-INERTIAL PRELIMINARIES A. NOTATIONS
In Figure 2 , we demonstrate the point line features and the visual-inertial fusion. We denote T WB = (R WB , p B ) as the pose of IMU body frame B with respect to the world frame W.
is the transformation between the IMU body frame and the left camera frame in stereo camera, which is known from prior calibration. The ego-motion of the left camera C t and C t+1 at time stamp t and t + 1 is denoted as T t,t+1 ∈ SE(3). L j and P j are the i th 3D line feature and j th 3D point feature respectively in the landmark map. The camera projection function is defined as π : R 3 → R 2 , which projects a 3D point onto image plane by:
where [f u , f v ] T is the focal length and [c u , c v ] T the principal point. Let S i and E i ∈ R 3 be the 3D start point and end point of the 3D line segment while s i,t , e i,t ∈ R 3 are their projected 2D endpoints to the image plane. In practice, the detected endpoints s i,t and e i,t ∈ R 3 on image may not match the projection of the endpoints s i,t , e i,t due to line occlusions or misdetections. To solve this, we formulate the line reprojection errors by the point to line distance, as we describe in Section IV.C. Here we use the homogeneous coordinates to describe the detected and projected endpoints of line segments in order to calculate the reprojection error of lines. p j,t and p j,tC1 ∈ R 2 are the projection of P j in frame F t and F t+1 . Z pre,i,j is the pre-integration measurement between F t and F t+1 .
B. IMU-PRE-INTEGRATION
In order to unify the coordinate system, we use the IMU state to describe the system state and the state of the camera can be calculated by T BC . The IMU state can be described by orientation, position, velocity, and bias.
where
a ] ∈ R 6 are the gyroscope and accelerometer bias, respectively. The IMU measures the acceleration a B and angular velocity ω WB at time intervals t. Both of measurements are affected by additive white noise η a , η g and a slowly varying sensor bias b g , b a . And the accelerometer is subject to gravity g W .
In order to avoid re-computing all the measurements whenever the linearization point changes during the optimization, we use the IMU pre-integration in [8] . The preintegration R, v and P can be expressed as:
where the Jacobians J g are the first-order approximation of the effect of changing the biases without explicitly recomputing the preintegrations. The IMU pre-integration R, v and P can be directly calculated without knowing the body state. In practice, we model the biases with random walk noises:
where the discrete noises η a and η g . When biases change, we update the delta measurements using a first-order approximation by:
C. REPRESENTATION OF LINE SEGMENTS
We adopt the parameterization for lines in [29] . Lines are described by the locations of the two endpoints. The reprojection error of lines cannot be simply calculated by the position of the reprojected endpoints for the reason that the endpoints may be displaced along the line or occluded from one frame to the next one. So we formulate the line reprojection error by the sum of point to line distance between the reprojected endpoints and the detected line segments in the image. Under this definition, the error e l i,k of the i th line observed in the k th frame, can be expressed as:
where S i,k and E i,k are the 3D endpoints of the line segment in the world coordinate and l i,k is the normalized line coefficients of the equation of the i th line detected in the k th frame. That is:
with s i,k and e i,k are detected endpoints of the line segment.
V. OPTIMIZATION-BASED POINT LINE VISUAL-INERTIAL FUSION A. TRACKING
The tracking thread gains the ability to track the IMU body pose, velocity and biases at frame rate. Instead of using a constant velocity motion model in ORB-SLAM2, we employ the IMU velocity to predict the camera pose more reliably after the IMU is initialized by the local mapping thread. The map points and map lines are projected and matched with key points and key lines on the next frame using the predicted camera motion. Then we do a motion-only optimization of the current frame by minimizing the point line reprojection error of all matched points and lines and an IMU error item. As described in [7] , the IMU error item links the current frame with the last key frame when the map is updated, otherwise it links the current frame with the last frame.
For each stereo frame, we detect the points and lines in two separated threads. The line segments are detected by the Line Segment Detector (LSD) [30] with a high precision and repeatability. Considering the time consuming, we detect lines and points in a parallelized framework in both stereo
images. An appearance-based descriptor LBD [31] is used to describe the LSD line segments and we use the geometric constraints to remove outliers of line matchings. The IMU pre-integration from the last frame is updated when a new current frame arrives. To handle the outlier lines, we use the IMU-aided method to distinguish them. When the IMU is initialized, the direction of gravity is computed. Once the angle between the gravity direction and the 3D line changes over a given threshold between the current frame and the last keyframe, we will set this 3D line as an outlier and discard it.
Keyframe decision is the last step of the tracking thread, which indicates whether the current frame is a keyframe or not. We take into consideration the tracking lost and computation accuracy problem when deciding keyframes. The keyframes will be inserted in time when rapid rotaion happens. Points, lines and IMU measurements are taken into consideration when we select a new keyframe. We insert a keyframe if one of the following conditions is met.
1) More than 15 frames after the last global relocalization. 2) Local mapping is idle or more than 15 frames have passed since the last keyframe inserted. 3) Current frame must tacks at least 50 points and 30 lines. 4) Current frame tracks less than 80% points and 60% lines than the last keyframe. 5) The rotation distance between the last keyframe and current frame calculated by IMU is over the given threshold (θ th ). 6) The translation distance between the last keyframe and current frame is over the given threshold (d th ).
By this criterion, we can select keyframes very effectively. It is more reliable to predict the camera pose from IMU measurements and the relocalization can be easily performed when tracking is lost.
B. BUNDLE ADJUSTMENT WITH POINTS, LINES AND IMU
The local bundle adjustment optimizes the camera motion and 3D map points by minimizing the reprojection errors. To improve the accuracy of the system, we formulate the local bundle adjustment problem by points, lines and IMU measurements. When a new keyframe is inserted, we perform a local bundle adjustment of the local map. We define the state variables vector θ to be optimized under the world frame W , which are the SE(3) pose of each keyframe (R 
All these variables are optimized when running the local bundle adjustment. Then, we minimize the energy function that is a combination of the point line reprojection error and VOLUME 6, 2018 IMU error: (10) where
where K V and K I are the sets of the visual and inertial measurements respectively, P and L are the sets of point and line features respectively, ρ(·) is the robust cost function, and I is the information matrix of the pre-integration and R of the bias random walk.
The problem is solved by Levenberg-Marquardt optimization. We implement it by defining edges and vertexes in g2o [32] . To solve the problem, the most important part is to compute the Jacobian matrices of residuals vector for points
Here we derive all the Jacobian matrices of line reprojection errors w.r.t. the 3D endpoints of lines and IMU body pose.
The Jacobian matrix of point error w.r.t. IMU body pose J p ξ is computed as:
with
where the operator (·) ∧ is a mapping from a vector in R 3 to a skew symmetric matrix in R 3×3 . Here we write (X C , Y C , Z C ) T as a 3D point in the camera frame C and the transformation between the camera frame and the world frame can be expressed as:
The Jacobian matrix of point error w.r.t. 3D point position is:
Similarly, we write the Jacobian matrices of lines as:
As we use the homogeneous coordinates to describe the detected and projected endpoints of line segments, the Jacobian is a little different from Equation 13 . So we can write:
Also, the Jacobian of lines w.r.t. 3D endpoints of line segments S, E:
The rest parts of J l ξ and J l (S,E) W are very similar to Equation 14 and 16 and we will describe them in Appendix. The IMU-related Jacobians J b are described in [8] . After all the Jacobians are computed, we perform a tightlycoupled graph-based optimization to optimize all the variables estimated in our system. We use two sliding windows for receive computation efficiency and accuracy. Figure 4 shows our graph-based local BA with IMU. The fixed window is formed by the keyframes that share observations of local points and lines in the co-visibility graph. The states of these keyframes and the last N+1 keyframe are fixed during optimization. In the local window, we optimize pose, velocity and IMU biases of the last N keyframes and the 3D positions of the points and lines also get optimized.
C. LOOP CLOSING
Loop closing is a very important step for visual SLAM systems, which aims to reduce the drift accumulated errors during exploration when a camera visits an already mapped place. The loop is firstly detected and validated, and then corrected by optimizing the pose-graph. In our work, we use a bag of words method, which is implemented by DBoW2 [33] , based on both the keypoints and keylines for the loop closure detection. Once a keyframe is selected, the ORB and LBD descriptors are used for computing the word vector. We follow the strategy used in [18] to compute the total score value s k for a key frame:
where n p and n l are the amount of keypoints and keylines extracted in the image, respectively. d p and d l are the standard deviations of the x and y coordinates of keypoints and keylines, respectively. We perform a pose-graph optimization on 6 Degrees of freedom, which ignores the IMU state. After that we use a full BA optimization in a parallel thread that optimizes motion, 3D points, 3D lines, velocity, and IMU biases. 
VI. EXPERIMENTAL RESULTS
In this section, we describe our experimental results evaluated in the public EuRoc micro aerial vehicle (MAV) dataset [12] . This dataset is recorded by a MAV in two different rooms and a large machine hall. The stereo images and IMU measurements are captured by a front-down looking stereo camera that is hardware-synchronized with an IMU. The dataset contains 11 sequences including the stereo WVGA (752*480) images from a global shutter camera at 20FPS, the synchronized IMU measurements at 200 Hz and the ground truth. The ground truth is given by the VICON motion capture system or a laser tracker. The calibration files of extrinsic and intrinsic parameters of different sensors are provided. These sequences are classified as different levels, depending on illumination, texture, dynamic motions or motion blur.
We tested our SLAM system on different sequences. All the experiments were performed on a laptop with an Intel Core i7-6700HQ CPU at 2.60 GHz, 16GB RAM and the Ubuntu 16.04 OS.
As described in Section I, line features can be easily extracted even in low textured and manmade environments, which provide important geometry structure information about the environments. The threshold θ th is set to 40 • and d th 50 pixels. Figure 3 shows some frames in MH_04_difficult sequence that indicates the lines detected in rich line scenarios. These images are captured in a large machine hall, with which we can see the structure of the environments. As shown in Figure 3 (d), we can detect the line segments in a very low illumination scene which is more robust than point features. We build a 3D map of the detected point and line features, which can be seen in Figure 3 (e) and 3(f). In ORB-SLAM2, we just get the 3D points map without lines. But more information of geometry of the environments can be described by our system, which is very useful for the robot navigation.
A. QUANTITATIVE EVALUATION
We compare our SVIPL-SLAM on the EuRoC dataset with OKVIS, ROVIO and VI-ORB. The absolute metric error proposed in [34] that aligns the trajectories prior to computing absolute translation root mean square error (RMSE) is used for the evaluation metric. Comparison results are shown in Table 1 , some of which are obtained from their paper and source code. Table 1 shows that our SVIPL-SLAM achieves the best performance on the translation and rotation RMSE on most of testing sequences, except MH_01_easy sequence. But the difference of these results w.r.t. the best results is very small at the millimeter level. In Figure 5 , We also demonstrate the results of SVIPL-SLAM using eight heat maps colorcoded with the amount of error. Red corresponds to higher error levels, and blue to lower ones. The gray dotted line shows the ground truth, and the other line is the trajectory obtained by our method. From these comparisons, we can see that our method produces quite accurate results close to the ground truth trajectories.
B. DEALING WITH ILLUMINATION CHANGING AND LOW TEXTURED SITUATIONS
In order to show the performance of our SVIPL-SLAM when dealing with the illumination changing and low textured situations, we zoom in the trajectories to compare with the VI-ORB method which is the most similar to our method. In Figure 6 , we can see that our method shows better performance than VI-ORB. The main reason is that our method makes a combination of tracking both lines and points. In Figure 6 , we tested our method on MH_04_difficult and V1_03_difficult which are two very challengeable sequences with illumination changing and low textured situations. In Figure 6 (a), the MAV navigated into a very low illumination environment. We aligned the trajectory when the MAV navigated into a very low illumination place and compared with the ground truth. The absolute translation RMSE of these partly trajectories reduced from 0.146619m to 0.068654m by using our method. While Figure 6 (b) shows the situation of low textured and rich line features. We also aligned the trajectory when the frames are textureless and the RMSE reduced from 0.042140m to 0.014937m.
C. PROCESSING TIME
In this section, we evaluated the processing time of our SVIPL-SLAM system. The average time costs on the three main threads run on MH_04_difficult are shown in Table 2 . Our method extracts both points and lines, which makes the system more time-consuming. The tracking thread runs in 12Hz which is not very efficient but still real-time. In the future, we will reduce the processing time by finding more parallelized methods.
VII. CONCLUSION
In this work, we have proposed a SVIPL-SLAM system using the combination of point and line features to add some robustness in visual-inertial SLAM systems. Our system is built upon ORB-SLAM2 and evaluated on EuRoc dataset.
Our method takes the advantage of different features and sensors, and makes the combination of points, lines and IMU measurements in an effective way. The keyframes are carefully selected by considering points, lines and IMU measurements. The outliers are discarded by the IMU-aided method. We also derive the Jacobian matrices of the cost function of bundle adjustment, which is very important to solve the optimization problem.
The comparison with the state-of-the-arts shows that the SVIPL-SLAM achieves the highest accuracy in most cases, especially when the illumination changes and in the low textured environment. The line segments are more robust than points in low textured scenarios especially in the visualinertial SLAM systems.
In the future, we will improve the system by finding more ways to make constraints among 3D lines, such as parallel, coplanar lines, and IMU-aided methods. These geometric and IMU constraints may improve the accuracy of state estimation and 3D map formulation.
APPENDIX JACOBIAN MATRICES OF LINES
The Jacobian matrices of lines w.r.t. IMU body pose is:
With
And the Jacobian of lines w.r.t. 3D endpoints of line segment S, E: 
