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Abstract: We discuss the simplied likelihood framework as a systematic approximation
scheme for experimental likelihoods such as those originating from LHC experiments. We
develop the simplied likelihood from the Central Limit Theorem keeping the next-to-
leading term in the large N expansion to correctly account for asymmetries. Moreover, we
present an ecient method to compute the parameters of the simplied likelihood from
Monte Carlo simulations. The approach is validated using a realistic LHC-like analysis,
and the limits of the approximation are explored. Finally, we discuss how the simplied
likelihood data can be conveniently released in the HepData error source format and au-
tomatically built from it, making this framework a convenient tool to transmit realistic
experimental likelihoods to the community.
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1 Introduction
Scientic observations of the real world are by nature imperfect in the sense that they
always contain some amount of uncertainty unrelated to data, the systematic uncertainty.
Identifying, measuring and modelling all the sources of systematic uncertainty is an impor-
tant part of running a scientic experiment. A thorough treatment of such uncertainties
is especially important in exploratory elds like particle physics and cosmology. In these
elds of research, today's experiments can be of large scale and can contain a huge number
of these uncertainties. In the case of the Large Hadron Collider (LHC) experiments, for
instance, the experimental likelihood functions used in Standard Model measurements and
searches for new physics can contain several hundreds of systematic uncertainties.
Although sources of systematic uncertainty can be numerous and of very dierent
nature, a general feature they share is that their most elementary components tend to
be independent from each other. This property of independence between the elementary
systematic uncertainties has profound consequences, and, as discussed below, is the reason
why the approach presented in this work is so eective. Namely, independence of the
uncertainties can be used to drastically simplify the experimental likelihood function, for

















The simplied likelihood (SL) framework we present in this paper is a well-dened
approximation scheme for experimental likelihoods. It can be used to ease subsequent
numerical treatment like the computation of condence limits, to allow a uniform statistical
treatment of published search-analysis data and to ease the transmission of results between
an experiment and the scientic community. We build on the proposals for approximating
likelihoods recently suggested in refs. [1, 2], in which promising preliminary results have
been shown.
In the context of the LHC, communicating the experimental likelihoods, in their full
form or in convenient approximations, was advocated in refs. [3, 4]. One possibility is to
communicate the full experimental likelihoods via the RooFit/Roostats software frame-
work [5, 6]. The presentation method we propose in this paper is complementary in that
it is technically straightforward to carry out, without relying on any particular software
package. Additionally, the proposal of presenting LHC results decoupled from systematic
uncertainties has been pursued in ref. [7] in the context of theoretical errors on Higgs
cross-sections. For Higgs cross-sections and decays, the combined covariance of the Higgs
theoretical uncertainties consistent with the SL framework presented here has been deter-
mined in ref. [8].
In this paper we unify and extend the initial proposals of refs. [1, 2], and thoroughly
test the accuracy of the approximations using simulated LHC searches for new phenomena.
Compared to refs. [1, 2], an important renement is that we provide a way to rigorously
include asymmetries in the combined uncertainties, which is useful in order to avoid incon-
sistencies such as a negative event yield. Technically this is done by taking into account
the next-to-leading term in the limit given by an appropriate version of the Central Limit
Theorem (CLT).
The paper is organised as follows. Section 2 introduces the formalism and key points
of our approach. The formal material, including an in-depth discussion of the next-to-
leading term of the CLT and the derivation of the SL formula, is presented in section 3.
Practical considerations regarding the SL exibility and the release of the SL via HepData
are given in section 4. Finally a validation of the SL framework in a realistic pseudo-search
at the LHC is presented in section 5. Section 6 contains our summary and conclusions.
Two appendices give some more useful details: appendix A contains a 1D example of
how the skew appears in the asymptotic distribution, and appendix B presents a reference
implementation of the SL written in Python.
2 From the experimental likelihood to the simplied likelihood
This section introduces the formalism and an ecient Monte-Carlo based calculation
method. Some preliminary remarks are in order. From the conceptual point of view,
the SL framework relies only on the convergence of the CLT. In practice however, the
representation of the SL will depend on broad, structural features of the dataset under
consideration. The case considered in this paper is a set of P independent observables in
the presence of N independent sources of uncertainties, with N  P . For a dataset with

















itation of the approach per se. Moreover, in the scope of a given problem, e.g. the search
for new physics in our case, additional approximations may simplify the formalism. Again,
this should not be understood as a fundamental limitation, as such approximations could
be removed in a dierent application. A summary of the validity conditions for the SL
treated in this paper will be given in section 6.
In the following, we will focus on the typical experimental likelihood used in searches
for new phenomena at particle physics experiments. However, as argued above, the SL
approach can be easily generalised to other physics contexts. The data collected in particle
physics usually originate from random (quantum) processes, and have thus an intrinsic
statistical uncertainty { which vanishes in the limit of large data sets. Our interest rather
lies in the systematic uncertainties, which are independent of the amount of data.
A likelihood function L is related to the probability Pr to observe the data given a
model M, specied by some parameters,
L(parameters) = Pr(datajM; parameters) : (2.1)
We denote the observed quantity as nobs and the expected quantity by n, where n depends
on the model parameters. For example, in the case of a particle physics experiment, these
quantities can be the observed and expected number of events that satisfy some selection
criteria. The full set of parameters includes parameters of interest, here collectively de-
noted by , and elementary nuisance parameters  = (1; : : : ; j : : : ; N )
T, which model
the systematic uncertainties. In the SL framework, we derive a set of combined nuisance
parameters . For P independent measurements, there will be P combined nuisance pa-
rameters,  = (1; : : : ; I ; : : : ; P )
T.


















where the rst line is the exact \experimental likelihood" and the second line is the SL. Here
() is the joint probability density distribution for the elementary nuisance parameters.
In our assumptions these are independent from each other, hence the prior factorises as
() =
QN
i=1 i(i). The SL formalism shown here is relevant for N  P , which is also the
most common case.1 The derivation is shown in section 3.
1
If P < N , there are more observed quantities than nuisance parameters. In such case, using the SL
at the level of the event rates, although not formally wrong, is inappropriate. Equation (2.3) still applies
but the covariance matrix will be singular. In the case of Higgs theoretical uncertainties for example,
a more appropriate combination is done at the level of cross-sections and branching ratios, as realised
in [8]. Another example is the one of unbinned likelihoods, for which parametric functions for the signal
and background probability densities are typically used to construct the experimental likelihood. The
systematic uncertainties are then on the parameters of the signal and background functions. Notice that in

















The coecients aI , bI and cI , and the P  P correlation matrix  = IJ dene the
SL and are in general functions of the parameters of interest. However, in concrete cases,
this dependence will often be negligible. This is in particular the case in particle physics
searches for new physics when the expected event number decomposes into signal (ns) plus
background (nb) contributions. The parameters of interest that model the new physics enter
in ns while nb is independent of them. Whenever the expected signal is small with respect
to the background, the dominant uncertainties in searches for new physics are those related
to the background. Neglecting the systematic uncertainties aecting the signal implies in












which is the expression we use in the rest of this paper. (Non-negligible signal uncertainties
will be commented on in section 4.1.) The expression eq. (2.4) is valid for data with any
statistics of observation. Since the data in particle physics are often observed event counts,
nobsI , they will typically follow Poisson statistics such that







However, as mentioned, the formalism presented here applies regardless of the dependence
on the parameters of interest. For example, the likelihood can very well be multimodal in
the parameters of interest; this does not aect the validity of the approach.
The parameters of the SL (aI ; bI ; cI ; IJ) have analytical expressions as a function
of the variance and the skew of each elementary nuisance parameter (see section 3.2).
However, often the elementary uncertainties and the event yields are already coded in a
Monte Carlo (MC) generator. In this case, an elegant method to obtain the SL parameters
is the following. From the estimators of the event yields n^I , one can evaluate the three rst
moments of the n^I distribution and deduce the parameters of the SL directly from these
moments. What is needed is the mean m1;I , the covariance matrix m2;IJ and the diagonal
component of the third moment m3;I  m3;III .
Using the denition nI = aI + bII + cI
2
I , we have the relations
m1;I = E[n^I ] = aI + cI ; (2.6)
m2;IJ = E[(n^I  E[n^I ])(n^J  E[n^J ])] = bIbJIJ + 2cIcJ2IJ ; (2.7)
m3;I = E[(n^I  E[n^I ])3] = 6b2IcI + 8c3I ; (2.8)
where E denotes the expectation value. Inverting these relations, while taking care to pick
the relevant solutions to quadratic and cubic equations, gives the parameters of the SL.
2


































m2;II   2c2I ; (2.10)






2 + 8cIcJ m2;IJ   bIbJ

: (2.12)
These formulae apply if the condition 8m32;II  m23;I is satised. Near this limit, the asym-
metry becomes large and the approximation inaccurate because higher order terms O(3I )
would need to be included in eq. (2.3). In practice, however, this requires a high skewness
of the nuisance parameters, and the SL framework up to quadratic order is sucient for
most applications.
This method will be used in the examples shown in the rest of the paper. This means
that if one is provided with the moments m1 and m3 for each bin and the covariance matrix
m2;IJ , the SL parameters are completely dened. Moreover, in the case where the nuisance
parameters aect only the background rate eq. (2.4), this computation has to be realised
only once and the resulting likelihood can be used for any kind of signal by appropriate
substitution of ns().
A reference code implementing the SL and subsequent test statistics is described in
appendix B and publicly available at https://gitlab.cern.ch/SimpliedLikelihood/SLtools.
3 The simplied likelihood from the central limit theorem
This section contains the derivation of the SL formula eq. (2.3). The reader interested only
in the practical aspects of the SL framework can safely skip it. In section 3.1 we lay down
a result about the next-to-leading term of the CLT. In section 3.2 we then demonstrate
eq. (2.3) and give the analytical expressions of the SL parameters as a function of the
elementary uncertainties. The precision of the expansion is discussed in section 3.3.
3.1 Asymmetries and CLT at next-to-leading order
In the classical proof of the CLT, a Taylor expansion is applied to the characteristic func-
tions of the random variables. Within this Taylor expansion, usually only the leading term
is considered, resulting in an asymptotically Normal behavior for the sum of the random
variables. In the context of the SL framework, however, the next-to-leading term in the
CLT's large N expansion is also considered. This next-to-leading term encodes skewness,
which encodes information about the asymmetry of the distribution. This asymmetry is
a relevant feature for the analyses hence it is in principle safer to keep this information.
Another reason to take the asymmetry into account is that event yields are dened on R+,
while the normal distribution takes values on R. Thus, keeping only the leading order

















indicator that the leading order approximation (namely the normal distribution) is too
inaccurate. When taking the next-to-leading term into account, an asymmetric support |
such as R+ | becomes possible, such that the issue of negative yields disappears. Concrete
examples of this feature will be shown in gure 1.3
The deformed Gaussian obtained when keeping the skew into account does not seem
to have in general an analytical PDF. However, by using the large N expansion, we are
able to express the CLT at next-to-leading order in a very simple way. We realise that a

















can, up to higher order terms in the large N expansion, be equivalently be expressed in
terms of an exactly Gaussian variable  in the form





2 ; with   N (0; 2) : (3.2)
We will refer to this type of expression as \normal expansion". Details about its derivation
are given in appendix A.
Equation (3.2) readily gives the most basic CLT at next-to-leading order when as-
suming Z = N 1=2
PN
j=1 j , where the j are independent identically distributed centred
nuisance parameters of variance 2 and third moment . The method works similarly with
the Lyapunov CLT, i.e. when the j are not identical and have dierent moments 
2
j , j ,




j ,  = N
 1PN
j=1 j ,
Finally, our approach applies similarly to the multidimensional case where various lin-
ear combinations of the j give rise to various ZI . The ZI have a covariance matrix IJ
and a skewness tensor IJK = E[ZIZJZK ]. For our purposes, we neglect the non-diagonal
elements of , keeping only the diagonal elements, denoted III  I . These diagonal
elements encode the leading information about asymmetry, while the non-diagonal ones
contain subleading information about asymmetry and correlations. With this approxima-
tion, we obtain the multidimensional CLT at next-to-leading order,





2I ; N !1 with I  N (0;) : (3.3)
This result will be used in the following. Again, for I ! 0, one recovers the standard
multivariate CLT.
3.2 Calculation of the simplied likelihood
Let us now prove eq. (2.3). The dependence on the parameters of interest  is left implicit
in this section. We will rst perform a step of propagation of the uncertainties, then a step
3
It is in principle possible to truncate the Gaussian prior by requiring that the expected background
plus signal be positive. However in the presence of signal uncertainties with truncated Gaussian prior, the
posterior can become improper (see e.g. [9]). This can be understood as a pathology of such approach. In

















of combination. This is a generalisation of the approach of [1]. Here we take into account
the skew, hence there is no need to use an exponential parameterisation like in [1].
In this section the elementary nuisance parameters i are independent, centered, have
unit variance, and have skew i, i.e.
E[i] = 0 ; E[
2
i ] = 1 ; E[
3
i ] = i : (3.4)
It is convenient to use a vector notation for the set of these elementary nuisance parame-
ters, (i)  .
As a rst step, we want to propagate the systematic uncertainties at the level of the
event numbers. For an event number n depending on a quantity Q subject to uncertainty,
we have
n[Q]  n[Q0(1 + Q)] : (3.5)
The propagation amounts to performing a Taylor expansion with respect to Q. This
expansion should be truncated appropriately to retain the leading eects of the systematic
uncertainties in the likelihood. It was shown in [1] that the expansion should be truncated
above second order.
For multiple sources of uncertainty, we have a vector  and the relative uncertainties
propagated to n are written as
n  n0
 






























and the n(3) denoting schematically the third derivatives of n.
The second step is to combine the elementary nuisance parameters. We introduce
combined nuisance parameters I which are chosen to be centred and with unit variance
without loss of generality, and whose correlation matrix is denoted IJ ,i.e.
E[I ] = 0 ; E[
2
I ] = 1 ; E[IJ ] = IJ : (3.8)




I(1 + 1;I   +  2;I  )  aI + bII + cI2I : (3.9)
The aI ; bI ; cI parameters together with the correlation matrix IJ fully describe the com-
























































3 +O(4) ; (3.13)
where the O(4) denotes higher order terms like tr(T2;I 2;I), (tr 2;I)2, T1;I 1;I tr 2;I
which are neglected. When i ! 0 one recovers the expressions obtained in ref. [1].4
Importantly, the 2 term contributes at leading order only in the mean value aI and
always gives subleading contributions to higher moments. Hence, for considerations on




1 + 1;I  

(3.14)
from eq. (3.9). We now make the key observation that this quantity is the sum of a large
number of independent random variables. These are exactly the conditions for a central
limit theorem to apply. As all the elementary uncertainties have in principle dierent
shape and magnitudes we apply Lyapunov's CLT [10]. We can for instance use Lyapunov's





! 0 for N !1 (3.15)
then
I  N (0; ) for N !1 : (3.16)
Furthermore we can see that the expression of nI in terms of the combined nuisance
parameters, nI = aI + bII + cI
2
I (rst dened in eq. (3.9)), takes the form of a normal
expansion, see eq. (3.3). This means that the cI
2
I term corresponds precisely to the leading
deformation described by the next-to-leading term of the CLT. This deformation encodes
the skewness induced by the asymmetric elementary uncertainties. We have therefore
obtained a description of the main collective eects of asymmetric elementary uncertainties,
which is dictated by the CLT. The resulting simplied likelihood is given in eq. (2.3).
4
For simplicity we show here the expressions assuming cI  bI , as it is sucient in the scope of the

















3.3 Precision of the normal expansion
The accuracy of the normal expansion n = a + b + c2 with   N (0; 1) | and thus of
the simplied likelihood | is expected to drop when only a few elementary uncertainties
are present and these depart substantially from the Gaussian shape. This is the situation
in which the next-to-leading CLT, eq. (3.3), tends to fail. It is instructive to check on a
simple case how the normal expansion approximates the true distribution, and in which
way discrepancies tend to appear.
We consider the realistic case of a log-normal distribution with parameters ; . We









; m3 = e
9
2






and a; b; c are obtained using eqs. (2.9){(2.12).
For   0:69, the bound 8m32  m23 is reached (see section 2). This is the limit
where the distribution is so asymmetric that the variance comes entirely from the 2 term.
Beyond this bound the normal expansion cannot be used at all as eqs. (2.9){(2.12) have
no solutions. The distribution has c > 0 thus n has a lower bound given by n > a  b2=4c.
Below this limit on , the lower bound on n is roughly n & 0:5, therefore the approximation
can never produce a negative event yield.
To check numerically how well the approximation performs, the true and approximate
PDFs are compared in gure 1 for various values of . Since the approximate PDF never
gives n < 0:5, it can only be a good approximation if the true PDF is vanishing in this
region. This is the case for asymmetries  . 0:3, and as can be seen in the gure the
normal approximation indeed works very well. For larger asymmetries,  = 0:45 in our
example, the true PDF becomes sizeable in the region n < 0:5. The approximation still
performs reasonably well for larger n, however, near n  0:5, the approximate PDF tends
to increase and become peaked to account for the area at n < 0:5 that it cannot reproduce.
This behaviour will also be observed for certain bins in the LHC-like analysis implemented
in section 5.
Overall, through this example, we can see that the normal approximation tends to
become inaccurate for a skewness of  100{150%. This is a moderate value, however one
should keep in mind that these considerations apply to the combined uncertainties, for
which small skewness is typical. The accuracy of the SL framework will be tested in a
realistic setup in section 5.
4 Practical aspects of the simplied likelihood framework
4.1 Range of application
An important feature of the SL is that it is exible in the sense that the combination
of the systematic uncertainties does not have to be applied to the whole set. The only
requirement to combine a subset of the uncertainties is that it should have a convergent









































Figure 1. The log normal PDFs and corresponding normal approximations for  = 0:1, 0.3 and
0.45 are shown in blue, cyan and purple respectively. Solid curves show the true distributions,
dashed curves show the approximate distributions.
partitioning the set of systematic uncertainties, giving rise to variants of the SL that can
be either equivalent or slightly dierent upon marginalising.
For instance, if a single systematic uncertainty  is left apart from the combination,







 aI() + bII + cI2I + I  e 12
T 1q
(2)P
 () : (4.1)
Similarly, if two subsets of systematic uncertainties  and ~ tend to separately satisfy the















The SL naturally accommodates any such partitions. It is actually commonplace
in LHC analyses to present systematic uncertainties combined in subsets, for example
\theoretical", \experimental", \luminosity", \MC" uncertainties. This is useful not only
for informative purpose but also for further interpretations. For example the theoretical
uncertainties may be improved later on and it is clearly of advantage if their eect can
be re-evaluated without having to re-analyse the whole data (which could only be done
by collaboration insiders).5 Another reason to single out a nuisance parameter from the
combination (as shown in eq. (4.1)) is if it has a large non-Gaussian PDF that one prefers
5
Such combination of theoretical uncertainties has been done in [8] for the Higgs production and decay

















to take into account exactly. In order to prot from the versatility of the SL, an equally
versatile format is needed to release the SL data. This will be the topic of next subsection.
Finally, some considerations are in order regarding signal uncertainties. The expected
rate n given in eq. (3.6) splits as n = s+b where s is the signal and b the background. Each
elementary nuisance parameter i can in principle aect both s and b. The most general
form taken by the expected rate is then
n = s+ b  s0





1 + T1;b   + T 2;b  

= (s0 + b0)





















encode the contributions to the background. The signal s0 and possibly s1, 
s
2 depend
on the parameters of interest . For discovery or limit-setting, the uncertainties on the
signal are a subleading eect. In this paper, as said in section 2, we have neglected signal
uncertainties (s1 = 
s
2 = 0). In this approximation, only the background uncertainties
remain in eq. (4.3), and thus the SL does not depend on . A similar discussion of the
signal+background case and a toy-model testing the SL in this case has been done in [1].
The inclusion of pure signal uncertainties is fairly straightforward because their con-
tribution factors out from the background ones. In (4.4), this means that the vectors 1;2





that the pure signal uncertainties do not aect the SL parameters a, b, c, , and can thus
be rigorously included directly within the existing SL (for s1 = 
s
2 = 0).
In contrast, for correlated systematic uncertainties aecting both signal and back-
ground | for instance in case of measurements as opposed to limit setting, or when
interference eects between signal and background are important | the b; c;  parame-
ters become dependent on the parameters of interest . This requires to (re-)derive the
SL taking into account all the elementary nuisance parameters at once, which is a much
heavier task.
Altogether, while there is no conceptual dierence regarding the SL formalism with
or without signal uncertainties, there are important practical implications. Numerical
evaluations become much heavier when the parameters of the SL | especially IJ() which
requires a matrix inversion | have to be evaluated for each value of . The presentation of
the SL data, iscussed in the next subsection, may also become more evolved. Furthermore,
and perhaps most importantly, the SL is then valid only for the particular signal assumption
it has been derived for.
4.2 Construction and presentation
There are in principle two ways of releasing the data needed to build the simplied likeli-
hood. One way is to release the whole set of elementary systematic uncertainties, the other

















While the former is in principle doable, we will focus only on the latter. Indeed, the ele-
mentary uncertainties are usually already coded by the experimentalists in MC generators,
hence it is straightforward to evaluate these moments.6
We thus focus on the release of the SL data via the m1;I , m2;IJ , m3;I moments of the
PDF of the combined systematic uncertainties, already dened in eqs. (2.6){(2.8), where
m3;I is the diagonal part of the third-rank tensor m3;IJK . Evaluating these moments via
MC toys is straightforward for the experimental analysis. However, their way of presenta-
tion needs to be considered in detail, taking into account the available tools and the current
practices. This is the purpose of this subsection.
Key to the usefulness of any likelihood data for analysis reinterpretation is the avail-
ability of that data in a standard format. For global ts, where tens or hundreds of analyses
may be used simultaneously, it is crucial that this format be unambiguously parseable by
algorithms without human assistance. A standard location is also necessary, for which the
obvious choice is the longstanding HEP data repository, HepData [11].
It is convenient to refer to the data in terms of the order of the moment from which
they originate. We will use the term \n-th order data" to refer to information coming
from a moment of order n; here, n will go only up to 3. Second-order data includes the
covariance matrix, correlation matrix, and/or diagonal uncertainties: these can be given
either in a relative or absolute parametrisation. There is the same kind of freedom for
third-order data but this does not need to be discussed here. In addition to the moments
of the combined systematic uncertainties, this terminology will also apply to the observed
central values and statistical uncertainties usually presented by the experiments.
Let us review the current formats of presentation of likelihood data. The presentation
of rst-order data is standardised while currently no third-order data are usually given.
Regarding second-order data there is unfortunately no standard representation currently
established. A review of the second-order data in HepData and on the experiments' analysis
websites reveals a mixture of presentation styles:
 Table format: 2D histograms of either covariance or correlation matrices. This has
the diculty that the convention used is not made clear (other than by inspection of
the matrix diagonal), and without a structural association with a rst order dataset it
is impossible for computer codes to unambiguously construct the relevant likelihood.
In the case of the presentation of a correlation (as opposed to covariance) matrix, the
diagonal variances must be provided with the rst-order dataset.
 Error source format: a vector of labeled  terms associated to each element of the
rst-order dataset. The correlations between the error sources is indicated via the
labels, (e.g., a \stat" label to be a purely diagonal contribution, a \lumi" label
to be 100% correlated across all bins, and all other labeled uncertainties treated
as orthogonal). The correlation or covariance matrices can be constructed using
6
Using the elementary uncertainties maybe more convenient when one wishes to include the systematic
uncertainties on the signal, i.e. -dependent b; c; . Since these systematics are not crucial for new physics

















eq. (4.5). This format presents the second-order data in the form of \eective"
elementary uncertainties.
 Auxiliary les in arbitrary format: the ad hoc nature of these makes them impossible
to be handled by unsupervised algorithms. This includes 2D histograms in ROOT
data les, since variations in path structure and the ambiguity between covariance
or correlation matrices are an impediment to automated use. This presentation style
will be disregarded below.
The table and error source formats may be readily extended for automated data handling
and are thus appropriate to release SL data.
In the case of the table format, in addition to the observed central values and sta-
tistical uncertainties usually released, extra HepData tables can encode the m1;I , m2;IJ ,
m3;I moments describing the combined nuisance parameters. However the HepData table
headers will have to be augmented in a standardised fashion to express the relationships
between tables, i.e. unambiguously identifying the moment data tables associated with a
rst-order dataset. While the format is conceptually straightforward, introducing the se-
mantic description of the tables is at present highly impractical. We hence recommend the
error source format for which identifying the associations between datasets is trivial.
In the error source format, the m1;I , m2;IJ , m3;I moments are all encoded in the form




where the aI;i are the released error sources. The vector of third order data can be in-
dicated via a special label. There is not limit in the number of labels associated to an
element hence this format is very exible. For instance the aI;i error sources correspond-
ing to the decomposed covariance can just get bland names such as \sys,NP1", but can
also be extended with, e.g., a \th" prex to allow separation of experimental and theory
systematics (since the theory can in principle be improved on in future reinterpretations).
This format requires some keyword standardisation. The nal scheme should be ca-
pable of equally applying to any kind of experimental data and systematic uncertainties.
In particular it should be valid for event counts, dierential cross-sections with bins cor-
related by the systematic uncertainties, correlations between the bins of dierent distribu-
tions/datasets, and so on.
Summarising, our recommendation is to release the moments of the combined uncer-
tainty distributions via the HepData error source format, which has built-in semantics of
arbitrary complexity and can thus make the most of the SL framework. As a showcase
example, we provide the pseudo-data used in the next section as a sandbox HepData record
at https://www.hepdata.net/record/sandbox/1535641814.
5 Simplied likelihood in a realistic LHC-like analysis
In this section we introduce a realistic pseudo-analysis that is representative of a search

















test its accuracy in realistic conditions. It is also used to validate the SL reference code
presented in appendix B. Finally, this pseudo-analysis provides a concrete example of SL
data release via the HepData table format (see above). The SL and subsequent results of
the pseudo-search can be reproduced using these data.
As already mentioned in section 2, the dominant systematic uncertainties relevant
in searches for new physics are those related to the background processes. Imperfect
knowledge of detector eects or approximations used in the underlying theoretical models
will lead to uncertainties in the predictions of these processes. Any mis-estimation of the
background could result in an erroneous conclusion regarding the presence (or absence) of
a signal. There are a number of dierent ways in which an experimentalist may assess the
eect of a given systematic uncertainty, but generally, these eects are parameterised using
knowledge of how the estimation of a given process which change under variations of some
underlying parameter of the simulation model, theory, detector resolution, etc. Estimates of
the contribution from background processes are obtained either from simulation or through
data-driven methods. In the following section, we describe a pseudo-search for new physics,
inspired by those performed at the LHC, in which systematic uncertainties are included,
and derive the SL parameters for it.
5.1 A LHC-like pseudo-search for new physics
In order to illustrate the construction of the SL, a model has been constructed which is
representative of a search for new physics at the LHC. Typically, in these searches the
observed events are binned into histograms in which the ratio of signal to background
contribution varies with the bin number. A search performed in this way is typically
referred to as a \shape" analysis as the dierence in the distribution (or shape) of the
signal events, compared to that of the background, provides crucial information to identify
a potential signal.
Our pseudo-search requires to make assumptions for an \observed" dataset, for the
corresponding background, and for the new physics signal. These ingredients are sum-
marised in gure 2, which shows the distribution of events, in each of three categories
along with the expected contribution from the background and the uncertainties thereon,
and from some new physics signal. The \nominal" background follows a typical exponen-
tial distribution where uctuations are present, representing a scenario in which limited
MC simulation (or limited data in some control sample) was used to derive the expected
background contribution. The uncertainties due to this, indicated by the blue band, are
uncorrelated between the dierent bins. Additionally, there are two uncertainties which
modify the \shape" of backgrounds, in a correlated way. The eects of these uncertainties
are indicated by alternate distributions representing \up" and \down" variations of the
systematic uncertainty. Finally, there are two uncertainties which eect only the overall
expected rate of the backgrounds. These are indicated in each category as uncertainties
on the normalisation N of the background. These uncertainties are correlated between
the three categories and represent two typical experimental uncertainties; a veto eciency
uncertainty (e.) and the uncertainty from some data-simulation scale-factor (s.f.) which

















5.2 Parameterisation of backgrounds
It is typical in experimental searches of this type to classify systematic uncertainties into
three broad categories, namely; those which aect only the normalisation of a given process,
those which eect both the \shape" or \distribution" of events of that process in addition
to its normalisation, and those which aect only a small number of bins or single bin in
the distribution and are largely uncorrelated with the other bins (eg uncertainties due to
limited MC simulation).
The expected (or nominal)7 number of background events, due to a particular process,
in a given bin (I) in eq. (2.3) is denoted by
nb;I()  fI()N(); (5.1)
where the process index (k) is suppressed here as we only have a single background process.
The functions N() and fI() are the total number of expected events for that process in
a particular category and the fraction of those events expected in bin I, respectively, for a
specied value of . Often, these functions are not known exactly and some interpolation is
performed between known values of nI at certain values of . For each uncertainty, j, which
aect the fractions, fI , a number of dierent interpolation schemes exist. One common
method, however, is to interpolate between three distribution templates representing three
values of j . Typically, these are for j = 0, the nominal value, and j = 1 representing
the plus and minus 1 variations due to that uncertainty.









where f0I = fI( = 0) and F () =
P
I fI() ensures that the fractions sum to 1. In our
pseudo-search, as there are three event categories, there are three of these summations,
each of which runs over the 30 bins of that category. The polynomial pIj(j) is chosen to


































Ij) + 2 for j <  1
(5.3)
The values of  Ij and 
+
Ij are understood to be determined using the ratios of the
template for a  1 variation to the nominal one and the +1 variation to the nominal
one, respectively.8
7
It should be noted that the expectation value for nb;I is not necessarily the same as the mean value.
For this reason, we typically refer to this as the `nominal' value since it is the value attained when the
elementary nuisance parameters are equal to their expectation values  = 0.
8
The accuracy of this interpolation scheme can be (and frequently is) tested by comparing the interpo-
































































































































































































































































































































































































































































































































































































































































































For uncertainties which directly modify the expected number of events ni of the distri-
butions, an exponent interpolation is used as the parameterisation. This is advantageous
since the number of events for this process in any given bin is always greater than 0 for








This is most common in the scenario where a limited number of MC simulation events are
used to determine the value of n0b;I and hence there is an associated uncertainty. As these
uncertainties will be uncorrelated between bins of the distributions, most of the terms Ij
will be 0.
Systematic uncertainties that aect only the overall normalisation are also interpolated
using exponent functions,





where N0 = N( = 0) and j runs over the elementary nuisance parameters. A simple
extension to this arises if the uncertainty is \asymmetric", as in our pseudo-search; the
value of Kj is set to K
+
j for j  0 and to K j for j < 0. Furthermore, any uncertainty
which aects both the shape and the normalisation can be incorporated by including terms
such as those in eq. (5.2) in addition to one of these normalisation terms. In our pseudo-
search, there will be a separate N() term for each category which provides the total
expected background rate summing over the 30 bins of that category.














(1 + Ijj): (5.6)
As already mentioned, a typical search for new physics will have contributions from
multiple background processes, each with their own associated systematic uncertainties.
Only by summing over all of these backgrounds (i.e. nb;I =
P
p nb;p;I for dierent back-
ground processes p) is the likelihood fully specied.
5.3 Validation of the simplied likelihood
Here we compare the true and simplied likelihoods arising from the pseudo-search. It
is also instructive to consider the simplied likelihood obtained when neglecting the third
moments, i.e. when setting the coecients of the quadratic terms cI to zero in eq. (2.3).
This less accurate version of the SL will be referred to as \symmetric SL", as opposed to
the more precise \asymmetric SL" developed in this work.
We constructed 100,000 pseudo-datasets by taking random values ^, generated accord-
ing to (), and evaluating nb;I(^) for each dataset according to the eq. (5.6). Figure 3
shows the distribution of n^i, for an example bin, i = 62, from the SL. The values of m1; m2
and m3 are calculated using the pseudo-datasets and subsequently used to calculate the
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Figure 3. Distributions of n^I for I = 62 for the SL. The functions nI(I) assuming the SL form
(green line), and when neglecting the third moment (red line), are shown in the right panel while
the distributions of n^I obtained for these two cases letting ^I  N (0; 1) are shown in the left panel.
In Figure 4, 2D projections of the background distributions are shown between four
pairs of signal-region bins: bin pair (4; 7) shows a projection for high-statistics bins where
both the asymmetric and symmetric SL agree closely with the true distribution (that
obtained in the pseudo-datasets); the true distribution in (4; 62) starts to display deviations
from the multivariate normal approximation which are well captured by the asymmetric
SL. This is expected when the skew, dened as m3;I=(m2;II)
3
2 , is small. However, in the
bottom pair of plots with bins 4 and 62 joint with the low-statistics bin 86, the proximity
of the mean rate to zero induces a highly asymmetric Poisson distribution which neither
SLs can model well. In these last two plots, it can be seen that the asymmetric SL peaks
at too low a value, near a sudden cuto also seen in gure 3, while the symmetric SL
peaks at too high a value. In this region a better modelling would require evaluation of
higher-order coecients (and/or o-diagonal skew terms) and hence higher moments of the
experimental distributions.
An advantage of the asymmetric SL is that a strictly positive approximate distribution
can be guaranteed, while the symmetric SL can have a signicant negative yield fraction
as seen in the gures for bin 86. Sampling from the symmetric SL, e.g. for likelihood
marginalisation, requires that the background rates be positive since they are propagated
through the Poisson distribution. The asymmetric SL provides a controlled solution to
this issue, as opposed to ad hoc methods like use of a log-normal distribution or setting
negative-rate samples to zero or an innitesimal value: the symmetric SL has a negative
fraction of 11:6%, while the asymmetric SL has a negative fraction of exactly zero.
Typically in searches for new physics, limits on models for new physics are determined
using ratios of the likelihood at dierent values of the parameters of interest. In the simplest


































Figure 4. 2D distributions of n^b;I against n^b;J for the LHC-like experimental pseudo-search as
described in the text. The background heat map is generated from 100,000 samples from the
true model, the dashed red contours from the symmetric SL, and the solid green contours from the
asymmetric SL. The diagonal panels show the 1D distribution in each of the bins for the toys (black
histograms), and the symmetric (red histograms) and asymmetric (green histograms) SLs. In the
pair of high-statistics bins in the top-left plot, clear agreement is seen between the symmetric and
asymmetric SLs; in the top-right, deviations start to appear, and in the low-statistics bin J = 86
of the bottom plot the asymmetry is seen to become very signicant, and the symmetric SL form

















which multiplies the expected contribution, under some specic signal hypothesis, of the
signal across all regions of the search, giving,
ns;I() = ns;I ; (5.7)
where the yields ns;I here refer explicitly to the expected contributions from signal for a
specied hypothesis. In order to remove the dependence of the likelihood on the nuisance
parameters, , the nuisance parameter values are set to those at which the likelihood attains
its maximum for a given set of nobsI . This is commonly referred to as \proling" over the
nuisance parameters.9
LmaxS () = maxI fLS(;)g : (5.8)
The test-statistic t is then dened using the ratio,




where LmaxS denotes the maximum value of L
max
S () for any value of .
10 Similarly, such
likelihood ratios are also used for quantifying some excess in the case of the discovery of
new physics [14]. The test-statistic can also be constructed for the experimental likelihood
L(; )(), where the same substitution as in eq. (5.7) is applied, by proling the ele-
mentary nuisance parameters . A direct comparison of the test-statistic for the full and
simplied likelihoods, as a function of , is therefore possible.
Figure 5 shows a comparison of the value of t as a function of  for the pseudo-search
between the full (experimental) likelihood and the asymmetric SL. In addition, the result
obtained using only the symmetric SL is shown. As expected, the agreement between
the full and simplied likelihood is greatly improved when including the quadratic term.
A horizontal line is drawn at the value of t = 3:86. The agreement in this region is
particularly relevant due to the fact that asymptotic approximations for the distributions
of t [15] allow one to determine the 95% condence level (CL) upper limit on the signal
strength, up. The signal hypothesis is \excluded" at 95% CL if up < 1.
When determining the SL coecients, we have relied on pseudo-datasets, as we expect
this will often be the case for anyone providing SL inputs for real analyses. The accuracy
of the SL coecients will necessarily depend on the number of pseudo-datasets used to
calculate them. To investigate this, we have performed a study of the rate of convergence of
the SL coecients by calculating them using several dierent numbers of pseudo-datasets,
the largest being 100,000 pseudo-datasets. The coecients for the three bins calculated
using 100,000 pseudo-datasets are; a = 84:9; b = 8:27; c = 0:32 for bin 4, a = 2:61; b =
0:90; c = 0:11 for bin 62, and a = 0:90; b = 0:47; c = 0:13 for bin 86. The calculation of the
coecients is repeated using many independent sets of a xed number of pseudo-datasets,
resulting in a distribution of calculations for each coecient.
9
Other procedures, such as marginalisation, can also be used to remove the dependence on the nuisance
parameters. For reviews on how likelihoods, such as the simplied likelihood presented here, are used in
searches for new physics, see refs. [12, 13].
10
The precise denition of the test-statistic used as searches at the LHC and the procedures used to

































Figure 5. Value of t as a function of  for the pseudo-search assuming the experimental likelihood
(black solid line) and simplied likelihood retaining (green dashed line) or not (red dashed line) the
contribution from the quadratic term. The horizontal lines drawn at t = 1 and 3:86 represent the
values for which the 68% and 95% CL exclusions can be determined, assuming certain asymptotic























































































 c Bin 4
Bin 62
Bin 86
Figure 6. RMS of the SL coecients relative to the mean coecient value determined from 100,000
pseudo-datasets for aI (left), bI (middle), and cI (right). The distributions are shown for I = 4
(black points), I = 62 (red points) and I = 86 (blue points).
The root mean square (RMS) of the resulting distributions provides an estimate for
how much variation can be expected in the calculation of the SL coecients given a limited
pseudo-data sample size. The RMS values are normalised to the RMS of the distributions
resulting from a sample size of 100,000 pseudo-datasets to give a relative RMS. The
relative RMS of the distribution of the coecients calculated using increasing numbers of
pseudo-datasets is shown gure 6.
The coecients a and b can be calculated with relatively high precision using only
1000 pseudo-datasets in each case. This is true whether the value of b is large compared

















coecient for bin 4 however is slower to converge, requiring 5000{10,000 pseudo-datasets to
calculate accurately. However, since the value of c for this bin is relatively small compared
to b, the coecient c is less relevant so that a poor accuracy will have little eect on the
accuracy of the SL. In bin 86, the value of c is relatively large, compared to b, meaning it
will signicantly contribute to the SL. In this case, the convergence is quite fast, with only
2,500 pseudo-datasets required to achieve a 10% accuracy in the value of c. We nd the
property that bins with large c values, compared to b values, require fewer pseudo-datasets
to achieve a good accuracy than bins for which the c value is less relevant generally holds
in this study.
6 Summary and conclusions
The transmission of highly complex LHC likelihoods from the experimental collaborations
to the scientic community has been a long standing issue. In this paper, we proposed a
simplied likelihood framework which can account for non-Gaussianities as a convenient
way of presentation with a sound theoretical basis.
Although the SL is accurate, it is still an approximation of the full experimental like-
lihood, hence the collaborations do not have to release their full model. Meanwhile, for
the public, having a good approximation of the true likelihood is sucient for most phe-
nomenology purposes. Moreover, the SL is very simple to transmit, requiring neither a
substantial eort for the experimentalists to release it nor for the user to construct it.
Additionally, with some standardisation eort, part of this transmission process can be au-
tomated.
In this paper we introduced the formalism for the asymmetric version of the SL. This
formalism follows directly from the central limit behaviour of the combination of systematic
uncertainties: asymmetry is recognised as the subleading term of the asymptotic distribu-
tion dictated by the CLT, which is then recast in a convenient form in the SL formulation.
The inclusion of asymmetry completes the SL and provides a fully reliable framework.
The asymmetric SL can be built either from the elementary systematic uncertainties
themselves or from the three rst moments of the combination of the systematic uncertain-
ties, which are easily obtained via MC generators. Using a realistic LHC-like pseudo-search
for new physics, we demonstrated that including asymmetry in the SL provides an impor-
tant gain in accuracy, and that it is unlikely that higher moments will be needed.
The SL formalism discussed in this paper focusses on datasets with more systematic
uncertainties than observables (i.e. N  P ), and a few extra simplifying approximations
have been made. The conditions of its validity are summarised as follows:
 Convergence of the central limit theorem : there should be enough independent sources
of uncertainties for the combined distribution to tend towards a Gaussian. This is
the fundamental condition underlying the SL approach. The leading, asymmetric
corrections to the Gaussian can be treated as described in this work.
 Suciently symmetric combined uncertainties : alltough we have consistently in-

















section 3.3. In particular the formulas used to derive the SL coecients are valid
only when the second (m2;II) and third (m3;I) moments satisfy 8m
3
2;II  m23;I .
 Negligible signal uncertainties : in order to be re-usable for dierent signal hypotheses,
e.g., for limit setting on dierent models, the SL must not depend on the parameters
of interest. This is ensured if signal uncertainties are negligible to good approxima-
tion. While the inclusion of pure signal uncertainties is straightforward, systematic
uncertainties that are correlated between signal and background must be included in
the derivation of the SL coecients. Without this, the simplication to eq. (2.4) is
no longer valid, as discussed in section 4.1.
In practice, for the transmission of the SL data from an experiment to the public, our
recommendation is to simply release the three rst moments of the combined uncertainties,
preferably via the HepData repository in the error source format. The SL framework is
exible in the sense that it can apply to one or more subsets of the systematic uncertainties,
and the HepData error source format has adequate exibility to account for any partitions
of the uncertainties the releaser wishes to make.
If adopted by the experimental and theory communities, and provided the above valid-
ity conditions are respected, the SL framework has the potential to considerably improve
both the documentation and the re-interpretation of the LHC results.
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A The CLT at next-to-leading order
Let us show in a 1D example how the skew appears in the asymptotic distribution. Consider
N independent centered nuisance parameters j of variance 
































where 'j(x) = E[e




































This characteristic function is simple but has no exact inverse Fourier transform.
To go further, let us observe that the Z random variable could in principle be written
in terms of a normally distributed variable   N (0; 2), with Z = () where  is a
mapping which is in general unknown. At large N however, we know that Z tends to a








Taylor expand for large N ,











Let us now compare the characteristic function of this expansion to eq. (A.4). We nd that






























after using the large N expansion. This function matches eq. (A.4) for c = 3 . Thus we
have found the normal expansion provides a way to encode skewness in the large N limit.
Namely, we nd that the Z variable converges following




2 ; N !1 with   N (0; 2) : (A.7)
When the quadratic term becomes negligible the distribution becomes symmetric, and we
recover the usual CLT. We can see that for nite N (as opposed to N !1) the support
of Z is not R. For example for  > 0, we have Z >  3pN=4.
B Reference code
A reference implementation in Python code, simplike.py, is provided in
https://gitlab.cern.ch/SimpliedLikelihood/SLtools.
It includes functions to calculate the SL aI , bI , cI , and IJ coecients from provided
moments m1;I , m2;IJ and m3;I ; and an SLParams class which computes these and higher-
level statistics such as prole likelihoods, log likelihood-ratios, and related limit-setting
measures computed using observed and expected signal yields. For convergence eciency,
























































  bA + 2cAA  PX
I
 1AI I ; (B.3)
where nb;I() = aI + bII + cI
2
I .
The reference code has been written with reverse engineering and comprehensibility of
the calculations explicitly in mind. While it computes likelihood statistics on a reasonable
timescale, further (but less readable) optimisations can be added for production code.
A demo of the construction of the simplied likelihood, and proling as a function of a
signal strength parameter, is given in simplikedemo.py. Finally, the SL pseudo-data
are available on the HepData repository at https://www.hepdata.net/record/sandbox/
1535641814.
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