On the exponential stability of dynamic equations on time scales  by Du, Nguyen Huu & Tien, Le Huy
J. Math. Anal. Appl. 331 (2007) 1159–1174
www.elsevier.com/locate/jmaa
On the exponential stability of dynamic equations
on time scales
Nguyen Huu Du ∗, Le Huy Tien
Department of Mathematics, Mechanics and Informatics, Vietnam National University, Hanoi,
334 Nguyen Trai, Hanoi, Viet Nam
Received 23 June 2006
Available online 25 October 2006
Submitted by A.C. Peterson
Abstract
In this paper, we deal with some theorems on the exponential stability of trivial solution of time-varying
non-regressive dynamic equation on time scales with bounded graininess. In particular, well-known Perron’s
theorem is generalized on time scales. Under rather restrictive condition, that is, integral boundedness of
coefficient operators, we obtain a characterization of the uniformly exponential stability.
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1. Introduction and preliminaries
In 1988, the theory of dynamic equations on time scales was introduced by Stefan Hilger [11]
in order to unify continuous and discrete calculus. Since then, there have been many papers
investigating analysis and dynamic equations on time scales, not only unify trivial cases, that is,
ODEs and OEs, but also extend to nontrivial cases, for example, q-difference equations.
However, it seems that there are not many works concerned with stability of dynamic equa-
tions on time scales. As far as we know, almost all of these results involve the second method of
Lyapunov (see [12]); Lyapunov equation and applications in stability theory (see [9]); exponen-
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dynamic equations (see [7]).
Moreover, concepts of stability (exponential stability, asymptotic stability, . . . ) are defined by
various ways and some of these definitions are not adapted to each others. This is mainly due to
what kind of exponential function authors used to define stability of solutions of dynamic equa-
tions. Pötzsche et al. (see [16]) have used usual exponential functions while J.J. DaCunha and
J.M. Davis (see [9]) have used time scale exponential functions. Another concept of exponential
stability on time scales is given by A. Peterson and R.F. Raffoul in [13].
In this paper, we want to go further in stability of dynamic equations. More precisely, in
Section 2, we prove the preservation of exponential stability under small enough Lipschitz per-
turbations. The integrable perturbations are also considered. Next, in Section 3, we characterize
the exponential stability of linear dynamic equations via solvability of non homogeneous dy-
namic equations in the space of bounded rd-continuous functions (see notation below). Finally,
in Section 4, with an additional assumption about integral boundedness, we also characterize
the uniformly exponential stability. Our tools are time scale versions of Gronwall’s inequality,
Bernouilli’s inequality, comparison result and Uniform Boundedness Principle. The main results
of this paper are Theorems 2.1, 3.1, 3.2 and 4.1.
First, to introduce our terminology, Z is the set of integer numbers, R is the set of real num-
bers. Let X be an arbitrary Banach space. We denote by L(X) the space of the continuous linear
operators on X and by IX the identity operator on X. Next, we introduce some basic concepts
of time scales. A time scale T is a nonempty closed subset of R. The forward jump opera-
tor σ :T → T is defined by σ(t) = inf{s ∈ T: s > t} (supplemented by inf∅ = supT), the
backward jump operator ρ :T → T is defined by ρ(t) = sup{s ∈ T: s < t} (supplemented by
sup∅ = infT). The graininess μ :T → R+ ∪ {0} is given by μ(t) = σ(t) − t . For our purpose,
we will assume that the time scale T is unbounded above, i.e., supT = ∞. A point t ∈ T is
said to be right-dense if σ(t) = t , right-scattered if σ(t) > t , left-dense if ρ(t) = t , left-scattered
if ρ(t) < t . A time scale T is said to be discrete if t is left-scattered and right-scattered for
all t ∈ T. For every a, b ∈ T, by [a, b] we mean the set {t ∈ T: a  t  b}. A function f de-
fined on T is rd-continuous if it is continuous at every right-dense point and if the left-sided
limit exists at every left-dense point. The set of all rd-continuous functions from T to X is de-
noted by Crd(T,X). A function f from T to R is regressive (respectively positively regressive) if
1 + μ(t)f (t) = 0 (respectively 1 + μ(t)f (t) > 0) for every t ∈ T. The set R (respectively R+)
of regressive (respectively positively regressive) functions from T to R together with the circle
addition ⊕ defined by (p ⊕ q)(t) = p(t)+ q(t)+μ(t)p(t)q(t) is an Abelian group. For p ∈R,
the inverse element is given by (
p)(t) = − p(t)1+μ(t)p(t) and if we define circle subtraction 
 by
(p
q)(t) = (p⊕ (
q))(t) then (p
q)(t) = p(t)−q(t)1+μ(t)q(t) . We write f σ stand for f ◦σ . The space
of rd-continuous, regressive mappings from T to R is denoted by CrdR(T,R). Furthermore,
C+rdR(T,R) :=
{
f ∈ CrdR(T,R): 1 + μ(t)f (t) > 0 for all t ∈ T
}
.
For any regressive function p, the dynamic equation
x = px, x(s) = 1, t  s,
has a unique solution ep(t, s), say an exponential function on the time scales T. We collect some
fundamental properties of the exponential function on time scales.
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(i) e0(t, s) = 1 and ep(t, t) = 1,
(ii) ep(σ (t), s) = (1 + μ(t)p(t))ep(t, s),
(iii) 1
ep(t,s)
= e
p(t, s),
(iv) ep(t, s) = 1ep(s,t) = e
p(s, t),
(v) ep(t, s)ep(s, r) = ep(t, r),
(vi) ep(t, s)eq(t, s) = ep⊕q(t, s),
(vii) ep(t,s)
eq (t,s)
= ep
q(t, s),
(viii) If p ∈R+ then ep(t, s) > 0 for all t, s ∈ T,
(ix) ∫ b
a
p(s)ep(c, σ (s))s = ep(c, a) − ep(c, b) for all a, b, c ∈ T,
(x) If p ∈R+ and p(t) q(t) for all t  s, t ∈ T, then
ep(t, s) eq(t, s) for all t  s.
Proof. See [4] for the proof of (i)–(viii); [3] for the proof of (ix), (x). 
We refer to [4,5] for more information on analysis on time scales. Next, we state a comparison
result and Gronwall’s inequality on time scales.
Lemma 1.2. Let τ ∈ T, u, b ∈ Crd(T,R) and a ∈R+. Then
u(t)−a(t)uσ (t) + b(t) for all t  τ,
implies
u(t) u(τ)e
a(t, τ ) +
t∫
τ
b(s)e
a(t, s)s for all t  τ.
Proof. The proof is similar to Theorem 3.5 in [3]. 
Lemma 1.3. Let τ ∈ T, u,b ∈ Crd, u0 ∈ R and b(t) 0 for all t  τ . Then,
u(t) u0 +
t∫
τ
b(s)u(s)s for all t  τ
implies
u(t) u0eb(t, τ ) for all t  τ.
Proof. See [3, Corollary 2.10]. 
From now on, we fix a t0 ∈ T and denote T+ := [t0,+∞). In connection with characterization
of the exponential stability, we introduce the following
BCrd
(
T
+)= BCrd(T+,X) := {f ∈ Crd(T+,X): sup
t∈T+
∥∥f (t)∥∥< +∞}.
It can be shown that BCrd(T+) is a Banach space with the norm
‖f ‖ := sup
+
∥∥f (t)∥∥.
t∈T
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x(t) = F(t, x), t ∈ T+, (1.1)
where F(t, x) :T+ × X → X is rd-continuous in the first argument with F(t,0) = 0. We sup-
pose that F satisfies all conditions such that (1.1) has a unique solution x(t) with x(t0) = x0
on [t0,+∞) (see [15] for more information).
Throughout this paper, we assume that the graininess of underlying time scale is bounded
on T+, i.e., G = supt∈T+ μ(t) < ∞. This assumption is equivalent to the fact that there exist
positive numbers m1,m2 such that for every t ∈ T+, there exists c = c(t) ∈ T+ satisfying m1 
c − t < m2 (also see [14, p. 319]).
The following definition is in [9] with an additional concept of uniformly exponential stability.
Definition 1.4.
(i) The solution x = 0 of Eq. (1.1) is said to be exponentially stable if there exists a positive
constant α with −α ∈R+ such that for every τ ∈ T+, there exists N = N(τ) 1 such that
the solution of (1.1) through (τ, x(τ )) satisfies∥∥x(t)∥∥N∥∥x(τ)∥∥e−α(t, τ ) for all t  τ, t ∈ T+.
(ii) The solution x = 0 of Eq. (1.1) is said to be uniformly exponentially stable if it is exponen-
tially stable and constant N can be chosen independently of τ ∈ T+.
In the case T = R (respectively T = Z), this definition reduces to the concepts of exponential
stability and uniformly exponential stability for ODEs (respectively OEs).
We consider a special case where F(t, x) = A(t)x, i.e., the linear dynamic equation
x(t) = A(t)x(t), t ∈ T+. (1.2)
By ΦA(t, s) ∈ L(X), we mean the transition operator of Eq. (1.2), i.e., the unique solution
of initial value problem X(t) = A(t)X(t) and X(s) = IX. The solution of Eq. (1.1) through
(s, x(s)), s ∈ T+, can be represented as x(t) = ΦA(t, s)x(s). The transition operator has the
linear cocycle property
ΦA(t, τ ) = ΦA(t, s)ΦA(s, τ )
for τ  s  t , τ, s, t ∈ T+.
We emphasize that in our assumption there is no condition on regressivity imposed on the
right-hand side of Eq. (1.1). It means that we can conclude noninvertible difference equations
into our results. Hence, we refer to [15] as standard reference for, e.g., existence and uniqueness
theorem.
We say Eq. (1.2) is exponentially stable (respectively uniformly exponentially stable) if the
solution x = 0 of Eq. (1.2) is exponentially stable (respectively uniformly exponentially stable).
The exponential stability and the uniformly exponential stability of the linear dynamic equa-
tion are characterized in term of the its transition operator.
Theorem 1.5.
(i) Equation (1.2) is exponentially stable if and only if there exists a positive constant α with
−α ∈R+ such that for every τ ∈ T+, there exists N = N(τ) 1 such that∥∥ΦA(t, τ )∥∥Ne−α(t, τ )
holds for all t  τ, t ∈ T+.
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α > 0,N  1 with −α ∈R+ such that∥∥ΦA(t, τ )∥∥Ne−α(t, τ ) for all t  τ, t, τ ∈ T+.
Proof. See [9, Theorem 2.2] for proof of (ii). The proof of (i) can be performed in a similar
way. 
2. Roughness of exponential stability
We now consider the perturbed equation
x(t) = A(t)x(t) + f (t, x), t ∈ T+, (2.1)
where A(·) ∈ Crd(T+,L(X)) and f (t, x) :T+ × X → X is rd-continuous in the first argument
with f (t,0) = 0.
The solution of Eq. (2.1) through (τ, x(τ )) satisfies the variation of constants formula
x(t) = ΦA(t, τ )x(τ ) +
t∫
τ
ΦA
(
t, σ (s)
)
f
(
s, x(s)
)
s, t  τ. (2.2)
The following theorem says that under small enough Lipschitz perturbations, the exponential
stability of the linear equation implies the exponential stability of the perturbed equation.
Theorem 2.1. If the following conditions are satisfied
(i) Equation (1.2) is exponentially stable with constants α and N ,
(ii) ‖f (t, x)‖L‖x‖ for all t ∈ T+,
(iii) α − NL > 0,
then the solution x = 0 of Eq. (2.1) is exponentially stable.
Proof. For all τ ∈ T+ and t  τ , the solution of Eq. (2.1) through (τ, x(τ )) satisfies Eq. (2.2).
Therefore,
∥∥x(t)∥∥ ∥∥ΦA(t, τ )x(τ )∥∥+
t∫
τ
∥∥ΦA(t, σ (s))f (s, x(s))∥∥s
N
∥∥x(τ)∥∥e−α(t, τ ) +
t∫
τ
NLe−α
(
t, σ (s)
)∥∥x(s)∥∥s
= N∥∥x(τ)∥∥e−α(t, τ ) +
t∫
τ
NL
1 − αμ(s)e−α(t, s)
∥∥x(s)∥∥s.
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e−α(t,τ ) > 0 (due to −α ∈R+), we get
‖x(t)‖
e−α(t, τ )
N
∥∥x(τ)∥∥+
t∫
τ
NL
1 − αμ(s)
‖x(s)‖
e−α(s, τ )
s.
By virtue of Gronwall’s inequality we obtain
‖x(t)‖
e−α(t, τ )
N
∥∥x(τ)∥∥e NL
1−αμ(·)
(t, τ ),
or ∥∥x(t)∥∥N∥∥x(τ)∥∥e−α(t, τ )e NL
1−αμ(·)
(t, τ ) = N∥∥x(τ)∥∥e−α⊕ NL1−αμ(·) (t, τ )
= N∥∥x(τ)∥∥e−α+NL(t, τ ).
Hence,∥∥x(t)∥∥N∥∥x(τ)∥∥e−(α−NL)(t, τ ) for all t  τ.
By (iii), we have −(α −NL) ∈R+. Therefore, the above estimate means that the solution x = 0
of Eq. (2.1) is exponentially stable. The proof is completed. 
Remark 2.2.
(i) The continuous version (T = R) of the above theorem can be found in [6]. Note that the
condition on the positive regressivity is automatically satisfied.
(ii) The discrete version (T = Z) can be found in [1, Theorem 5.6.1].
(iii) In [10,16], the authors used another definition about exponential stability and proved that
linearized principle holds with the condition on the regressivity of coefficient function of
scalar dynamic equation.
A direct consequence of Theorem 2.1 reads as follows.
Corollary 2.3. If the following conditions are satisfied
(i) Equation (1.2) is exponentially stable with constants α and N ,
(ii) L = supt∈T+ ‖B(t)‖ < +∞,
(iii) α − NL > 0,
then trivial solution x = 0 of the equation
x(t) = A(t)x(t) + B(t)x(t), t ∈ T+,
is exponentially stable.
The next theorem shows that the exponential stability is also preserved under some integrable
perturbations. This is not new because it can be considered as a corollary of [7, Theorem 2.7].
However, notice that all results in [7] used the assumption on regressivity which is removed in
this paper.
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(i) Equation (1.2) is exponentially stable with constants α and N ,
(ii) ‖f (t, x)‖ l(t)‖x‖ for all t ∈ T+,
(iii) ∫ +∞
t0
l(t)
1−αμ(t)t < +∞,
then the solution x = 0 of Eq. (2.1) is exponentially stable.
Proof. We only give sketch of the proof. First, we note that for any a  0,
lim
u↘μ(s)
ln(1 + ua)
u
=
{
a if μ(s) = 0,
ln(1+aμ(s))
μ(s)
 a if μ(s) > 0. (2.3)
Furthermore, explicit presentation of the modulus of the exponential function (see [10, Sec-
tion 3]) gives
eq(·)(t, τ ) = exp
( t∫
τ
lim
u↘μ(s)
ln(1 + uq(s))
u
s
)
(2.4)
for any q ∈R+. As in the proof of Theorem 2.1, we have
‖x(t)‖
e−α(t, τ )
N
∥∥x(τ)∥∥e Nl(·)
1−αμ(·)
(t, τ ).
Using (2.4) with q(·) = Nl(·)1−αμ(·) and by virtue of (2.3) we obtain∥∥x(t)∥∥N∥∥x(τ)∥∥e Nl(·)
1−αμ(·)
(t, τ )e−α(t, τ )
= N∥∥x(τ)∥∥ exp
( t∫
τ
lim
u↘μ(s)
ln(1 + uNl(s)/(1 − αμ(s)))
u
s
)
e−α(t, τ )
N
∥∥x(τ)∥∥ exp
( t∫
τ
Nl(s)
1 − αμ(t)s
)
e−α(t, τ )
N
∥∥x(τ)∥∥ exp
( +∞∫
t0
Nl(s)
1 − αμ(s)s
)
e−α(t, τ ),
which implies the exponential stability of the solution x = 0 of Eq. (2.1). 
When T = Z, the above theorem reduces to Theorem 5.6.1 in [1]. The condition (iii) in
Theorem 2.4 is satisfied if
∫ +∞
t0
l(t)t < +∞ and −α is uniformly positively regressive (i.e.,
1 − αμ(t) > ε for some ε > 0).
3. Perron’s theorem
In this section, we consider inhomogeneous linear dynamic equation:
x(t) = A(t)x(t) + h(t), t ∈ T+, (3.1)
with forcing term h(·) to be rd-continuous on T+. Now, we are in position to state a time scale
version of well-known Perron’s theorem about input–output stability.
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h(·) ∈ BCrd(T+), the solution xh(·) of Eq. (3.1) corresponding to h(·) belongs to BCrd(T+).
Proof. For every function h(·) ∈ BCrd(T+), the solution of (3.1) is given by variation of con-
stants formula
xh(t) = ΦA(t, t0)x(t0) +
t∫
t0
ΦA
(
t, σ (s)
)
h(s)s,
or
∥∥xh(t)∥∥ ∥∥ΦA(t, t0)x(t0)∥∥+
∥∥∥∥∥
t∫
t0
ΦA
(
t, σ (s)
)
h(s)s
∥∥∥∥∥.
We have∥∥∥∥∥
t∫
t0
ΦA
(
t, σ (s)
)
h(s)s
∥∥∥∥∥
t∫
t0
∥∥ΦA(t, σ (s))∥∥∥∥h(s)∥∥s
N‖h‖
t∫
t0
e−α
(
t, σ (s)
)
s = −N‖h‖
α
(
e−α(t, t0) − e−α(t, t)
)
= N‖h‖
α
(
1 − e−α(t, t0)
)
 N‖h‖
α
.
Since Eq. (1.2) is exponentially stable,∥∥ΦA(t, t0)x(t0)∥∥Ne−α(t, t0)∥∥x(t0)∥∥.
Hence, noting that e−α(t, t0) → 0 as t → ∞ it follows the boundedness of xh(·). The proof is
completed. 
In the next theorem, the exponential stability of the homogeneous linear dynamic equation
is attained provided that some Cauchy problems are solvable. For every τ ∈ T+, we denote by
CP(τ ) the following Cauchy problem{
x(t) = A(t)x(t) + h(t), t  τ, t ∈ T+,
x(τ ) = 0.
In particular, CP(t0) is{
x(t) = A(t)x(t) + h(t), t ∈ T+,
x(t0) = 0.
Theorem 3.2. If for every function h(·) ∈ BCrd(T+), the solution x(·) of the Cauchy problem
CP(t0) belongs to BCrd(T+) then Eq. (1.2) is exponentially stable.
To prove, we need some lemmas.
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Cauchy problem CP(τ ) belongs to BCrd([τ,+∞)) then there is a constant k = k(τ ) such that
for all t  τ ,∥∥x(t)∥∥ k‖h‖. (3.2)
Proof. By variation of constants formula, the solution of the Cauchy problem CP(τ ) is of the
form
x(t) =
t∫
τ
ΦA
(
t, σ (s)
)
h(s)s. (3.3)
By assumption, for any h(·) ∈ BCrd([τ,+∞)), the solution x(t) associated with h of the Cauchy
problem CP(τ ) is in BCrd([τ,+∞)). Therefore, if we define a family of operators (Vt )tτ as
follows
Vt : BCrd
([τ,+∞)) −→ X,
BCrd
([τ,+∞))  h −→ Vth = x(t) =
t∫
τ
ΦA
(
t, σ (s)
)
h(s)s ∈ X,
then we have suptτ ‖Vth‖ < ∞ for any h ∈ BCrd(T+). Using Uniform Boundedness Principle,
there exists a constant k > 0 such that∥∥x(t)∥∥= ‖Vth‖ k‖h‖ for all t  τ. 
The following lemma relates solvability of the Cauchy problems CP(t0) and CP(τ ), τ ∈ T+.
This lemma is also useful for proof of characterization of uniformly exponential stability.
Lemma 3.4. Let τ ∈ T+. If the problem CP(t0) has a solution in BCrd(T+) for every function
h(·) ∈ BCrd(T+) then the problem CP(τ ) has a solution x(·) in BCrd([τ,∞)) for every function
h(·) ∈ BCrd([τ,+∞)). Moreover, there exists a constant k (independent of τ ) such that ‖x(t)‖
k‖h‖ for all t  τ .
Proof. For every function h(·) ∈ BCrd([τ,+∞)), the problem CP(τ ) has a unique solution given
by (3.3). We will modify the problem CP(τ ), τ > t0, to the problem CP(t0). To do this, we
consider two following cases:
• If τ is a left-scattered point, we set h˜ :T+ → X as
h˜(t) =
{
h(t), t  τ,
0, t0  t < τ.
Then, ‖h˜‖ = ‖h‖ and h˜(·) ∈ BCrd(T+). Therefore, the Cauchy problem{
x˜(t) = A(t)x˜(t) + h˜(t), t ∈ T+,
x˜(t0) = 0,
has the solution x˜(·) with
x˜(t) =
t∫
ΦA
(
t, σ (s)
)
h˜(s)s =
t∫
ΦA
(
t, σ (s)
)
h(s)s = x(t), t  τ.t0 τ
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all t  τ .
• If τ is a left-dense point, for each ε > 0 with τ − ε ∈ T+, we set hε :T+ → X as
hε(t) =
⎧⎨
⎩
h(t), t  τ,
1
ε
h(τ )(t − τ + ε), τ − ε  t < τ,
0, t0  t < τ − ε.
We see that ‖hε‖ = ‖h‖ and hε(·) ∈ BCrd(T+). Therefore, the Cauchy problem{
xε (t) = A(t)xε(t) + hε(t), t ∈ T+,
xε(t0) = 0,
has the solution xε(·) with
xε(t) =
t∫
t0
ΦA
(
t, σ (s)
)
hεs
=
τ∫
τ−ε
ΦA
(
t, σ (s)
)
hε(s)s +
t∫
τ
ΦA
(
t, σ (s)
)
hε(s)s
=
τ∫
τ−ε
ΦA
(
t, σ (s)
)
hε(s)s +
t∫
τ
ΦA
(
t, σ (s)
)
h(s)s
=
τ∫
τ−ε
ΦA
(
t, σ (s)
)
hε(s)s + x(t), t  τ.
Again using Lemma 3.3, there exists a constant k such that∥∥xε(t)∥∥ k‖hε‖ = k‖h‖.
For fixed t  τ , because τ is left-dense point, we can let ε → 0+ to obtain∥∥∥∥∥
τ∫
τ−ε
ΦA
(
t, σ (s)
)
hε(s)s
∥∥∥∥∥→ 0,
and consequently, ‖xε(t)‖ → ‖x(t)‖. So, ‖x(t)‖ k‖h‖ for all t  τ .
In our arguments, the constant k is taken out from Uniform Boundedness Principle applied to the
Cauchy problems CP(t0). Therefore, k is independent of τ ∈ T+. 
Proof of Theorem 3.2. Let τ ∈ T+. By virtue of Lemmas 3.3 and 3.4, there exists a constant k
(independent of τ) such that ‖x(t)‖ k‖h‖ for all t  τ , where x(·) is the solution of the Cauchy
problem CP(τ ).
For any y ∈ X, set χ(t) = ‖ΦA(σ(t), τ )‖ and consider the function h(t) = ΦA(σ(t),τ )yχ(t) . It is
obvious that ‖h‖ ‖y‖. The solution x(t) corresponding h satisfies the following relation
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t∫
τ
ΦA
(
t, σ (s)
)ΦA(σ(s), τ )y
χ(s)
s =
t∫
τ
ΦA(t, τ )y
χ(s)
s = ΦA(t, τ )y
t∫
τ
s
χ(s)
,
or
x(t) = ΦA(t, t0)yψ(t) (3.4)
with ψ(t) = ∫ t
τ
s
χ(s)
. From (3.2) and (3.4) we have∥∥ΦA(t, τ )y∥∥ψ(t) k‖y‖ for every y ∈ X.
Therefore,∥∥ΦA(t, τ )∥∥ k
ψ(t)
,
which implies
1
ψ(t)
= χ(t) = ∥∥ΦA(σ(t), τ)∥∥ k
ψ(σ(t))
,
or
ψ(t) ψ(σ(t))
k
.
Note that we can choose constant k such that k > G which implies (− 1
k
) ∈R+. Let c ∈ T+ such
that c > τ . By comparison result (Lemma 1.2), for every t  c,
ψ(t)ψ(c)e
(− 1
k
)
(t, c).
Hence,
1
χ(t)
= ψ(t) ψ
σ (t)
k
 ψ(c)
k
e
(− 1
k
)
(
σ(t), c
)
,
or
χ(t) = ∥∥ΦA(σ(t), τ)∥∥ k
ψ(c)
e− 1
k
(
σ(t), c
)
for all t  c.
This estimate leads to
∥∥ΦA(t, τ )∥∥ k
ψ(c)
e− 1
k
(t, c) = k
ψ(c)e− 1
k
(c, τ )
e− 1
k
(t, τ ) for all t > c.
Setting α = 1
k
, N1 = kψ(c)e− 1
k
(c,τ )
and
N = max
{
N1, max
τtc
‖ΦA(t, τ )‖
e−α(t, τ )
}
,
we obtain desired estimate∥∥ΦA(t, τ )∥∥Ne−α(t, τ ) for t  τ.
The proof is completed. 
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We now investigate the uniformly exponential stability of Eq. (1.2). In general, the bounded-
ness of the solution of the problem CP(t0) does not imply the uniformly exponential stability.
However, if Eq. (1.2) satisfies an additional condition, say integral boundedness of the operator
function A(t) on T+, then this property is true, having known that for ODEs, it distinguishes
between exponential stability and uniformly exponential stability.
For convenience, by
∫ b
a
f (s)s we mean
∫ b′
a
f (s)s where a ∈ T+, b ∈ R, a  b, b′ =
sup{t ∈ T+: t  b}.
The operator function A(t) is called integrally bounded on T+ if
sup
t∈T+
t+G+1∫
t
∥∥A(s)∥∥s M. (4.1)
Obviously, if A(t) ≡ A or A(t) is bounded (that is, supt∈T+ ‖A(t)‖ < +∞) then the integral
boundedness is satisfied.
Theorem 4.1. Suppose that the condition on integral boundedness (4.1) is satisfied. In order for
the Cauchy problem CP(t0) to have a solution in BCrd(T+) for every function h(·) ∈ BCrd(T+),
it is necessary and sufficient that Eq. (1.2) is uniformly exponentially stable.
To prove the above theorem, we give some estimates of transition operator.
Lemma 4.2. Let t, τ ∈ T+ with t  τ .
(i) There holds the following estimate
∥∥x(t)∥∥= ∥∥ΦA(t, τ )x(τ )∥∥ ∥∥x(τ)∥∥ exp
( t∫
τ
∥∥A(s)∥∥s
)
. (4.2)
(ii) If the condition (4.1) is satisfied then∥∥ΦA(t, τ )∥∥ eM for all τ  t  τ + G + 1. (4.3)
Proof. For every t  τ , t, τ ∈ T+, the solution of Eq. (1.1) satisfies
x(t) = x(τ) +
t∫
τ
A(s)x(s)s.
Hence,
∥∥x(t)∥∥ ∥∥x(τ)∥∥+
t∫
τ
∥∥A(s)x(s)∥∥s  ∥∥x(τ)∥∥+
t∫
τ
∥∥A(s)∥∥∥∥x(s)∥∥s.
Using Gronwall’s inequality, we obtain∥∥x(t)∥∥ ∥∥x(τ)∥∥e‖A(·)‖(t, τ ).
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= ∥∥x(τ)∥∥ exp
( t∫
τ
lim
u↘μ(s)
ln(1 + u‖A(s)‖)
u
s
)

∥∥x(τ)∥∥ exp
( t∫
τ
∥∥A(s)∥∥s
)
and the assertion (i) is proved.
Combining (4.1) and (4.2), we have (ii).
The proof is completed. 
Proof of Theorem 4.1. The sufficient condition is deduced from Theorem 3.1. To prove the
necessary condition, for every τ ∈ T+ and every y ∈ X, we set
h(t) = ΦA(σ(t), τ )y
χτ (t)
,
where χτ (t) = ‖ΦA(σ(t), τ )‖. By Lemma 3.4, the solution of the problem CP(τ ) satisfies∥∥x(t)∥∥ k‖h‖ k‖y‖ for all t  τ,
with k to be independent of τ .
Repeating all of the arguments presented in the proof of Theorem 3.2, with minor change: for
each τ ∈ T+, we can choose c = c(τ ) ∈ T+ such that 1 c − τ < G + 1, then we get∥∥ΦA(t, τ )∥∥Ne−α(t, τ ) for all t  τ, t, τ ∈ T+,
where
N max
{
1
αψτ (c)e−α(c, τ )
, max
τtc
‖ΦA(t, τ )‖
e−α(t, τ )
}
,
α = 1
k
, −α ∈R+, ψτ (c) =
c∫
τ
s
χτ (s)
.
It still remains to show that N can be chosen independently of τ . To this end, we note that for
t ∈ T+, τ  t  c(τ ) < τ + G + 1 then τ  σ(t) τ + G + 1 and by Lemma 4.2,
χτ (t) =
∥∥ΦA(σ(t), τ)∥∥ eM.
Hence,
ψτ (c)
c∫
τ
s
eM
= c − τ
eM
.
Next, since −α ∈R+, the Bernouilli’s inequality (see [2, Theorem 5.5]) give e−α(c, τ )  1 −
α(c − τ). Since the constant k = 1
α
can be chosen such that k > G + 1, we have 1 − α(c − τ) >
1 − α(G + 1) > 0 for all t ∈ T+. Thus,
1
αψτ (c)e−α(c, τ )
 e
M
α(c − τ)e−α(c, τ ) 
eM
α(c − τ)(1 − α(c − τ)) 
eM
α(1 − α(G + 1)) .
Moreover, because e−α(t, τ ) is decreasing on t ∈ [τ, c],
max
‖ΦA(t, τ )‖  max e
M
 e
M
 e
M
 e
M
.
τtc e−α(t, τ ) τtc e−α(t, τ ) e−α(c, τ ) 1 − α(c − τ) 1 − α(G + 1)
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N = e
M
1 − α(G + 1) max
{
1,
1
α
}
.
The theorem is proved. 
The continuous version (T = R) of above theorem can be found in [8] (the condition (4.1)
reduces to the condition of integral boundedness in [8, Section 3.3]).
Next, we give a time scale example showing that condition of integral boundedness (4.1)
cannot be dropped. This example is modified from one in [8, Section 3.5.3] but much simpler.
Example 4.3. On time scale T = ⋃+∞n=1[n − 1, n − 1n ] with G = supt∈Tμ(t) = 1, we consider
functions r, v :T → R defined as
r(t) =
{
0, n − 1 t < n − 1
n
,
ne1(n,0), t = n − 1n ,
and v(t) = e1(t,0) + r(t).
Note that rσ (t) = 0 for all t ∈ T, we have
t∫
0
vσ (s)s =
t∫
0
e1
(
σ(s),0
)
s =
t∫
0
(
1 + μ(s))e1(s,0)s
 2
t∫
0
e1(s,0)s = 2e1(s,0)|t0 = 2
(
e1(t,0) − 1
)
< 2v(t),
and
v(n − 1/n)
v(n)
= e1(n − 1/n,0) + ne1(n,0)
e1(n,0)
= n + 1
e1(n,n − 1/n) > n.
Summing up, we get
t∫
0
vσ (s)s < 2v(t) and v(n − 1/n) > nv(n).
If we put a(t) = − v(t)
vσ (t)
then the transition operator of the scalar dynamic equation x = a(t)x
will be
Φa(t, s) = v(s)
v(t)
.
Hence, Φa(n,n − 1/n) > n and consequently, equation x = a(t)x is not uniformly exponen-
tially stable. However, the solution of the Cauchy problem
x = a(t)x + g(t), x(0) = 0
for a function g(·) ∈ BCrd(T) will be bounded since
x(t) =
t∫
Φa
(
t, σ (s)
)
g(s)s0
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∣∣x(t)∣∣=
∣∣∣∣∣
t∫
0
Φa
(
t, σ (s)
)
g(s)s
∣∣∣∣∣=
∣∣∣∣∣
t∫
0
vσ (s)g(s)
v(t)
s
∣∣∣∣∣ ‖g‖
∫ t
0 v
σ (s)s
v(t)
 2‖g‖.
The function
∫ t+G+1
t
a(s)s = ∫ t+2
t
a(s)s in this example is of course unbounded.
5. Discussions and open problems
With suitable change, all results in this paper are still true if -derivative is replaced by
∇-derivative and/or time scale is replaced by measure chain.
It is natural to question about exponential dichotomies of linear dynamic equations. So, we
must deal with the backward extension of solutions. But in that case, with the aid of some tech-
niques of ODEs in Banach spaces, we can still remove the regressivity on right-hand side of
underlying equation.
To obtain the above results, we have to use a standard assumption that the graininess of time
scale is bounded. However, the following example shows that on some time scales with un-
bounded graininess, the set of real numbers p for which exponential function ep(t, s) tends to
zero as t → +∞ is rather abundant. In turn, this exponential function can be used to define ex-
ponential stability. Therefore, exponential stability on time scales with unbounded graininess is
still an open problem.
Example 5.1. Let T =⋃∞n=0[n2, n2 + n]. This is a time scale with unbounded graininess. The
exponential function ep(t,0) is defined as the solution of the equation
x(t) = px(t), x(0) = 1, t ∈ T.
This equation is equivalent to⎧⎨
⎩
x′(t) = px(t) if t ∈ [n2, n2 + n),
x((n + 1)2) − x(n2 + n)
n + 1 = px
(
n2 + n).
Hence,
x(t) =
n∏
k=0
ekp
(
1 + p(k + 1))ep(t−n2), for t ∈ [n2, n2 + n],
which tends to zero as n → ∞ for any p < 0.
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