Abstract. We study a class of fourth order geometric equations defined on a 4-dimensional compact Riemannian manifold which includes the Qcurvature equation. We obtain sharp estimates on the difference near the blow-up points between a bubbling sequence of solutions and the standard bubble.
Introduction
Let (M, g) be a compact Riemannian manifold. The conformal class of g consists of all metricsg = e 2u g for any smooth function u. A central theme in conformal geometry is the study of properties that are common to all metrics in the same conformal class, and the understanding and classification of all the conformal classes. For this purpose it is often useful to be able to single out a unique representative in each conformal class by imposing some geometric condition. This usually leads to a conformally covariant geometric equation for the conformal factor e 2u . Such equations have attracted much interest in the literature in the past half-century.
In dimension 2, the natural condition to impose is constant Gauss curvature. The Poincaré Uniformization Theorem states that this is always possible: every compact Riemannian surface is conformal to one with constant Gauss curvature. The conformally covariant operator in this case is the Laplacian-Beltrami operator, given in local coordinates by: characteristic of M :
where dA g is the area element of g. Although this result was originally proved by Poincaré using non-PDE methods, there is now a PDE proof, see [11] and [37] . Furthermore, the operator ∆ g is conformally convariant ∆g = e −2u ∆ g . For compact Riemannian manifolds of dimension n ≥ 3, a natural generalization is to impose constant scalar curvature. This leads to the Yamabe problem: given a compact Riemannian manifold (M, g) of dimension at least 3, find a metric conformal to g with constant scalar curvature. This was also eventually answered in the affirmative, see [39, 34, 2, 32] . The corresponding operator is now the conformal Laplacian L g = ∆ g − c n R g , c n = (n − 2)/4(n − 1), and the equation for constant scalar curvature is the Yamabe equation:
where φ 4/(n−2) = e 2u , and ǫ is 1, 0, or −1. The operator L g also has a conformal covariant property:
whereg = φ 4/(n−2) g. In 4-d, another problem analogous to the 2-d case arises from imposing the condition of constant Q-curvature:
The natural question is the same: given a 4-d compact Riemannian manifold (M, g), is there a metricg = e 2u g in the conformal class of g with constant Q-curvature? The Q-curvature of the metricg is given by:
where P g is the Paneitz operator:
Integrating with respect to the volume element dV g , it is easy to see that the quantity:
is a conformal invariant, i.e., it is constant in the conformal class of g. Furthermore, we also have a Gauss-Bonnet formula:
where W g is the Weyl tensor of g given in local coordinates as:
We note that W g is pointwise conformally invariant Wg = W g , and the operator P g is conformally covariant:
(1.1) Pgf = e −4u P g f.
We use (P ) to denote the assumption:
(P ) Ker(P g ) = {constants}.
We remark that (P ) is often satisfied. For example, Gursky in [17] proved that if (M, g) has non-negative Yamabe invariant Y g ≥ 0, and satisfies k P ≥ 0, then (P ) holds and P g ≥ 0; see also [18] where the assumptions are weakened to Y g ≥ 0 and k P + Y 2 g /6 > 0. Chang and Yang proved in [9] that if k P < 8π 2 , P g ≥ 0 and (P ) holds, then there is a conformal metricg whose Q-curvature is constant. In [13] , Djadli and Malchiodi extended this existence result assuming only that (P ) holds and k P = 8π 2 N for any positive integer N . An essential ingredient in this existence result is an a priori bound: if k P = 8π 2 N for any positive integer N , then any sequence of solutions of the prescribed Q-curvature equation is uniformly bounded. In fact, this a priori estimate can be extended to the following more general equation in the same class:
where b is a smooth function. Note that if b = Q g , then h is the Q-curvature of the conformal metric e 2u g. Assuming h k → h 0 , h k ≥ c 0 > 0, and b k → b 0 , Druet and Robert in [15] showed that any sequence of solutions {u k } of (1.2) with h = h k and b = b k is uniformly bounded, provided M b 0 = 8π 2 N , see also Malchiodi [25] , . However, bubbling can occur when M b 0 dV g = 8π 2 N for some positive integer N . A precise understanding of this bubbling phenomenon is required if progress is to be made on the existence problem. The study of the blowup profile and other blow-up phenomena for the Paneitz operator and other 4-th order elliptic equations has attracted much interest recently; see for example [1, 4, 8, 12, 16, 19, 22, 26, 27, 28, 30, 33, 35, 36] .
Let {u k } be a sequence of solutions of (1.2) with h = h k , and b = b k . We say that this is a bubbling sequence if sup |u k | → ∞. In [15] , Druet and Robert studied bubbling sequences of solutions of (1.2) and obtained some asymptotic estimates on the behavior near the blow-up points. We will throughout make the following assumptions on the coefficients b k and h k :
It follows immediately that b k C 1 (M ) ≤ C 0 , and h k C 2 (M ) ≤ C 0 for some constant C 0 independent of k. We let G denote the Green's function for the Paneitz operator:
is the mean value of f . The asymptotics of this Green's function are studied in the Appendix. Now, for k = 0, . . . , let
Since {u k } is a bubbling sequence, it follows immediately that M b 0 dV g = 8N π 2 for some positive integer N . Druet and Robert proved that passing to a subsequence, there is a finite set S = {p 1 , .., p N } such that:
Let β be the regular part of the Green's function:
Here χ is a cut off function supported in a small neighborhood of ξ, and r = d g (ξ, η). They also proved that for i = 1, . . . , N :
where h is the limit of h k as k → ∞, and ∇ 1 , ∇ 2 denote the derivatives with respect to the first and second variables respectively. In this article we will continue this line of investigation and derive more precise asymptotic estimates for the behavior of such solutions. We define the standard bubble at p:
We will also adopt the following notation. For k large enough, there are
Theorem. Let {u k } be a bubbling sequence of solutions on M . Then passing to a subsequence, there is a constant δ > 0 such that for any fixed τ ∈ (0, 1), there exists a constant C 1 = C 1 (N, g, c 0 , C 0 , τ ) such that:
in B(q ik , δ), and such that for i = 1, . . . , N we have:
Our approach is motivated by Lin and Wei's work [24] from which one can easily derive an O(1) bound in (1.6) (i.e. |u k − U ik | ≤ C near p i ) provided (M, g) is locally conformally flat; see also [38] which uses a completely different approach. Our result removes the hypothesis of local conformal flatness and also improves the estimate near the blow-up points. We hope our approach can be fine-tuned to yield better yet estimates as required to handle the existence question posed above.
A major difficulty when trying to prove a priori estimates for solutions of fourth order elliptic equations is the lack of a maximum principle. In order to remedy this, Lin and Wei devised a strategy based on the Pohozaev identity. We adapt this approach to the case in which the manifold is not necessarily locally conformally flat, making use of conformal normal coordinates. These are normal coordinates for a metricĝ in the conformal class of g for which det(ĝ) = 1. The existence of such a metric is proved in [6] . Although, we used this result for the sake of simplicity, our proof only relies on the weaker concept already introduced in the solution of the Yamabe problem where one only requires det(ĝ) = 1 to hold to high enough order in the distance from the center of the ball under consideration, see [21] .
We now briefly sketch the outline of the paper and the proof of our Theorem.
In Section 2, we prove the O(1) estimate. We use the Green's representation formula, together with rough estimates from [15] , to write long range asymptotic formulas for the rescaled solution v k and its derivatives in terms of the concentration of energy α k near the singular point, i.e. within a carefully chosen radius l k = −ε k log ε k , where ε k is related to the maximum of u k , see (2.9). These are then substituted into an asymptotic Pohozaev identity, and after estimating the higher order terms, we obtain an asymptotic formula for the energy α k ≈ 16π 2 . When substituted back into the asymptotic formula for v k , this yields a long range O(1) bound. Finally, we use standard estimates in the interior, and then these long range and interior estimates in conjunction with the maximum principle in the mid-range.
In Section 3, we prove (1.6) by contradiction. We divide the argument into two cases, depending upon whether an appropriately weighted supremum runs off to infinity or remains in a bounded region along a subsequence. In the first case, we use the Green's representation formula and a comparison between the geometric and Euclidean distances to reach a contradiction. In the second case, we show that the difference between the appropriately rescaled solutions and the standard bubble converges to a solution of the linearized equation which we can then show vanishes thanks to a lemma of Lin and Wei from [24] , again leading to a contradiction.
Finally, in Section 4, we use our estimate (1.6) in the Pohozaev Identity over a ball of radius ε −1/2 k to obtain a Euclidean version of the vanishing rate. We then translate this result into the original metric g and prove (1.7).
The Appendix deals with delicate estimates for the Green's function, an asymptotic comparison between the geodesic distance and the Euclidean distance in conformal normal coordinates, some well known curvature and metric derivatives computations in conformal normal coordinates, and a proof of the asymptotic Pohozaev identity.
The O(1) estimate
In this section we derive the O(1) estimate, i.e., we show that
This estimate has been established by Lin-Wei [24] for locally conformally flat manifolds; see also [38] for a completely different proof. Furthermore, we remove the assumption that (M, g) is locally conformally flat. Our first step is to rescale the solutions, and use the Green's representation formula (1.3) to derive the long range asymptotic formulas (2.11)-(2.15).
In [15] , Druet and Robert prove that the singular set S consists of only finitely many points {p 1 , . . . , p N } and these are separated uniformly in k by a positive distance. Without loss of generality we will focus in this section on p 1 , and to simplify the notation, we will omit the subscript 1, so that we now consider a sequence of points q k ∈ M where u k has a local maximum u k (q k ) → ∞ and q k → p as k → ∞.
According to [6] , we can find functionŵ k defined on M , such that in a neighborhood B(q k , δ 1 ) of q k , δ 1 > 0, we have det(ĝ k ) = 1 in the normal coordinates of the conformal metricĝ k = e 2ŵ k g. We refer to these coordinates as conformal normal coordinates. We point out that det(ĝ k ) ≈ 1 to high enough order would be sufficient for our purpose, but we use Cao's result since it simplifies the proof. We also choose δ 1 small enough so that δ 1 < inj(M )/10 and δ 1 < d/10 where d is the minimum distance between any two points in the singular set S. Using the conformal covariance property of P g (1.1), we obtain that the functionû k = u k −ŵ k satisfies
where
in a neighborhood of q k , hence all the terms coming fromŵ k can be absorbed on the right-hand side of (1.6).
We have the following estimates, also proved in [15] :
where D jû k (ξ) = J D Jû k (ξ) and the sum is over all multi-indices J of order j, and ε k = e −û k (q k ) . We now rescale the solutionsû k , using a blowup of the neighborhood of the point q k . Define the map ϕ k : B(0, δ 1 ε
where on the right-hand side we are using conformal normal coordinates on B(q k , δ 1 ). We use the notationf = ϕ * f = f • ϕ to denote the pull-back of a function f defined on B(q k , δ 1 ), and we let g k = ε −2 k ϕ * g k be the blow-up metric, i.e., a rescaling of the pull-back metric. We define:
v k =ȗ k + log ε k , and note that v k (0) = 0. It follows from (1.1) that v k satisfies:
The estimates (2.1) now read:
where µ ∈ (0, 1).
LetĜ k be the Green's function for Pĝ k . Then, we have:
whereû k is the mean value ofû k . DecomposeĜ k into a principal part and a regular part as follows:
where (2.6)
Note that since det(
Taking the difference of (2.5) evaluated at ξ and p k , we get:
Here we have used the fact that since the coordinates are normal dĝ k (η, q k ) = |η − q k |. Thanks to the cut-off function χ, we can now replace the integral over M by an integral over B(q k , 2δ 1 ), and after rescaling, we now obtain:
and define:
By (2.3) and the fact that det(ĝ k ) = 1, one sees easily that:
As in [24] , the representation formula (2.8) implies the following long range asymptotic formulas for v k and its derivatives:
Note that while the asymptotic formula is required in the whole range
Since the proof of these estimates is similar to the one in [24] , we will only briefly sketch the argument pointing out the main differences, a major one being the difference between the Euclidean and Riemannian distance. It follows from (2.8) that for |y| ≥ L k :
Moreover for any multi-index J of order j = 1, 2, 3, and |y| = − log ε k , we have: (2.17)
We now divide the domain of integration in (2.16) and (2.17) into three subsets B(0, δ 1 ε
We also use the following approximations of the distance dg k and its derivatives by their Euclidean counterparts 1 :
Over Ω 2 ∪ Ω 3 , the integral (2.16) can be estimated simply by using (2.3) and the approximation (2.18) leading to:
In order to capture the asymptotics of the integral (2.16) over Ω 1 , we again use the approximation (2.18) to reduce the calculation to the Euclidean case, so that (2.11) then follows with the help of (2.10).
Similarly the estimate of (2.17) over Ω 2 ∪ Ω 3 can be obtained from the bounds:
leading to:
while the estimation of these integrals over Ω 1 requires the more precise approximation (2.19) . We now use the long range estimates (2.11)-(2.15) in the following Pohozaev identity 2 over the ball Ω = B(q k , l k ):
Here, we used the conformal normal coordinates ξ i on this ball, we denoted r = |ξ|, and denoted the unit normal to the boundary by ν i . Furthermore, 1 These approximations are proved in the Appendix 2 The proof of this identity can be found in the Appendix.
to simplify the notation, we suppressed the sequence index k, and since det(ĝ) = 1, we omitted dVĝ = dξ. Finally, we remark that we chose to write this identity in terms ofû k rather than v k to avoid an even longer formula. It is easy to translate the long range estimates (2.11)-(2.15) toû k from the fact that v k (y) =û k (ε k y) + log ǫ k . We denote the integral on the left hand side of this identity by I 0 , and the four integrals on the right-hand side by I 1 , I 2 , I 3 and I 4 respectively. By (2.3), we obtain:
hence it follows from (2.10) that:
k ) By the expansions (C.11) and (C.12) of the derivatives of the metricĝ, and (2.4) we get: (2.21)
and similarly, using (C.14), we see that:
It remains to compute I 1 . First, using (2.3), we can estimate the first term in
Using this bound, and using the expansions (C.9) and (C.10) in the remaining terms, we can now reduce I 1 to:
Using (2.11)-(2.15) in the above, we get:
Combining (2.20), (2.21), (2.22) and (2.23), we get:
which implies (2.24)
When substituting this into (2.11), we obtain:
The argument in the region |y| ≤ L k follows the one in [24] closely, hence we again only sketch the proof. Without loss of generality, we assume that h k (q k ) → 1 3 . Let U = U 0,1,1 be the standard bubble in R 4 :
It is easy to check that U satisfies ∆ 2 U = 2e 4U and it is well known that v k → U in C 4 loc (R 4 ), see for example [15] . Thus, for any fixed A and all k sufficiently large, we have:
Subtracting (2.17) from its Euclidean counterpart, using (2.19) to compare dg(y, z) and |y−z| as well as their respective derivatives, and also using (2.24) to compare the leading terms, we obtain:
Now, letting T (y) = C(1 + |y| −1 ), and choosing C large enough, we can guarantee that ∆T ≤ −|∆v k − ∆U | whence from the maximum principle
and using the definition of v k , we obtain the version of (1.6) with O(1) on the right-hand side, i.e., with τ = 0.
A Sharper Estimate
The main purpose of this section is to establish (1.6). An important tool we use is the following lemma, due to Lin-Wei [24] :
Furthermore, any solution of the linearized problem:
is given by φ = 4 j=0 c j ψ j where Let ρ k = h k (0) 1/2 /4 √ 3 and consider the solution U k (y) = − log(1+ρ k |y| 2 ) of the equation
Our goal in this section is to prove:
for any 0 < τ < 1, which implies (1.6). Equivalently, if we let
then it suffices to show that Λ k is bounded on Ω k = B(0, δ 1 ε −1 k ). Suppose that Λ k → ∞, and let y k ∈ Ω k be the point where Λ k attains its maximum. Now, either: (i) y k → ∞; or (ii) |y k | remains bounded at least along a subsequence, and hence a further subsequence, which without loss of generality we will assume is y k itself, converges to y * . We will show that in both cases a contradiction follows. Define:w
k . ¿From the fundamental solution for ∆ 2 , it is straightforward to get:
Similarly, using the fundamental solution for Pg k , we find:
see (2.8) . Note that for the second equality, we used (B.9) as well as the decay rate of v k . Finally, we estimate the source term:
Substituting this in (3.5) and combining with (3.4) in the definition ofw k , we obtain:
Since y k → ∞, it is now easy to see that the right hand side is o(1), which contradictsw k = ±1. We now turn to the second case and assume without loss of generality that y k converges to y * . We will show that along a subsequencew k converges. This will be accomplished by estimating Pg k (U k − v k ). We start with:
where we have suppressed the subscript k on the metric and curvature components, and whereR,R ij are the scalar and the Ricci curvatures ofĝ. In conformal normal coordinates, we have:
, and R ij (ε k y) = O(ε k |y|), we easily get A 1 = O(ε 2 k ), and A 2 = O(ε 2 k ). Furthermore, since in additionR ij,i (0) = − 1 2R ,j (0) = 0, we also have A 3 = O(ε 2 k ), and A 4 = O(ε 2 k ). Substituting this into the above equation and multiplying by ε 2 k , we get:
Combining (3.6) and (3.7), we find:
k . Combining (3.8) with (2.2), we obtain:
k , where ξ k is given by: e 4ξ k = 1 0 e 4tv k +4(1−t)U k dt. Finally, this leads to the following equation forw k :
Since y k → y * , a subsequence ofw k converges to w in C 4 (R 4 ). We will assume without loss of generality, as in Section 2, that h k (0) → 1. It follows that the limit w satisfies:
By the remark following Lemma 3.1, we conclude that w ≡ 0, which contradictsw(y * ) = ±1. This concludes the proof of (3.2). In Section 4, we will also need estimates on the derivatives D j w k (y) for |y| ≤ ε −1 k δ 1 /2, j = 1, 2, 3. By combining (3.9) and (3.2), we have:
Fix y, and let r = |y| and f k (z) = w k (rz) for 1/2 < |z| < 2. Then f k (z) satisfies:
whereǵ is the rescaled metric r −2 ψ * g and ψ : z → rz. Standard elliptic theory for fourth order equations [5] yields:
Hence, we conclude:
The Vanishing Rate
The purpose of this section is to complete the proof of our Theorem by proving (1.7). We first prove a Euclidean version in Subsection 4.1, and then translate this result to the original metric in Subsection 4.2.
4.1.
A Euclidean Version. The goal of this subsection is to prove (4.14). This is accomplished in three steps:
(i) In the first step, we derive an asymptotic expansion of the Pohozaev identity; see (4.3). (ii) In the second step, we express this identity in terms of the background Euclidean metric; see (4.12). (iii) In the last step, we complete the proof of (4.14).
4.1.1.
Step 1. In this subsection we let E k = B(0, ε −1/2 k ), and we derive an asymptotic Pohozaev identity for v k on E k . We multiply (2.2) by ∂ a v k , a = 1, .., 4, integrate with respect to the Euclidean volume element dy, and estimate each of the resulting terms. First by the O(1) estimate and (b, h):
Next, integrating by parts, we have:
where we used:
We now estimate the two integrals over E k in (4.2) above. Using ∂ iag ij = O(ǫ 3 k |y|), which is implied by (C.14), and (2.4), we find:
Furthermore, for any 0 < σ < 1, the second integral over E k in (4.2) can be estimated as follows:
where we used (3.11), and the following estimate implied by (C.11):
as well as the antisymmetry of the curvature tensor, andR ij (0) = 0. Here, we use the customary round brackets notation to denote the symmetric part. We will choose σ ∈ (0, 1) at the end of the argument of Section (4.1). Next, sinceR(ε k y) = O(ε 2 k |y| 2 ), andR ij (ε k y) = O(ε k |y|) and (2.4), we have:
Finally, we estimate:
Combining all the terms, we arrive at the following Pohozaev identity:
4.1.2.
Step 2. In this second step, we rewrite (4.3) in terms of the Euclidean ∆v k rather than ∆gv k . We begin by substituting:
into (4.3) to get:
A straightforward computation leads to:
In view of (C.14) and (C.12), we have, for |y| = ε
where to derive (4.7), we also used the following consequence of (C.11):
as well as the anti-symmetry of the curvature tensor andR ij (0) = 0. Next, on |y| = ε
where we have used the following expansion, valid for any radial function f (r):
as well as the anti-symmetry ofR abcd andR ij (0) = 0. It now follows from (4.5), (4.7) and (4.8) that the following holds:
, we have:
, from which it follows: (4.10)
Similarly:
Substituting (4.9), (4.10) and (4.11) into the Pohozaev Identity (4.4), we conclude:
4.1.3.
Step 3. In this subsection, we first aim to replace v k by U k in the Pohozaev identity (4.12), after which many of the terms will simplify thanks to the radial symmetry of U k , leading to the Euclidean version of the vanishing rate (4.14). Recall the definition ofφ k (2.6), from which we have:
For
∪ Ω 3 as in Section 2, page 9, and use the representation (2.8). Using standard estimates over Ω 2 ∪ Ω 3 and (B.1) over Ω 1 , we find:
where we have omitted the standard volume element dz. Similarly,
We also have
Substituting this in the derivatives of v k we have:
We perform a similar computation for U k and take the difference, leading to the following estimates for |y| = ε
Substituting these estimates into the Pohozaev Identity (4.12), we obtain:
The symmetry of U k implies:
In view of the equation (3.1), we also have
Substituting into (4.13), we obtain
k ), so that we can conclude:
4.2. The Vanishing Rate in g. In this subsection, we verify that (4.14) leads to (1.7). For simplicity, we assume without loss of generality that the cut-off function χ is supported in B(q ik , 2δ) where δ is small enough to guarantee that B(q ik , 2δ) are mutually disjoint. Indeed, this can be done since the left hand side of (1.7) is invariant under any change of cut-off function χ. Under this choice of cut-off, all the terms ∇ 1 G(q ik , q jk ), j = i, reduce to ∇ 1 β(q ik , q jk ), so that it now suffices to show that:
, and furthermore ∇ 1 β(q ik , q ik ) = ∇ 2 β(q ik , q ik ) since β(x, y) = β(y, x) by Lemma A.1 in the Appendix. The remainder of this section is devoted to verifying (4.15) .
Taking the derivative with respect to ξ in (2.5) and evaluating at q ik , we have:
Similarly, for u k we have:
where we used e 4û k dVĝ k = e 4u k dV g . Let H 0 (ξ, η) = (1/8π 2 )χ(r) log d g (ξ, η), then we claim that:
Indeed, recall thatŵ(q ik ) = 0 and ∇ŵ k (q ik ) = 0. Thus, if fix ξ = q ik , and we let:
, and therefore |f (η)| ≤ C(|ξ − η| 2 ). It follows that ∇f (ξ) = 0. Now, by Appendix A, P g f (η) is a bounded function, hence by elliptic theory, ∇ 2 f (η) is bounded. We conclude that |∇f (η)| ≤ C|ξ − η| from which (4.18) follows. Next, since we have:
it follows, by taking the difference of (4.16) and (4.17) , that:
Furthermore, we claim that: (4.20)
Indeed, observe that:
In addition, for each j = 1, .., N :
, where we used (1.6) to estimate the first integral and a standard rescaling to estimate the second one. By combining (4.14) with (4.19) and (4.20) , it follows that (4.15) holds. This completes the proof of the Theorem.
Remark 4.1. Integrating (1.2), and using (1.6) on the right hand side, one easily obtains:
Appendix A. The Green's function for P g Let G denote the Green's function of P g as in (1.3):
is the mean value of f with respect to g. Clearly, G is determined up to an arbitrary function of ξ which we can fix by imposing the condition:
The purpose of this appendix is to prove the following lemma, which is an improvement on a result of Chang-Yang [9] :
Lemma A.1. Let (M, g) be a compact closed 4-dimensional manifold, and suppose Ker(P g ) = {constants}. Then the Green's function G(ξ, η) with respect to P g can be written as:
where r = d g (ξ, η) is the geodesic distance between ξ and η, χ(r) is a cut off function that is 1 on a neighborhood of ξ and vanishes outside B ξ, δ(ξ)/10 , and δ(ξ) is the injectivity radius of (M, g) at ξ. Furthermore, β(ξ, η) ∈ W 4,q (M × M ), for any 1 < q < ∞ and satisfies:
for some constant C = C(g, q). The principal part of G satisfies weakly:
where E is a bounded function. Finally, we have G(ξ, η) = G(η, ξ).
Proof of Lemma A.1: The weak form of (A.1) is:
.
Letḡ = e 2w g be a metric conformal to g such that in a neighborhood of ξ the normal coordinates with respect toḡ are conformal normal coordinates, i.e., det(ḡ) = 1. Similar to (A.5), we have for the Green's function G 1 of Pḡ:
By the conformal covariance of Pḡ this is equivalent to:
Therefore since w(ξ) = 0, we have:
Note that the integral of the right hand side is zero, hence there exists
In particular, G 1 = G + F , and the principal part of G and G 1 differ by a bounded function. In the following, we focus on G 1 . In conformal normal coordinates the point ξ corresponds to 0. We will identify y ∈ T ξ M with its image under the exponential map. We first write G 1 as in (A.3):
wherer = |y| = dḡ(0, y), and χ is a cut-off function. We will show that the principal part H = −(1/8π 2 )χ(r) logr of G 1 satisfies weakly:
where E 1 is a bounded function. Since Pḡβ 1 (0, y) = −E 1 (0, y), this will imply by elliptic theory that β 1 (0, ·) ∈ W 4,q (M ) ⊂ C 3,α (M ) for any 1 < q < ∞. Here we assume that χ ≡ 1 in B(0, δ), χ ≡ 0 in M \ B(ξ, 2δ), and det(ḡ) ≡ 1 in B(0, 2δ). Observe that since H(0, y) is radial and χ is supported in a small neighborhood of 0 where det(ḡ) = 1, we have ∆ 2 g H(0, y) = ∆ 2 H(0, y). Thus, it follows that for any smooth function φ: Also, (Pḡ − ∆ 2 g )H(0, y) = Aχ + a bounded function, where:
. HereR,R ij , andR ijkl are used to denote the scalar, Ricci, and Riemann curvatures of the metricḡ. The properties of conformal normal coordinates we used are listed in Appendix C. We estimate each of the three terms in the previous equation separately.
In the second equality above, we usedḡ mi = δ mi +O(r 2 ) andḡ lj = δ lj +O(r 2 ).
In the third equality, we used ∂ mR (0) = 0 and 2R ij,im (0) =R ,jm (0), as well as ∂ mḡ mi = O(r 2 ). It is easy to see that
Finally, we have
In the third equality we usedḡ ij = δ ij + O(r 2 ),R(y) = O(r 2 ),R ij (y) = O(r), and in the fourth equality we usedR ij,l (0)y i y j y l = 0. Combining the estimates for A 1 , A 2 and A 3 , we obtain:
Finally, this last estimate, together with (A.8) yields (A.7) as claimed earlier.
Rewriting (A.7) in integral form, we get:
Note that E 1 (0, ·) is supported in B(ξ, 2δ) \ B(ξ, δ). In this small neighborhood, let η = exp ξ (y), where exp ξ : T ξ (M ) → M is the exponential map with respect to the metric g. Thus, recalling that the principal parts of G and G 1 differ only by a bounded function, we may rewrite (A.9) as:
Written weakly, this reads: Contracting over a and c and using (C.8) and (C.3):
(C.14) ∂ ad g ab (ξ) = 2 3 R id,b (0)ξ i + O(r 2 ).
Appendix D. A Pohozaev Identity
In this appendix, we derive a Pohozaev identity for the equation (D.1) P g u + 2b = 2he 4u .
Throughout, we assume that det(g) = 1 over Ω which we take to be a ball centered at 0. First, multiplying the right hand side of (D.1) by ξ i ∂ i u and integrating by parts, we have:
where ν i is the unit normal to the boundary ∂Ω. Also note that we omitted to write here, as we will throughout this appendix, the volume element dV g in the integral over Ω, and the area element dA g in the integral over ∂Ω. Next, we consider the term ∆ 2 g u on the right hand side of (D.1). Again, multiplying by the same factor ξ · ∇u and integrating by parts, we get:
Here I 1 , I 2 and I 3 are boundary integrals. In order to compute the last two terms we now note:
These imply:
and
Thus, we conclude:
Finally, we consider the second term in the Paneitz operator. As before, we multiply by ξ k ∂ k u and integrate by parts:
Since R ij (0) = 0, R(0) = 0, and ∂ i R(0) = 0, we see that C 1 above can be written as
We also estimate the second term:
