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1.1 A pictorial representation of the research overview for AM processes in
an AM Fleets as spatial processes in a spatially distributed system. At the
machine level, we want to monitor, analyze, and control process dynam-
ics (spatial and temporal) for improved reliability and quality. At a system
level, we model the AM machines as spatially distributed processes that
interact to accomplish system-level tasks such as optimizing throughput
and yield. Additionally, we propose a knowledge transfer methodology
to learn from a process in the AM Fleet and use that knowledge to im-
prove the other processes for better process and system performance. The
contributions C1-C4 are defined in this Chapter. . . . . . . . . . . . . . . 7
3.1 The conceptual setting to describe the LLSV system as an AM process.
Within the VOI V , the deposition of layers starting from the initial layer
k0 over the spatial discretization λ parametrized by αi, αj is shown. Three
layer groups Ωi are shown with five layers in each layer group and the
deposition path p̄(k, γ̄(Λ)) for the final layer along with the deposition
direction is highlighted in light blue with the start/end point of the path
shown with the blue filled circle. The deposition path is aligned with the
grid, which results in material deposition centered on the grid points. . . 20
3.2 Three different shape functions, their corresponding shape parameters
and their discretization on Λ (with discretization size α). These shape
functions are used for characterizing the cross-sectional shape of de-
posited materials at each layer. A simple example of the layer-to-layer
dynamics on a rectangular cross sectional shape is shown on the bottom. 24
x
3.3 Left: Top view of the deposition process with a rectangular shape func-
tion. the green path labeled with Layer k is the currently deposited layer.
The deposition path p1 at layer k+1 is sufficiently supported from below,
whereas p2 at layer k+ 1 is not sufficiently supported from below. Right:
Cross-sectional view of the deposition process at layers k and k+ 1 illus-
trates the sufficient support condition for the example. The partial graph
G of the process is given at the bottom to illustrate the adjacency between
the spatial locations within the dotted rectangle in Λ. . . . . . . . . . . . 30
3.4 Description of fused deposition modeling [13]. Ffeed is the material feed
force for the extrusion process in the nozzle. Text is the heat supplied by
the extruder heater. Q̇ is the volumetric flow through the nozzle. . . . . . 37
3.5 Experimental setup. 1: laser measurement point, 2: square shell build
geometry, 3: laser distance measurement sensor, 4: mounting piece for
the sensor, 5: extruder head of the FDM printer, 6: PLA filament used in
the experiment, 7: heated build plate with the painter’s tape to mitigate
glare. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.6 Technical drawing of the assembly of the square shell geometry (left), and
the exploded view of the assembly (right). The conceptual sensor that fits
inside the shell and the housing. A cross-sectional view is shown in the
figure and the assembly is symmetric about the axis of the cross-sectional
cut. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
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der a microscope. Green ellipsoids are fit to the cross-sections to study
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3.8 Measurement data for one of the nominal prints over Λ̄. At each layer, the
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(−10,−10), and (10,−10). . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.9 Residual of the mean layer height for nominal deposition case without in-
duced spatial noise. Mean values from four nominal prints are shown all
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ABSTRACT
Dynamical systems are often characterized by their time-dependent evolution, named
temporal dynamics. The space-dependent evolution of dynamical systems, named spatial
dynamics, is another important domain of interest for many engineering applications. By
studying both the spatial and temporal evolution, novel modeling and control applications
may be developed for many industrial processes. One process of special interest is additive
manufacturing, where a three-dimensional object is manufactured in a layer-wise fashion
via a numerically controlled process. The material is printed over a spatial domain in each
layer and subsequent layers are printed on top of each other. The spatial dynamics of the
printing process over the layers is named the layer-to-layer spatial dynamics.
Additive manufacturing provides great flexibility in terms of material selection and de-
sign geometry for modern manufacturing applications, and has been hailed as a cornerstone
technology for smart manufacturing, or Industry 4.0, applications in industry. However,
due to the issues in reliability and repeatability, the applicability of additive manufactur-
ing in industry has been limited. Layer-to-layer spatial dynamics represent the dynamics
of the printed part. Through the layer-to-layer spatial dynamics, it is possible to repre-
sent the physical properties of the part such as dimensional properties of each layer in the
form of a heightmap over a spatial domain. Thus, by considering the spatial dynamics, it
is possible to develop models and controllers for the physical properties of a printed part.
This dissertation develops control-oriented models to characterize the spatial dynamics and
layer-to-layer closed-loop controllers to improve the performance of the printed parts in the
layer-to-layer spatial domain.
In practice, additive manufacturing resources are often utilized as a fleet to improve the
throughput and yield of a manufacturing system. An additive manufacturing fleet poses
additional challenges in modeling, analysis, and control at a system-level. An additive
manufacturing fleet is an instance of the more general class of spatially distributed systems,
where the resources in the system (e.g., additive manufacturing machines, robots) are spa-
tially distributed within the system. The goal is to efficiently model, analyze, and control
spatially distributed systems by considering the system-level interactions of the resources.
This dissertation develops a centralized system-level modeling and control framework for
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additive manufacturing fleets.
Many monitoring and control applications rely on the availability of run-time, up-to-
date representations of the physical resources (e.g., the spatial state of a process, connec-
tivity and availability of resources in a fleet). Purpose-driven digital representations of the
physical resources, known as digital twins, provide up-to-date digital representations of
resources in run-time for analysis and control. This dissertation develops an extensible dig-
ital twin framework for cyber-physical manufacturing systems. The proposed digital twin
framework is demonstrated through experimental case studies on abnormality detection,
cyber-security, and spatial monitoring for additive manufacturing processes. The results
and the contributions presented in this dissertation improve the performance and reliabil-
ity of additive manufacturing processes and fleets for industrial applications, which in turn
enables next-generation manufacturing systems with enhanced control and analysis capa-




Development of models and theories for characterizing and analyzing complex dynam-
ical systems is a fundamental study in engineering. Dynamical systems in engineering
evolve over a domain of interest (e.g., time, space, discrete-event, hybrid of multiple do-
mains). These domains are leveraged in developing appropriate models for various pur-
poses including fault detection, performance analysis, control, and coordination with other
systems. While in general it is possible to develop a time-based or temporal representation
of the dynamics of a system or process, considering the dynamical evolution over multiple
domains including the temporal domain provides an improved and comprehensive charac-
terization.
One such process that is analyzed in detail in this dissertation is Additive Manufac-
turing, also known as three-dimensional (3D) printing. While different types of additive
manufacturing technologies exist, in general, an additive manufacturing process utilizes a
digital representation (e.g., a computer-aided design (CAD) file) of the desired end-product
to manufacture the three-dimensional object in a layer-wise fashion. The layer-wise man-
ufacturing process provides great flexibility in terms of the geometrical complexity of the
product design, as well as the material selection. Additionally, the process of producing
a near-finished part geometry directly from a digital representation enables a high level
of customization while reducing the need for customized tooling in manufacturing, hence
reducing tooling and setup costs. Due to their flexibility and efficiency, additive manufac-
turing technologies have been increasingly adopted in modern manufacturing systems in
industry. At each layer in an additive manufacturing process, the build material is formed
into a desired solid shape by utilizing various methods, such as extrusion, sintering, and
material curing [36, 129, 188]. Then, the next layer is formed on top of the current one to
manufacture a three-dimensional geometry by a layer-to-layer process.
The evolution of each layer on top of the previous one results in an inherent spatial
dynamical system that evolves with the addition of each new layer. Additionally, the layer-
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to-layer nature of the process and the temporal dynamics of the material interactions within
a layer and between layers define the temporal dynamic evolution of the spatial dynam-
ics, resulting in a spatiotemporal dynamical system, where spatial and temporal dynamics
interact. Due to the complex material interactions and physics in the process, additive
manufacturing processes are often difficult to model, analyze, and control efficiently. An
important research challenge is to develop effective methods to address the aforementioned
difficulties for additive manufacturing processes in a formal, repeatable, and scalable fash-
ion. Developing efficient methods for analysis and control will enable further utilization of
additive manufacturing in industry by enabling enhanced process reliability, repeatability,
yield, and efficiency. By studying the spatial dynamics of the process in addition to the
temporal dynamics, it is possible to develop methods to characterize, analyze, and con-
trol not only the mechanical properties of an additive manufacturing process but also the
properties of the printed part (i.e., the end product). In this dissertation, control-oriented
modeling, control, system-level interactions, and online monitoring of spatial processes are
studied and several solutions are proposed. We first define spatial processes and spatially
distributed systems.
Spatial processes are a broad class of processes that arise in many engineering, so-
cial, and scientific applications. In contrast to temporal processes, where the evolution of
process states are represented as a function of time, in spatial processes dynamics, con-
stituent states are represented as a function of the spatial variables. Some exciting applica-
tions of spatial processes include geographical mapping and modeling [39, 88], population
dynamics and ecological systems modeling [186], biological systems and disease map-
ping [158, 163], brain function mapping, and 3D imaging [72].
In engineering, spatial processes are often used in the context of mechanical modeling
of thermal, fluidic, and mechanical systems. In most of the engineering applications, spatial
processes are modeled as infinite-dimensional partial differential equations (PDE) of space
and time. Although a variety of discretization and numerical approximation methods exist
for many of these problems in the literature, in general, closed-form solutions do not exist.
Additionally, PDE formulations of spatial processes are often computationally intractable
for online monitoring, estimation, and control applications. For these purposes, spatial
processes are often modeled and analyzed over a predefined discretization that reduces the
infinite-dimensional modeling problem into a high-dimensional, but often tractable, ap-
proximation with multiple (possibly coupled) ordinary differential or difference equations
(ODEs). By leveraging the discretized representations, it is possible to develop control-
oriented models of spatial processes that can be used for online closed-loop control appli-
cations. Dynamic states of spatial processes are termed spatial dynamical states. Although
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there exist control applications for spatial processes in the literature, important research
challenges about characterizing the performance of spatial dynamical states of the process,
in-situ sensing and estimation, online monitoring and verification, and control synthesis for
spatial processes represent active research avenues.
Spatially distributed systems are composed of multiple (often distributed) spatial or
temporal processes interacting over a spatial domain. Thus, spatially distributed systems
provide a system-level architecture, where the individual processes interact with each other
over a network, which is distributed over a spatial domain (e.g., multiple manufacturing
processes in a manufacturing system, spanned over the spatial domain of the plant floor).
The domain spanned by spatially distributed systems are larger than a single spatial pro-
cess and may include multiple spatial or temporal processes that are coupled with one
another. Scaling the modeling efforts to understand the interactions of multiple spatial
processes with each other and developing efficient and scalable control applications for
spatially distributed systems is an important research challenge. Note that the dynamics
of the constituent processes within spatially distributed systems are not necessarily spatial
in our discussions. Some relevant examples of spatially distributed systems in engineering
are multi-agent robotic systems [173], manufacturing and supply chain systems [11, 185],
and energy networks [85, 202]. While the dynamics of individual processes in these sys-
tems may be mainly temporal in nature, we are interested in the spatial characterization of
process dynamics and interactions between the processes over a spatial domain.
This dissertation focuses on fundamental research challenges in the modeling, in-situ
measurement, verification, and closed-loop control for spatial processes both at a single
process and system scale. Single process scale in the context of this dissertation is a single
additive manufacturing process in which we focus on the spatial dynamics of the system.
Thus, within the context of spatial processes, this dissertation focuses on the subset of
spatial processes that evolve over a discretized spatial domain, named discrete spatial pro-
cesses. Additionally, we focus on spatial dynamics that evolve due to control inputs applied
in a repetitive fashion, e.g., layer-to-layer material addition in an additive manufacturing
process. Therefore, the contributions in this dissertation apply directly to this subset of spa-
tial processes, and further extensions may be required to extend the contributions to a more
general class of spatial processes (e.g., non-repetitive). The system scale in the context of
this dissertation is a spatially distributed fleet of additive manufacturing systems in which
the additive manufacturing systems interact with one another. Thus, within the large class
of spatially distributed systems, this dissertation focuses on spatially distributed resources
in a manufacturing system and their interactions through production scheduling and knowl-
edge transfer via a centralized control framework to improve system-level throughput and
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efficiency. Applications of the system-level modeling, analysis, and control applications
to spatially distributed systems in other fields may require extensions in terms of specific
dynamical models and control objectives. Here, we refer to additive manufacturing sys-
tems as cyber-physical systems that perform an additive manufacturing process, e.g., 3D
printers. The class of spatial AM processes that are investigated are examples of discrete
spatial processes, and they have a well-defined solution, which is formally defined in later
chapters, under a given initial condition and spatial input.
In this dissertation, we are interested in the steady-state response of a spatial process to
spatial inputs that are iterative in nature, e.g., iteratively printing layers in an AM process, or
repeatedly manufacturing a specific geometry in an AM Fleet. In that case, the dynamics of
the output of the process over a spatial discretization are used as a control-oriented model
that maps the initial condition and the input to the spatial state at the next time-step or
iteration. AM processes have inherent spatial dynamics that may be considered over a
discretized spatial domain for each new layer. Additionally, the layer-to-layer evolution of
the spatial process poses a unique set of discrete dynamics that are different than the usual
time-discretized system dynamics. Note that the spatial processes of interest may not have
a closed-form representation available and could be represented by multiple models that
interact with one another in the form of meta-models or “live” models representing parts of
virtual representations of a physical process.
As many processes exhibit spatio-temporal dynamics, the temporal aspect should be
treated carefully when dealing with spatial processes. The connection between spatial
and temporal dynamics may be through event-based or spatially specified references that
also yield a temporal evolution. In such cases, it is often advantageous to translate the
output dynamics of the system into a purely spatial or purely temporal type for analysis
purposes. Appropriate translations for online analysis often require representations of the
physical process that adapt to the changing conditions and input references. Digital twins
are purpose-driven digital representations of a physical or digital process or entity. Note
that digital twins are not necessarily models themselves, but they utilize various types of
models, such as the previously mentioned ones, to digitally represent the twinned entity
by incorporating online data analysis. By incorporating possibly multiple models of the
twinned entity of interest, digital twins utilize online measurements to maintain an up-
to-date representation, which may be used for monitoring, analysis, or control purposes.
Digital twin technology has emerged as a prominent technological enabler for providing a
unifying framework for online analysis and control of complex processes such as spatio-
temporal AM processes. This dissertation illustrates several applications that utilize digital




The four primary contributions of this dissertation are summarized in this section. Each
primary contribution corresponds to a chapter in the dissertation. The four primary contri-
butions are numbered as C1-C4 and referenced accordingly throughout the dissertation.
C1 - A unifying control-oriented modeling framework for spatial AM processes: To
model and analyze spatial processes for closed-loop control purposes, we need a unifying
modeling formalism to represent process dynamics and quantify performance in the spa-
tial domain. While many modeling approaches exist in the literature, there is no unifying
modeling framework to capture the layer-to-layer spatial dynamics of an AM process to
enable the development of layer-to-layer performance metrics that characterize part func-
tionality. The first main contribution of this dissertation is the development of a modeling
framework and a notion of layer-to-layer stability to characterize the performance of the
layer-to-layer spatial AM processes. This is a core development that enables many other
future contributions in the dissertation. The spatial modeling framework and layer-to-layer
stability metrics are presented in Chapter III.
C2- Novel layer-to-layer control methods that utilize spatial models of AM processes:
Existing approaches in the literature often employ assumptions on many of the system
theoretic aspects of AM process control, which may result in restrictions in practical appli-
cations. Additionally, AM processes have favorable dynamical properties that are not fully
exploited in the current literature for robust and scalable controller development in an algo-
rithmic fashion. The second contribution is the introduction of novel control architectures
that utilize the presented modeling framework to ensure layer-to-layer reachability, stabi-
lizability, and reference tracking in the context of control constraints. Novel approaches
leveraging the positivity and monotonicity of spatial height dynamics are presented for
controllers that are scalable to large spatial domains. The layer-to-layer controllers and
their applications are presented in Chapter IV.
C3 - A system-level control approach for spatially distributed AM processes: While
AM processes are often employed in the form of a fleet in practice, little attention in the
literature has been given to the application domain of AM Fleets. Since AM produces
customized parts that may differ between consecutive runs, an effective system-level con-
troller should be able to efficiently schedule incoming jobs, maintain fleet efficiency, and
ensure high quality at a low operation cost. We present a novel closed-loop system-level
scheduling controller for AM Fleets, utilizing the centralized system-level control frame-
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work. Furthermore, while extensive engineering efforts are put into improving process
performance and parameter tuning, the knowledge gained from one process is often not
transferred to other processes in a systematic fashion. A structured approach to character-
ize and transfer the knowledge gained from one process to improve another one in the fleet
has exceptional potential to improve the utilization of advanced control methods in AM
Fleets and improve the utilization of AM processes in industry overall. The third contribu-
tion of this dissertation is a system-level centralized control framework that employs novel
control and analysis methods for run-time closed-loop scheduling control and knowledge
transfer/reuse in AM Fleets. A system-level centralized control framework and its applica-
tions in scheduling and knowledge transfer are presented in Chapter V.
C4 - An extensible digital twin framework for monitoring and analysis of spatio-temporal
processes: AM processes produce high-volume data that is spatio-temporal and at varying
sampling rates. Monitoring and analysis of an AM process requires a framework that is ex-
tensible and adaptable for various data types, while enabling different analysis approaches
ranging from data-driven machine learning methods to rule-based decision makers that
leverage subject matter expertise. Digital twin technology is utilized to present a compre-
hensive framework for monitoring and analysis of AM processes for applications of perfor-
mance monitoring, anomaly detection, and cybersecurity. An effective analysis framework
is able to synthesize the spatial and temporal data and is capable of implementing various
analysis methods such as machine learning classifiers and various other online analysis
methods. Therefore, the fourth main contribution is a digital twin framework that is flexi-
ble and extensible to incorporate various models and data structures for run-time analysis
of cyber-physical manufacturing systems. We demonstrate the digital twin framework on
an extensive cybersecurity application implemented on an AM process and provide further
implementations for analyzing and performance monitoring on spatio-temporal process
data. The digital twin-based process monitoring and analysis framework is presented in
Chapter VI.
1.2 Overview
This dissertation focuses on developing modeling and intelligent control methods for
spatial processes and spatially distributed systems with applications to Additive Manufac-
turing and system-level applications in an industrial setting, named as Additive Manufac-
turing Fleets. Chapter II provides background information and limitations of the existing
literature. Chapter III develops control-oriented models for the layer-to-layer spatial dy-
namics of spatial additive manufacturing processes and introduces the concept of layer-to-
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layer stability to characterize the performance of the manufactured products. Chapter IV
builds on the previous chapters to develop layer-to-layer closed-loop control methods for
high-performance spatial process control. Chapter V presents a centralized framework for
modeling, control, and run-time decision-making for additive manufacturing fleets. Chap-
ter VI provides insights on process monitoring for general cyber-physical manufacturing
resources, and presents experimental results on performance monitoring, anomaly detec-
tion, and cybersecurity for additive manufacturing processes. Finally, Chapter VII provides
concluding remarks, highlights the contributions that apply to related fields, and provides
several future research areas. Figure 1.1 illustrates a graphical outline of the focus areas for













































































Figure 1.1: A pictorial representation of the research overview for AM processes in an AM
Fleets as spatial processes in a spatially distributed system. At the machine
level, we want to monitor, analyze, and control process dynamics (spatial and
temporal) for improved reliability and quality. At a system level, we model
the AM machines as spatially distributed processes that interact to accomplish
system-level tasks such as optimizing throughput and yield. Additionally, we
propose a knowledge transfer methodology to learn from a process in the AM
Fleet and use that knowledge to improve the other processes for better process




The general class of spatial systems that are investigated in this dissertation is termed
discrete spatial processes, where the state of the process is considered to evolve over a
spatial domain due to inputs that are applied over the spatial domain. As an example, if the
spatial state of the process represents the spatial height map of an additive manufacturing
process up to a current layer, then the spatial input is the material input at each layer, and the
spatial dynamics of the process prescribes the layer-to-layer evolution of the spatial height
map as a function of the state and input of each layer. In this chapter, a brief literature
review for the class of discrete spatial systems at the single process-level and spatially
distributed systems at the system-level is provided for introductory purposes. More detailed
literature reviews specific to each chapter are given at the beginning of each chapter.
2.1 Discrete Spatial Process Modeling and Control
Here we discuss introductory concepts and literature gaps for modeling and control of
discrete spatial processes. Discrete spatial processes emerge in many areas of science and
engineering [19, 29, 103, 120, 147, 164]. While many of the proposed models are used for
modeling and behavioral analysis of spatial processes, control applications for spatial pro-
cesses have been limited to a subset of engineering applications such as bioengineering,
geostatistics, and manufacturing applications. Here, we specifically focus on the literature
regarding discrete spatial process modeling and control problems in the context of manu-
facturing processes. Spatiotemporal schemes to analyze the quality of welding processes
are proposed in [91,117,156]. Spatial models and controllers for machining processes have
been successfully utilized in the literature [61, 84, 113].
Additive Manufacturing (AM) is an important research area for spatial modeling and
control that has attracted researchers due to the unique research challenges posed in the
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spatial dynamics of the process. AM revolutionized manufacturing systems in the con-
text of smart manufacturing, also called Industry 4.0, due to its high flexibility and high
customizability. However, in practical applications, AM processes often have poor relia-
bility and repeatability due to a lack of appropriate closed-loop controllers on the spatial
dynamics, which results in an open-loop layer-to-layer process with minimal or no error
correction. As a result, the application of AM in industry is hindered as most processes
need fine tuning of process parameters for repeatable and reliable operation in an industrial
setting. Therefore, developing high-performing AM controllers will increase the utiliza-
tion and adoption of AM in the industry, which in turn will enable the next generation of
efficient, reliable, and customizable manufacturing systems.
Spatial dynamics in the context of AM constitute the spatial characteristics of the pro-
cess and include the change of material volume and location in space, deposited material
interactions with the build plate, and the geometry of the deposited material and the printed
part [4,13,65,83,90,94,123,150,170,184,200]. While all spatial controllers in the previous
literature capture the spatial dynamics of AM processes, no unified modeling framework is
adopted, instead many different models serving similar purposes are developed for various
control applications. Additionally, the spatial dynamic behavior of the proposed models
in the presence of spatial disturbances is often not explicitly modeled, and a performance
measure to characterize the spatial dynamic states of a layer-to-layer AM process is not
provided in the current literature. This is an important gap in the analysis of spatial dy-
namics of AM processes. While variations of well-known Lyapunov stability are provided
for many AM spatial control applications [3,4,21,93,170], a similar measure for the layer-
to-layer spatial dynamics to quantify the performance of the printed part, and therefore the
process itself, has not been proposed. Further discussions on control-oriented modeling
and proposed models with performance metrics are given in Chapter III.
Most of the previously mentioned work in the literature aims to control a single layer
in the process rather than focusing on the layer-to-layer dynamics of the spatial process.
There has been little effort in the literature to control the layer-to-layer process dynam-
ics by considering notions of reachability, stabilizability, and controllability. Many of the
existing works adopt assumptions on the process dynamics such as identical initial con-
ditions and uniform deposition patterns which may be limiting for certain practical appli-
cations [4, 93, 149, 170]. Additionally, spatial dynamics of AM processes exhibit certain
favorable dynamical properties, such as monotonicity of certain dynamical aspects, that
may be exploited for efficient and algorithmic controller development that leverages well-
developed theory from applied numerical methods literature and monotone operator the-
ory [6, 68, 152, 168]. Scalable control methods that can deal with model uncertainty, layer-
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to-layer varying spatial deposition paths, and constraints are needed for high-performance
AM process modeling and control. However, leveraging properties of a layer-to-layer AM
process to enable controllers that can be scaled to large spatial domains in a computation-
ally efficient manner has not been proposed in the literature. Further discussions on the
closed-loop control applications and proposed methods are given in Chapter IV.
2.2 Modeling and Control for Spatially Distributed Systems with Spa-
tial Processes
Moving on to spatially distributed systems, we are interested in analyzing not only
an individual process, but a network or processes that are spatially distributed in a do-
main. Most of the existing literature in the area of spatially distributed systems considers
the individual processes that are part of the spatially distributed system as temporal pro-
cesses [135]. In application areas such as multi-agent systems, the constituent temporal
processes are often abstracted as discrete-event systems or timed automata [5, 64, 173].
Models of spatially distributed systems with spatial processes are also utilized in other
scientific research fields. There are examples in biological systems where interactions of
spatial processes or tissue behavior are modeled as spatially distributed systems [72, 78].
In the context of manufacturing systems, spatially distributed processes are analyzed with
their abstracted dynamics that are often temporal and the spatial interactions between the
spatial processes are not considered. There is a research gap in the control literature on
utilizing spatially distributed spatial processes and their interactions to build system-level
closed loop controllers to accomplish system-level tasks while rejecting disturbances in the
system. A few example of such systems in engineering are interconnected manufacturing
processes, supply chains, and energy networks. As spatial processes are inherently data-
rich, exploring the interactions of spatially distributed systems with spatial processes may
reveal innovative modeling and control approaches that are complementary to the existing
literature in distributed systems modeling and control.
Learning applications for spatially distributed spatial processes have been limited with
a few recent exceptions [63, 124, 190]. Learning for spatial processes aims to improve the
performance of a process through the information learned on a similar but different spatially
distributed spatial process. In semiconductor manufacturing processes, the idea of using
process knowledge (subject matter expertise) to improve spatially distributed processes has
been utilized in chamber matching [32, 174]. However, these developments are limited to
the application domain and a general architecture to learn across spatial processes has not
yet been proposed. These cross-domain relationships have been studied in the context of
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transfer learning [148]. In the context of this dissertation, we name all such efforts to realize
cross-domain learning as knowledge transfer. Leveraging knowledge transfer applications
to improve the performance of spatially distributed spatial processes is a promising research
area to propose a general approach and address this gap. In the context of AM fleets,
knowledge transfer is crucial since parameter tuning is a labor-intensive task, which is
required for high-performance applications in the industry. However, there is often no
systematic methodology to transfer the knowledge gained by tuning a set of parameters to
a similar process. This is an important gap that needs to be addressed for implementing
scalable and efficient AM fleets. Chapter V further discusses the centralized control and
knowledge transfer aspects and provides solutions that build on the previous chapters.
2.3 Discrete Spatial Process Monitoring and Analysis
Process monitoring through sensory information is the first step to characterize the
performance of a process. Performance characterization in this context is the study of eval-
uating if the process conforms to certain specifications in terms of predefined performance
metrics, commonly termed as key performance indicators. The purpose of process monitor-
ing and analysis in the context of spatiotemporal processes may include but is not limited
to abnormality, anomaly, and fault detection, performance degradation analysis, cybersecu-
rity analysis, and quality control. Model-based and data-driven approaches are utilized for
online process monitoring. Model-based approaches utilize phenomenological models of a
process to define an expected behavior or a metric that represents a desired behavior. Data-
driven approaches use data from previous and current measurements to derive a model that
represents the data by means of an appropriate fitting measure (e.g., linear regression, sup-
port vector machines, artificial neural nets, etc.). An online monitoring system utilizes a
model of the process to evaluate a desired metric for the measured process and reports the
results to a higher-level decision-maker.
A powerful framework for online monitoring analysis in the literature utilizes formal
methods, where online measurements of a process are compared to predefined logical spec-
ifications defined in a formal mathematical language to monitor whether the process con-
forms to the specifications. Applications of formal methods-based online monitoring have
been successfully demonstrated in many safety-critical systems for in-situ monitoring and
control [59, 76, 119, 144]. Furthermore, utilizing online monitoring methods with process
data enables in-situ verification of a process with respect to given specifications, i.e., with-
out the need for post-process analysis [60]. There have been recent developments in for-
mal methods to specify spatio-temporal logical propositions for spatial processes [33, 49].
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However, these tools have been used as model checkers in simulation rather than online
monitoring tools with real-time systems.
Online schemes to monitor spatio-temporal processes in real time are proposed in [18,
85,143]. While simulation studies clearly show the feasibility of the proposed approaches,
applications in physical processes such as AM are often hindered by important challenges.
Data collection and real-time analysis are a challenge in AM processes since the processes
often have heterogeneous data streams that are available over multiple sampling rates [131].
The heterogeneous data streams may include process images from multiple cameras, profile
measurements of the height of each layer, and additional sensors such as temperature, pres-
sure, and vibration sensors that track the process outputs in real time. Additionally, since
the process is spatio-temporal by nature, an effective monitoring solution should be able
to synthesize the sensory data by considering the spatio-temporal dynamics of the process,
which may be computationally expensive or difficult to model. Digital twin technology has
been increasingly utilized in the literature to monitor AM processes and the interconnected
dynamical evolution of process parameters [15,46,107,130]. However, the existing frame-
works present bespoke solutions that do not generalize to a comprehensive and extensible
framework that can deal with the dynamics of the process and the available data streams.
Additionally, since AM processes often utilize reference files that are prescribed in the spa-
tial domain, an efficient monitoring framework should be able to transition between spatial
and temporal domains to analyze process specifications in an in-situ fashion. Furthermore,
due to the cyber-physical nature of AM processes in which a physical product is manu-
factured from a purely digital representation, cyber-attacks on an AM process may result
in damage to physical systems. As a consequence, cybersecurity of AM processes is an
important challenge to be addressed for widespread adoption of AM in industry [27, 45].
Currently, there exists no general framework to characterize the spatiotemporal behav-
ior of an AM process with respect to a performance metric to develop efficient analysis
tools for the purposes of performance monitoring, anomaly detection, and cybersecurity.
By developing appropriate real-time measurement and estimation techniques, it is possible
to leverage extensions of the existing literature to propose a generalized framework to char-
acterize and verify spatial processes in terms of performance metrics to perform anomaly
detection, cyber-attack detection, and performance analysis. Chapter VI addresses these
research challenges and presents an extensible solution using digital twin technology.
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CHAPTER III
Control-Oriented Modeling for Spatial Processes
Building on the insights and research directions identified in the introduction and back-
ground, in this chapter a control-oriented modeling framework for spatial processes is
presented. The main contributions for this chapter are the development of a modeling
framework and a notion of layer-to-layer stability to characterize the performance of the
layer-to-layer spatial AM processes (C1). The linear model framework is named as a linear
layer-wise spatially varying system that represents the layer-to-layer spatial dynamics of a
generic AM process. The focus of the chapter is outlining the applications of closed-loop
control for improving spatial process performance in Additive Manufacturing (AM) pro-
cesses. Additionally, a concept of layer-to-layer stability is presented for spatial dynamics
as a metric to characterize the performance of the spatial dynamics and in turn the printed
part. Theoretical developments are illustrated with experimental applications that illustrate
the concepts and their applications in practice. Contents of this chapter are included in
in [13, 16].
3.1 Motivation and Problem Statement
An important open research area in AM is closed-loop process control [20, 155]. AM
process dynamics can be analyzed in two domains. Temporal dynamics constitute the tran-
sient response of the deposition process and include material pre-process (e.g. heating),
volumetric flow of material through a deposition nozzle [43, 93, 178], and the motion of
the deposition system [21,67,69]. Spatial dynamics constitute the spatial characteristics of
the process and include the change of material volume and location as a function of space,
deposited material interactions with the build plate, and the geometry of the deposited ma-
terial and the printed part [4,13,83,94,150,170]. Although most of the temporal dynamics
can be modeled using existing tools in robotics, physics, and kinematics, the spatial dynam-
ics of AM processes pose research challenges that require novel modeling and control tools.
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In current practice, most AM processes lack closed-loop spatial dynamical control, which
results in mid-process failures and reliability issues that restrict the widespread use of AM
processes. The lack of closed-loop spatial dynamical control is partly due to a lack of ap-
propriate real-time topography feedback, and also due to a lack of control-oriented models
that are suitable for control applications. By developing spatial dynamical modeling meth-
ods and corresponding analysis tools, it will be possible to develop efficient closed-loop
controllers for high-performance AM processes to ensure reliability and quality.
Spatial dynamics are crucial to ensure that an AM printed part conforms to the design
specifications. Layer-to-layer spatial dynamics entail the interaction of deposited materials
at adjacent layers. Material characteristics and spatial evolution involve complex physi-
cal phenomena that have often been analyzed via numerical simulations [51, 58, 107, 199].
However, these simulation tools are generally not suitable for closed-loop control applica-
tions. A control-oriented layer-to-layer spatial dynamical model may represent the height
evolution of the AM process over a spatial discretization. By utilizing a discretized repre-
sentation, it is possible to develop state-space models of the layer-to-layer spatial dynamics.
Therefore, a model for control of the AM spatial dynamics should describe the layer-to-
layer spatial dynamics and capture the material interactions between layers. Additionally,
stability properties of the spatial dynamics and a notion of layer-to-layer stability can be uti-
lized to describe and quantify the performance of AM spatial dynamics (and subsequently
an AM printed part) over the layer domain.
Therefore, to enable closed-loop, layer-to-layer control of AM spatial dynamics, appro-
priate control-oriented models should be developed [13]. Defining the appropriate models
and layer-to-layer stability measures will provide a detailed analytical framework for spatial
process dynamics in high-performance AM applications and enable closed-loop control.
Within this context, two problems are of interest in this chapter: (III-P1) how to develop
a mathematical framework to define control-oriented models for layer-to-layer AM spa-
tial dynamics, and (III-P2) how to provide layer-to-layer stability measures to analyze the
performance of spatial dynamics under known spatial disturbances.
The mathematical framework in this chapter involves spatial dynamical systems that
describe AM processes, given as
xk+1 = f(xk,uk, k), (3.1)
where k ∈ Z is the layer index, xk ∈ Rn is the (spatial) state of the system, and uk ∈ Rm
is the control input (related to the material input). Due to the explicit dependence on the
layer k, the dynamics of the system may vary between layers. As (3.1) describes a spatially
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additive process, {xk}knk=k0 is strictly increasing and can be lower-bounded by a positive-
semi definite function. In the remainder of the chapter, we address (III-P1) and (III-P2): a
linear layer-wise spatially varying (LLSV) model for the general non-linear system in (3.1)
is developed to address (III-P1) and layer-to-layer stability properties of the layer-to-layer
spatial trajectories {xk}knk=k0 are provided to address (III-P2).
Computational models have been developed for the layer-to-layer spatial dynamics of
AM processes [51, 58, 71, 199]. While most of these models have high accuracy, the tools
used for evaluating such models are computationally expensive. Additionally, computa-
tional models are often very complex and do not allow for closed-form representations to
build closed-loop control applications.
Control-oriented models have also been proposed to model the spatial dynamics of
AM processes. In [83], liquid drop deposition and spreading dynamics for an ink-jet AM
process are presented. In [94] a spatial modeling framework for electrohydrodynamic-jet
printing (e-jet), a micro-AM process, is introduced and an efficient spatial iterative learning
control algorithm is introduced. Drop spreading dynamics for the e-jet spatial deposition
process are presented in [150] and various heightmap models for layer-to-layer dynamics
at varying fidelities are presented in [149]. A task-basis controller model to ensure uniform
deposition width in a micro-robotic deposition is given in [93]. Control models for the
deposition height of metal AM processes are given in [65, 90, 170, 184, 200]. While con-
trollers for AM spatial dynamics in the previous literature utilize difference or differential
dynamical models of the spatial dynamics over a discretization, no unified modeling frame-
work has been adopted. Many different models serving similar purposes are developed for
various control applications. Additionally, the spatial dynamic behavior of the proposed
models in the presence of spatial disturbances is often not explicitly modeled. Many of
the models lack the capability to express the effect of deposition path directionality on the
layer-to-layer dynamics, which is essential for extrusion-based processes. For model and
process uncertainties, [4] presents an interval model to account for uncertainties that arise
in most practical AM applications. Nevertheless, a performance measure to characterize
the spatial dynamics is not provided in the current literature. This is an important gap for
the analysis of the spatial dynamics of AM processes. While variations of the well-known
Lyapunov stability are provided for many AM spatial control applications [3,4,21,93,170],
a similar measure for the layer-to-layer spatial dynamics to quantify the performance of a
printed part has not yet been proposed.
In this chapter we present an LLSV model that builds on existing models such as [94]
to provide a framework that is able to represent existing spatial models and is extensible
to provide control-oriented models with additional capabilities such as uncertainty models,
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path directionality, various cross-sectional geometries, and spatial performance metrics for
closed-loop controller designs. A spatial modeling framework specific to fused deposition
modeling (FDM), where directionality of deposition path changes the spatial dynamics, is
presented, and initial results on the layer-to-layer stability of FDM spatial dynamics are
given here. We formalize a novel class of LLSV systems and provide the formal defini-
tions and comprehensive analysis tools for layer-to-layer stability of LLSV systems under
known spatial disturbances. Similarly, layer-to-layer stability is a novel analysis tool to
characterize the spatial dynamics of layer-to-layer processes and quantify the performance
of the printed part with respect to desired physical attributes such as optical, mechanical,
or electrical properties.
The main contribution for this chapter is the development of a modeling framework
and a notion of layer-to-layer stability to characterize the performance of the layer-to-layer
spatial AM processes (C1). Within this main contribution, specific contributions for the
chapter are itemized as the following [16].
(C1-1) A novel linear spatial dynamic modeling framework for AM processes and a switched
affine system representation.
(C1-2) Formal definitions of layer-wise regularity and layer-to-layer stability measures in
the context of well-known Lyapunov stability.
(C1-3) A formal analysis of robustness margins for layer-to-layer stability measures under
spatial disturbances to characterize probabilistic layer-to-layer stability results.
(C1-4) Comparison of theoretical versus experimental robustness margins with an experi-
mental study for FDM.
The rest of the chapter is organized as follows. Section 3.2 provides the preliminary defini-
tions, notations, and assumptions. Section 3.3 presents the LLSV model by introducing its
constituents based on their contributions to the layer-to-layer spatial dynamics. Section 3.4
provides the definitions of layer-to-layer stability and a theoretical framework for robust-
ness margins in the presence of known spatial Gaussian noise in the system. Section 3.5
presents a case study on FDM, and a comparison of the theoretical results to experimental
data. Section 3.6 gives concluding remarks for the chapter.
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3.2 Preliminaries
3.2.1 Notations Used in the Chapter
FE denotes a fixed inertial frame on the substrate (build plate), defined in R3, with the
orthogonal directions of unit length (ı̂E, ̂E, k̂E). 3D physical vectors are denoted with
boldface letters and a vector arrow, e.g. ~r. Vectors are denoted with boldface letters, e.g.
x ∈ Rn denotes a vector in n dimensional space. The norms ||·||1, ||·||2, ||·||∞ are the `1, `2,




. Letter h is reserved for functions of height, the magnitude of the equivalent
physical vector in the k̂E direction. Lowercase letter k denotes the layer index throughout
the chapter. Similarly variables indexed with k denote layer-dependent variables. Vector eni
denotes the unit vector for the ith dimension of an n-dimensional space (e.g., e21 = [1, 0]
T ).
Sets are denoted with capital letters e.g., A, with cardinality |A|.
Matrices are denoted with capital boldface letters, e.g. A ∈ Rn×m. The element at the
ith row and jth column of A is denoted by A[i, j]. The spectral radius of A is denoted
by ρ(A). Vectorization operation is denoted with vec(·) and its inverse, matricization, is
denoted with vec−1(·, n,m). A function ϕ : R≥0 → R≥0 is a class K function ( [104],
Section 4.4) if it is strictly increasing, continuous, and ϕ(0) = 0.
3.2.2 Definitions
Definition 3.1. (Power-series bounded matrix) A matrixM ∈ Rn×n is power-series bounded
if lim sup
r→∞
||M r||∞ = m̄ < ∞ exists, or equivalently if ρ(M ) ≤ 1 and the eigenvalues on
the unit circle are of index 1 [108].
Proposition 3.2. (Corollary to Gelfand’s formula) For a matrixM ∈ Rn×n, the following
property holds for r ≥ 1, r ∈ Z>0.
ρ(M) ≤ ||M r||1/r.
Proof. Follows from the proof of Corollary 5.6.14 in [95], which includes the proposition
statement given here.
The following definitions are used to represent the physical AM process by formal
mathematical notation. An AM process is defined in a finite volume in R3, called volume
of interest (VOI). The VOI is defined by a rectangular cuboid
V = {ξ ∈ R3|ξ ∈ [0, imaxE ]× [0, jmaxE ]× [0, kmaxE ]},
17
where (·)maxE denotes the upper limit in each direction in FE . A layer is the material
deposition on a two-dimensional cross-section of the VOI, with the normal of the cross-
section aligned with k̂E direction.
The material deposition follows a predefined path p(k, γ) : Z>0×[γ0, γf ]→ Lk, where
Lk is the 2D deposition plane in V for layer k, γ ∈ R is a path parameter, p(·, γ) is a
Lipschitz continuous mapping, p(k, γ0) is the initial point and p(k, γf ) is the final point of
the path and γ0 < γf .
Remark 3.3. In practice, the temporal execution of the deposition path of an AM process
may include discontinuous jumps between deposition points in the geometry. Here we
define the predefined path p(k, γ) to represent the spatial deposition geometry for a single
layer, which may be viewed as the overall spatial representation of the deposition path.
Thus, as long as the deposition path is connected, we are able to define p(k, γ). We do not
treat the cases with spatially disconnected deposition paths in this chapter for simplicity of
presentation.
The AM process is defined as the sequential material deposition in a VOI, starting with
an initial layer k = 1 and continuing in predefined increments in the k̂E direction. The
predefined increment between layers is called the layer height, denoted by h`. In this
chapter, paths of all layers k are predefined and fixed for the AM process to simplify further
discussions and formulations. Furthermore, h` is uniform and fixed for all the layers in the
AM process.
The dynamics of the AM process can be analyzed in two domains, as described in [13].
Two important attributes of the spatial dynamics of the AM process are the in-layer and
the layer-to-layer attributes. In-layer attributes are related to the deposition of material
within a single layer. Layer-to-layer attributes (i.e. layer-to-layer spatial dynamics) relate
the material deposition on one layer to a subsequent layer. In other words, layer-to-layer
spatial dynamics describe the height evolution of the printed part across multiple layers.
3.2.3 Assumptions
In the presented spatial dynamical model, the dynamics of material flow are assumed
to be well-known for the duration of the process. A list of standing assumptions for this
chapter is as follows.
(A1) Temporal dynamics of the AM process are stable and in steady-state.
(A2) Material deposition within layer k follows a predefined spatial deposition path p(k, γ)
accurately (i.e., within some precision that ensures the material is deposited at the
desired spatial location) in the spatial domain, for all layers (∀k).
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(A3) Spatial dynamics (and consequently the spatial dynamical state) of the AM process
are measurable. The spatial dynamics are measurable at the end of the deposition
for a layer, including any layer-wise post-process (e.g., material curing, mechanical
shape modification, etc.).
(A4) Spatial dynamics are observed as a result of material input in the AM process, and
each layer k in the process has a predefined uniform layer height h`.
Assumption (A1) ensures that the temporal dynamics are stable for the analysis of spa-
tial dynamics in this chapter. Assumption (A2) states that the deposition system follows a
predefined path correctly and the disturbances in the process do not alter the actual depo-
sition path in the process. Assumptions (A3)-(A4) ensure that the spatial dynamics are a
result of material deposition in the process. Note that we only require the spatial state to be
measurable at the end of the material deposition process within a layer including any addi-
tional layer-wise process treatments that may be necessary (see e.g., [2, 4, 90, 170]). While
layer-wise post-processes such as material curing may influence the deposited spatial dy-
namics, we consider these influences as part of the spatial dynamics and do not consider
the individual effects of material deposition versus process treatment in this dissertation.
3.3 Formulation of the Proposed Model
This section provides the first contribution of the chapter as a formulation of the pro-
posed linear layer-wise spatially varying model and the model representation as a switched
affine system. The spatial dynamics of AM processes are represented on a discretization
of a domain of interest. First, a discretization scheme for a given VOI is presented and a
matrix representation denoting the height evolution over the discretization is given. Then,
discretization of a continuously defined deposition path and the local path frame are in-
troduced. Using the discretization scheme, the linear layer-wise spatially varying system
model is introduced and a simplified reformulation of the spatial dynamics is given. An
uncertainty model in the form of spatial noise is provided at the end of the section.
3.3.1 Discretization of the Volume of Interest
To define the spatial dynamic state of the AM process, it is desirable to define a suitable
discretization of the VOI V . We consider the layer-wise deposition as always aligned with
k̂E , and define the deposition plane Lk = {ξ ∈ R2 | [ξT , hk]T ∈ V}, where hk denotes the
deposition height for layer k (e.g., hk = kh`). Let αi, αj denote the discretization size in
the ı̂E, ̂E directions respectively, shown in Fig. 3.1. Discretization in the ı̂E direction is
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Figure 3.1: The conceptual setting to describe the LLSV system as an AM process. Within
the VOI V , the deposition of layers starting from the initial layer k0 over the spa-
tial discretization λ parametrized by αi, αj is shown. Three layer groups Ωi are
shown with five layers in each layer group and the deposition path p̄(k, γ̄(Λ))
for the final layer along with the deposition direction is highlighted in light
blue with the start/end point of the path shown with the blue filled circle. The
deposition path is aligned with the grid, which results in material deposition
centered on the grid points.
defined by the ordered set Λi = {ξ ∈ R|ξ = αid, x ∈ [0, imaxE ], d ∈ Z≥0} and similarly
defined for the ̂E direction Λj = {ξ ∈ R|ξ = αjd, x ∈ [0, jmaxE ], d ∈ Z≥0}. Then, the
discretization of the layer plane D is given as Λ = {ξ ∈ L|ξ ∈ (Λi × Λj)}. Λ is assumed
to be identical for all layers.
To denote the height at the spatial locations, the matrix Λ ∈ Rni×nj represents the
locations of spatial grid Λ, where each element Λ[m,n] corresponds to a spatial location
λ(m,n) = (Λi[m],Λj[n]). A realization of the matrix Λ at a given layer k denotes the
height at the discretized locations in that layer. Overloading the notation, let h(Λ[i, j], k)
denote the height of the spatial location Λ[i, j] up to layer k. Thus the spatial height matrix
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H(Λ, k) ∈ Rni×nj with the discretization Λ for layer k is denoted with
H(Λ, k) =

h(Λ[0, 0], k) . . . h(Λ[0, nj−1], k)
... . . .
...
h(Λ[ni−1, 0], k) . . . h(Λ[ni−1, nj−1], k)
 . (3.2)
Now we can define the spatial dynamic state for layer k as
xk = vec(H(Λ, k)). (3.3)
Using the underlying discretization Λ, it is possible to represent the spatial dynamic state
as a vector xk ∈ Rng , where ng = ninj , or as a matrix by using the vec−1(xk, ni, nj)
operation. Therefore, xk represents the total height evolution (in the k̂E direction) in the
process up to layer k. The number ng ∈ Z denotes the size of the discretization Λ and will
be used in place of ninj throughout the rest of the chapter. The discretization Λ represents
a finite number of spatial locations in D. Each spatial location can be viewed as a node of
a graph, with ng nodes in total. We define the graph G = (Λ, E), with the edges E in the
graph connecting each spatial location λ ∈ Λ to its neighboring spatial locations (including
diagonals) within Λ. A conceptual representation of G is given in Fig. 3.1 as the bottom
grid indicated as Λ. Each intersection in the grid represents a location λ ∈ Λ and the grid
shows the edges E between the locations with the diagonal edges between locations omitted
in the figure for visual simplicity. The graph G is a simple graph with self-loops, thus its
adjacency matrix is positive semi-definite with possible nonzero diagonal entries.
3.3.2 Discretization of the Deposition Path on a Single Layer
Given the spatial discretization Λ, discretization schemes for the deposition path and
the local path frames are given here. The deposition path p(k, γ) is continuous with respect
to the parameter γ. Define γ(τ) ∈ [γ0, γf ] as a continuously increasing parameter along the
path parametrized by the variable τ , so that γ(0) = γ0 and γ(f) = γf . An instantaneous
direction vector is then defined as ~vτ = p(k, γ(τ + εp)) − p(k, γ(τ)), on the interval τ ∈
[0, f − εp), for small εp > 0. Similarly the instantaneous normalized direction vector is
given by v̂τ . While the choice of εp affects the direction that v̂τ is pointing towards, the
analysis of this effect will not be presented here with the understanding that suitable εp can
always be selected, so that v̂τ is a “tangent-like” vector. Finally, the local path frame FP
is defined such that k̂P is aligned with k̂E , ı̂P is aligned with ~vτ , and ̂p = k̂P × ı̂P as
expected, where × denotes the vector cross product.
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In practice, the deposition path is defined by a sequence of spatial locations on Λ. To do
so, the discretization sizes αi, αj must be chosen small enough to minimize the distortion
on the continuous path p(k, γ). To represent the deposition at the discretization Λ, define
the discretized sequence of points on the path as p̄(k, γ̄(Λ)) , {λm}npm=1, where each λm is
called a deposition location and denotes a spatial location λ(i, j) ∈ Λ, the parameter γ̄(Λ)
represents the discrete values of γ along the deposition path that aligns with Λ, and np is the
number of points in the discretized deposition path. Choosing the parameter εp such that
both p(k, γ(τ + εp)) and p(k, γ(τ)) are aligned with Λ ensures that the local frame FP is
always well-defined with respect to the discretization. For example, if αi = αj = α̂ ∈ R,
choosing εp = α̂ ensures that a deposition path without diagonal movements p̄(k, γ̄(Λ))
is aligned with Λ as shown in Fig. 3.1 in light blue. We drop the dependency on the
discretization and the layer index for the path whenever it is clear from the context for
brevity.
Remark 3.4. Note that while deposition paths that are not aligned with Λ are possible by
defining the proper path variables, the spatial representation may become complicated de-
pending on the cross-sectional geometry, the discretization size αi, αj , and the AM process
itself. For the simplicity of discussions in this chapter, we focus on the cases where the
deposition path aligns with the spatial grid with a sufficiently fine grid size.
3.3.3 Linear Layer-wise Spatially Varying Systems
To model the layer-to-layer evolution of the spatial dynamic state at the spatial dis-
cretization Λ, an LLSV model is presented in this section. LLSV is essentially a discrete
linear parameter varying (LPV) model where the state of the system (xk) is the total height
up to layer k (e.g. H(Λ, k)) and the parameter evolution is in terms of layer progression
(e.g. k to k + 1). The LLSV model is constructed as
xk+1 = Akxk +Bkuk, (3.4)
where Ak is the spatial register matrix, Bk is the input matrix and uk is the spatial input
vector. In this section, first, the spatial effect of the deposition input (Bk) is modeled, then,
the effect of the previous layer (Ak) is given.
3.3.3.1 Effect of Material Deposition Input
Material deposition along the path p(k, γ) results in height evolution on each spatial
location with material input. A shape function to describe the local cross-sectional height
22
evolution as a function of distance from deposition location is defined by c(p,θ, r) : Lk ×
Rnθ × S → R, where p is the path mapping, θ ∈ Rnθ is a parameter vector for a given
geometry, and r ∈ S ⊂ R is the Euclidean distance from the deposition point in the ̂P
direction (in the local path frameFP ). Note that since c(p,θ, r) defines the height change in
a finite interval, it has finite support for the compact domain S on which the cross-sectional
geometry is defined, and it is zero elsewhere.
Remark 3.5. Definition of the shape-function can be extended to two-dimensional height
evolution for systems that have height evolution with radial symmetry, by defining the ball
S , β(p(k, γ), r) ⊂ R2 as the domain.
Some examples of θ from literature shown with their discretization in Fig. 3.2 are:
• for a Gaussian bell-curve shape, θ encodes the mean and covariance [83, 94, 150],
• for an ellipsoidal shape, θ encodes the minor and major radii [1, 13, 51],
• for a rectangular shape, θ encodes the height and width of the rectangle [43, 209].
While c(p,θ, r) defines a continuous shape function at the cross-section of the deposition
path, the analysis over the discretization Λ requires discretization of the shape function.
Also, note that the shape parameters may depend on the material properties of the AM
process and process-specific physical conditions.
Define c̃(λm) ∈ Rni×nj as the discretized matrix representation of the shape function
at the deposition location λm ∈ p̄, for the path sequence p̄ defined previously. c̃(λm) is
evaluated by sampling the function c(p,θ, r) centered at the deposition location λm over
the discretization Λ. c̃(λm) can be viewed as the discretized spatial deposition impulse
response of an AM process (i.e., cross-section of material spread in Λ due to an impulse
deposition at deposition location λm). Note that by defining appropriate shape functions for
diagonal depositions in the discretization Λ it is possible to extend the presented models to
various deposition paths. We do not treat such cases in this chapter and identify them as
part of future work.
Remark 3.6. The discrete representation of the shape function is denoted with a matrix of
the size of Λ (c̃(λm) centered at the deposition location λm and the rest zero padded for
full dimension) for uniform notation.
Using the discretized shape representation c̃(λm), define cm = vec(c̃(λm)) as the input-
to-shape response for a unit material input at the mth deposition location in p̄(k, γ̄(Λ)).
The vector cm ∈ Rng denotes the height distribution as a result of unit material input to
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Figure 3.2: Three different shape functions, their corresponding shape parameters and their
discretization on Λ (with discretization size α). These shape functions are used
for characterizing the cross-sectional shape of deposited materials at each layer.
A simple example of the layer-to-layer dynamics on a rectangular cross sec-
tional shape is shown on the bottom.
the system. The spatial height map as a result of the unit input is denoted by the matrix
vec−1(cm, ni, nj). Examples of the spatial height map representation are given in [4,13,94,
149,170,194]. For the linear layer-wise representation, defineBk ∈ Rng×nu and uk ∈ Rnu ,
where nu is the number of input channels (spatial locations with material input). We can
take nu = np without loss of generality and define
Bk = [c1, c2, . . . , cnu ], (3.5)
uk = [u1, u2, . . . , unu ]
T , (3.6)
where ui ∈ [0, 1] is the normalized material input parameter to the AM process, which
is defined as a physical input quantity such as pressure applied to the deposition system
at a specific spatial location. A similarly layer-varying spatial height map model for e-jet
printing is given in [149]. Note that ciui is the discretized cross-section shape scaled by
the magnitude of the input ui, thus the name input-to-shape response. In this chapter, we
utilize a linear input-to-shape response by noting that the nonlinear effects on the input
dynamics may be approximated within the operating range of the input. Examples of linear
input-to-shape responses include [4, 13, 83, 86, 90, 94, 127]. While nonlinear and state-
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dependent relationships (e.g., ci(xk)) may outperform linear models [2, 51, 106, 149], they
are not discussed here for simplicity. For control applications with layer-to-layer feedback
available to the controller, an idealized shape function that is spatially invariant has been
utilized in many of the works in the literature [4, 83, 94, 170].
3.3.3.2 Effect of the Previous Layer
Material deposition at layer k + 1 is added on top of the previous layer k. Therefore,
the effect of the previous layer on the height evolution of the subsequent layer must be
captured in the spatial dynamics of the AM process.
A spatial register matrix Ak ∈ Rng×ng is defined by the spatial height information re-
lationship between different spatial locations in Λ across subsequent layers (i.e., from layer
k to k + 1). Due to the physical interpretation of the height relationship, the information
can be scaled by at most one, in other words, a scaling factor κ ∈ [0, 1] can be applied to
any height relationship.
Each xk[m] ∈ xk denotes the height information of a point in Λ (i.e., height at the
spatial location m up to layer k). Additionally, define the mapping M : Z>0 × Λ →
Z(k,m), where Z(k,m) ⊆ {1, . . . , ng}, to map the height relationship between spatial
locations so that each point in xk is scaled and mapped to another point in xk+1. This
mapping is constructed based on the physical interactions of the materials deposited in
subsequent layers. Formally, M(k,m) = {w ∈ Z≥0|w ∈ Z(k,m)}, i.e., M(k,m) is the
set of locations w on layer k+1 where the spatial height information is related to the height
of xk[m]. Then the matrix Ak is constructed as the following sum over the mapping for












where engv is the vth unit basis vector of Rng and κv ∈ [0, 1] is the scaling factor based on the
AM process, height evolution geometry, and material properties. The scaling κv also may
be state-dependent (e.g. κv(xk)). Note that if M is a self-mapping (i.e. M(k,m) = {m}),
and κv = 1,∀v, then Ak = I . As an example of self-mapping, consider AM processes
that involve material curing after the deposition of a layer so that after a deposited layer
is cured and solidified as part of the processing of a single layer (see (A3)), its height
information is additive (i.e., mapped to the next layer with κ = 1) [83,194]. For additional
layer-to-layer models with self-mapping see [86, 90, 127]. For extrusion-based processes
(e.g., [2,13,93,141]) or other deposition processes (i.e., remelting phenomenon [170]), the
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height information in the previous layer may be scaled in relation to the next layer. In the
case study, we provide a special case for the FDM process where we constrain κv ∈ [0, 1)
to model the nonzero L2L intersection behavior of the process [2, 13].
Based on (A4), height evolution in the process is due to the material input and is
bounded between adjacent layers (e.g. k − 1 and k). Each row of the spatial register
matrix Ak[i, ·] relates the height information from previous layer xk to the location in the
subsequent layer xk+1[i], thus the condition ||Ak||∞ ≤ 1 states that this relationship is
bounded.
Remark 3.7. Based on the definition in (3.7), the following induced matrix norm relation-
ship holds for all LLSV systems.






where, ϑ ∈ R≥0 is given by ϑ = max{κv} ≤ 1.
3.3.4 Switched Affine System Reformulation
Based on the assumptions (A2) and (A4), uk and Bk are predefined for a specific
geometry and process based on the fixed deposition paths that will be deposited at a layer.
The model given in (3.4) can be reformulated into a simpler form as a switched affine
system (SAS) with predefined switches. This representation allows for grouping similar
layers together and creates a succinct formulation of the spatial dynamics with a predefined
control input. Additionally, if the geometry of adjacent (e.g. k − 1 and k) layers are
identical, uk−1 and uk are identical. In practice, an AM process typically includes multiple
layers with geometries that are identical. Let the tuple (k,Ωi) denote the layer k belonging
to layer group Ωi, where Ωi is the set of all layers in the process that have identical inputs
such that uk = uk̄,∀(k, k̄) ∈ Ωi. The set of all such tuples for an AM process with nΩ
layer groups is defined as
Ω = {(k,Ωi) | k = 1, . . . , n`, i ∈ [1, nΩ]}, (3.8)
where each layer is mapped to one and only one layer group Ωi. An AM process may
contain multiple layer groups (see Fig. 3.1), so the map σ(k) : k → Ωi maps a layer k
to its respective layer group for (k,Ωi) ∈ Ω. A switch occurs when σ(k) and σ(k + 1)
map the subsequent layers to different Ωi. As a result, the LLSV spatial dynamics can be
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represented as
xk+1 = A(σ(k), σ(k − 1))xk + µ(σ(k)), (3.9)
where the switch of the spatial register matrix depends on the layer group of the current
and previous layers (i.e., k and k − 1). Note that if σ(k − 1) = σ(k), then the dependency
on σ(k − 1) is redundant and may be omitted for brevity. The layer group dependent input
µ(σ(k)) ∈ Rng is defined by µ(σ(k)) = Bkuk for all (k, σ(k)) ∈ Ω.
As many practical AM processes have layer groups (e.g., task groups in [81]), the
representation in (3.9) allows one to design controllers independently for each layer group,
which may result in simpler controller formulations due to the dynamical similarities within
a layer group. In such cases, the controller for each layer group would switch whenever
the layer group switches, and the control design should ensure stability during the switch.
A layer-to-layer controller utilizing the idea of layer groups and switching between groups
is presented in Chapter IV. Additionally, using layer groups, non-constant layer heights in
the AM process may be grouped together to design individual closed-loop controllers for
different layer heights.
3.3.5 Uncertainty in the LLSV Model
The AM process model has uncertainty due to material properties, discretization errors,
environmental conditions, and un-modeled disturbances. In this section, the effect of un-
certainty on the LLSV model is represented as a spatial noise distribution in the form of
a Gaussian Process (GP). A spatial noise distribution is a multivariate Gaussian distribu-
tion in which each dimension of the multivariate distribution represents a spatial location
λ ∈ Λ. Based on the GP framework, it is possible to define the mean and covariance of the
uncertainty on the discretization Λ. Let λ̄ = vec(Λ) denote the vector with the locations in
Λ, mλ̄ ∈ Rng denote the mean function, and Σλ̄ ∈ Rng×ng denote the covariance function
for the spatial noise distribution. Then, the uncertainty as a spatial noise distribution is
given by the GP ν(λ̄) ∼ N (mλ̄,Σλ̄).
The GP is assumed to be stationary with respect to the layer-to-layer spatial dynamics,
for an AM process. This means that the mean and covariance of the GP remains the same
over the layer domain (and over Λ). This assumption is not restrictive since the uncertain-
ties in the spatial dynamics are most likely to be functions of the space, thus, invariant to
the height change in the AM process.
Define I(·) as the element-wise indicator function for non-zero elements of a matrix.
Then, I(µ(σ(k))) ∈ {0, 1}ng is a vector with ones in the locations with material deposition
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for layer k and zeros elsewhere. Also define Ik , diag(I(µ(σ(k)))) as a diagonal matrix
of size ng×ng. Then, the random vector ν(µ(σ(k))) ∼ IkN (mµ(σ(k)),Σµ(σ(k))) gives the
spatial noise for a specific deposition geometry with input µ(σ(k)). The resulting LLSV
model with the uncertainty term as a spatial noise distribution is given as the following.
xk+1 =A(σ(k), σ(k − 1))xk+µ(σ(k))+ν(µ(σ(k))). (3.10)
3.4 Layer-to-layer Stability
In this section, the layer-to-layer stability of the system in (3.9) (equivalently (3.4)) is
investigated. Additionally, robustness margins for layer-to-layer stability are given for the
uncertainty reformulation of the system in (3.10).
3.4.1 Layer-wise Regularity
In order to evaluate the layer-to-layer stability of the LLSV system, some additional
measures for individual layers must be defined. A reference spatial state trajectory xd for
the AM process is defined based on the design of the desired end geometry, discretization Λ,
and deposition path p̄(k, γ̄(Λ)) as xd = {xd1, . . . ,xdn`}, where n` denotes the total number





as admissible bounds for the layer-wise AM process (i.e. tolerance). Note that ωk (de-
pendence on xdk is omitted for brevity) is a layer-varying parameter so that the admissible
bounds on the spatial state may be varied between layers based on the geometry or other
considerations.
Definition 3.8 (Layer spatial conformance). A layer k with the spatial dynamic state xk is
layer spatial conforming if ω̂0k(x
d
k)  xdk − xk  ω̂1k(xdk).
Here,  denotes element-wise less-than or equal-to. Layer spatial conformance de-





k) over the discretization Λ are design variables that are determined based on the pre-







tolerance bounds may be prescribed. For the remainder of the chapter we utilize symmetric
tolerances (i.e., ω̂0k(x
d
k) = −ω̂1k(xdk) ) for simplicity. The following definition describes
whether the trajectory {xk}nkk=k0 follows x
d within the admissible bounds.
Definition 3.9 (Layer-wise regularity [13]). An AM process is said to be layer-wise ω-
regular at layer k if ||xdk − xk||2 ≤ ω.
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Layer-wise regularity states that the spatial trajectories of the LLSV system are within a
tube of radius ω around xd. The numerical value of ω may be defined based on specific de-
sign considerations for part functionality (e.g. mechanical, electrical, or optical properties).
An example of ω for dimensional performance is provided in the case study (Section 3.5).
Using the definitions of spatial conformance and layer-wise regularity, layer-to-layer sta-
bility definitions are given next.
3.4.2 Layer-to-layer Stability Definitions
An important property of an AM process is its geometric stability. That is the ability of
subsequent layers to be built on top of the existing layers. Define x̃k = Ik−1xk as a vector
with height information of the spatial locations with height change on layer k, defined by
µk−1, and zeros elsewhere. The vector x̃k denotes the height of the locations in Λ that had
deposition for the current layer.
Definition 3.10 (Layer-to-layer geometric stability [13]). An LLSV system is said to be
layer-to-layer geometrically stable (L2LGS) if ||xk−1||∞ < minj{|x̃k[j]| > 0}, for all
k ∈ (1, n`].
The operator minj{|x̃k[j]| > 0} denotes the magnitude of the minimum non-zero el-
ement in the vector x̃k, with element-wise absolute value operator | · |. Therefore, in an
L2LGS system, the minimum height at the spatial locations with deposition for layer k is
greater than the maximum height in layer k − 1. Intuitively, the L2LGS condition ensures
that the current spatial state xk is always “above” the preceding layer, providing a natural
condition for geometrical stability of the printed part.
Remark 3.11. The LLSV system with (A2) is layer-to-layer geometrically stable by design
since the layer geometries and path planning for the AM process follow this stability con-
dition to create reference trajectories p(k, γ) for all k ∈ (1, n`], which in turn defines xd.
Without loss of generality, the L2LGS condition holds for all LLSV systems analyzed in this
chapter.
Going back to the graph G interpretation of the discretization Λ, any spatial state xk
denotes the height on the nodes of G up to layer k. The layer-to-layer geometric stability
condition requires the material deposition at the subsequent layer (k + 1) to be sufficiently
supported from below (at layer k). Sufficient support is the least amount of material present
at a certain location λ(m,n) ∈ Λ in layer k, so that the deposition on the subsequent layer
k+ 1 is layer-to-layer geometrically stable according to Definition 3.10. Sufficient support
depends on the specific AM technology, geometry, and material properties.
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Figure 3.3: Left: Top view of the deposition process with a rectangular shape function. the
green path labeled with Layer k is the currently deposited layer. The deposi-
tion path p1 at layer k + 1 is sufficiently supported from below, whereas p2 at
layer k + 1 is not sufficiently supported from below. Right: Cross-sectional
view of the deposition process at layers k and k + 1 illustrates the sufficient
support condition for the example. The partial graph G of the process is given
at the bottom to illustrate the adjacency between the spatial locations within the
dotted rectangle in Λ.
Consider the layer-to-layer dynamics illustrated in Fig. 3.3. Let Jk define the adjacency
matrix of the graph G and the shape function of the process be a rectangular one. We
may associate the region of sufficient support in Fig. 3.3 with the adjacency of the graph
G. In the given case, material deposited in layer k at a location λ supports the material
deposition on the spatial locations immediately adjacent to it at layer k + 1. Note that
the adjacency relationship is a function of the discretization size, shape function, and the
physical properties of the material and process. Therefore, the deposition on layer k in the
figure provides sufficient support for the deposition path p1 on layer k + 1, but the path p2
becomes L2L geometrically unstable. Based on Remark 3.11, we assume that the sufficient
support condition holds for all LLSV systems analyzed in this chapter.
The layer-to-layer stability of an LLSV system is then defined based on the definitions
of regularity and stability.
Definition 3.12 (Layer-to-layer stability). An LLSV system that is layer-to-layer geomet-
rically stable is said to be
1. Layer-to-layer stable (L2LS) if for any given δc > 0, ∃δs > 0, such that ||xdk0 −
xk0|| < δs implies ||xdk − xk|| < δc for all k ∈ [k0, n`]
2. Layer-to-layer finite stable (L2LFS) if it is layer-to-layer stable and ∃ξ ∈ (0, 1) such
that ||xdk+1 − xk+1|| ≤ ξ||xdk − xk|| for all k ∈ [k0, n` − 1].
Note that L2LFS denotes finite convergence of the spatial trajectories to the desired
state trajectories (within a predefined precision) with a convergence rate of at most ξ. The
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actual ξ for a practical system determines if perfect tracking is feasible within finitely many
layers in the AM process.
While L2LS defines a stability measure for the process, we are often interested in un-
derstanding if the spatial dynamics are layer-to-layer stable with respect to the layer-wise
ω-regularity.
Definition 3.13. (Layer-to-layer ω-stability) An LLSV system that is layer-to-layer stable
is said to be layer-to-layer ω-regular stable if given δc = ω > 0, there exists a δs ∈ (0, ω)
so that all the spatial trajectories are layer-wise ω-regular.
Therefore, layer-to-layer stability of the spatial trajectories is a performance measure
for the LLSV system to have geometric stability and stay close to a desired spatial trajec-
tory xd, while L2L ω-regular stability implies that we can prescribe how “close” the system
trajectory is to the desired trajectory.
Remark 3.14. Note that L2L ω-regular stability implies that L2LS can be ensured for a
desired stability bound ω > 0 for all layers and thus is more stringent than the nominal
L2LS. Characterizing the conditions under which an LLSV system is L2LS and L2L ω-
regular stable is left for future work.
Another important aspect is the relationship between the layer-to-layer stability and the
stability of the error dynamics of the system, highlighted in the following remark.
Remark 3.15. While L2LS provides a framework to characterize the system performance,
it is not readily compatible with the usual stability analysis tools as L2LS is defined with
respect to a desired trajectory rather than an equilibrium for the unforced system. There-
fore, by defining the error dynamics of the LLSV system with respect to a desired spatial
trajectory, we utilize the transformed system dynamics to draw parallels between the layer-
to-layer stability framework and the well-known Lyapunov stability.
Without loss of generality, consider the error dynamics of (3.9) for a single Ωi, which
we assume to be power-series bounded for the simplicity of discussion. Define the error
state ηk = xdk − xk and the dynamics of the error as ηk+1 = Aηk, where we use the
shorthandA forAk, k ∈ Ωi. The following lemma is given as the main result for layer-to-
layer geometric stability of an LLSV system.
Lemma 3.16. An LLSV system without noise, given in (3.9), with the error state as ηk =







 0, ∀k ∈ [1, n` − 1]
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Proof. Define π1 = x̄dk − c0x̄k and π2 = x̄k − c1x̄dk, where x̄dk := xdk − xdk−1 and x̄k :=
xk − xk−1. Then, decompose πi = π+i − π−i , i = 1, 2, where π+i = max{0,πi} and





m(·) denotes the smallest non-zero element of a vector. Similarly, let c1 = m (x̄k) /||x̄dk||1.
Now, observe that with the chosen scaling factors c0, c1, non-zero elements of π+1 de-
note the spatial locations at layer k that either has desired deposition or voids (deposition is
desired, but there is none). The non-zero elements of π−1 denote the spatial locations with
extra deposition (deposition is not desired at these locations). Similarly, non-zero elements
of π+2 denote desired and extra depositions, and non-zero elements of π
−
2 denote voids.
L2LGS dictates that deposition at a layer must be exactly at the desired locations that
are prescribed by the L2LGS reference xdk for each k. Thus a necessary condition for
L2LGS is ||π−1 || + ||π−2 || = 0, which is possible only if π−1 = π−2 = 0. In that case, we
have πi = π+i  0 that results in x̄dk − c0x̄k = π+1  0 which is equivalently ηk+1 − ηk +
(1 − c0)Ix̄k  0. Similarly we derive −c1I (ηk+1 − ηk) + (1 − c1)Ix̄k  0. Combining
the last two inequalities gives the desired result.
To show the reverse direction, suppose there exists a L2LGS x̄k with voids. Then it
must be that x̄k − c1x̄dk = π2  0. Due to the void, there exists at least one direction j in
the vector x̄k which is zero, but is non-zero in x̄dk. This means that there exists no c1 > 0
that can make x̄k[j]− c1x̄dk[j] ≥ 0, therefore π−2 6= 0, which results in a contradiction with
π−1 = π
−
2 = 0. A similar analysis follows for extra depositions but is omitted here for
brevity, which concludes the proof.
Then a formal relationship between the stability of the error dynamics and the layer-to-
layer stability is given as follows.
Lemma 3.17. The equilibrium point ηk = 0 at layer k for an LLSV system given in (3.4)
with the error state ηk = xdk − xk satisfying Lemma 3.16 is said to be:
1. Layer-to-layer stable if and only if the equilibrium ηk = 0 is stable in the sense of
Lyapunov [104], meaning that for a given δc > 0, ∃δs > 0 such that ||ηk0|| < δs =⇒
||ηk|| < δc,∀k > k0.
2. Layer-to-layer ω-regular stable if for δc = ω, ∃δs ∈ (0, ω), with ω as the layer-wise
regularity bound ∀k.
3. L2LFS if and only if it is linearly convergent to zero, i.e., ∃ξ ∈ (0, 1) such that ||ηk+1|| ≤
ξ||ηk||.
4. Asymptotically stable, meaning the equilibrium is Lyapunov stable and {||ηk||}∞k=k0→0
as k→∞, if it is L2LFS.
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Proof. The proof follows immediately from combining Lemma 3.16 with Definition 3.12.
Note that the equilibrium ηk = 0 at layer k implies that xk = xdk. Given the mono-
tone increasing nature of the desired spatial states xdk, the equilibrium ηk = 0 is not an
unforced equilibrium since the absence of an input at layer k (e.g., uk = 0) implies
xk+1 − xdk+1 = ηk 6= 0. Therefore, the layer-to-layer stability and equilibrium stabil-
ity notions are considered under the prescribed inputs to the system instead of the usual
Lyapunov stability of an unforced system.
Recall that LLSV systems are strictly increasing due to the physical AM process that
has additive spatial input at each layer. This property can be denoted as ϕ1(||xk0||) ≤
{||xk||}n`k=k0 , where ϕ1 ∈ K.
The findings in this section are summarized in the following:
Theorem 3.18. For an LLSV system in (3.4) with the error state ηk = xdk − xk satisfying
Lemma 3.16, the following are equivalent:
1. The LLSV system is layer-to-layer stable.
2. The equilibrium ηk = 0 is stable in the sense of Lyapunov.
Additionally, the following are equivalent.
1. The LLSV system is layer-to-layer finite stable.
2. The sequence {||ηk||}∞k=k0 is linearly convergent to zero.
Proofs for Theorem 4 were provided throughout the section.
3.4.3 Robustness to Uncertainty
The main theorems of this chapter are given in this Section. The robustness to layer-
to-layer stability measures presented in this section serve as analysis tools to analyze if a
given LLSV system will be layer-to-layer unstable in future layers. We present results on
characterizing the layer-to-layer stability of a process with a given spatial disturbance, by
considering the error dynamics of the process under predefined inputs.
To define the robustness of the layer-to-layer stability bound under the uncertainties in
the model given in Eq. 3.10, the following lemmas are needed.










Proof. Noting that the vector ν(µ(σ(k))) consists of random variables from the distri-





. Then, the expectation is:













with v(·) denoting the variance matrix, which uses Jensen’s inequality and the fact that
square-root is a concave function to derive the required result.
Lemma 3.20. For the induced norm of the register matrix of an LLSV system, the following








, ∀k ∈ [1, n`].
Proof. The proof follows immediately by applying Hölder’s inequality with the conditions
given in Remark 3.7, M(k,m) defined in Section 3.3.3.2, and ϑ′ = (max{κv}||A||∞) ≤
1.
Theorem 3.21. In a single layer group with σ(k′) → Ωi, ∀k′ ∈ [k0, kf ] that is ω̃-regular
at layer k0, and the state register matrix Ã , A(σ(k), σ(k − 1)) defined over the range
of layers k′, the LLSV system in (3.10) is layer-to-layer ω̃-regular stable at layer kf in









,m′ = Pζ−1(Ã)mσ(k), Pζ−1(Ã)
is a matrix polynomial up to power ζ − 1, and ω̃ > 0 is the layer-to-layer stability bound
(δc). Furthermore ifmσ(k) = 0 then
||Ãζ ||2||ηk0||2 + ||L||F ≤ ω̃, (3.11)
where LLT = Σ′.
Proof. The proof is given for ζ = kf −k0 since the same analysis follows ∀ζ ∈ [1, kf−k0].
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The sum in this equation is a matrix polynomial up to degree ζ − 1 given as
∑kf−1
i=k0
Ãkf−i−1ν̃ = Iν̃ + Ãν̃ + . . .+ Ãζ−1ν̃,
which has the expected value E{
∑kf−1
i=k0
Ãkf−i−1ν̃} = m′ = Pζ−1(Ã)mσ(k), where Pn(A) =








Ãkf−i−1ν̃ ∼ N (m′,Σ′). Taking `2 norms of both sides and
their expectations yield the following inequalities









Since this defines an upper bound on the error after ζ layers, if this bound is greater than
ω̃, layer-to-layer ω̃-regular stability cannot be guaranteed, thus the given bound. So if the
bound in the theorem holds for all layers in the analysis (i.e. ∀ζ∈ [1, kf−k0]), the system is
layer-to-layer ω̃-regular stable at layer kf , in expectation. This relationship concludes the
proof of the first part. Now supposemσ(k) = 0 and Σ′ = LLT (this decomposition always
exists since Σ′  0), then,




≤ ||Ãζ ||2||ηk0||2 + ||L||F ,
which concludes the proof.
Based on the magnitude of ζ , the bound on the error in the LLSV system is affected by
the uncertainty in the system, while the effect of the initial error norm is decreasing with
the increasing horizon. Using Lemma 3.20, the value of ||Ãζ ||2 can be approximated. Note
that if ||Ã||2 < 1, we can analyze ζ = kf − k0 (instead of [1, kf−k0]) in Theorem 3.21
without loss of generality (since ||Ã||∞ < 1). The analysis for the case where the spatial
register matrix is power-series convergent is given next.
Corollary 3.22. If in addition to Theorem 3.21 we have ρ(Ã) < 1 and ς = ||Ã||2 < 1,
then for large enough ζ and invertible (I −A), the error dynamics ηk of the LLSV system
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tr(Σ′) + ς ′||mσ(k)||22
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Proof. If ρ(Ã) < 1 and ς = ||Ã||2 < 1, then there exists a c > 0 where Ãc ' 0 and thus
ςc ' 0. By choosing ζ ≥ c (assuming that this is feasible in the physical process), the sum




, and ||Ãζ ||2 = 0. The second upper bound follows from
the geometric sum of the ς and the fact that ||Ãζ || ≤ ||Ã||ζ .
Additionally, the following corollary to Theorem 3.21 provides a probabilistic bound
for estimating the L2LS of an LLSV system of the form (3.10).
Corollary 3.23. For the system given in Theorem 3.21, if the covariance matrix has the





ω̃2-regular at layer kf is given by
P
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where Γ ∼ X 2n(ψ), is a random variable from an ng degrees of freedom non-central chi-





′, ζ = kf − k0.
Proof. Following the proof of Theorem 3.21, the error at layer k has the multivariate nor-





. The `2-norm squared of a random variable
from this multivariate normal distribution is distributed as a non-central chi-squared distri-
bution with ng degrees of freedom. For the covariance matrix of the form Σ′ = σ2sI , the




the probability of the `2-norm squared value of the error being within the stability bound
squared ω̃2 is given by the cumulative distribution function of X 2ng(ψ).
Theorem 3.21 is stated for a single layer group and it is a known fact that a switched sys-
tem with stable subsystems may become unstable under certain switching conditions [35].
To circumvent this issue and ensure the stability of the LLSV system for all Ωi, the follow-
ing observations are made. The trajectory of the error dynamics given by ηk+1 = Akηk is
bounded under arbitrary switching if the joint spectral radius [167] of allA(σ(k), σ(k−1))
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in the LLSV system are power-series bounded, and the system is layer-to-layer geometri-
cally stable. However, this is a much stronger condition than what we need in practice
since the dynamics undergo a known switching sequence rather than arbitrary switching.
Therefore, the stability of the switches may be analyzed off-line. Further conditions for
finite convergence of the switched dynamics are given in [87] (pp. 170-173).
3.5 Case Studies on Fused Deposition Modeling
Figure 3.4: Description of fused deposition modeling [13]. Ffeed is the material feed force
for the extrusion process in the nozzle. Text is the heat supplied by the extruder
heater. Q̇ is the volumetric flow through the nozzle.
This section presents case studies for a fused deposition modeling (FDM) process mod-
eled as an LLSV system. Definitions of layer-to-layer stability and details of the LLSV
model for a specific geometry are given. Leveraging the models and the experimental
setup, theoretical developments on the layer-to-layer stability in the earlier sections are
compared against the experimental measurement. A schematic of an FDM process is shown
in Fig. 3.4. FDM is an AM process in which a thermoplastic material is extruded through
a heated nozzle in a numerically controlled deposition system. After a layer of material is
deposited, either the deposition system or the build platform changes its height to accom-
modate the next deposition layer until all the layers of a 3D object are deposited. Refer
to [141] and references therein for a survey of the FDM process.
This case study aims to demonstrate the practical use of the LLSV model and the layer-
to-layer stability concepts presented in this chapter as a measure of dimensional perfor-
mance. An experimental setup is used to measure the spatial state of an FDM with induced
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Figure 3.5: Experimental setup. 1: laser measurement point, 2: square shell build geome-
try, 3: laser distance measurement sensor, 4: mounting piece for the sensor, 5:
extruder head of the FDM printer, 6: PLA filament used in the experiment, 7:
heated build plate with the painter’s tape to mitigate glare.
spatial noise. The theoretical bounds derived in Theorem 3.21 are compared to experimen-
tal results.
An important issue in FDM is under-extrusion or over-extrusion of material during the
deposition process, which leads to dimensional inaccuracy of the resulting printed layers
and layer-to-layer stability issues. The issues in the extrusion rate may occur due to direc-
tional changes in the deposition path, (e.g., cornering), slippage of the filament material in
the feeder, or insufficient heating of the deposited material. In this study, we induce spatial
noise to the process to simulate the aforementioned disturbances on material extrusion. Ad-
ditionally, the effect of the induced spatial disturbance increases as we move away from the
center of the build plate to simulate location dependent disturbances (e.g., warping issues
on the build plate).
3.5.1 Experimental setup
The experimental setup is shown in Fig. 3.5. To enable a spatial height measurement be-
tween layers, a Panasonic HG-C1030 laser point distance measurement sensor is mounted
on the extruder of an Ultimaker 3 FDM printer. The laser has a 50µm spot diameter and a
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Table 3.1: Experimental parameters for the case study
Variable Value
Material PLA @ 220◦C
Build bed Glass @ 60◦C
Feedrate 20mm/sec
Shell width 20.4mm
Shell height 5.33± 0.05mm
Layer height h` = 0.27mm
Design discretization αi = αj = 0.16mm
Grid size ni = nj = 128
Number of layers n` = 20
L2L intersection d̄ = 30.6µm
Experimental discretization ᾱi = ᾱj = 0.2mm
Experimental grid n̄i = n̄j = 103
Extrusion per unit length pe = 0.0025mm
10µm repeatability. An Arduino Mega connected to MATLAB on a Windows 10 machine
with i7-4700 CPU is used for collecting the sensor measurements at a rate of 480 Hz.
For the case study, a square shell geometry (1 bead thickness) is additively manufac-
tured using FDM. The geometry of the shell and its assembly are shown in Fig. 3.6. A
manufacturing scenario in which the shell geometry needs to fit inside a square slot of
20.4mm and depth of 5.33mm is considered with the given dimensional tolerances shown
in Fig. 3.6. Based on these dimensional specifications, layer-wise regularity and layer-to-
layer ω-regular stability limits are evaluated in the following section. The experimental
parameters for the case study are given in Table 3.1. By ensuring layer-to-layer ω-regular
stability, we can ensure that the FDM printed shell will conform to the design specifications
and deliver the desired performance in terms of dimensional accuracy. Similarly, we will
conclude that layer-to-layer ω-regular unstable parts will not conform to the design spec-
ifications, and thus will be scrap. Thus, we utilize L2LS as an in-situ tool for analyzing
printed part performance in this case study, which is a novel approach to understand the















Figure 3.6: Technical drawing of the assembly of the square shell geometry (left), and the
exploded view of the assembly (right). The conceptual sensor that fits inside
the shell and the housing. A cross-sectional view is shown in the figure and the
assembly is symmetric about the axis of the cross-sectional cut.
3.5.2 Linear Layer-wise Spatially Varying Systems for FDM
The spatial deposition path p(k, γ) for the square shell geometry is identical for all
layers ∀k. Consequently, there is only a single layer group σ(k) = Ω1, ∀k ∈ [1, n`]. In
FDM, deposited beads of subsequent layers form an intersection where they partially bond
to create a sound structure [141]. As a result, the height evolution of the build between
subsequent layers is less than the spatial input to the system, which results in a κv < 1
(in (3.7)). Additionally, due to inconsistencies (caused by transient dynamics of the fluid
flow) in the material flow at the beginning of the process and the interaction of the material
with the build plate, initial layer height is observed to be less than expected during the
experiments.
3.5.2.1 Spatial register matrix for FDM
To understand the effect of height intersection, ex-situ measurements are performed on
the printed parts. Experiment specimens cut across the cross-section are measured using a
microscope, Fig. 3.7. Green ellipsoids are fit to each cross-section in the image and their
intersection amount is calculated. In practice, FDM deposition is adjusted such that the
extruder nozzle presses onto the deposited material in a layer [2]. In this case study, the
deposition height is adjusted to have a gap between the nozzle tip and the deposited bead
to better understand the effect of spatial noise on the size of a deposited bead. Through this
study, the mean value of layer-to-layer intersection between the beads of successive layers
is found to be d̄ = 30.6µm.
Using the laser distance measurement sensor, the profile of the surface of a printed
part with 180 layers is measured and no significant change in the intersection amount is
observed.. As a result, the intersection amount is modeled as a constant amount across
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layers. The scaling factor κv in (3.7) is given as
κv(xk[m]) = (1− d̄/xk[m]).
Since d̄ << xk,∀k, the value of κv(xk) is strictly less than one (e.g. κv(xk) ∈ (0, 1)).
The height information at spatial locations λ(1,m), m ∈ [2, 125] in layer k are mapped
to λ(1,m) and the neighboring spatial locations at λ(0,m) and λ(2,m) in layer k + 1.
The spatial deposition points on the corners have their height information mapped to their
surrounding points. The mapping M(k,m) is created by utilizing the relationship given in












Since κv(xk) ∈ (0, 1), it is straightforward to show that ||A(σ(k),xk)||∞ < 1 and
ρ(A(σ(k),xk)) < 1. Furthermore, the spectral radius ρ(A(σ(k),xk)), k ∈ [1, n`] is upper
bounded by κv(xn`) < 1 for the last layer n` since the spatial state trajectory is nonde-
creasing.
Further details of model creation to represent a bead cross-section at three locations
in Λ are provided in Appendix A. For simplicity of analysis, we consider the deposited
bead cross sections only along the spatial locations on the deposition path p(k, γ̄(Λ)). We
employ the mapping M(k,m) = {m} with κv(xk) ∈ (0, 1) described as above so that
A(σ(k),xk) = (1−d̄/xk)I , where the division is element-wise.
3.5.2.2 The effect of noise
To illustrate the layer-to-layer stability concept, known spatial disturbances are induced
on the deposition process and the results are experimentally measured. A quadratic positive
semi-definite spatial noise function is used in the case study. The function is given as
v(ξ, µ) = µ/υ2(ξ21 + ξ
2
2), (3.13)
where υ ∈ R is a scale correction factor (e.g. for a spatial area of 20mm× 20mm around
the origin, υ = 10), ξ ∈ R2 is the spatial variable and µ is the amplitude of the noise
function. As the spatial location of the deposition moves away from the center of the build
plate, increased noise is expected due to errors in the flatness of the build plate.
The induced noise is added as a disturbance to the extrusion command (i.e., adding











Figure 3.7: Cross-sectional cutout of one of the deposited square shell specimen under a
microscope. Green ellipsoids are fit to the cross-sections to study the bead
intersection between the subsequent layers.
to the on-line computational capacity available in the FDM machine, the design discretiza-
tion of 0.16mm is down-sampled 1.25 times so that ᾱi = ᾱj = 0.2mm. As a result, the
discretization used for G-Code generation has n̄i = n̄j = 103. The G-Code discretization
is denoted by Λ̄ and the deposition path is denoted by p̄(k, γ̄(Λ̄)), with the vector p̄ as the
vector with locations of deposition. Note that diag(Ik) = I(σ(k)) = p̄,∀k.
The spatial noise over the deposition path is given by the distribution N (v′(ξ, µ), σ2eI)
where, v′(ξ, µ) = v(p̄(k, γ̄(Λ̄))− λ̄(52, 52), µ), ξ(·) ∈ Λ̄, λ̄(52, 52) is picked as the center
of the square deposition discretization in Λ̄. The spatial noise is then given as:
ν(µ) ∼ IkN (v′(ξ, µ), σ2eI), ∀k ∈ [1, n`] (3.14)
A standard deviation of σe = 6.62 × 10−4mm is applied to all of the points, which corre-
sponds to 0.25 of the unit filament extrusion length (pe = 0.0025mm between each point
in p̄(k, γ̄(Λ̄))).
The input to the system is defined as uk = Ik0.0025. The spatial noise ν(µ) is added
to the input. To derive a linear model for the expected effect of induced Gaussian noise, a
first order approximation of the nonlinear input dynamics around the nominal layer height
is derived as a function of the noise amplitude variable µ as b̄(uk + E{ν(µ)})|uk=pe '
0.267 + 1.0962µ with a fit residual corresponding to less than 2.5µm. Using the linear
approximation, the LLSV dynamics are




















Figure 3.8: Measurement data for one of the nominal prints over Λ̄. At each layer, the
deposition starts from the point (10, 10) and follows the corners (−10, 10),
(−10,−10), and (10,−10).
Without loss of generality, we employ a B matrix for the noise input as B = Ik1.0962I
and denote the transformed input noise as ν̄(µ) ∼ N (Bv′(ξ, µ),Bσ2eIBT ).
3.5.2.3 Definition of L2L stability bounds
Based on the dimensional tolerances shown in Fig. 3.6, the upper and lower deviation
limit of 0.05mm for the printed design is given. To ensure that the printed part fits within
the tolerances, layer-to-layer stability bounds are chosen as ω̂k = 0.05, ∀k ∈ [1, n`], and
ω̃ = ||0.05||2 for the layer-wise regularity conditions and to ensure layer-to-layer ω-regular
stability for all layers in the process (when δc in Definition 3.12 is chosen as ω̃).
3.5.2.4 Experimental Procedure
Layer height for layers k ∈ [1, n`] is identically prescribed as h` = 0.27mm. A set
of experiments is conducted for the deposition process without any induced spatial noise
on the system. Then, experiments with induced spatial noise are conducted (dynamics as
in (3.15)). The value of µ is varied between 1.5pe to 3.9pe in 0.2pe increments for a total of
13 levels of µ. For each spatial noise function, four experiments are conducted and in-situ
measurements of all the deposited layers are performed with the experimental setup. The
bead-center heights are measured by centering the laser sensor on the deposited beads and
scanning along the deposition path in the experiments. A total of 57 parts are printed for
the experiments and data for a total of 1140 layers are collected. It is important to note that
there is no closed-loop control implemented for any of the experiments as it is beyond the
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Figure 3.9: Residual of the mean layer height for nominal deposition case without induced
spatial noise. Mean values from four nominal prints are shown all 20 layers
in the deposition process. The layer-to-layer ω-regular stability bounds for the
experiment are shown with red dashed lines.
scope of the presented work.
3.5.3 Results
3.5.3.1 Nominal case without induced noise
The mean layer height of the seven nominal experiments is taken as the desired layer
height profile xd. The mean height residuals between the desired height profile and four
of the nominal prints are shown in Fig. 3.9. The measurements for the nominal case have
an average (for each layer over seven experiments) standard deviation of 0.0175mm. Note
that this value is the statistical standard deviation and does not reflect the actual resolution
of the measurement system (10µm). The desired height profile xd is defined as the mean
of nominal trajectories to mitigate the effect of inherent disturbances and noise in the ex-
perimental process. Experimental height measurement data for one of the nominal parts
over the discretization Λ̄ is shown in Fig 3.8. At each layer, the deposition starts from the
point (10, 10) and follows the corners (−10, 10), (−10,−10), and (10,−10).
3.5.3.2 Experimental results with induced noise
Experimental results for seven different spatial noise functions are given in Fig. 3.10.
Four parts are printed for each spatial noise corresponding to different values of µ. The
mean layer height for each of the layers is compared to the desired height profile defined
by the nominal case to evaluate the mean height residuals. One standard deviation of the
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mean values from the four printed parts of each µ value is shown with the filled colors
around the mean values. The layer-to-layer stability bounds are shown with red dashed
lines in Fig. 3.10. The results presented in Fig. 3.10 show that the layer-to-layer stability
bound is violated between the noise levels µ = 2.1pe and µ = 2.3pe and closer to µ = 2.3pe
which corresponds to µexp = 0.0057mm. We use the approximate value of µexp ≈ 2.25pe
for further discussions.
3.5.3.3 Outlook for control synthesis
Here, the results in Theorem 3.21 are compared to the experimental bound given above
to validate the theoretical framework proposed in this chapter. For the discretization Λ̄,
p̄(k, γ̄(Λ̄)) has a total of 400 deposition points per layer. By construction in the previous
sections, we have ρ(A(σ(k),xk)) < 1 (taken as 0.99 for analysis) and ω̃ = ||0.05||2 = 1.
The spatial dynamics of the deposition process are only considered at the measurement
points along the p̄(k, γ, Λ̄). It is straightforward to show the system is layer-to-layer ge-
ometrically stable as the spatial trajectories are building on top of one another to build a
sound structure.
Suppose we want to synthesize a controller to ensure layer-to-layer ω-regular stability
for the remainder of the process at layer k0 = 1, ζ = 19. For an initial error ηk0 up-
per bounded by 0.015mm (i.e. ηk0  0.015), Theorem 3.21 is satisfied for noise levels
µ ∈ (0, 0.0014mm] with a probability of 0.97 according to Corollary 3.23. In comparison
to the experimental bound µexp = 0.0057mm, the theoretical bound µthr = 0.0014mm
is a conservative underapproximation of the actual robustness bound. This means that a
controller that stabilizes the AM process according to the theoretical bounds given in The-
orem 3.21, albeit being conservative, would indeed layer-to-layer stabilize the AM process
under disturbances (with the indicated probability). This is an important finding that has
not been previously presented in the literature and forms a basis for the theory of layer-to-
layer stability for LLSV systems.
The gap between the noise levels for the predicted bound and the experimental bound
is 0.0043mm which is below the measurement resolution in the experimental procedure.
The discrepancy between the theoretical and experimental value is also due to the upper
approximations in the formulation, which represent the worst-case effect of the noise on
the system and the uncertainties in the formulation of the spatial register matrix and the
resolution of the first-order approximation for the effect of input.
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Figure 3.10: Plots of the mean height residuals and their one standard deviation for four
different noise values. The layer-to-layer ω-regular stability bounds for the
experiment are shown with red dashed lines.
3.5.3.4 Outlook for decision making
Here, we provide additional insights on how the theoretical findings in this chapter (i.e.,
Theorem 3.21) can be utilized as a decision-making mechanism for an autonomous FDM
process. Since layer-to-layer ω-regular unstable parts will not conform to the design spec-
ifications, it may be desirable to stop the FDM process once we predict that the resulting
part will become scrap. After the current layer k0 is measured, we utilize a binary classifier
based on Theorem 3.21 to predict if the process will be layer-to-layer ω-regular stable in ζ
layers, in expectation. While the bound µthr is given for a projection of 19 layers, adjusting
the horizon length ζ results in a more accurate prediction of the experimental robustness
bounds. For a controller that stops the AM process as the prediction of layer-to-layer ω-
regular instability (utilizing the LLSV model) is above a certain confidence level, adjusting
the value of ζ would characterize the accuracy of the decision. To illustrate this concept, we
present a receiver operating characteristic (ROC) curve for a binary classifier that predicts
layer-to-layer ω-regular instability in ζ layers using Theorem 3.21.
Figure 3.11 shows the ROC curve for predicting if the process will be layer-to-layer
ω-regular unstable, parametrized by ζ . We have the same analysis setup with η1  0.015
and ω̃ = ||0.05||2. To evaluate the true positive and false positive rates, we utilize the
experimental data with 13 noise levels, out of which 9 are layer-to-layer unstable. We
utilize the classifier to predict layer-to-layer ω-regular instability and plot the results for the
values of ζ ∈ [1, 19]. We observe that a value of ζ = 5 provides a true positive rate of 1 with
a low false-positive rate (0.25). Similarly, a value of ζ = 4 provides a false positive rate of
0 with a high true positive rate (0.89). Thus, a decision-maker should be operated at one
of these levels based on the desired operating characteristics. This result also confirms the
over-conservative nature of the theorem as high values of ζ cause the classifier to predict
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Figure 3.11: ROC curve for the decision-maker utilizing a classifier based on Theorem 3.21
to predict if the FDM process measured at layer k = 1 will be layer-to-layer
ω-regular unstable. The curve is parametrized by the horizon ζ ∈ [1, 19] for
the remaining layers in the process.
that the process will go unstable. A perfect process model would be able to completely
identify layer-to-layer ω-regular stable processes from unstable ones. Based on the LLSV
model derived for a specific process, the ROC curve can be experimentally constructed and
implemented for a practical decision-maker. A closed-loop controller may utilize the ROC
curve to tune the prediction horizon of a controller on the spatial dynamics to ensure L2L
stability of the printed device for all layers, which in turn would provide guarantees on the
part functionality.
The fact that theoretical developments are more accurate with shorter horizons can be
explained by the accuracy of the first-order approximation around the operating point. Ad-
ditionally, since the spatial register matrix used here is also an approximation, the accuracy
of the projections deteriorate for long horizon lengths. By evaluating higher fidelity mod-
els of the AM processes, high accuracy decision-makers for longer prediction horizons (ζ)
may be developed.
3.6 Chapter Conclusions
Linear layer-wise spatially varying (LLSV) models provide a general framework for
modeling the spatial dynamics of AM processes where the layer-to-layer height evolution
of an AM process is modeled over a discretization of interest. The main contribution for
this chapter is the development of a modeling framework and a notion of layer-to-layer
stability to characterize the performance of the layer-to-layer spatial AM processes (C1).
Also, a theoretical bound for robustness to layer-to-layer stability is given and the provided
bound is compared with experimental results. This theoretical framework provides a new
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analysis tool for the performance of the layer-to-layer spatial dynamics of AM processes.
For the experimental validation, the proposed modeling framework is demonstrated on an
FDM machine and an LLSV model of the process is developed. The theoretical robustness
bound for layer-to-layer stability gives a conservative approximation of the actual stabil-
ity bound. Therefore, layer-to-layer stability and the robustness bounds proposed in this
chapter may be leveraged for control development of LLSV systems. This chapter presents
crucial findings on the stability of the spatial dynamics through the notion of layer-to-layer
stability. Stronger stability conditions such as layer-to-layer finite stability can be used
for designing controllers that guarantee monotonic stability of the spatial dynamics over
the layer domain. Dimensional inaccuracy of FDM processes is a critical issue in prac-
tice. The experimental study in this chapter studies the effect of spatial disturbances to
characterize layer-to-layer stability, which in turn characterizes the geometric performance
of the printed part. Other important issues that are not considered with the L2L stability
framework presented in this chapter include build bed adhesion issues and stepper motor
inaccuracies. Addressing other such critical challenges for FDM processes are subjects for
future research.
The unifying control-oriented spatial modeling framework developed in this chapter
provides a foundation to develop closed-loop layer-to-layer control applications for AM
processes. The next chapter utilizes the modeling framework developed in this chapter to
develop a novel closed-loop controller for layer-to-layer dynamics. Additionally, the L2L
stability concepts are analyzed in the context of stabilizability for an AM process to realize
some of the applications outlined in this chapter in a closed-loop controlled AM process.
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CHAPTER IV
Control for Spatial Processes
In this chapter, we leverage the layer-to-layer spatial dynamical model developed in
Chapter III to develop closed-loop controllers for spatial AM processes. The main con-
tribution of this chapter is the introduction of novel control architectures that utilize the
presented modeling framework to ensure layer-to-layer reachability, stabilizability, and ref-
erence tracking in the context of control constraints (C2). The chapter is divided into two
main sections. The first section discusses a learning-based controller methodology to deal
with model uncertainties in a real process. The presented method learns a control signal that
minimizes the tracking error for a subsequent layer, given the measurements and the refer-
ence trajectory of the spatial process up to the current layer. The second section presents
further analysis tools for layer-to-layer spatial dynamics, focusing on layer-to-layer sta-
bilizability and finite stabilizability for a spatial process, by leveraging stability concepts
presented in Chapter III. We formalize layer-to-layer stabilizing controllers for a layer-
to-layer spatial process and present results on evaluating layer-to-layer stabilizing control
policies for additive manufacturing processes. Each section has an illustrative case study
at the end to demonstrate the presented concepts on simulation studies of spatial processes
with examples given from fused deposition modeling processes, similar to those presented
in Chapter III. The contents of the main sections in this chapter are in preparation for
journal submissions.
4.1 Layer-to-layer Learning Control for Additive Manufacturing Spa-
tial Dynamics
Additive manufacturing (AM) processes are increasingly utilized in a wide range of ap-
plications in research and industry. The increasing availability of new technologies and ma-
terials enables AM to be used in high-performance production settings where printed part
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specifications are stringent. Consequently, there is an important need for high-performance
AM processes with in-situ sensing, verification, and closed-loop control [20]. Closed-
loop control of AM process dynamics is an important research area with many recent
works [4, 82, 94, 149, 170]. While closed-loop control has been studied, methods to en-
sure the layer-to-layer performance of an AM process via closed-loop control remain an
important research challenge [2, 13, 83].
Due to the physics involved in many AM processes, in-situ measurements during the
formation of a layer are often infeasible or unfavorable. Instead, a layer-to-layer (L2L)
control approach is often utilized where a control action is evaluated for the next layer after
the current layer is formed and measured by an in-situ measurement system [4,90,170,201],
e.g., the layer-to-layer heightmap measurements presented in Chapter III. While achieving
stability under certain process conditions, existing controllers often rely on the layer-wise
invariant nature of the process and the reference to provide their performance results [4,94].
Compensating for layer-wise variations in the spatial dynamics (including deposition path
and layer height) is an important challenge that has not been addressed for closed-loop
control of the L2L dynamics in the literature.
Iterative Learning Control (ILC) is a control strategy that enables enhanced reference
tracking in repetitive processes, where a reference signal is tracked by a dynamical process
in each iteration. Due to its wide application opportunities and its robustness to model
uncertainty and disturbances, ILC has been extensively studied in the literature in both
temporal [21, 133] and spatial domains [4, 41, 94]. ILC has been used extensively in AM
applications to track an iteration invariant deposition trajectory for each layer [4, 90, 94,
170]. However, in practice, AM processes have multiple layers that have varying deposition
paths [13,83]. Classical ILC developments fail to provide tracking performance guarantees
under such iteration-varying references. Additionally, the existing ILC literature for AM
assumes uniform initial conditions for an AM process. However, as a current layer is the
initial condition for a subsequent layer, a uniform initial condition assumption does not
hold in an L2L dynamics setting. In this chapter, we propose an ILC method that utilizes
the process reference information for the next layer and the in-situ measurement of the
current layer to compute a control action, which provides provable convergence in the L2L
domain under certain assumptions. Due to the utilization of the information for the next
layer, we name our approach as layer preview iterative learning control (LP-ILC).
Although there are frameworks for iteration-varying references and initial conditions
(e.g., [47, 189]), these solutions do not utilize the knowledge of an upcoming reference
change to improve controller performance. As spatial dynamics and more importantly
references are predetermined for AM processes, we utilize this knowledge to develop our
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reference preview-based approach.
The main contribution of this chapter is the introduction of novel control architectures
that utilize the presented modeling framework to ensure layer-to-layer reachability, stabi-
lizability, and reference tracking in the context of control constraints (C2). The specific
contributions of this section focus on constrained reference tracking.
(C2-1) Formulation of a layer-to-layer iterative learning controller that utilizes an iteration
preview approach to track spatial references for layer-wise varying AM processes.
(C2-2) Formal performance analysis and guarantees for the proposed LP-ILC controller.
(C2-3) A simulation study to illustrate the utility of the proposed controller.
4.1.1 Background
We consider the linear layer-wise spatially varying (LLSV) system dynamics for an
AM process (see Chapter III) given by:
xk+1 = Akxk +Bkuk (4.1)
where k = 1, 2, . . . , n` − 1 is the layer index, n` is the total number of layers, xk ∈ Rnx ,
uk ∈ Rnu are the spatial state vector and the spatial control input, respectively. Ak ∈
Rnx×nx and Bk ∈ Rnx×nu are state and input matrices for the spatial process at layer k.
We assume that the system in (4.1) is controllable for all layers. Here, Ak represents the
L2L spatial effects of a previous layer on a subsequent layer, andBk represents the spatial
effects of an input to the process at layer k. Refer to Chapter III and Appendix A [13, 16]
for further details of process model (4.1).
In this chapter, similar to Chapter III, we take the state xk as the height of the printed
part up to layer k. The state is directly measured by an in-situ spatial measurement system
(e.g., [2,16,170]) after a layer is formed (printed). Therefore, we measure the state directly
and omit additional output dynamics in (4.1). Additionally, since the height in an AM
process is nonnegative, nondecreasing, and increasing with the material input, (4.1) denotes
a positive system where given an initially nonnegative state variable, the state is always
nonnegative.
We define layer dynamics groups as consecutive layers where the input dynamics (B)
are layer-wise spatially invariant, i.e., dynamics of the layers within the same layer group
(see Chapter III). Note that while the layer groups in Chapter III prescribes a corresponding
desired input sequence for the group, here we only refer the the grouping of the dynamics
as the proposed controller defines the input for each layer instead, hence the name layer
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dynamics group. For completeness, we provide the definition in the following. Formally,
we denote k ∈ Ωi, where Ωi is the layer dynamics group such that Bk = Bm for all pairs
(k,m) ∈ Ωi in the same layer dynamics group. Additionally, if we have a layer k ∈ Ωi and
the subsequent layer k + 1 ∈ Ωj (with i 6= j), we name the layer k + 1 a dynamics switch
layer as it is the layer where we switch from the layer dynamics group Ωi to Ωj . In this
context, the layer k + 2 is named a switch layer since a change in Bk+1 affects the state
xk+2. Within a layer dynamics group, we have Ak = Am for all pairs (k,m) ∈ Ωi except
for the switch layer. Layer dynamics groups are common in AM processes, especially for
geometries with large number of layers with small layer increments (i.e., layer thickness).
4.1.2 Preliminaries and Layer-to-Layer Reference Tracking Problem Formulation
The iterative task for system (4.1) is for the statexk to track a known reference rk ∈ Rni
with minimal error. In the remainder of this section, we use boldface variables to denote
specific inputs, states, etc., for the L2L spatial process, whereas normal font variables de-
note the arguments of functions. The cost function for the controller is given as
Jk(u) = ||Akxk +Bku− rk+1||2Q + ||u||2S, (4.2)
where u ∈ Rnu is the argument of the cost function, and Q = qI,S = sI, (q, s) ∈ R+,
which defines a performance metric based on the tracking error and the control input. Our
goal is to choose a control input uk, such that the cost function (4.2) is minimized for each
layer.
The reference rk is a design variable and reflects the reference geometry to be printed by
the L2L spatial AM process. Additionally, since rk denotes the overall reference height for
the L2L process up to layer k, it is strictly increasing and varying at each layer. By solving
a series of optimization problems at each layer, our goal is to iteratively learn the best
control signal for the next layer (uk+1) given the current input (uk), output measurement
(xk), and reference for the next layer (rk+1). In this section, the problem of tracking an
iteration varying reference rk is named as the iteration-varying reference problem.
Let φ(xk′ , {uk}k
′+N
k′ ) denote the solution of the state equation (4.1) for the initial state
xk′ and the control inputs {uk}k
′+N
k′ = {uk′ ,uk′+1, . . . ,uk′+N}. Next, we define the reach-
ability of a target from a given current state under zero disturbances.
Definition 4.1. (N Layer Reachable State) A desired state r ∈ Rnx is reachable from xk′
in N layers if ∃uk ∈ U , k = k′, . . . , k′ +N such that φ(xk′ , {uk}k
′+N
k′ ) = r.
Note that in many AM applications the spatial locations of material addition (i.e., de-
position pattern) vary between layers. Therefore, an error at a previous layer may result
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in unreachable desired states for the L2L process due to the deposition pattern of future
layers. However, in many applications the goal is to track a total reference spatial height
profile by the end of the process. We define an additional reachability condition to charac-
terize the spatial height tracking goal. Let ιk denote the spatial locations with a change in
desired spatial height at layer k, given as
ιk = ι(rk − rk−1), (4.3)
where we abuse the notation to denote ι(·) as an indicator function with ι(p) = 0 if p = 0
and ι(p) = 1 otherwise. Note that ι denotes the height change of the spatial locations
between layers, and it is not related to the definition of layer dynamics groups.
Definition 4.2. (N Layer Reachable Height) A spatial height rhm = rm ◦ ιm is reachable
from xk′ inN layers if ∃uk ∈ U , k = k′, . . . , k′+N such that φ(xk′ , {uk}k
′+N
k′ ) ◦ ιm = rhm
with m = k′ +N .
We assume that the spatial height for the last layer, rhn` , is reachable from the initial state
of the process in n` layers under the input constraint set U . This assumption is necessary
for a well-posed control problem and states that we have adequate input authority to track
the iteration varying reference in the L2L domain by the end of the AM process.
Let us first consider a single layer and the corresponding minimization problem, given
as,
u∗k = arg min
u∈U
{Jk(u) | θk}, (4.4)
where θk denotes the information about the measurement of the current and past layers
(xk,xk−1, . . .) as well as the reference for the next layer (rk+1). Here, we denote u∗k as
the minimizer of the minimization problem (4.4). Additionally, (4.4) includes a closed and
convex input constraint set U , which is necessary since we have finite nonnegative actua-
tion for an AM process due to the physical considerations and possibly other constraints on
the input signal. Thus, our approach is to solve the iteration-varying reference problem by
evaluating the solution of the single layer minimization problem (4.4) at each layer. The ap-
proach of solving the iteration-varying reference problem by minimizing (4.4) at each layer
has similarities with real-time iteration approaches (see [62] and references therein) since
both approaches aim to estimate the best control action by solving a series of time-varying
optimization problems at run-time. Real-time iteration approaches commonly approximate
related optimization problems along a prediction horizon in run-time to solve a receding
horizon control problem. The main goal of real-time iteration is to evaluate an approximate
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control input between the measurement instances of the system, which are then updates
as measurements become available. The proposed LP-ILC controller utilizes the spatial
dynamics and the upcoming spatial reference for the next layer to learn a control action
for the next layer by leveraging the system measurements. Future work may explore meth-
ods similar to real-time iteration for adapting the LP-ILC controller to applications where
computation-time is limited, or it is advantageous to compute an approximate control input
while the spatial measurements are not yet available to the controller.
Due to the physics involved in material addition during printing of a new layer, the input
dynamics inBk are often hard to capture exactly. Thus, we denote the true dynamics of the
input as Bk = B̄k(I +Wk∆Bk ) with ||∆Bk || ≤ 1 as an unstructured norm-bounded uncer-
tainty (in a suitable norm topology, which is further discussed in the following subsection)
on the nominal model B̄k. Furthermore, we assume the uncertainty in the layer-to-layer
dynamics is only on the input dynamics Bk and not the state matrix Ak. This assumption
is justified by applications in the literature where the state matrix often represents the geo-
metrical relationship of the spatial height between layers, i.e., an integrator for the spatial
height in the L2L domain [13, 98, 149].
Due to the model mismatch in the input dynamics as mentioned above, evaluating u∗k
for the minimization (4.4) is not always possible. Thus, the control goal for the L2L process
is to compute an approximate solution of (4.4), which in turn is used as the input uk+1 for
the next layer, given the information θk at the current layer. At each layer k, we utilize
measurements of the system and the nominal model of the input dynamics B̄k to iteratively
learn a control signal that minimizes the cost function (4.2) for the next layer k + 1. In the
next subsection we present the proposed controller and analyze its convergence properties.
4.1.3 Proposed LP-ILC Formulation
As stated earlier, we are interested in successively minimizing (4.2) for each layer in
the LLSV process (4.1). Since we leverage the information for a subsequent layer when




U (uk − αP
−1
k+1∇Jk+1(uk)), (4.5)
where α > 0 is a step-size that we specify later based on the process model and the pre-
conditioner Pk+1 = B̄Tk+1QB̄k+1 + S is evaluated using the model B̄k. We denote the
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projection onto the input space
ΠPU (z) = argmin
z′∈U
||z′ − z||P , (4.6)
by the projection operator to the convex set U , with 0 ∈ U , in the norm defined by a positive
definite matrix P . We assume that the preconditioner Pk is symmetric and positive definite
(PD) for all k. By utilizing the model B̄, we approximate the gradient of the cost function
(4.2)
∇Jk(u)=B̄TkQ(Bku−ηk) + Su, (4.7)
where u ∈ Rnu is the argument of the gradient function, ηk = rk+1 − Akxk and we
replace BTk with B̄
T
k since the true model Bk is not available. The LP-ILC update (4.5)
utilizes the gradient function (4.7) evaluated at the previous control input uk (i.e., uk in
place of the argument u in (4.7)). Note that whenever layers k and k + 1 belong to the
same layer dynamics group, we have that Bk+1 = Bk. Consequently, we incorporate the
measurements of the most recent layer in place ofBk+1uk term for evaluating the gradient
at uk in (4.7) whenever the previous layer and the current layer are in the same layer
dynamics group. Since we do not have measurement information available when switching
between layer dynamics groups, we utilize the model B̄k for the dynamics switch layers.
Suppose we have k ∈ Ωi, then to approximate the value of the gradient (4.7) at the point
uk we use the following.
∇Jk+1(uk) =
B̄Tk+1Q(ξk+1−ηk+1) + Suk if k + 1 ∈ ΩiB̄Tk+1Q(B̄k+1uk−ηk+1) + Suk otherwise, (4.8)
where ξk+1 = xk+1 − Akxk = Bkuk from the past measurements is used in place of
Bk+1uk, sinceBk = Bk+1 within the layer dynamics group. We name the first expression
in (4.8) as the data gradient and the second one as the model gradient in further discussions.
The gradient evaluation (4.8) is used with (4.5) to evaluate the control input for the next
layer. For an L2L spatial process with the LLSV dynamics (4.1), we assume the system
matrices are available to the controller at all times. Availability of all system matrices is a
practical assumption when the spatial deposition paths of all layers are designed prior to the
printing process and the models of the spatial input dynamics are known for the process,
which is often the case for most AM processes. We provide the following procedure for
the implementation of the LP-ILC for an L2L AM process.
Note that it is possible to initialize the initial layer with a choice better than just a feasi-
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Algorithm 1 Proposed LP-ILC loop.
1: Initialize: k = 0,x0 =0,u0 ∈ U
2: Print the initial layer with a feasible choice of u0.
3: while k 6= n` − 1 (The last layer is not printed.) do
4: k ← k + 1
5: Measure the spatial state xk.
6: Evaluate the spatial input uk via (4.5) and (4.8).
7: Print the layer with the input uk.
8: end while
9: Measure the last layer xn` .
ble input sequence (e.g., input design based on past data or numerical analysis). Additional
design methods and models may be utilized to improve the initial input sequence. Here,
we do not make such distinctions and consider any initial control input that is feasible with
respect to the input set U .
4.1.4 Performance Analysis
In this section we study the convergence properties of (4.5) under the approximation
rule (4.8). We start by stating initial results for the convergence properties within a single
layer dynamics group using the data gradient and at switch layers with the model gradient.
We denote the fixed point of (4.5) with respect to the iteration (layer) index k as ûk. The
fixed point is evaluated by “freezing” the matrices A,B, B̄,P as well as η for the given
layer index and iterating the resulting controller update. Let us show this for evaluating
the fixed point of (4.5) for the layer index k + 1. In the following, we fix the matrices
Ak+1,Bk+1, B̄k+1,Pk+1 and also the vector ηk+1. Then we use the subscript j to denote
the iterations of the update equation (4.5) with these fixed vectors and matrices.
uj+1 = Π
Pk+1
U (uj − αP
−1
k+1∇Jk+1(uj)), (4.9)
where now the fixed point is over the iteration index j and the layer index k + 1 with
the corresponding data and matrices are fixed. Note that realizing the iteration (4.9) on a
practical system would require printing the exact same layer with the exact same dynamical
matrices and ηk+1, which may not be practical. The iteration (4.9) is therefore a theoretical
setup to analyze the fixed point of the controller update for a given layer index, if the same
layer is iterated until convergence to an optimal input, while the dynamic matrices and η
are kept constant for each iteration. Based on the iteration (4.9), whenever we have ϕ =
||I − αP−1k+1(B̄Tk+1QBk+1 + S)||Pk+1 < 1, we get the following monotonic convergence
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condition
||uj+1 − ûk+1||Pk+1 ≤ ϕ||uj − ûk+1||Pk+1 , (4.10)
towards the fixed point of (4.9), i.e., ûk+1. Notice that the fixed points ûk for differ-
ent layers are not necessarily identical for all k due to the changing spatial dynamics and
height-to-go ηk between subsequent layers (also within a single layer group), thus next, we
characterize the bound on the control input within a single layer dynamics group.
Proposition 4.3. Within a single layer dynamics group, let ϕ = ||I − αP−1(B̄TQB +
S)||P and γ = ||P−1B̄TQB̄W ||P , where we drop the layer subscripts since the dynamics
are identical within a layer dynamics group. If γ < 1 and α ∈ (0, 2
1+γ
), then we have
||uk+1 − ûk+1||P ≤ ϕk+1||u0 − û0||P + ζ
k∑
i=0
ϕk−i+1||ηi+1 − ηi||P ,
with ϕ < 1, ζ = ||P−1B̄TQ||P /(1− ϕ), and ûk is the fixed point of (4.5).
Proof. Let Φ = I − αP−1(B̄TQB + S), which is constant within a layer dynamics group.
Then we can rewrite (4.5) as
uk+1 = Π
P
U (Φuk + P
−1B̄TQηk), (4.11)
with the fixed point ûk+1. Furthermore we have that
||uk+1 − ûk+1||P ≤ ||ΠPU (Φuk + P−1B̄TQηk)− ΠPU (Φûk+1 + P−1B̄TQηk)||P
≤ ϕ||uk − ûk+1||P
≤ ϕ(||uk − ûk||P + ||ûk − ûk+1||P ), (4.12)
where we used the 1-Lipschitz property of the orthogonal projection in the positive defi-
nite preconditioner weighted norm and used the shorthand ϕ with the triangle inequality.
Additionally, we can rewrite
||Φ||P = ||P−1((1− α)(B̄TQB̄ + S)− αB̄TQB̄W∆B)||P ,
= ||(1− α)I − αP−1(B̄TQB̄W∆B)||P ,
≤ |1− α|+ α||P−1(B̄TQB̄W∆B)||P , (4.13)
where we have the induced weighted matrix norm ||A||P = ||P 1/2AP−1/2||2 for a square
matrix A, and we used the definition P = B̄TQB̄ + S to get the last inequality. From
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(4.13), we conclude that ϕ < 1 is satisfied whenever ||P−1B̄TQB̄W∆B||P < 1 and
α ∈ (0, 2
1+γ
) by inspecting the two cases for the absolute value |1−α|. Since ||∆B||P < 1,
we have ||P−1B̄TQB̄W ||P < 1 as a sufficient condition. The last term in (4.12) can be
bounded by analyzing the distance between two consecutive fixed points within a layer
dynamics group, given by
||ûk+1 − ûk||P ≤ ||ΠPU (Φûk+1 + P−1B̄TQηk+1)− ΠPU (Φûk + P−1B̄TQηk)||P
≤ ϕ||ûk+1 − ûk||P + ||P−1B̄TQ||P ||ηk+1 − ηk||P
≤ ζ||ηk+1 − ηk||P ,
where we used the 1-Lipschitz property of the orthogonal projection and
ζ = ||P−1B̄TQ||P /(1− ϕ). By propagating the derived bounds for k + 1 layers within a
layer dynamics group, we get the presented result.
We take α = 1 with ||P−1B̄TQB̄W ||P <1 for the rest of the section and omit α from
the formulations to lighten the notation unless stated otherwise. Note that Proposition 4.3
implies the variation of fixed points ||ûk − ûk−1|| is bounded by the change of ηk between
layers. We interpret ηk as the height-to-go for the controller in the upcoming layer. An
immediate implication of Proposition 4.3 is that in a single layer dynamics group with
identically fixed reference height increments, the control input reaches its fixed point in
the L2L domain whenever ηk = ηk+1. Note that in practical applications, we consider the
fixed point convergence at a desired resolution, i.e., ||ηk − ηk+1|| < ε, with small ε.
Next, we derive bounds on the input when the model gradient is used with the switch









where we use ūk+1 to indicate the control input evaluated by utilizing the model gradient.
Proposition 4.4. The LP-ILC iteration (4.5) using the model gradient in (4.8) has the
bound ||ūk − ûk||P ≤ ϕ||ûk||P , where ϕ = ||I − αP−1(B̄TQB + S)||P .
Proof. Follows immediately by combining the expression for the fixed point ûk given in
the proof of Proposition 4.3, and (4.14).
Therefore, the bounds on ||uk− ûk||P , i.e., the distance between the input evaluated by
(4.5) under the rule (4.8) and the fixed point of (4.9) can be evaluated utilizing the presented
propositions. For a given layer, an upper bound on ||uk − ûk||P is evaluated by combining
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the bounds in Proposition 4.3 and Proposition 4.4 for the iterations where we use the data
gradient and model gradient in (4.8), respectively.
Next, we study the error progression of the proposed controller in the L2L domain.
Here we adopt a standard assumption for the reference trajectory to have the form rk+1 =
Akrk + Bku
r
k, where the reference input is denoted as u
r
k ∈ U and is unknown to the
controller due to the model mismatch. This assumption simply states that the reference
trajectory to be tracked by the L2L spatial dynamics can be represented as a trajectory gen-
erated by the process dynamics. Thereby, we ensure the feasibility of the reference tracking
problem. As an example, a 3D printing process for a simple shell geometry with identical
layer thickness may be represented as the following. The spatial reference trajectory for
each layer is represented by r, we useAk = I to represent the increasing height of the ref-
erence at each layer, andBkur as the uniform layer thickness to be printed at each layer in
the spatial domain. Additionally, we denote the error as ek = xk− rk. The error dynamics
are thus given as
ek+1 = Akek +Bk(uk − urk). (4.15)
Note that urk is the optimal input if we have zero error, i.e., xk = rk.
We start by demonstrating the error tracking performance of the proposed controller
for the case of no model mismatch, i.e., B̄k = Bk. Observe that in this case we get
ϕ = ||I − αP−1(B̄TQB + S)|| = 0 with α = 1, since we havePk+1 = B̄Tk+1QB̄k+1 + S.
Then, it is clear that uk = ûk by Proposition 4.3. Furthermore, by Proposition 4.4, we see
that uk = ûk holds for switch layers as well. The formulation of the input uk in this setting
is given similar to (4.14), by taking B̄k = Bk, which corresponds to the model gradient in
the case of a perfect model, i.e., the case where the model and data gradients are identical.
Note that in this case the fixed points ûk correspond to the projections of optimal inputs
that minimize the tracking error for each layer. Thus, the inputs uk = ûk track the L2L
reference bounded by an error ball that is characterized by the regularization term S for the
case with no model mismatch, given that tracking control is feasible. Due to the reachable
height assumption, we assume that the L2L input uk can track the L2L reference at a layer
k(e0) parametrized by the initial tracking error e0. We focus on the case with S = 0 to
illustrate the case of perfect tracking with the proposed controller when we have a perfect
model and strictly feasible control input, in the following.
Theorem 4.5. (Perfect tracking) Suppose we have a perfect model, i.e., B̄k = Bk and





∈ U) for all k > k(e0), then within a layer dy-
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namics group we have
ek+1 = (I −BP−1BTQ)(Aek −Bur), (4.16)
which is asymptotically convergent if ρ((I − BP−1BTQ)A) < 1. Furthermore, if we
have S = 0, then we get lim supk→∞ ||ek|| = 0.
Proof. As previously mentioned, with no model mismatch, we get ϕ = 0 with α = 1. The
input with the perfect model is evaluated by uk = Π
Pk
U (vk), where we have the short-
hand vk = P−1k B
T
kQηk. The strict feasibility assumption implies that uk = vk. Then,
by noting that ηk = Bkur −Akek, we get (4.16) by using (4.15). Therefore if ρ((I −
BP−1BTQ)A) < 1 within a layer dynamics group, we get asymptotic convergence to a
fixed point. Notice that, the fixed point may not necessarily be zero in this case. Note that
with the perfect model, it can be shown thatBkP−1k B
T
kQ  I with the equality holding if
S = 0. Therefore, whenever S = 0, we haveBkP−1k B
T
kQ = I since Pk = B̄
T
kQB̄k +S,
thus we get lim supk→∞ ||ek|| = 0.
Note that additionally if we have ||(I −BkP−1k BTkQ)Ak||P < 1, we get monotonic
convergence in the weighted P norm. The results of Theorem 4.5 imply that an ideal
controller (in the sense of zero tracking error) is one that tracks the reference at some layer
k(e0) and then uses ur for all future layers k > k(e0).
Next, we analyze a special case of the proposed controller that corresponds to a com-
mon model assumption used in the literature. To represent the L2L height evolution,
discrete-time integrator dynamics are often utilized for the matrixAk, resulting inAk = I .
Notice that in this form (i.e., Ak = I) an optimal input ur for the layer dynamics group
results in fixed incremental layer height, thus this model choice represents a practical AM
process. Additionally, note that in this setting, ek can reach an equilibrium only if we have
uk = u
r. We assume that ur ∈ U as previously mentioned, as the problem is ill posed
otherwise.
Integrator dynamics are well-known to be not asymptotically stable since ρ(A) = 1 in
this case. We first provide results on the boundedness under the assumption of bounded
distance between the inputs and urk. Let us denote supuk∈U ||uk − u
r||P ≤ σ. Due to
the constraints on the input, we can always derive a bound for σ albeit conservatively in
the case of high model uncertainty. The following proposition specializes the results of
Proposition 4.3 in this setting.
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Proposition 4.6. Suppose that within a layer dynamics group,Ak = I . Then,
||uk+1 − ûk+1||P ≤ ϕk+1||u0 − û0||P + cσ,






Proof. The error dynamics are given as ek+1 = ek +Bk(uk − urk). Then we have that
ηk+1 − ηk = B(ur − uk). By following the proof of Proposition 4.3 we get the bound
||uk+1 − ûk+1||P ≤ ϕ(||uk − ûk||P +
||P−1B̄TQB||P
(1− ϕ)
||uk − ur||P ).
Then, by using the bound σ and taking the sum of over the layers, we get the stated result.
Next, we provide further remarks on the effect of input constraints on the error dynam-
ics within a layer dynamics group. Suppose we have a single layer dynamics group with
constant ur := urk and the control input computed as vk+1 = uk − αP−1k+1∇Jk+1(uk) is
outside of the set U , i.e., vk+1 /∈ U . As discussed earlier, a constant reference input is pos-
sible only if Ak = I . Additionally, suppose U = [0, umax]nu , i.e., a box constraint. Then,
due to the projection, we get the control input uk+1 that is closest to vk+1 in the precondi-
tioner norm. Additionally, since the references are reachable and the system is positive, we
must have a reference rk′ at layer k′ where we evaluate uk = vk, i.e., vk ∈ U in this setting,
which corresponds to the case with the strict feasibility assumption mentioned previously.
Then for a single layer dynamics group with constant ur, the dynamics of wk := uk − ur
results in the affine closed-loop dynamics of the input
wk+1 = Kwk −Eek − P−1Sur, (4.17)
where we use (4.15) to deriveK = I−P−1(B̄TQ(B+AB)+S) andE = P−1B̄TQA2.
Whenever vk /∈ U , we can bound the norm ||wk|| by the right hand side of (4.17) using the
properties of the projection operator. Box constraints to limit the nonnegative inputs to a
feasible physical input capacity is a common choice of input constraint set.
To characterize the closed-loop system behavior, we next formulate the combined dy-
namics of the LP-ILC control update with the L2L spatial dynamical process. Utilizing
(4.15) and (4.17) we denote the combined dynamics of the error and input within a layer
dynamics group with constant ur in the lifted variable zk := [uTk , e
T
k ]
T . Suppose, again,
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Therefore, the controller (4.5) with model mismatch is convergent in the L2L domain
within a layer dynamics group if the spectral radius of Z is less than 1 (under the as-
sumption of strict feasibility for layers k > k(e0)). When the dynamics are known, we
use (4.18) to tune the controller gains while ensuring convergence. Note that if we have
the true dynamics and S = 0, we recover the nominal convergence given in Theorem 4.5.
Additionally, under the box constraints, we can rewrite (4.18) in terms of a saturated linear
feedback. Then, utilizing equivalent representations given in [52], it is possible to charac-
terize the region of asymptotic stability (RAS) for the saturated system. Since the RAS in
this case is given for the saturated closed loop system, the assumption on the strict feasi-
bility k > k(e0) is not required. Note that for high dimensional processes such as the L2L
spatial AM process in discussion, computation and verification of an RAS may be compu-
tationally infeasible as the formulations in the literature for verifying the RAS for a set of
initial conditions scale exponentially in the dimensionality of the problem (e.g., [52, 70]).
We assume that the set U is within the RAS of the system with the linear region dynamics
(4.18) (with respect to the saturation due to the projection). Under this assumption, since
the system has an asymptotically stable equilibrium, the condition of feasibility for layers
k > k(e0) holds whenever zk is near its equilibrium, for some k(e0). Furthermore, stability
of the saturated dynamics for (4.18) may be verified utilizing diagonal Lyapunov functions
by extending the methods presented in e.g., [70, 96], and [122] Chapter 3. Note that while
uk = u
r is always an equilibrium for Ak = I , the equilibrium of the error depends on the
magnitude of S.
A Projected Linear Dynamical System Representation
The closed loop dynamics for strictly feasible input sequences (i.e., without projec-
tion) given in (4.18) is in a linear affine form. We can rewrite the closed loop dynamics
of (4.18) within a single layer group in terms of a partially projected linear system. Let
z̃ = [ũT , ẽT ]T denote the fixed point of (4.18) with the projection operator on the input
dynamics. Note that ũ = ur within a single layer dynamics group. Additionally, suppose
the input constraint set is polyhedral, i.e., U = {u ∈ Rnu |Hu ≤ b}, for some matrix H and
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vector b of appropriate sizes. Then the projected input dynamics can be written as
uk+1 = Π
P
U (Fzk + cz), (4.19)
where F = [K,−E], and cz = P−1B̄TQ(B +AB)ur. Thus, at the fixed point we have
ũ = ur = ΠPU (F z̃ + cz), and since we have u
r ∈ U by assumption, we get
ur = F z̃ + cz. (4.20)
Then by utilizing (4.19) and (4.20) we can write
uk+1 − ur = ΠPU (Fzk + cz)− ur (4.21)
= ΠPU (F (zk − z̃) + F z̃ + cz)− ur (4.22)
= ΠPŨ (F (zk − z̃)) + F z̃ + cz − u
r (4.23)
= ΠPŨ (F (zk − z̃)), (4.24)
where we have Ũ = {u ∈ Rnu|Hu ≤ b−Hur} as the modified constraint set, and we use
(4.20) in the last step. In (4.23) we use the equivalence
ΠPU (v + u
r) = ΠPŨ (v) + u
r, (4.25)
for any v ∈ Rnu , which follows from the definition of the projection operator (4.6) with
the sets U and Ũ . Then, we can rewrite the closed-loop dynamics as
uk+1 − ũ = ΠPŨ (K(uk − ũ)−E(ek − ẽ)) (4.26)
ek+1 − ẽ = B(uk − ũ) +A(ek − ẽ), (4.27)
which is a partially projected linear system in the state [(uk−ũ)T , (ek−ẽ)T ]T . Note that the
open loop dynamics of (4.26) has the state matrix Z, thus ρ(Z) < 1 is again a necessary
condition for stability. In [122] Chapter 3, global asymptotic stability of discrete-time
saturated linear systems is studied. An extension of the results from [122] for the partial
projection in (4.26) can be utilized to provide sufficient conditions for global asymptotic
stability of the partially projected linear dynamics of (4.26) within a single layer dynamics
group. Similarly, stability conditions for partially saturated continuous-time linear systems
given in [96] may be easily adapted to discrete-time arguments to state global asymptotic
stability results.
For both affine and linear representations of the closed-loop dynamics, the input dynam-
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ics matrix B is required to evaluate the true spectral radius of Z. Since the true dynamics
are unknown to the controller in the case of model mismatch, the spectral radius cannot
be computed exactly. We use the model information B̄k(I +Wk) (without the unknown
unstructured uncertainty ∆Bk ) to approximate the spectral radius. For a practical implemen-
tation, we choose Q,S such that Proposition 4.3 and the spectral radius conditions hold.
A conservatively high S gain may be initially chosen to account for the model mismatch.
Then, we perform experimental runs with the process with reduced values of S until the
control input becomes unstable within a single layer dynamics group.
4.1.5 Simulation Case Study for LP-ILC
We illustrate the proposed controller on a simulation case study for a fused deposition
modeling (FDM) process. We first present the AM process and the model we use for the
spatial dynamics. Then we present the controller on a layer-wise varying spatial deposition
path.
We consider the FDM process conceptually illustrated in Fig. 4.1. In FDM, a thermo-
plastic material is deposited onto a build bed via a numerically controlled extruder head.
Deposited material forms a bead geometry with an ellipsoidal cross-sectional shape [2].
After a layer is deposited, the deposition system moves up (or the build bed moves down)
to accommodate the deposition of a new layer. The layer-to-layer deposition of layers
forms a 3D geometry.
Figure 4.1: Left: Illustration of the FDM process and the different types of dynamics in
the process [13]. Right: Microscope image of the cross-sectional geometry of
FDM printed shell geometry from [2].
FDM is currently one of the most used AM processes due to its flexibility to utilize
a wide range of materials and its low operational costs. We proposed a control-oriented
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spatial dynamical model for the L2L dynamics of the FDM process in Chapter III [13,
16]. Additionally, we characterized the cross-sectional dimensional properties of deposited
beads with an experimental verification in the coauthored work presented in [2]. Here we
utilize a high-fidelity cross-sectional model from [2] with the spatial L2L dynamics model
to present case studies on an inverted pyramid geometry illustrated in Fig. 4.2.
While we have demonstrated experimental studies in Chapter III for layer-to-layer mea-
surements and stability analysis, implementation of layer-to-layer control on off-the-shelf
machines poses a number of additional challenges. Most commercially available FDM ma-
chines run open-loop by executing a provided G-Code file line by line. Thus, to implement
layer-to-layer control by adjusting the extrusion commands for each layer in closed-loop,
either the control logic of the FDM machine should be modified to instead use closed-loop
control inputs at each layer, or the G-Code commands that are executed by the machine
must be adjusted in run time. Implementation of such approaches require labor-intensive
experimentation and validation to reliably manipulate control actions in a layer-to-layer
fashion. In this section, we instead focus on the controller development and performance
through demonstrations on simulation studies to demonstrate the utility and benefit of an
L2L control approach which would potentially be implemented on a real system by ad-
dressing the aforementioned challenges.
We present the model of the spatial dynamics for height evolution in the process in two
parts.
4.1.5.1 Material input model
In the coauthored work in [2], a nonlinear model for the cross-sectional properties of
the beads in an FDM process is given. The cross-sectional parameters a, b, c are illustrated
on cross-sectional cuts of experimental specimen in Fig. 4.1. It is important to note that
the model derived in [2] does not consider any closed-loop deposition rate control. The
cross-sections of subsequent layers intersect each other at the layer-to-layer intersection
zone, denoted by the parameter c. Therefore, we have the relationship h` = 2a− c for the
cross-sectional height. We do not model the parameter c here, and attribute it to the model
uncertainty. The nonlinear dynamics in [2] are given as
a = f(κeĖmin, h`), (4.28)
where Ėmin ∈ R+ denotes the minimum extrusion rate considered in model development,
κe ∈ [1, κ̄] denotes the extrusion multiplier which is used as a free variable to determine
the extrusion rate in the process, and h` is the fixed layer height of the process. Refer to the
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coauthored work in [2] for further details. As we consider a linear spatial dynamical model
in this chapter, we linearize (4.28) at an operating point h′ = 250µm (i.e., a first order
approximation at h′). We denote the resulting dynamics as a = ah + ∆aκe. Additionally,
we adjust the input range in the model so that we have κe ∈ [0, κ]. To define the dynamics
in (4.1) we need to also consider the spatial deposition path for the process.
4.1.5.2 Spatial Deposition Path
The spatial deposition path of the inverted pyramid shell geometry is shown in Fig. 4.2-
a. We consider a spatial domain Λ aligning with the i − j plane, as partially shown in
Fig. 4.2-b. At each layer, a square shell geometry in the i− j plane is deposited following
the spatial deposition path points in Λ. The solid, thick blue lines and dotted red lines in
Fig. 4.2 (b) show the corresponding partial spatial deposition paths at layers 5 and 6. As
shown in Fig. 4.2 (b), the spatial deposition path changes after five layers for a total of
n` = 20 layers. The number of spatial deposition points on the spatial deposition path are
p1 = 44 for the layers 1−5, p2 = 52 for layers 6−15, and p3 = 60 for layers 16−20. Each
five layers corresponds to a layer dynamics group. Since the input matrix Bk captures the
spatial deposition path, diagonal matrices with the linearized input terms corresponding to
the points with deposition are evaluated for the simulation. We also illustrate some results
on a process with layer-wise invariant dynamics, i.e., a single layer dynamics group.
4.1.5.3 State matrices
The material deposition in the FDM process results in 3D deposited beads with el-
lipsoidal cross-sections as shown in Fig. 4.1. To simplify model development, we only
consider the L2L height evolution at the locations of the spatial deposition paths at each
layer. These locations correspond to the top of the cross-section of a deposited bead shown
in Fig. 4.1.
Consequently, the dimensionality of our model is the sum of the number of spatial
deposition locations across all layers, nx = nu =
∑
i p
i = 156. The input matrix Bk =
diag([∆a◦1p1 ,0p2+p3 ]), k ∈ [1, 4] is then a diagonal matrix with nonzero entries as ∆a (see
(4.28)) for the locations corresponding to the deposition path for the layers 1 − 5. Here ◦
denotes the entry-wise product. The input matricesBk for the remaining layers are defined
similarly for the corresponding state dimensions. We use the input dynamics B1 with a
feasible initial input to print the first layer x1 in the simulation study, and then utilize the
LP-ILC to learn the L2L spatial input for the subsequent layers. The references for each
layer are adjusted by the constant term (ah) in the linearization. To simulate the process
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with model mismatch, we apply a norm bounded disturbance to the spatial dynamics such
that we have B̄k 6= Bk. The controller utilizes B̄k with the given control updates and the
process is simulated with the true dynamicsBk.
The spatial state matrix Ak is defined as an identity matrix for all layers except for
layer indices 5 and 15. As noted earlier, the deposition path varies between layers 5 − 6
and 15 − 16. Figure 4.2 (b) illustrates a partial corner spatial deposition path between
layers 5 − 6 and we assume that the material deposition on layer 6 is built on top of the
corresponding neighboring locations at layer 5. The relationship of neighboring locations
at subsequent layers is illustrated with the thin black arrows in Fig. 4.2. The state matrices
A5 and A15 encode this relationship between layers in addition to the identity property of
other layers. For further details on the L2L modeling approach see [13]. We have the input
constraints given as uk ∈ U = [0, κ]nu . We assume that a spatial measurement system
similar to the one in [2, 16] is in place and measures a spatial height map of a layer after it
is formed, by scanning the deposition path at that layer.
(a) (b)
Figure 4.2: (a) Perspective view illustration of the inverted pyramid 3D reference geometry
considered in the case study. (b) Top-down view illustration of partial spatial
deposition paths on layers 5 and 6, together with the height information rela-
tionship between layers (thin black arrows).
4.1.6 Results and Discussion
We first present results for the simulation study with a single layer dynamics group to
demonstrate the propositions on single layer dynamics groups. Then, we illustrate the sim-
ulation results for the inverted pyramid geometry in Fig. 4.2 to illustrate the effectiveness
of the proposed approach.
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4.1.6.1 Single Layer Dynamics Group
Figure 4.3 compares the convergence results of the normalized error and the ur within
a single layer dynamics group for varying spectral radii of Z in (4.18). As proposed, we
see that whenever the spectral radius is smaller than unity, we get convergent behavior of
both the error and the input signal, whereas for the case with ρ(Z) = 1.02 we get divergent
behavior.
Layer #
Figure 4.3: Comparison of varying model mismatch levels for the single layer dynamics
group process.
Figure 4.4 illustrates the effect of different upper bounds κ on the convergence behavior.
As the upper bound on the allowable control input is tightened, the convergence rate is
slowed. Additionally, all cases converge to the fixed point since the reference height of the
final layer is reachable under the given control inputs and the reference ur ∈ U .
Layer #
Figure 4.4: Comparison of different input constraint levels for the single layer dynamics
group process.
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4.1.6.2 Multiple Layer Dynamics Groups
Figure 4.5 illustrates the effect of model mismatch for the inverted pyramid geometry.
As stated earlier, the bound on the inputs evaluated by the proposed controller can be eval-
uated by the corresponding layers in the same layer dynamics group and switches between
groups. As expected, we see that under perfect model information, we get convergence of
the error even when we switch between layer dynamics groups on layers 6 and 16. For the
case with model mismatch, we observe the error induced by the model gradient, which is
characterized by Proposition 4.4.
Figure 4.5: Comparison of the model mismatch versus perfect model case for the inverted
pyramid geometry in Fig. 4.2 with multiple layer dynamics groups.
Figure 4.6 illustrates the effectiveness of the proposed model with the gradient rule
(4.8). We compare the normalized errors of the proposed control versus two other con-
trollers that either use data gradient or the model gradient for all the layers. We see that
the model gradient controller performs worse when compared to the proposed approach,
even in the switch layers. This is an expected result since the performance at the switch
layers depends on the error of the previous layer through ηk, and the proposed controller
with the data updates attains a lower error and ηk prior to the switch layers. The data gra-
dient controller performs comparable to the proposed approach for within layer dynamics
groups. However, since switch layers are not yet observed by the data gradient, we have
large errors for the switch layers. The proposed approach presents a hybrid of the other two
and maintains a low error by utilizing the data gradient or the model gradient whichever
more advantageous.
The results for the inverted pyramid geometry show how the IP-ILC controller may be
utilized with iteration-varying spatial deposition paths under constrained inputs. This is an
important result as most FDM produced parts utilize layer-wise varying spatial deposition
paths. While previous research relies on layer-wise invariant initial conditions and spatial
deposition paths, our proposed controller is able to address a more general and realistic
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Figure 4.6: Comparison of the proposed approach with the gradient rule (4.8) versus the
cases with data gradient and model gradient only for the inverted pyramid ge-
ometry in Fig. 4.2 with multiple layer dynamics groups.
modeling and assumption framework for FDM processes.
4.1.7 Section Conclusion
In this section, a novel layer preview ILC scheme is presented for AM processes with
layer-wise varying references and dynamics. We provide theoretical analysis for the LP-
ILC controller to ensure convergence and stability under layer-wise varying dynamics and
constrained inputs. Our preliminary simulation studies show that the LP-ILC may be used
with practical AM processes with layer-wise varying spatial deposition paths and non-
uniform initial conditions.
While the layer preview ILC provides a practical approach for reference tracking with
a closed-loop learning controller, it does not provide a framework to predict if a finished
part will conform to spatial performance measures such as layer-to-layer stability. In an
industrial setting, where we want to maximize the yield of a given manufacturing process,
it is crucial to understand during production if a finished product will conform to predefined
tolerances. Therefore, we are often interested in answering the question does there exist an
L2L stabilizing controller in the remaining layers of the process. In the next section, we
formalize this question in the context of L2L stability and L2L finite stability presented in
Chapter III, and provide details on L2L stabilizing controllers.
4.2 Layer-to-Layer Stabilizing Control for Additive Manufacturing
Spatial Dynamics
In this section, we develop closed-loop controllers for the broad class of layer-wise spa-
tially varying LSV systems. Our proposed controllers can layer-to-layer stabilize the spa-
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tial dynamics either asymptotically or in finitely many layers, whenever possible within the
constrained input authority. Specifically, we propose a control framework to develop spatial
controllers that achieve layer-to-layer stability (L2L stability) for AM processes [13, 16],
presented in Chapter III. Our developments advance the past literature as our work aims
to meet layer-to-layer stability requirements that are given by a designer based on the part
functionality requirements. We further provide methods to evaluate certificates of stabi-
lizability, which is a novel concept that can be used to check whether a given process is
layer-to-layer stabilizable in the remaining layers of the process or not. This certificate is a
novel effort to provide an in-situ certification for an AM printed part meeting the functional
requirements, given constrained control authority over the system. A certificate of stabi-
lizability uses the process model, constraints, and measurements to predict if the spatial
process can be L2L stabilized in future layers. These certificates may be used to stop a pro-
cess that is not stabilizable, i.e., one that is not expected to meet functional requirements by
the end of the process, given the current conditions and control constraints on the system.
Therefore, our developments in this section enable novel autonomous AM processes that
are able to perform closed-loop control and certify in-situ if a printed device is expected to
meet its functional requirements.
In the existing literature, the layer-to-layer spatial performance is not used as a closed-
loop performance metric to ensure part functionality. However, utilizing layer-to-layer
spatial performance metrics improves reliability and repeatability of the process via closed-
loop control since these metrics consider the functionality of the printed part and a closed-
loop controller that considers these metrics aims to ensure the printed part functionality. As
AM processes manufacture physical parts that have functional requirements, e.g., dimen-
sional tolerances, controlling the process so that the resulting printed device meets these
functional requirements is of great importance. Existing controllers in the literature focus
on tracking stationary references at a given layer without considering the behavior of the
spatial dynamics during the layer-to-layer process. While this is a feasible approach for cer-
tain cases, the layer-to-layer spatial dynamics mainly determine the functional performance
of a printed object, and thus require further attention.
Spatial dynamics of AM processes concern the physical properties of the deposited ma-
terial at each layer in the LSV process. Thus, developing modeling and control methods
for spatial dynamics of AM processes enables applications to control the functional per-
formance of a printed device. However, most of the existing literature in spatial control
provides controllers based on models that do not capture the layer-to-layer dynamics of the
process. Most of these works consider AM processes as a repetitive system in the layer
domain and provide controllers to track a given reference in finite repetitions [4, 94, 170].
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As a result, these controllers often overlook the effect of a previous layer on the process.
Additionally, existing controllers do not capture the constraints associated with inputs
to the system U and finite number of layers (i.e. k ∈ [1, n`], n` < ∞). Layer-to-layer
stability is a measure of how well a spatial process adheres to a given reference within
predefined stability bounds (Chapter III). The layer-to-layer performance of the spatial
dynamics characterizes the layer-to-layer stability of the system in future layers and the
layer-to-layer stabilizability of the system in the remaining layers. The latter is an espe-
cially important problem as mid-print failures in AM processes pose a great challenge for
the reliability and repeatability of high performance AM processes [13, 14, 16, 155].
The main contribution of this chapter is the introduction of novel control architectures
that utilize the presented modeling framework to ensure layer-to-layer reachability, stabi-
lizability, and reference tracking in the context of control constraints (C2). The specific
contributions of this section focus on the layer-to-layer stabilizability problem and develop
further modeling structures for efficient computation of reachability arguments. The spe-
cific contributions within this context are given by:
(C2-4) Development of in-situ closed-loop controllers to layer-to-layer stabilize LSV sys-
tems and evaluation of the proposed controllers for the LSV dynamics with spe-
cialized forms.
(C2-5) Development of novel methods for evaluating stabilizability certificates of an LSV
system for practical applications with in-situ spatial measurements.
4.2.1 LSV System Setting
We investigate spatial dynamical systems with the following general form given in
Chapter III, equation (3.1), repeated here:
xk+1 = f(xk,uk, k), (4.29)
where uk ∈ Rnu+ , xk ∈ Rnx+ for all k ∈ Z+. The system dynamics is given by f :
Rnx+ × Rnu+ × Z+ → Rnx+ . The vector xk is the spatial state of the system at layer k over
a 2-D discretization given by Λ ⊂ Z2 ⊂ ΠZ2(V), where V ⊂ R
3 is the volume of interest
for the spatial process given in (4.29), and Π(·)(·) is a projection operator. At each layer, a
constrained input uk ∈ U is applied to the system. We assume state observability, and for
the sake of simplicity denote the output of the system as the spatial state evolution itself,
i.e. xk.
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We assume that (4.29) represents the steady-state response of the spatial process in
response to the spatial input uk at a given layer, where k denotes the layer index (see
Chapter III for further details). Therefore, the state xk denotes the height of the process up
to the layer index, in response to the spatial input uk. The state of the system xk evolves at
each layer k due to the input to the systemuk, thus, we name the spatial systems of the form
(4.29) as layer-wise spatially varying (LSV) systems. We consider AM as an LSV system
where a spatiotemporal input is applied to the system at each layer to deposit material, and
as the deposition in a layer is completed, the process continues to the subsequent layers
to deposit additional material to manufacture a 3-D object. Therefore, each layer in (4.29)
represents the effect of material deposition at the end of a printed layer in an AM process.
The spatial state xk denotes the steady-state physical evolution of the printed part due to
the material deposition at the end of a layer, i.e., as we finish printing the layer. Here we
limit our discussions to the case where xk denotes the spatial height map up to layer k
(see Chapter III). Then, by controlling the state xk at each layer, it is possible to control
the dimensional accuracy. Note that by defining proper output functions on the state xk
it may be possible to represent additional physical properties such as, strength, optical,
or electrical properties of a printed device either measured directly in-situ or estimated
through online estimation either in-situ or ex-situ. Here we focus on defining notions of
L2L stabilizability for the L2L state of the process, xk.
4.2.2 Section Notation
The state trajectory for a certain initial spatial state xk0 and input trajectory {uk}Nk0
pair is denoted by φ(xk0 , {uk}N−1k0 ) = {xk}
N
k0
, where we instead compactly use φ(xk0 ,u)
with u = {uk}N−1k0 . Additionally, we denote φ
N(u) = vec(φ(xk0 ,u)) as the lifted form
of the solution trajectory for the next N layers, where vec(·) denotes a column vector
concatenation made from its arguments. Similarly, φ(xk0 ,u;N) denotes the spatial state
xN at layer N , under the input u.
The infinity ball of size r at point x is defined as β∞(x, r). The state constraint set
is denoted with X and the input constraint set is denoted with U . Both sets X and U are
closed and convex.
4.2.3 Definitions
First, we provide a number of definitions that will be useful in future discussions. A
desired spatial state trajectory is denoted as X = {xdk}
n`
1 = {xd1,xd2, . . . ,xdn`}. In this
chapter we are interested in evaluating a control input that layer-to-layer stabilizes a pro-
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cess. We define a control policy that ensures if a process is L2L stable at a current layer, it
remains stable for future layers. Thus the stabilizability problem concerns finding a control
input to drive the system to an L2L stable layer, e.g., one that is close (in the normed sense)
to a desired state, and then utilizing a control policy that ensures stability of future layers.
Definition 4.7 (Single layer reachable set). The single layer reachable set from the initial
conditions in S, denoted as R1(S) ⊆ X , is defined as R1(S) = {xk+1 ∈ X | ∃uk ∈
U ,xk ∈ S s.t., xk+1 = f(xk,uk, k) ∈ X}.
Definition 4.8 (N -layer reachable set). The set of all states that are reachable from an
initial set S in N layers is called the N -layer reachable set of S and defined iteratively as
RN(S) = R1(RN−1(S)), withR0(S) = S.
Definition 4.9 (Single layer backward-reachable set). The single layer backward-reachable
set from the target set S is the set of all spatial states at layer k for which there exists a
feasible control uk ∈ U such that f(xk,uk) ∈ S . The set is formally denoted as B1(S) ⊆
X , where B1(S) = {xk ∈ X | ∃uk ∈ U s.t., xk+1 = f(xk,uk, k) ∈ S}.
Definition 4.10 (N -layer backward-reachable set). The set of all states that are backward-
reachable from the target set S inN layers is recursively defined asBN(S) = B1(BN−1(S)),
with B0(S) = S.
Definition 4.11 (Additive property of LSV systems). An LSV system given in (4.29) is
said to have the additive property if (i) the state trajectories φ(xk0 ,u) are nondecreasing
in the layer index k (i.e., xk  xk+1; xk+1 = f(xk,uk, k), ∀k) for any uk ∈ U and (ii)
f(xk,uk, k)  f(x′k,u′k, k) whenever (xk,uk)  (x′k,u′k).
Most physical applications of LSV systems, such as AM, have the additive property
due to the underlying physical process they represent. An immediate result of the additive
property is the following.
Claim 4.12. An LSV system with the additive property is a monotone control system [6],
i.e.
(x0,u)  (x′0,u′) =⇒ φ(x0,u)  φ(x′0,u′). (4.30)
Proof. Follows directly from the definition of monotone control systems in [6] and the
definition of the additive property for LSV systems.
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4.2.4 Monotone operator theory
In this section, we leverage the monotone nature of certain classes of LSV systems
to propose control evaluation methods that are fast and scalable. We accomplish this by
posing the control evaluation problem as a monotone inclusion problem. Here, we define
the monotone inclusion problem as it is closely related to the controllers we employ in this
chapter and provide some preliminary background that will be useful with later discussions.
The monotone operator theory is one of the fundamental tools in optimization theory and
is well studied in the literature [73, 153, 168]. For further details and an insightful survey
on monotone operators, the reader should refer to [168] and the references therein.
An operator F : Rn → Rn is called monotone if
(y − y′)T (x− x′) ≥ 0, ∀(x, y), (x′, y′) ∈ GrF (4.31)
where (x, y), (x′, y′) are auxiliary variables, and we define the graph of F as GrF =
{(x, y) ∈ Rn × Rn : y ∈ F (x)}. We call F as γ-strongly monotone if (x − x′)T (y −
y′) ≥ γ||x− y||2,∀(x, y), (x′, y′) ∈ GrF . We call F maximal monotone if there exists no
proper monotone extension to GrF on Rn × Rn [34]. In other words, if F is monotone
but not maximal monotone, then there exists (x, y) /∈ GrF , such that F ∪ {(x, y)} is
still monotone [168]. In this section, we assume maximality of a monotone operator for
theoretical analyses, unless stated otherwise. Often we are interested in finding the set
of zeros for F , given as zerF = {x ∈ Rn : 0 ∈ F (x)}. Finding the set zerF for
a maximal monotone F is a fundamental problem that generalizes many applications in
convex optimization with first order methods.
Now, consider system (4.29) with nx = nu, and define F (u) = φ(u) for a given initial
state xk0 as a maximal monotone operator satisfying (4.31). We name such systems where
the solution operator φ of the system (4.29) is a monotone operator as monotone operator
admitting systems. Monotone operator admitting systems play a crucial role to provide
some important results in this chapter. Note that, for a monotone operator admitting system
F (u), the condition (4.31) implies the monotone control system condition in (4.30). Next,
we state some standing assumptions that will be utilized throughout the rest of the chapter.
Assumption 4.13. Spatial dynamics xk (and consequently the spatial dynamical state) of
the process is measurable.
Assumption 4.14. The input uk can be changed after each layer, and the desired states xdk
for each layer are known and fixed.
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Assumption 4.15. An input of magnitude µ ∈ R+ at a spatial location λ ∈ Λ has finite
support over the spatial domain including the location λ, is bounded and continuous over
its support.
4.2.5 L2L Stabilizability Problem Formulation and Certificates
Consider the LSV system xk+1 = f(xk,uk, k) in (4.29) with the Assumptions 4.13-
4.15. Additionally, we define the layer-to-layer stable sets for each layer as
Sk = {x ∈ Rnx | x ∈ (xdk +Dk) ⊂ X}, ∀k ∈ K, (4.32)
where we have K = [1, n`]. Furthermore, at each layer, the set Dk is defined as closed
convex stability bound around the desired trajectory xdk. Following the definition of L2LS,
we can think of Dk as a ball around the desired spatial trajectory xdk such that the L2L
stability condition from Chapter III holds. For example, as the state xk denotes the spatial
height map of the process up to layer k, the L2L stability condition constrains how close
the spatial state xk should be to the desired height map xdk in order for the L2L process
to be L2L stable. Defining the L2L stability using the L2L stable sets provides us with a
flexible framework for characterizing dimensional performance with respect to dimensional
tolerances on the spatial state. Therefore, a process is L2L stable only if the heights of each
layer are within the predefined tolerances given by Sk.
The layer-to-layer stable tube is defined as a sequence S = {S1,S2, . . . ,Sn`}, which
is inspired by a similar terminology in the tube model predictive control literature [114].
Since the sets Sk are design variables, we assume they are designed to be forward reachable
in the layer domain, k.
Assumption 4.16. The L2L stable sets Sk satisfy
R1(Sk) ∩ Sk+1 6= ∅, ∀k ∈ K−, (4.33)
where K− = [1, n`).
This condition ensures that the L2L stable set Sk+1 at layer k + 1 is reachable from the
L2L stable set at layer k (i.e., there exists an input taking any state xk ∈ Sk to the set
Sk+1). Note that although the whole set Sk+1 may not be reachable from the set Sk, as
long as (4.33) holds for all layers there exists a control input to ensure L2L stability for
the process. Thus, the reachability condition for layer-to-layer stability requires adequate
control authority on the layer-to-layer process to track an L2L stable set at an upcoming
layer (i.e., control the state to be in a L2L stable set). If a feasible control does not exist, due
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to the lack of sufficient control authority, the process is not L2L stabilizable. A decision-
maker may utilize the methods proposed in this section to analyze the L2L stabilizability of
the process and take further actions (e.g., stop the process if necessary) to mitigate further
time and material costs.
Assuming (4.33) holds, we define a nominal L2L stabilizing control policy
π = {p1(·), p2(·), . . . , pn`−1(·)}, (4.34)
which satisfies the following conditions
pk(xk) ∈ U , ∀(xk, k) ∈ Sk ×K− (4.35a)
f(xk, pk(xk), k) ∈ Sk+1, ∀(xk, k) ∈ Sk ×K−. (4.35b)
The condition (4.35) ensures that the control policy π is an L2L stabilizing control se-
quence if the spatial state xk is in an L2L stable set at layer k. We later provide details on
deriving the nominal stabilizing controller policy π. An immediate result is the following.
Proposition 4.17. (Nominal forward L2L stability) For an LSV system in (4.29) with the
L2L stable tube that satisfies (4.33), if xk0 ∈ Sk0 , then the system is layer-to-layer stable
for all remaining layers under the control policy π that satisfies (4.35).
Proof. Satisfying the conditions in (4.35) means that φ(·, ·; k0 + 1) ∈ Sk0+1 for all future
layers ([k0 +1, n`]). Since the current layer is also L2L stable, it follows from the definition
of L2L stability that all the remaining layers are layer-to-layer stable.
The nominal forward L2L stability ensures that once the system is in an L2L stable set,
all the remaining layers are L2L stable under the control polity π. This is an important
result as we focus on the L2L stabilizable controller evaluation in two parts. Namely, we
first seek inputs that steer an initial state xk0 /∈ Sk0 to an L2L stable set Sk′ ∈ S in future
layers. Then, we use the nominal L2L stabilizing controller π to keep the system forward
L2L stable for the remaining layers.
Remark 4.18. The nominal forward L2L stability proposition does not ensure finite con-
vergence to the desired state trajectory, but rather ensures the spatial states remain in L2L
stable sets for future layers. While finite convergence may be feasible for certain cases, we
do not assume it is always feasible unless indicated otherwise.
Formally, in this section, we analyze the following L2L stabilizability problems.
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(IV-P1) L2L stabilizability problem: If at layer k0 > 1 the system (4.29) is layer-to-layer
unstable (i.e. xk0 /∈ Sk0 ), does there exist a control trajectory u = {uk0 ,uk0+1,
. . . ,un`−1} that layer-to-layer stabilizes the system within the remaining n` − k0
layers?
(IV-P2) L2L finite stabilizability problem: If (IV-P1) is feasible, does there exist a con-
troller that tracks a desired spatial trajectory (with ε precision) (a) asymptotically
(investigated as a theoretical result) and (b) in finite layers with monotonic con-
vergence (L2L finite stability)?
The two problems are investigated in their general form first and then specialized to certain
assumptions on the form of the model in (4.29).
4.2.6 Formulation and Analysis of (IV-P1)
We start by formally defining (IV-P1) and analyzing its solutions. For the stabilizability
problem, we note that if all spatial trajectories of an LSV system in (4.29) remain within
Sk ∈ S,∀k, then the system is said to be L2L stable for all its layers. In this chapter
we do not make such distinctions by noting that by Proposition 4.17, L2L stability for
all layers is possible if the initial layer is within S1. Here we investigate the problem of
designing L2L stabilizing controllers for LSV systems that are not L2L stable at a current
layer. Therefore, we want to recover L2L stability in future layers for the process, as early
(in the layer domain) as possible.
The problem of finding a next layer L2L stabilizing control input at layer k0 for an L2L
unstable state xk0 /∈ Sk0 is formally given as
Find: uk0 ∈ U , such that: f(xk0 ,uk0 , k0) ∈ Sk0+1 (4.36)
In practice the problem in (4.36) may be infeasible if for example we have R1(xk0) ∩
Sk0+1 = ∅ due to the constraints posed on the input of the system. If (4.36) is infeasible,
we search for an L2L stabilizing control to L2L stabilize the system as soon as possible
in the layer domain and before the last layer n`. The problem of finding an N -layer L2L
stabilizing control input in the next N layers is given as
Find: u ∈ UN, such that: φ(xk0 ,u; k0+N) ∈ Sk0+N , (4.37)
where the control input u is defined as a control trajectory for the next N layers. Note that
forN = 1, we recover (4.36). Due to Proposition 4.19, as long as the control L2L stabilizes
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the system at a layer k < k0 + N , (i.e. we get xk ∈ Sk), the problem (4.37) is feasible.
Therefore, based on the choice of N , (4.37) may become infeasible. We characterize the
lower bound for the feasibility of (4.37) in the following.
Proposition 4.19. Given that at layer k0, xk0 /∈ Sk0 , the process in (4.29) is L2L stabiliz-
able in at least ζ(xk0) = kr − k0 layers if and only if ∃kr such that xk0 ∈ Bkr(Skr) and
xk0 /∈ Bk′(Sk′) for any k0 ≤ k′ < kr.
Proof. Since xk0 ∈ Bkr(Skr), ∃{uk}krk0 such that φ(xk0 , {uk}
kr
k0
), i.e., there exists a control
sequence that drives the spatial trajectory xk0 into the set Skr which is the L2L stable




that L2L stabilizes the system, where k′r < kr, then by definition
xk0 ∈ Bkr−1(Skr−1), which results in a contradiction and completes the proof.
By computing the least number of layers for stabilizability as ζ(xk0) ∈ N, it is possible
to determine whether the spatial state xk0 is stabilizable in the remaining n` − k0 layers of
the process or not. Then by setting N ≥ ζ(xk0), (4.37) is feasible.
Remark 4.20. The system in (4.29) may be high dimensional in practice. Therefore it is
favorable to choose N as small as possible, while ensuring feasibility, for (4.37) to reduce
the computational complexity.
Next, utilizing (4.36) we provide a formulation for the nominal L2L stabilizing control
policy. Assume we have now xk′ ∈ Sk′ . Then, based on the condition in (4.33), problem
(4.36) is feasible. Therefore, we denote
pk(xk) ∈ {uk ∈ U | f(xk,uk, k)∈Sk+1}, ∀k ≥ k′, (4.38)
as the nominal L2L stabilizing controller for the system in (4.29) for subsequent layers.
Therefore, (4.38) satisfies the conditions given in (4.35) and Proposition 4.17 holds. The
following proposition summarizes the form of an L2L stabilizing controller for an LSV
system in (4.29). A suitable control input pk(xk) is then evaluated by solving (4.36).
Proposition 4.21. Suppose for a system of form (4.29), we have xk0 /∈ Sk0 , and suppose
ζ(xk0) is known. Additionally, let u
′ = {u′0,u′1, . . . ,u′N−1}, N=ζ(xk0) denote a solution
of (4.37). Then the following control law provides an L2L stabilizing controller for the LSV
system in (4.29).
uk =
u′k k ≤ ζ(xk0)− 1,pk(xk) otherwise, (4.39)
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where pk(xk) is according to (4.38).
Proof. Follows immediately by (4.38) and (4.37). Therefore, (4.37) steers the spatial state
to an L2L stable set, and the nominal L2L stabilizing policy in (4.38) keeps the system L2L
stable for the remaining layers.
In many practical cases, determining ζ(xk0) may be computationally infeasible, or
equivalently demanding to solving (4.36) or (4.37). Therefore, we provide the minimiza-









where we have the distance function d(x,C) = ||x− ΠC(x)|| for a closed convex set C.
Then, (4.37) has a solution if and only if (4.40) has a solution u∗ with d2(φ(xk′ ,u∗; k′+
N),Sk′+N) = 0. Notice that feasibility of reaching an L2L stable set in N layers is no
longer an issue for (4.40) as the optimal solution is a constrained control that minimizes the
distance of the LSV system to an L2L stable set. Consequently, (4.40) may be used when
the feasibility of (4.37) is difficult to assess, or when the structure of the LSV dynamics are
favorable with the minimization problem as we illustrate through examples. The solution
of (4.40) is an L2L stabilizing control sequence in N layers only if the optimal input makes
the distance to the desired L2L stable set zero, i.e. if (4.37) has the equivalent solution.
4.2.7 Formulation and Analysis of (IV-P2)
Here we first formally define (IV-P2) and analyze its solutions for the LSV system
given in (4.29). While the L2L stabilizability problem evaluates a control input to steer
the spatial trajectories into an L2L stable set in S, here the problem is to evaluate control
actions to track the desired spatial trajectoryX asymptotically or in finitely many layers if
possible. An important observation is that (IV-P2) is feasible only if (IV-P1) is feasible, so
here we assume the existence of an L2L stabilizing controller as given in Proposition 4.21.
Then, the next layer L2L finite stabilizing controller problem is given as
min
u∈U
{J(u,xdk+1) | f(xk,u, k) ∈ Sk+1}, (4.41)
where we assume J is a suitable loss function to penalize the distance between f(xk,u, k)
and the desired spatial state xdk+1. In general, we have a quadratic loss function, i.e. J =
||f(xk,u, k)− xdk+1||Q, with Q as a symmetric and positive definite weight matrix. While
J may include regularizers for the input uk in its form, here we will focus on the case with
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only the penalty term. If the system is L2L stable at layer k and xdk+1 ∈ R1(xk), then
(4.41) has a solution with the optimal cost J∗ = 0. Next, we provide the more general
N-layer L2L finite stabilizing control problem in the following.
min
u∈UN
{J(u,xdk′+N) | φ(xk′ ,u; k′+N) ∈ Sk′+N}, (4.42)
where J(u,xdk′+N) =
∑N
l=1 ||φ(xk′ ,u; k′ + l) − xdk′+N ||Q and we apply the constraint
φ(xk,u; k +N) ∈ Sk+N to ensure the system is within the L2L stable set SN in N layers,
even if xk′+N 6= xdk′+N at the optimum. If we know ζ(xk0) and setN ≥ ζ(xk0), then (4.42)
is feasible. Additionally, if (4.42) attains its minimum with φ(xk′ ,u∗; k′+N) = xdk′+N then
the system is L2L finite stabilizable.
Remark 4.22. Note that (4.42) evaluates an L2L finite stabilizing controller even if we
only take J(u,xdk′+N) = ||φ(xk′ ,u; k′ + N) − xdk′+N ||Q (instead of penalizing each state
as given in (4.42)), and have J∗ = 0 at the optimum. If we have N ≤ ζ(xk0), this solution
and the optimal solution of (4.42) coincide. However, ifN > ζ(xk0) the resulting controller
may be ill-posed in the sense that it does not necessarily steer the system states towards
the reference spatial state. Thus, we utilize the form in (4.42) with the given cost function
instead of penalizing only the final state.
Another important case is when the system has exogenous additive noise ν ∈ W for a
convex and compact setW that contains the origin. So that the dynamics in (4.29) are now
xk+1 = f(xk,uk, k) + νk. (4.43)
Due to the presence of bounded disturbances, the conditions in (4.35) no longer ensure the
L2L stability of (4.43). To remedy this issue, we denote the contracted L2L stable sets
S̄ = {S̄k = Sk 	W | Sk ∈ S},
where we denote the Pontryagin set difference with 	 (i.e., for A ⊆ Rn and B ⊆ Rn,
A 	 B = {x ∈ A | x + y ∈ A, ∀y ∈ B}) and assume that the disturbance set Wk is
nonempty and contains the origin. This choice of disturbance sets corresponds to bounded
disturbances on the spatial process which are common in practice. If we are considering
an analysis involving multiple layers in future, the effect of the disturbance over multiple
layers must be accounted for such that the effect of setW is considered accordingly over
the horizon, e.g., by computing a disturbance invariant set in the linear case [109]. Then,
we use the L2L stable sets S̄k in place of Sk when we are dealing with the LSV of type
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(4.43) instead of (4.29).
While L2L stability can be ensured by utilizing S̄ in place of S for the dynamics in
(4.43), finite convergence may not be possible due to the presence of noise in the dynamics.
Thus, convergence to a ball β2(xdk, ε), ε>0 for small ε is desired for the dynamics in (4.43).
Then, the N-layer L2L finite stabilizing control problem for the dynamics in (4.43) is solved
by utilizing (4.40) with β2(xdk′+N , ε) in place of Sk′+N , with ε suitably chosen based on the
effect of setW over the horizon.
4.2.8 L2L Stabilizability Certificates
In this section, we summarize some of the results, and provide overall results on L2L
stabilizability. While the results in the previous sections provide controllers that theoreti-
cally L2L stabilize the LSV system in (4.29) and (4.43), most practical LSV systems have
finitely many layers, e.g., k ∈ K = [1, n`]. Consequently, in practice, it is important to
understand the feasibility of an L2L stabilizing controller. For (IV-P1), we characterize the
L2L stability within K by checking if k0 + ζ(xk′) ≤ n`. We present the following results
for characterizing L2L stabilizability of (4.29).
Lemma 4.23. (N-layer L2L Stabilizability Certificate) The LSV system in (4.29) is L2L
stabilizable in n′ layers if and only if (4.37) has a feasible solution for N = n′.
Proof. If the system is L2L stabilizable in n′ layers, then (4.37) has to have a feasible
solution due to Proposition 4.17. Similarly, if (4.37) has a feasible solution, then it implies
that the system is L2L stabilized in at most n′ layers with no feasible solution if the negation
is true, which concludes the proof.
Lemma 4.23 states a practical result that can be used for assessing L2L stabilizability
of a system given its current state xk′ , thus enabling predictive detection for L2L stability
properties for an LSV system. Next, we provide a similar characterization for the L2L
finite stabilizability.
Lemma 4.24. (N-layer L2L Finite Stabilizability Certificate) The LSV system in (4.29) is
L2L finite stabilizable in n′ layers if and only if (4.42) has an optimal solution for N = n′
with the optimal input providing φ(xk′ ,u∗; k′+N) = xdk′+N
Proof. Follows similarly to the proof of Lemma 4.23.
As stated earlier, the results extend to the LSV dynamics with noise given in (4.43)
by employing S̄ in place of S. Utilizing Lemma 4.23 and Lemma 4.24, we evaluate cer-
tificates of N-layer L2L stabilizability for an LSV process at a given layer. After measur-
ing xk′ , we compute if the corresponding stabilizability problem has a feasible solution
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in the remaining layers. Thus, if we have an N-layer L2L stabilizability certificate for
N = n` − k′ layers, where n` is the total number of layers in the process, we conclude that
the process is L2L stabilizable before the end of the L2L process, otherwise, we conclude
that the process is not L2L stabilizable before the end of the L2L process.
Remark 4.25. Note that although a process may be L2L stabilizable in n′ layers, if the
process has a finite number of layers, e.g., an AM process, then L2L stabilization may not
be feasible during the process. Therefore, N-layer stabilizability certificates provide insight
on the expected performance of the closed-loop system in the L2L domain.
This is an important result since it provides a certification for if the process is within
the L2L stable tube S. To give a concrete example, if Sk defines the allowable dimensional
tolerance for the spatial height map of up to layer k, the certificate of the process being
the L2L stable tube would ensure if the resulting printed part is within the prescribed di-
mensional tolerances. If a process is not L2L stabilizable, a decision-maker may choose
to stop the process to save time and material. Design of decision-making logics to act on
the certificates of L2L stabilizability is beyond the scope of this chapter and is subject for
future work.
Remark 4.26. Note that if we use the tightened sets S̄, then since we utilize approximations
of the L2L stable sets, the results of Lemmas 4.23 and 4.24 are only sufficient conditions
for L2L stability.
4.2.9 Computation of L2L Stabilizing Controllers
In this section, we provide numerical solution methods for evaluating the L2L stabiliz-
ing controllers. The computational complexity evaluating the proposed controllers depends
mainly on the complexity of the dynamics in (4.29).
We start our discussion with the most general case where (4.29) has no special structure,
e.g. a nonlinear spatial dynamical system with layer-wise variations in the spatial domain
and no additive property. In this case, no additional property for the optimizations for
the L2L controllers can be inferred in general, although case-by-case specialized solutions
may be possible. Thus, for the general case, sequential solution procedures for non-convex
optimization such as sequential quadratic programming (SQP) may be employed for such
LSV systems to solve the most general form in (4.40) as well as its L2L finite stable variant.
Dimensionality of the domain Λ may become the limiting factor in this case as the problem
size scales with the size and resolution of the spatial domain.
In the following subsection, we provide specialized solutions for two cases where the
spatial dynamics in (4.29) have additional properties such as linearity and monotonicity.
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4.2.9.1 Linear LSV (LLSV) Systems
In this section, we treat the case where the dynamics in (4.29) are linear. We start by
investigating L2L Stabilizability (Problem (IV-P1)).
Since φN is a linear map, we can efficiently solve (4.42) by a proximal point itera-
tion [153, 168]. First, note that (4.40) may be rewritten as
min
u
g(u) + ιUN (u), (4.44)
where ιUN is a set-indicator function for the set UN such that
ιUN (u) =
0 u ∈ UN∞ otherwise, (4.45)







where φl(u) = φ(xk′ ,u; k′+ l). Note that an input u ∈ RnuN is a solution of (4.44) if and
only if u ∈ zer(∇g(u) + ∂ιUN (u)). The gradient ∇g(u) is computed using the gradient




∇d2(Lx,C) = L∗(Lx− ΠC(Lx)),
where L∗ is the adjoint of L, (see [54]). Furthermore, we have ∂ιUN (u) = NUN (u). Then






where we have α ∈ (0, 2/||φN ||2) since∇g(u) is 1-Lipschitz by [22], Corollary 12.30. The
iteration (4.46) is known as a projected gradient algorithm in the literature since for each
iteration of the algorithm, we take a gradient step and a projection step to ensure feasibility.
Under the step size selection α ∈ (0, 2/||φN ||2), the fixed point iteration (4.46) converges
to its fixed point, given that one exists [40, 73, 168].
The fixed point solution v∗ of (4.46) is an L2L stabilizing control input inN layers, only
if d(φ(xk′ ,v∗; k′+N),Sk′+N) = 0. It is important to note, however, that the fixed points of
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(4.46) may result in nonzero objective value at the end of the horizon (e.g., d(φ(xk′ ,v∗; k′+
N),Sk′+N) 6= 0). These fixed point solutions denote the optimal control action toward an
L2L stable set, since g(u) is a cost for the distance of each state to the corresponding
L2L stable set at the end of the horizon (e.g., Sk′+N ). This is an important result since we
evaluate the best control action that is not necessarily L2L stabilizing in N layers, thus we
are not required to know ζ(x0) a priori. In practical applications, this result is especially
useful for receding horizon controllers where L2L stabilizability may not be feasible at the
end of a given short horizon, but is possible given a sufficiently long horizon.
Next, we analyze the problem of L2L Finite Stabilizability (Problem (IV-P2)). We
reformulate (4.42) for the linear spatial dynamics φN(u) = Φu+ η, where Φ denotes the
lifted linear dynamics, and η denotes the effect of initial conditions on the output. Note





is now a quadratic objective that is strictly convex. Similarly, the constraint φ(xk′ ,u; k′ +
N) ∈ Sk′+N is now convex. In the following, we rearrange the terms in this optimiza-
tion problem into a convex nonlinear program. In this setting, (4.42) becomes a quadratic
program (QP) with the form
min
u
{uTPu+ qTu |Gu = p,p ∈ P}, (4.47)
where P is symmetric and positive definite, q ∈ Rn̄u ,G ∈ Rnc×n̄u ,p ∈ Rnc , P ⊆ Rnc ,
with a nonempty, closed and convex set P , and n̄u = Nnu. Arranging the terms, we have
P = ΦTQΦ withQ = IN ⊗Q, q = 2ΦTQ(η − r), with r defined in by
r = 1N ⊗ xdN . (4.48)
Thus, we extend the desired reference at the end of N layers by a Kronecker product to
penalize the distance between each state in the optimization horizon and the desired state






, P = (Sk′+N(x0)× UN),
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where Sk′+N(x0) = Sk′+N 	 η and we define
Γ = [0nx , 0nx , . . . , 0nx , Inx ] ∈ Rnx×Nnx , (4.49)
as a selector matrix for the final state in the prediction horizon of the optimization. QPs
with the form (4.47) can be solved efficiently by a variety of well-established methods in
the literature including interior point methods [195] and proximal point methods [153].
Here, we present a solution approach using alternating direction method of multipliers
(ADMM) with the form presented in [17,179], and provide the resulting algorithm here for
completeness. We rewrite (4.47) as
min ũTP ũ+ qT ũ+ ιGu=p(ũ, p̃) + ιP (p) (4.50a)
s.t.: (ũ, p̃) = (u,p), (4.50b)
where ũ ∈ Rn̄u , p̃ ∈ Rnc are auxiliary variables. The resulting ADMM iterates are
(uj+1, p̃j+1)← argmin
(ũ,p̃),Gũ=p̃
ũTP ũ+ qT ũ+
σ
2
||ũ− uj||2 + ρ
2
||p̃− pj + ρ−1yj||2
pj+1 ← ΠP (p̃j+1 + ρ−1yj) (4.51)
yj+1 ← yj + ρ(p̃j+1 − pj+1),
which converges to a solution, given that one exists, for σ > 0, ρ > 0 [17, 179]. Here,
we assume L2L stabilizability of the system in N layers, which makes (4.50a) a feasible
problem. To detect when this assumption is valid, infeasibility detection methods such as
the ones given in [17] may be employed to detect infeasibility of (4.51), which in turn
provides a certificate of L2L stabilizability by Lemma 4.23. Additionally, we check if
φ(xk′ ,u
∗; k′ +N) = xdk′+N to provide a certificate of L2L finite stabilizability by using
Lemma 4.24. Therefore, the resulting u∗ of (4.51) is a solution of (4.47), and consequently
(4.42).
We may relax the L2L stability constraint of (4.42) to evaluate a simpler reference
tracking formulation, which is always feasible by assuming a reference spatial state xdk is
admissible for the LSV system in (4.29). The relaxed problem of (4.42) is given by
min
u
{J(u,xdk′+N) | u ∈ UN}, (4.52)
which may be rewritten in the form of (4.44) with g(u) = uTPu+ qTu, and then solved
by (4.46). Thus, the iterates uj converge to the minimizer u∗ of (4.52). If in addition, we
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have φ(xk′ ,u∗; k′ +N) = xdk′+N , the control input u
∗ is an L2L finite stabilizing control
in N layers, which is also an L2L stabilizing control input and thus, the solutions of (4.42)
and (4.52) coincide. As the problem (4.52) denotes a general reference tracking problem
through solving a QP, a variety of additional optimization methods from the literature may
be used to evaluate a control u∗.
Remark 4.27. While (4.52) evaluates a control input to track the desired spatial state
xdk′+N , it is possible to optimize a control input u to minimize the tracking error J(φ,X) =
||φ(xk′ ,u) − {xdk′+i}N1 ||Q for the desired spatial state trajectory X , i.e., minimizing the
distance to each desired state rather than the final one. For the case when φ is linear,
the new tracking problem is again a QP and can be solved efficiently using the techniques
introduced in this section and in the literature.
4.2.9.2 Monotone Operator Admitting LSV Systems
In this section, we investigate LSV systems that are monotone operator admitting. This
provides a specialized structure for the general nonlinear spatial dynamics, which may be
exploited for improved computational efficiency.
An important note is that since LSV systems are spatial processes, we may measure the
process outputs at each layer at the spatial locations λ that we apply the input on. Thus,
we consider n̄ = nu = nx, n̄ ∈ N as the case where the state dimensions coincide with the
input dimension.
We may utilize the monotone dynamics in (4.29) in their exact form to find a control that
tracks a given reference, e.g. a desired spatial state in (IV-P2). Additionally, we assume
the LSV dynamics in (4.29) are γ-strongly monotone. We call an operator F as γ-strongly
monotone if (x−x′)T (y−y′) ≥ γ||x−y||2, ∀(x, y), (x′, y′) ∈ GrF . This is not a restrictive
assumption as it loosely corresponds to assuming no deadband zone exists in the dynamics,
which is a practical assumption for many LSV systems, e.g. most AM spatial dynamics.
Namely, assuming a desired state xd ∈ rangeφ(u) and the unconstrained minimizer
of (4.41) is attained, the minimizer satisfies the following condition.
u∗ ∈ zer((φ− xd) +NU), (4.53)
where we assume the current state index is k0 = 0 without loss of generality for later
discussions. Additionally, since xdN ∈ SN , we do not explicitly state the constraint φN ∈
SN in (4.41) due to the assumptions on feasibility. The solution of (4.53) is evaluated by
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the fixed point of the following iteration
vj+1 ← ΠU
(
vj − α(φ(vj)− xd)
)
, (4.54)
where α ∈ (0, 2/Lφ), with Lφ being the Lipschitz constant of φ, is the step size. The
iterates of (4.54) have monotonic convergence under the given conditions, and the fixed
point v∗ is a solution of (4.53) [40,73,168]. Since φ(u) is γ-strongly monotone, (4.53) has
a unique solution, i.e., zer((φ− xd) +NUN ) is a singleton.
Remark 4.28. The problem (4.54) evaluates a control input that steers the spatial state at
a current layers to the desired spatial state in the next layer. Therefore the resulting control
input can be interpreted as one that reaches the desired state as fast as possible (within the
input constraints) due to the monotonicity and positivity of the dynamics.
Furthermore, if the L2L spatial dynamics over multiple layers, i.e., φN is itself a mono-
tone map, the equation (4.53) can be extended by defining an appropriate desired states
trajectory over the future layers. The algorithm (4.54) for the resulting problem then eval-
uates a layer-to-layer finite stabilizing control input for the LSV system.
Remark 4.29. The solution scheme here utilizing (4.54) evaluates the control input given
in (4.41) (with the stable set constraints relaxed) for the exact form of the nonlinear LSV dy-
namics in (4.29) with the additive property. No approximations or linearization is required
for the solution and no function inverses are required thanks to the algorithm employed in
the solution and the monotonicity of the LSV dynamics.
4.2.10 Simulation Studies in Additive Manufacturing
Here, we present two simulation examples to illustrate the utility of the L2L stabilizing
control policy and the stabilizability certificates. We start by presenting results for L2L
stabilizability using the single layer dynamics group linear model from Section 4.1.5. Then
we illustrate a case where we utilize the nonlinear dynamics of the process to develop a
next layer finite stabilizing controller for the process utilizing the methods presented in
Section 4.2.9.2.
4.2.10.1 Layer-to-Layer Stabilizability
Here we have the linear dynamics of the form
xk+1 = xk +Buk + νk, (4.55)
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where νk ∈ W represents process noise with W as a compact noise set with 0 ∈ W .
The linear input dynamics B corresponds to the single layer dynamics group model from
Section 4.1.5. Since each dimension of the spatial state vector xk represents the height of a
spatial location along the deposition path, each corresponding row inB represents the effect
of the inputs on the corresponding spatial location. If B is a diagonal matrix, we have that
each input along the deposition path affects only the corresponding spatial location at the
input. In the linear model considered in this case study, we additionally model the effect
of the input at a spatial location to the previously deposited neighboring location by an
additional term for each corresponding row excluding the first row. Therefore, we augment
the model from Section 4.1.5 by adding off diagonal terms to represent the input at a spatial
location affecting the spatial height of the neighboring point along the spatial deposition
path. Therefore the matrixB has terms on its main diagonal and lower diagonal. Following
a similar example to the one in Chapter III Section 3.5, we utilize the L2L stability to
represent dimensional tolerances on the desired height of each layer in the process.
By denoting the desired state trajectory xdk at predefined incremental layer heights of
h` = 350µm for each layer, we define the L2L stable sets as
Sk = {x ∈ Rnx |x ∈ [h`k ± 20]}, (4.56)
where we allow a 20 micron tolerance band for each dimension of the desired state [xdk]i =
h`k, where each dimension of the desired state is identically defined at a given layer by the
desired layer height. Note that the size of the L2L stability region and tolerance margins
depend on the specific process and design specifications of the printed part. Here, we utilize
a conceptual example to illustrate the concepts.
In the simulation study we have the noise setW defined as a box around the origin with
size of 10 micron in each direction,
W = {ν ∈ Rnx|[ν]i ∈ [−5, 5], i = 1, . . . , nx}. (4.57)
Due to the presence of process noise we tighten the L2L stable sets by utilizing a set dif-
ference to get
S̄k = Sk 	W , (4.58)
which results in the tightened bounds of ±15 microns around the desired state for the next
layer. Note that if we evaluate an L2L stabilizing controller over a horizon of layers, the set
difference must be appropriately adjusted to account for the effect of the disturbance over
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the horizon of the process. For example if we look at the worst case effect of the bounded
noise over a horizon of two layers, the tightened L2L stable set would be tightened by
twice the effect of the noise, resulting in tightened bounds of ±10 microns. For the linear
dynamics, it is also possible to evaluate the disturbance invariant set for L2L stable set
constraint tightening, utilizing well established methods from the literature [109].
Our goal is to design a controller such that the spatial states xk ∈ S̄k. For the physical
process this corresponds to the spatial heightmap of each layer conforming to the design
tolerance specifications in the presence of process noise. Therefore, L2L stabilizing control
provides us with a practical control strategy to ensure part quality and functionality.
We first present a nominal L2L stabilizing control policy using (4.44) with (4.46).
Given that the process is L2L stable at the current layer, we utilize (4.46) to evaluate an
L2L stabilizing control action for the next layer. Therefore, at each layer, we get the spatial
state measurement, e.g. utilizing a setup similar to the one in Chapter III. Then we use the




Figure 4.7: Results of the simulation for the next layer L2L stabilizing controller with the
tightened L2L stability bounds for process noise. The layer-to-layer controller
successfully retains the process within the L2L stability limits defined by the
±20 microns.
Figure 4.7 demonstrates the results of the simulation of the nominal L2L stabilizing
control policy controlling the process (4.55) over 50 layers. The controller uses the state
information and the noise bounds to evaluate a control action that L2L stabilizes the process
in the context of process noise. The plot shows the maximum deviation of the spatial height
at each layer from the desired spatial state xdk. Therefore the min and max in Fig. 4.7 denote
the minimum and maximum deviation of the spatial height at that layer from the desired
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state xdk over the spatial domain. The L2L stability bounds for each layer are defined as a
maximum of 20 micron deviation given in (4.56). The control bounds are defined as box
constraints, i.e., uk ∈ U = [0, umax]nu , with umax denoting the maximum allowable control
input for each channel. The input constraint set for the control is suitably chosen such that
the reachability condition for the L2L process is satisfied with the tightened L2L stable
sets. The results show that the controller successfully retains the process within the L2L
sets at each layer in the presence of process noise.
Remark 4.30. By performing the L2L stable set tightening procedure explained above, we
obtain L2L stabilizability certificates for a given current spatial state xk and a horizon
of N layers for the simulation study. An important note is that due to the set tightening
procedure, the resulting certificates are related to the worst case results and may be overly
conservative in practical situations. In low process noise scenarios where νk is negligible,
the L2L stabilizability certificates using this procedure become less conservative.
4.2.10.2 Layer-to-Layer Finite Stabilizability
Next, we illustrate an example where the layer-wise spatial dynamics are nonlinear and
monotone. Here we adopt a simplified form of the bead cross section model developed in
the coauthored work presented in [2] and denote the height dynamics as a function




c2 max{[uk]i, 0}2 + h2`
)
, (4.59)
where we take h` = 250µm, and c1, c2 are model constants. The equation (4.59) is mono-
tone in the input [uk]i which may be easily verified by checking (4.31). Additionally the
subgradient of (4.59) is bounded by c1
√
c2. Since the spatial dynamics of each index i cor-
responding to a spatial location on the deposition path is defined by (4.59), the layer-wise
spatial dynamics is the concatenation of monotone operators, which results in a monotone
operator itself. Additionally, the dynamics is strongly monotone in the positive range of
the inputs, which is where the control constraints set U lies. By assuming the parameters
c1, c2 are identical for all i, we have the Lipschitz constant Lφ = c1
√
c2. Therefore, we can
utilize (4.54) to evaluate next layer finite stabilizing control action for the LSV process.
Figure 4.8 shows the maximum deviation of the spatial trajectories of the LSV pro-
cess from the desired spatial state for multiple runs starting from random initial conditions
within one step finite backward reachability of the desired spatial state of layer 2. By
utilizing (4.54) at each layer we compute the next layer finite stabilizing controller for the
process, given the current state of the process and the control constraints. In Fig. 4.8 we see
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Figure 4.8: Simulation results for the next layer finite stabilizing control with the mono-
tone LSV dynamics. The plot shows the simulation results for multiple runs,
where the height of the initial layer is randomly changed subject to next layer
reachability constraints.
that the controller successfully tracks the desired spatial state in the next layer (i.e., layer 2)
and tracks the desired spatial state for the remaining layers. It is important to note that we
evaluate the finite stabilizing control action for the next layer by utilizing the monotonicity
of the dynamics and the solution of the monotone inclusion problem (4.53).
Figure 4.9: Time complexity of the algorithm (4.54) in the case study as a function of the
increased spatial dimensionality.
Since the algorithm (4.54) utilizes the monotone dynamics and simple box constraint
projections, it is computationally efficient when compared to the methods involving inver-
sion of the dynamics. We illustrate the computational efficiency of (4.54) in Fig. 4.9, where
we time the computation of the control action per layer in a 20 layer simulation while in-
creasing the size of the spatial domain n̄. For each layer, the computation of the control
action is limited to 1000 iterations, which is experimentally verified to be adequate for con-
vergence of the algorithm (4.54). Figure 4.9 shows the time complexity as a function of
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spatial dimension, which is promising for utilizing the proposed method on large scale AM
systems. We see that for larger scales such as 105, our preliminary implementation takes
around 7 seconds to evaluate a control action utilizing the nonlinear monotone LSV dy-
namics. Further scale and verification studies must be conducted to extend the preliminary
results and provide computational guarantees of the proposed method.
4.3 Chapter Conclusions
This chapter presents two main sections on the control of spatial AM processes. The
main contribution of this chapter is the introduction of novel control architectures that uti-
lize the presented modeling framework to ensure layer-to-layer reachability, stabilizability,
and reference tracking in the context of control constraints (C2). The ILC method pre-
sented in Section 4.1 is a novel approach to iteratively learn a control input that tracks a
given layer-to-layer reference. The approach considers spatial processes that are spatially
varying, subject to control inputs over the spatial domain. The use of process data in con-
junction with the model information for the layers where sufficient data is not available
provides an efficient hybrid approach where data and model information are utilized to-
gether. Due to its simplicity, the proposed method is suitable for implementation on real
processes that have the required sensor setup and control authority available.
An immediate research question extending from the results of Section 4.1 is if we can
utilize data from previous runs or similar machines to improve the performance of the
model gradient. We provide further remarks and applications about this application in
Chapter V, where we develop a centralized control architecture for an AM Fleet as an
example of a spatially distributed system.
Section 4.2 presents a new framework to ensure layer-to-layer stabilizability of an LSV
process. By utilizing layer-to-layer stability metrics from Chapter III, we build layer-to-
layer stable sets to characterize the desired system performance and develop controllers to
ensure desired performance with respect to layer-to-layer stability of the spatial dynamics.
Additionally, we utilize structures such as monotonicity of the spatial height evolution of an
AM process to propose an efficient algorithm that can efficiently compute next layer finite
stabilizing controllers. The results of Section 4.2 are especially important in the context of
higher-level decision makers. Depending on the L2L stabilizability of a process, it may be
desirable to stop the print and rerun the process from the beginning on a different machine,
since L2L stability can be attributed to the design tolerances and specifications. These
analysis methods provide novel performance analysis and anomaly detection methods for
industrial AM processes and have further extensions to other spatial processes.
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While the chapters so far have dealt with spatial processes at the process level, as men-
tioned in the introduction, AM processes are often utilized in the form of a fleet in industry.
Therefore, we are interested in investigating the modeling and control applications in the
context of system-level spatially distributed systems as an extension of the work presented
so far. In the next chapter, we investigate AM Fleets as an example of spatially distributed
systems. We present a framework for system-level modeling, analysis, and control.
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CHAPTER V
System-Level Modeling and Control of Spatially
Distributed Additive Manufacturing Fleets
This chapter focuses on spatially distributed systems and presents modeling and control
methods for additive manufacturing fleets (AM Fleets). The main contribution of this chap-
ter is a system-level centralized control framework that employs novel control and analysis
methods for run-time closed-loop scheduling control and knowledge transfer/reuse in AM
Fleets (C3). We present a system-level centralized control framework for AM Fleets and
provide details of its components. The framework in Section 5.1 has multiple components
for run-time data collection, modeling, analysis, and control of the resources in an AM
Fleet. Then, the following two sections (Sections 5.2-5.3) focus on two important prac-
tical applications that can be implemented utilizing the proposed framework. Section 5.2
presents a closed-loop model predictive control strategy for run-time scheduling in AM
Fleets. The presented controller is capable of working with timed automata models to en-
sure constraint satisfaction and disturbance rejection due to the incorporation of specialized
constraint structures and its receding horizon nature. Such run-time control problems at a
system level are crucial for AM Fleets as customized production orders require bespoke
production schedules in contrast to serial mass production systems. Lastly, in Section 5.3,
we demonstrate a knowledge transferring control application enabled by a centralized con-
troller. We present a formulation and an extension of the layer-to-layer control methods
presented in Chapter IV to demonstrate the utility and advantage of building a knowledge
base to transfer knowledge between resources in an AM Fleet. Accordingly, the first section
presents a system-level centralized framework architecture, the second section utilizes this
framework to present a controller utilized for closed-loop production scheduling, and the
third section utilizes the centralized framework to illustrate knowledge transferring control
examples in simulation. The contents of this chapter are also partially presented in [10,14].
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5.1 A Centralized Control Framework for AM Fleets
We start by introducing a system-level centralized framework for modeling and control
of a set of AM processes as a spatially distributed system. This section introduces the
framework and its components, and illustrates conceptual examples of how the system-
level decision-making takes place in practice. The remaining two sections in this chapter
(Sections 5.1-5.2) utilize the centralized framework to present specific applications on run-
time closed-loop production scheduling and knowledge transferring control.
AM is an important enabler of smart manufacturing due to its flexibility and agility;
however, the adoption of AM in industry has been limited due to the in-process, run-to-run
(R2R) and machine-to-machine variabilities that affect reliability and cost of production.
Currently, the variabilities in AM systems are not well understood and best practices for
modeling and sensing are not yet standardized for many AM processes, representing an
important research challenge [74, 97, 155]. Another important drawback is the long pro-
cessing time of the build process. To achieve higher volume production, manufacturers
utilize a set of AM machines (AM-Fleet) in parallel. This system of AM machines often
consists of machines from various vendors and may include different AM processes. De-
spite the increasing use of multiple AM machines in practice, system-level control of this
set of AM machines is heuristically regulated based on operator expertise and process vari-
abilities, which are especially nuanced in fleet settings with multiple machines. There are
numerous factors affecting the build process ranging from the cyber aspects such as the 3D
model, slicing parameters and in-layer parameters, to the physical factors such as material
type, temperature and deposition rate [171]. Additionally, due to the lack of system-level
anomaly detection (AD) and quality assurance modules, the AM machines in the set are
often prone to faults that may go several hours before detection, resulting in significant cost
and time losses [155]. To realize high volume production using AM technologies, formal
solutions to system-level modeling and control of AM-Fleets must be developed. To ad-
dress this problem, we propose a framework that can be used to model normative behavior
of AM machines and analyze momentary machine behavior for intelligent decision mak-
ing in AM-Fleets. The objective of the system-level control is to schedule the requested
production jobs, adjust the AM machine parameters for the given jobs, and monitor the
machines in the fleet to optimize the system-level metrics of the AM-Fleet. Two important
system-level metrics for the AM-Fleet are throughput (high reliability) and quality (high
repeatability) of the fleet.
The main contribution of this chapter is a system-level centralized control framework
that employs novel control and analysis methods for run-time closed-loop scheduling con-
96
trol and knowledge transfer/reuse in AM Fleets (C3). Within the contributions of this
chapter, the specific contributions of this section include [14]:
(C3-1) Identification of key problems for a system-level AM-Fleet control framework.
(C3-2) A proposed framework for system-level control of multiple AM machines.
(C3-3) A high-level discrete event model to be used in monitoring and control of AM
machines.
As a result of the increased interest in industrial use, literature references for modeling
and process optimization for FDM have seen a significant increase in numbers [134]. Re-
cent work in [169] introduced the concept of functional states for monitoring the working
conditions and events of manufacturing machinery. Similarly, [75] proposed the use of
semantics-based AM process specifications and described a framework for process control
with in-situ measurements. Their proposed methodology provides a high-level view of the
semantics-based ideas without elaborating on the practical use of the concepts or require-
ments for implementation on a system. [128] proposes an analytical digital framework for
collaborative additive manufacturing with information models and ontologies for AM. Pro-
posed models and ontologies can be leveraged for reusable data and model management in
AM-Fleets.
Scaling from a single machine to an AM-Fleet involves many challenges such as mon-
itoring the states of the individual machines to make system-wide decisions and detecting
faults and anomalies that occur in the fleet. Making system-level decisions rather than
optimizing each machine in isolation is shown to be effective in the literature [105, 126].
While these are well studied challenges in the general manufacturing systems literature,
they remain as open challenges in the AM literature. Centralized approaches are adopted
in manufacturing systems to increase the visibility into the system and enable decision
making for the entire system.
The semiconductor manufacturing industry has adopted centralized system-level con-
trollers for improving system productivity by reducing R2R variabilities in the machines
[137]. AM and semiconductor manufacturing are both layer-wise manufacturing processes;
however, there is a rich literature in system-level process control for semiconductor man-
ufacturing, while system-level control for AM fleets is a relatively young field. Thus, the
framework proposed in this section leverages the existing literature in semiconductor manu-
facturing to address some of the challenges in AM. For example, virtual metrology (VM) is
the prediction of product parameters using in-situ measurements of related variables. VM
is well established and adopted in semiconductor manufacturing for R2R feedback con-
trol [105]. An important challenge in the adoption of VM methods for AM is the lack of
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in-situ measurement and sensing methods for AM [155]. To achieve system-level control,
the integration of in-situ measurements in multiple AM machines and an understanding of
AM system behavior must be explored.
The use of multiple AM machines in a given environment is not a new concept. In [136],
22 selective laser-melting machines are simulated and the effect of build time and operator
cost on the throughput of the system is investigated. For the simulation environment used
in [136], each machine was modeled as an isolated tool. As such, the interactions between
machines as well as the development of system-level scheduling and control policies were
not addressed. Knapp et al. proposed In [107], building blocks for the digital twin of laser-
based AM processes are proposed and some empirical results are presented. However, the
proposed models are process specific and usually limited to the thermal characteristics of
the build material. The modeling of system-level functional interactions or the development
of system-level decision-making methods are not provided. The integration of multiple
AM machines and the analysis of their interfacing and behavior as a system remains as a
significant technical challenge.
AM process identification is labor intensive and the correlations between different pro-
cess parameters that affect system performance are not easily established [134,155]. Mod-
eling efforts usually capture very specific design-process-material combinations and there
is no ability to transfer these models and controllers between different machines. Rao
et al. proposed a multi-sensor framework for real-time process measurements in an FDM
process [160]. Although their classification algorithm performs well in real-time, it needs
labor-intensive setup experiments to be applied on other AM machines. Additionally, faults
occurring in the processes are not logged in a knowledge base to be used in future anomaly
detection and decision making efforts. Tracking the encountered anomalies in the AM-
Fleet will help a decision maker to identify a re-occurrence of the same anomaly. Nor-
mal and anomalous states of the FDM process are modeled in [197]. State identification
techniques using acoustic emission data with principal component analysis are shown to
improve the monitoring system performance.
Prognostics and health management methods to detect faults in an FDM process is pre-
sented in [204]. Despite demonstrating promising results, the methodology is focused on
a specific machine-fault setup and does not build a knowledge base, or scale to multiple
machines. It is also important to note that these approaches are reactive to the errors de-
tected in the process and do not consider predictive approaches to identify the early onset of
faults. To truly address the control of an AM-Fleet, a robust cyber-physical AM framework
that considers system-level models, knowledge-based models, and in-situ measurements to
enable predictive actions must be developed.
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The rest of the section is structured as follows. Subsection 5.1.1 identifies key prob-
lems to be solved by a centralized system-level controller for AM-Fleets. A discussion on
the opportunities and challenges for a centralized approach is also given. Subsection 5.1.2
presents the proposed framework architecture based on a software defined control approach
introduced in [126]. Subsection 5.1.3 introduces a functional state-based model of AM
machines to support system-level decision making in the proposed framework. Subsec-
tion 5.1.4 presents an illustrative anomaly detection example for the framework.
5.1.1 Centralized Control Approach for AM-Fleets
This section proposes a centralized approach for system-level control of AM-Fleets.
The proposed framework is scalable through the use of machine data protocols and digital
twins, and able to model functional aspects of AM and perform on-line measurements
for anomaly detection. The framework also supports predictive decision making on the
system-level parameters of the AM-Fleet.
System-level control involves analysis of the behavioral system models using an ab-
stracted global view of the system to detect trends and anomalies. Based on this analysis,
the system-level controller applies control actions through the original equipment manufac-
turer (OEM) designed proprietary low-level controllers of the AM machines. To accom-
plish system-level control of an AM-Fleet, four key problems must be solved:
1. Integration of sensors (both in-situ and post-process) that transfer data from the AM
machines to the centralized controller
2. Development of decision-making strategies that do not require access to proprietary
controllers
3. Development of hybrid models (continuous/discrete, physics-based/data-driven) of AM
processes for use in data analytics and predictive performance analysis
4. Development of a knowledge base (library) for system-level modeling, intelligent deci-
sion making, and knowledge transfer between machines and processes
Advantages of a hierarchical and centralized framework for the AM-Fleet and the chal-
lenges associated with the realization of the framework are discussed in this section.
5.1.1.1 Advantages of a Centralized Approach
Centralized approaches are adopted in manufacturing systems to make system-level
decisions and optimize system metrics such as throughput, yield, and cycle time. Hierar-
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chical structures are utilized in centralized approaches for the efficient communication and
management of the data.
Optimization of Process Parameters and Schedule: The proposed centralized frame-
work collects in-situ and post-process measurement data from the machines in the fleet,
which can be used for optimizing process parameters of individual machines. AM research
has been focused on analyzing AM processes in isolation, whereas in the centralized set-
ting, data from multiple machines can be used to analyze the AM process and design op-
timization algorithms for improved process performance. Optimization may occur at the
machine level for feed-forward parameter tuning based on the process knowledge, or it
may be focused at the system-level to optimize the AM-Fleet metrics for process time and
printing quality across the fleet.
Scheduling for the AM-Fleet is another important aspect of a centralized approach.
Scheduling tasks may include off-line scheduling for optimized throughput, as well as dy-
namic re-scheduling to address anomalies within the system or the introduction of new
high-priority build jobs.
Data Analysis and Predictive Capabilities: Process monitoring has always presented
a great challenge in AM processes. Despite several proof-of-concept methods presented
in literature, standardized measurement protocols for AM systems have yet to be devel-
oped [155]. The centralized framework can accommodate heterogeneous sensor networks,
as proposed in [160], for in-situ measurements in the AM-Fleet. The measurement can
be used for predicting anomalies in the AM machines to enable predictive maintenance
events and re-schedule the affected parts to other machines. Using the past-job data in the
knowledge base, anomalies that progress over many machine runs can be identified and the
machine health can be monitored.
Knowledge Transfer in the AM-Fleet: Using existing machine learning techniques,
correlations between the process parameters for each machine can be estimated by the cen-
tral controller and stored in the knowledge base. Using transfer learning techniques, the
framework can study the similarities and dissimilarities between the machines in the fleet.
A statistical transfer learning problem in AM is presented in [42]. While their approach
focuses on the estimation of errors in a new geometry, the transfer task in the proposed
framework can also transfer the process knowledge between the machines in the AM-Fleet.
Statistical models could be developed by many control applications such as [94, 162]. The
knowledge transfer capabilities can improve the performance of the optimization and pre-
diction applications.
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5.1.1.2 Challenges and Issues in a Centralized Approach
Some of the potential challenges that must be addressed by a centralized approach are
discussed below.
Security and Network Issues: There is recent work focusing on the cyber-security of
the AM processes [145, 198]. The central controller must have a secure infrastructure to
prevent the data leakage through the side channels of AM machines [44]. Security must
be assured in both physical and cyber domains. We present a detailed treatment of cyber-
security for cyber-physical manufacturing systems later in Chapter VI. Additionally, since
there is no standardized machine communication protocol or network type for AM ma-
chines, an existing communication protocol must be adopted for the use of AM systems.
Since the monitoring of the central controller may include real-time data communications
at high sampling rates, the network and the communication protocols must be able to ac-
commodate a high bandwidth.
Data Processing and Management: As the fleet scales up, data management becomes
an important issue. The complexity of the optimization problem to be solved for the AM-
Fleet increases with the number of machines. While the hierarchy in the centralized ap-
proach alleviates some scaling effects, efficient algorithms must be developed for the com-
putations of optimization solutions in this complex environment. The abstractions of the
AM machines should be sufficient to represent the physical system and enable optimiza-
tion.
AM processes have a long timespan and the amount of streaming data that must be
processed during a single printing job may be too large to be stored on a local database.
The knowledge base is tasked with storing the machine and measurement data for further
analysis. As the size of the data increases, cloud based storage solutions can be considered.
A comprehensive data pipeline that stores recent machine data in a local database and
pushes historical data to the cloud for later analysis must be developed for an efficient data
management schema in practical large-scale industrial implementations.
Limited Access to Machine Parameters: Due to the limitations posed by the propri-
etary OEM controllers, not all the machine parameters are accessible to the central con-
troller. The centralized approach should be able to identify the controllable parameters for
the AM machines and communicate the control actions to be executed through the OEM
controllers.
The control algorithms should be developed according to the accessibility constraint.
Designing control algorithms for limited control authorization is an important challenge in
the AM literature due to the lack of standardized proprietary controller architectures for AM
machines [97]. Since different OEMs have different control architectures, the centralized
101
controller should be communicating through a data format that is compatible with all the
OEM controllers in the fleet.
5.1.2 SDC-AM Framework for AM-Fleets
Software-defined approaches are widely used in networks where the centralized con-
troller utilizes abstract representations of the network nodes [112]. Software defined con-
trol (SDC) is an approach for the hierarchical modeling and control of smart manufactur-
ing systems [126]. SDC uses both control and enterprise data to provide a global view of
the system and allows the central controller to efficiently evaluate reconfiguration recom-
mendations. The architecture of the proposed framework for the system-level control of
AM-Fleets is based on the SDC architecture [126].
Figure 5.1 presents the architecture of the proposed framework. The framework con-
sists of a central controller that communicates with the AM-Fleet through the Data In-
put/Output Interface (DIOI). The central controller houses a knowledge base to store the
process parameter correlations for each machine, estimated by machine learning tech-
niques, digital twins that include models of AM machines and the AM-Fleet, a decision
maker to process the measurement data and make system-level decisions, and a library of
services to be utilized by the decision maker or external applications. The services and the
data in the central controller can be used by external applications through the Application
Programming Interface (API). The AM-Fleet control framework proposed in this chapter
is referred to as SDC-AM.
SDC central controller in [126] has the southbound and the northbound interfaces that
will be utilized in SDC-AM. DIOI can be implemented using the southbound interface to
collect data from the plant floor. In SDC-AM, DIOI is used for both input and output
of data streams. SDC-AM has authority over the AM-Fleet and can implement control
actions. The API of the SDC-AM and the external applications can be implemented on the
northbound interface as shown in Fig. 5.1.
Using the integration of the information technology (IT) and operational technology
(OT) data in the enterprise, performance-aware optimizations mentioned in Section 5.1.1
can be realized. This gives the framework a global view of the manufacturing enterprise,
which has been shown to improve system-level decision making [126].
5.1.2.1 Data Input/Output Interface
The DIOI collects data from the machines in the AM-Fleet and pre-processes the data
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Figure 5.1: The SDC-AM controller for the AM-Fleet.
raw data such as analog sensor readings, or classification of time series data. AM systems
use flexible controller architectures such as personal computers and programmable micro-
controllers. This creates a rich environment to access the data in the machine controllers
using Internet of things (IoT) applications.
Additionally, the DIOI communicates the control actions and decisions of the central
controller to the AM-Fleet. Control actions may include adjustments to the process parame-
ters or modifications to the cyber data, such as a modified design. The DIOI also distributes
the Computer Aided Design (CAD) files that are stored in the knowledge base for the in-
dividual machines and acts as a gateway between the central controller and the AM-Fleet.
Abstractions of the individual AM machines in the fleet are shown withM1,M2, . . . ,Mn in
Fig. 5.1. The DIOI uses these abstractions to monitor individual machines in the AM-Fleet,
and manage the communication between the AM-Fleet and the central controller.
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5.1.2.2 AM-Fleet
The AM-Fleet may consist of machines using various AM processes from different
vendors. Additionally, an AM Fleet includes additional mobile manipulators, robots, auto-
mated guided vehicles (AGVs), post processing stations, and other necessary resources for
specific application domains. Data collection and communication is through the machine
data protocols for monitoring the machines in the fleet and available control actions for the
machines in compliance with the proprietary controllers. Through standardization, the ma-
chine data protocols layer in the data interface provides a scalable and structured method
for fleets with large number of resources. The machine data protocols and their level of
detail is chosen according to the specific application that will use the abstraction. The
SDC-AM framework uses run-time data from the plant floor supplied through the machine
data protocols in the communication interface for analysis and control. The data should
capture sufficient information to be used by predictive applications for anomaly detection,
maintenance, and control. The run-time data is further used within the digital twins to
provide a run-time model of the AM Fleet for various purposes.
5.1.2.3 Central Controller
Using the physics-based and data-driven models of the AM-machines, the central con-
troller makes decisions to improve the AM-Fleet metrics (e.g. throughput, quality, cycle
time). Elements within the central controller provide the enabling infrastructure to address
the problems identified in Section 5.1.1.
Decision Maker: The decision-maker is defined as a software module that houses the
system-level control and intelligent decision making algorithms for the AM-Fleet. Using
the data from the physical fleet, the decision maker determines how to change the system-
level and machine parameters to improve the AM-Fleet metrics. When a new production
request is submitted to the AM-Fleet, the decision maker uses system knowledge from the
knowledge base to derive scheduling routes that achieve the desired quality and through-
put in the specified time. The decision maker uses multiple algorithms to determine the
scheduling and dispatch and maintenance events for the AM-Fleet. Machine and system
models in the knowledge base are used for machine-level and system-level parameter se-
lection. Additionally, the decision maker uses abstractions of the AM-Fleet to observe the
process in each machine. A detailed architecture of the decision maker and the details of
the fundamental algorithms to be implemented for prediction, optimization, and control is
a subject for future work.
Knowledge Base: As the DIOI forwards the machine data to the central controller, the
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machine data is first stored in the knowledge base. The knowledge base includes a database
to store the data coming from DIOI. In addition to the measurement data, knowledge base
stores abstractions, parameter correlation estimations, and physics based system dynamics
models for the AM machines.
Other components of the central controller can access the data in the knowledge base
database. The type of data stored in the knowledge base is classified in terms of machine-
specific data and fleet data. Each machine has a profile in the knowledge base where the
physics-based models of the machine, past jobs, in-situ and post-process measurements,
controller models, abstractions and parameter correlation estimations specific to the ma-
chine are stored. Fleet data include the monitored system-level metrics, filters and es-
timators for system behavior prediction, production plans, schedules, CAD models, and
production requests.
Digital Twins: The central controller houses digital twins of the AM Fleet. A digital
twin is a software replica of a physical thing (i.e., the physical twin) and has the purpose
of impacting an aspect of the physical twin and its environment in a positive way through
utilizing models, data analytics, and subject matter expertise (SME) [138]. Within this
context, digital twins of the physical processes and components as well as cyber processes
(e.g., digital twins of anomaly detection systems) are utilized by the decision maker in the
central controller for run-time decision-making. As opposed to static models of processes
and components in the fleet, digital twins provide a run-time up-to-date representation of
the AM fleet to improve decision-making. Simulation models are used by the decision
maker to make predictions about the AM-Fleet and both the machine and the AM-Fleet
models are updated with streaming data from the AM-Fleet. Increasing data visibility in
production systems enables the use of digital twins with manufacturing systems.
Digital twins use multiple data-driven and physics based models to simulate the phys-
ical system with the real-time measurement data. Digital twins are updated using live
streaming data in order to enable high-fidelity simulations of the physical system to gain
insight about the process dynamics of the system. Digital twins in SDC-AM provide a
simulation infrastructure for predictive decision making by using the streaming data from
the DIOI and the machine knowledge from the knowledge base. Physics-based models of
the AM processes may be complex and computationally expensive. The central controller
uses the abstraction models to abstract the in-situ data and uses the digital twins to mon-
itor the machine state in order to make decisions about machine or fleet parameters. We
provide a detailed analysis of DT-based monitoring and detection methods in Chapter VI,
and provide further implementation examples for AM processes in Appendix C. In this
chapter, we utilize DTs as run-time monitoring and analysis tools to improve the visibility
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of the AM Fleet for central controller and the decision maker. We illustrate how digital
twins can be used to enable run-time closed-loop scheduling applications in an AM Fleet
in Section 5.2.
Services: Services are a list of functions that make up the integral capabilities of the
central controller. These capabilities may be requested by the digital twins, decision maker
or external applications through the API. An example service is data processing that houses
the machine learning and classification tools. Machine parameter estimation service uses
the data processing service to estimate the process parameter correlations for the specific
AM machines. Machine parameter estimation is used in control applications to determine
optimal machine parameters for a desired output. Data processing service is utilized in
identifying statistical process similarities between the AM machines in the fleet. The model
transfer service is another service that uses the statistical process similarities to solve trans-
fer learning problems. Transfer learning enables the use of the statistical models from
one machine on the other machines in the AM-Fleet. Therefore, the model transfer ser-
vice enables the re-use of the knowledge between the machines to improve the modeling
efficiency.
The central controller (1) uses DIOI to collect data from the integrated sensors and
utilizes the machine data protocols to establish a global view of the AM-Fleet, (2) has
a decision maker to evaluate decisions which can be communicated through the DIOI and
executed without requiring access to the proprietary controllers, (3) simulates the AM-Fleet
using the digital twins to make predictive analysis about the system-level performance, and
(4) utilizes the process knowledge across the AM-Fleet using the services (data processing
and model transfer) and the machine data.
5.1.2.4 API and Applications
API provides an interface to externally access the data in the knowledge base, digi-
tal twins, and the services. Access through the API requires authentication for security
purposes and the access may be restricted for some applications. Applications enable the
integration of externally developed system analysis and control tools with the central con-
troller for the control and management of the AM-Fleet. VM applications can be integrated
in the proposed framework for R2R process control, what-if scenarios could be simulated
using the digital twins to predict the response of the system under certain decisions or pro-
cess parameters, and predictive maintenance scheduling may be performed by analyzing
the machine data using the data processing service to detect degradations in the machines.
Anomaly detection is a fundamental application for the system-level controllers of
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Figure 5.2: Model for the functional states of additive manufacturing and the AM machine
with the OEM controller and IoT sensors.
veloped and deployed through the API. The role of the anomaly detection applications is to
inform the decision maker about the anomalies in the system. Analyzing the historical data
of the machines, R2R anomalies and trends in the system can be identified. The anomaly
detection application utilizes the machine data protocols and the digital twin simulations to
perform residual based analysis.
Through the API, the central controller can connect to cloud applications. Integration of
the services with the cloud applications would enable the integration of the AM-Fleet with
other production systems or AM-Fleets. Cloud based integration of the services enables au-
tomated AM-Fleets that can update their availability and take production requests through
cloud based manufacturing frameworks such as Production as a Service [8, 11, 157].
5.1.3 Discrete Event Models of AM Machines for System-level Monitoring
The AM workflow that begins with the CAD model of a conceptual product is described
in [77]. The CAD model is sliced into layers according to user-defined printing parameters
and a G-Code instruction file is generated for the AM machine to execute the specified
commands to build the part. Discrete event models are commonly used in modeling and
supervisory control of systems with deterministic and stochastic events [38]. Here, a func-
tional state model of an AM machine to model the AM process workflow is proposed.
Functional states capture the discrete process states of the AM machine for monitoring
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purposes. State model is the abstraction of the AM machine (Section 5.1.2.2), used by the
central controller to monitor the machines in the AM-Fleet. Using state models, the central
controller has a global view of the states of individual machines in the fleet.
Figure 5.2 presents a process-independent functional state model for a single AM ma-
chine using a finite state automaton (FSA). The events in the model are triggered by the
G-Code instructions passed from the proprietary controller of the machine. The events can
be observed by tracking the execution of the individual G-Codes in the software by the
proprietary controller. The discrete states of the system are as follows:
Idle: This state captures the pre-build dynamics. The idle state is initiated by the central
controller through the DIOI using the CAD and process descriptors.
Preparation: Represents the between-layer actions for the system. After the initiate
deposition event, this state is characterized by changing material and moving up in Z axis
for the new layer.
Printing: Starting with the first layer until the last layer, the dynamics in the X−Y plane
and the deposition axis E are modeled in this state. In-situ VM and in-layer outputs are
represented in this state.
Metrology: Represents the layer-to-layer true metrology measurements. This state is
especially important for anomaly detection and quality control. Post-build measurement
protocols are also represented in this state. As an example, at the finish of the process,
the machine would execute the sequence of events L2Lmetrology ,Report ,FinishBuild
to reach the idle state and wait for the next job.
Down: This state describes the downtime actions of the printer. The transition might be
due to the planned maintenance events or anomalies that occurred in the system.
The FSA can be represented with the tuple M = (Q,Σ, γ, q0), where Q is the set of
states, Σ are the events, γ is the transition function and the q0 is the initial state. The tuple
for the AM machine M1 is defined as:
Q = {Idle,Preparation,Printing,Metrology,Down,Running}
Σ = {Initialize, Initiate/Finish build, Initiate/Stop deposition,
Stop deposition&L2L metrology,
Report L2L metrology,Maintenance,Restart,Fail}
γ : Q× Σ→ Q
q0 : {Idle}
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The proposed FSA model enables supervision of the AM system in the central controller.
Monitoring the events of an AM machine can reveal any unexpected events that occurred
during the printing process. The in-situ, layer-to-layer (L2L) metrology, and post-process
data are extracted from the machine using the IoT Sensors (Fig. 5.1). The FSA model
of each machine is monitored by the central controller through the DIOI. This abstraction
enables the central controller to quickly assess the state of the AM-Fleet. In the FSA model,
it is assumed that all the events and the states are observable using IoT sensors. In practice,
some of the events may become unobservable due to the hardware and software structure
of the specific AM machine.
The FSA model is utilized within the digital twins of individual machines in the AM
Fleet to provide a global view of the availability and status for the fleet. In Appendix C, an
extension of this FSA model is utilized to implement performance monitoring and anomaly
detection digital twins. Here, the purpose of the FSA model is to provide information about
machine availability to the decision maker and the central controller.
5.1.4 Conceptual Case Study: Anomaly Detection in an AM-Fleet
Figure 5.3 illustrates how the system level anomaly detection application leverages the
historical measurement data to perform predictive anomaly detection for the AM-Fleet.
1&2: As the in-situ, L2L metrology, and post-process measurements from each machine
are collected through DIOI, they are stored in the machine profiles in the database of
the knowledge base.
3&4: The anomaly detection (AD) application runs all the time and uses the data processing
service to access current and past machine data in the knowledge base.
5: The AD application runs anomaly detection algorithms on the post-process dimen-
sional measurements and detects that the measurements from the machine M1 are
trending outside the admissible quality limits.
Detection of the anomalous trend is an example of how the R2R measurements of the ma-
chines can be used to predict and detect anomalies. The anomaly detection application
can predict the anomalous processes before they are observed in the machine. The predic-
tion enables the predictive maintenance scheduling for the machine, and re-scheduling of
affected parts to other machines. The decision maker can use the digital twins to decide
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Figure 5.3: An example anomaly detection loop for SDC-AM. Inactive parts in the figure
are grayed out.
As an additional example, a VM application for SDC-AM can estimate the dimensional
accuracy of the build based on the in-situ measurements. Based on the advice from the VM
application, the central controller may request additional metrology events from the AM
machine through the DIOI. As additional metrology is requested by the decision maker,
the request is sent to the proprietary controller of the machine, through the DIOI and a
Stop deposition & L2Lmetrology event in Fig. 5.2 is triggered at the end of the layer in
progress. The metrology event is performed using the IoT sensors and the data is pushed
to the central controller through the DIOI. Implementing these examples using the SDC
framework will enable a systematic decision making and anomaly detection system for
AM-Fleets in industry.
5.2 Run-Time Scheduling for Spatially Distributed Systems
Section 5.1 presents a scalable centralized control framework approach for AM Fleets
as an example of spatially distributed systems. Although the architecture and the compo-
nents of the presented system-level control framework are specialized for AM Fleets, ex-
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tensions to other application domains with spatially distributed systems are possible. The
conceptual case study in Section 5.1.4 presents the high-level ideas for anomaly detection
and rescheduling in an AM Fleet. This section focuses on closed-loop control for run-time
scheduling in AM Fleets. Run-time scheduling is an essential challenge for AM Fleets as
many production orders may be customized, requiring varying levels of cost, quality, and
time. Therefore, a static schedule for an AM Fleet may not be optimal or feasible since
orders are customized and may be difficult to forecast due to the customization. Addi-
tional events such as anomalies, unexpected downtimes, and maintenance events require
rescheduling in run-time. Scheduling is often studied on an abstracted model of the un-
derlying system representing the resources, connectivity, and cost metrics. This section
presents a general discrete event model class for scheduling applications. Furthermore, we
present how the digital twins of the AM Fleet may be utilized to provide a run-time model
of the AM Fleet for closed-loop scheduling control. The presented approach illustrates a
case where production constraints and efficiency of the AM Fleet are ensured by the pro-
posed controller considering the run-time information and models provided by the digital
twins. The main contribution of this chapter is a system-level centralized control frame-
work that employs novel control and analysis methods for run-time closed-loop scheduling
control and knowledge transfer/reuse in AM Fleets (C3). The specific contributions of this
section in the context of the main contribution C3 are provided at the end of the next sub-
section, following an introductory discussion about the research question. The outline of
the section is as follows. Subsection 5.2.1 introduces the research question and provides
the specific contributions. Subsection 5.2.2 introduces a timed-automata modeling formal-
ism. Subsection 5.2.3 formulates the control problem, which is then implemented utilizing
the format in Subsection 5.2.4. Subsection 5.2.5 illustrates an AM Fleet scheduling case
study to demonstrate the use of the proposed controller within the SDC-AM framework.
The contents of the rest of this section are from the co-authored work published in [10].
5.2.1 Model Predictive Control of Priced Timed Automata Encoded with First-Order
Logic
Discrete event system modeling is often used to create abstract models and behavior
specifications for complex real-world systems, enabling rigorous verification of specifica-
tion satisfaction [132, 196]. Timed automata are a common example of such a framework
in which the system states include not only a discrete location, but also the continuous val-
ues of a set of clocks [5]. Linear priced timed automata (PTA) are an extension of timed
automata, featuring a cost function wherein each discrete location is associated with a lin-
ear cost rate, and each edge is associated with a cost increment [115]. The cost function
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enables cost-optimal reachability analysis (CORA), i.e. the optimization of path planning
with respect to criteria other than the quantity of discrete transitions or elapsed time. These
automata have become widely used because they are intuitive to design and interpret [5],
highly descriptive and flexible [161], and are supported by particularly mature and well-
maintained formal verification tools [24, 161].
Most implementations adopt an open-loop approach to controlling systems modeled
with PTA, meaning CORA is performed offline and the resultant sequence of planned ac-
tions is executed over time. While this approach has proven effective in many situations,
it is limited in that it is not robust to disturbances, i.e. uncontrolled changes in the system
that occur during execution of the planned path. Disturbances are an important practical
concern in scheduling problems, and failure to address them may increase the cost of a
plan or render it infeasible. For example, in a manufacturing system, damage to a tool
may increase its energy consumption or make it unavailable at the time of planned use.
Similarly a problem in an AM machine may require the product to be rescheduled to other
machines in the fleet, or a problem on a downstream machine may render the previously
calculated schedules infeasible. To address this gap, this work introduces the concept of
model predictive control (MPC) using PTA.
MPC is a closed-loop control strategy that performs repeated optimal control over
time, enabling it to account for disturbances. Because MPC intrinsically makes use of
optimization-based planning, it is a natural closed-loop extension of open-loop optimization-
based PTA control. Most of the existing works on MPC for discrete event systems focus on
systems represented using max-plus algebra [56, 57]. These systems handle the synchro-
nization of predefined events, and are incapable of modeling the ability to choose between
multiple events that accomplish the same goal. The controllers operate over multiple itera-
tions of a repetitive process, seeking to improve the performance of subsequent trials rather
than mitigating the effect of unforeseen time-domain disturbances within the current trial.
There has also been work on time-domain MPC for deterministic hybrid systems [28,187],
which have more extensive continuous dynamics than PTA. While the theory of MPC for
hybrid systems is mature, the structures of the hybrid automata used for MPC are sig-
nificantly different from PTA, making direct application of hybrid system MPC tools in-
feasible. In short, the current literature provides no application of MPC to discrete event
systems that (1) can be used with PTA to improve the robustness of CORA-based solutions
to unforeseen time-domain disturbances, and (2) is able to compute optimal control actions
based on constraint feasibility, without the need to iterate on repetitive tasks.
The solvers used in the above prior works share one important capability that is ab-
sent from contemporary CORA, namely, constraint softening. A soft constraint is one that
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may be violated in exchange for an additive penalty in the cost function of an optimiza-
tion problem. This is advantageous for planning and scheduling because the constraints
in these problems often represent objectives or nominal conditions rather than inviolable
physical laws. Violations of these constraints can thus represent compromise or emergency
solutions. By representing violations as cost penalties, constraint softening enables the
consideration of contingency solutions without complicating the PTA’s structure.
To allow the softening of constraints in PTA MPC, this section utilizes a method modi-
fied from the existing literature to translate the automaton structure and CORA problem to
a set of first-order logic (FOL) constraints, enabling the adoption of an optimization mod-
ulo theories (OMT) solver that easily admits constraint softening. While this is not the first
translation of PTA/CORA into FOL [7,30], to the best of our knowledge it is the first work
to harness the FOL framework for constraint softening. Additionally, the FOL translation
scheme provided in this section is efficient in the sense that it enables the proposed MPC
controller to optimize over only the discrete transitions of a PTA rather than encoding all
possible delay and discrete transitions as proposed in [7, 30].
The main contribution of this chapter is a system-level centralized control framework
that employs novel control and analysis methods for run-time closed-loop scheduling con-
trol and knowledge transfer/reuse in AM Fleets (C3). Within this main contribution, this
section focuses on the development of novel closed-loop controllers for run-time schedul-
ing control. The specific contributions of this section are [10]
(C3-4) A model predictive control framework for PTA to increase robustness to distur-
bances.
(C3-5) The application of constraint softening to CORA to increase the feasible solution
set to path planning problems without increasing model complexity.
(C3-6) A modified FOL representation of PTA based on previous work in [7,30] for facil-
itating the execution of MPC and constraint softening via an OMT solver.
The solver is integrated into a simulation implementation of MPC on a PTA model of an
AM Fleet scheduling scenario, where we simulate a case with the decision-maker of SDC-
AM utilizing the proposed controller for closed-loop production scheduling in the fleet.
5.2.2 Priced Timed Automata
5.2.2.1 Definition of Priced Timed Automata
This section gives both an intuitive explanation and formal definition of PTA, based
on [26]. A PTA is composed of a set of locations, Q, connected by a set of edges, E. Each
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edge is labeled with an event, σ ∈ Σ. A PTA also has clocks represented by the elements
of c ∈ C = Rnc≥0 , where R≥0 is the set of real numbers greater than or equal to zero and nc
is the number of clocks in the system. All clocks have the same constant, positive growth
rate and an initial value of zero.
A finite set of Boolean indicator functions of clock values, B(C), represents the con-
straints. For example, the Boolean indicator function Ici≤a(c) ∈ B(C) evaluates to true if
and only if the value of the ith element of c is less than or equal to a. Each element of B(C)
is either an invariant for a location, which must evaluate to true for the system to occupy
the location, or a guard on an edge, which must evaluate to true to traverse an edge. Reset
maps on edges set clocks to predetermined values when the edge is traversed.
Additionally, a PTA has costs on locations and edges. Costs on edges are discrete
increments added to the total running cost when the edge is traversed, while the locations
have cost rates, and steadily accumulate cost over time.
Definition 5.1 (Priced Timed Automata). A PTA A is defined as an 8-tuple
A = (Q,C,Σ, E, I, R, P, q0), where
• Q = {q0, q1, ..., qnq} is a finite set of locations
• C = c0 × c1 × ...× cnc = Rnc≥0 is the clock state space
• Σ = {σ0, σ1, ..., σnσ} is a finite set of events
• E ⊆ Q× B(C)× Σ×Q is a finite set of edges
• I : Q→ B(C) is the invariant operator
• R : E × C → C is the reset operator
• P : Q ∪ E → [0,∞) maps locations and edges to costs
• q0 ∈ Q is the initial location
Note that guards are embedded in the edge definition, with the second element of the
edge 4-tuple being the guard.
5.2.2.2 Transitions and Paths on PTA
A transition is a formal description of a change in the system state, the transition type,
and the price of the change. Transitions are notated as
(qi, ci)
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Figure 5.4: A PTA with a path of total cost 5, ᾱ, indicated in bold. x is the global clock and
y is the local clock. Example costs (e.g. P (q0) = 1), invariants (e.g. x ≤ 3),
guards (e.g. y ≥ 2, x ≥ 2), and resets (e.g. y := 0) are labeled.
where i and i + 1 indicate the pre- and post-transition system state, p is the price of the
transition, and v is the method of the transition, which depends on the transition type. There
are two types of transitions, discrete transitions (changes in location) and delay transitions
(changes in clock values).
Definition 5.2 (Discrete Transitions). A transition (5.1) is a discrete transition if: the PTA
contains e = (qi, g, σ, qi+1) ∈ E, the guard is satisfied ci |= g, v = σ, ci+1 = R(e, ci), and
p = P (e). We say a discrete transition is taken when an edge in the PTA is traversed.
Note that |= is used to indicate that the condition on the left side satisfies the condition on
the right side.
Definition 5.3 (Delay Transitions). A transition (5.1) is a delay transition if: qi = qi+1,
v is a duration of time d, ci+1 = ci + d, both ci and ci+1 satisfy the invariant I(qi), and
p = P (qi)d.
Definition 5.4 (Path). A path α on a PTA is a sequence of discrete and delay transitions in
which the post-transition state of each transition is equal to the pre-transition state of the




v1−→p1 (q1, c1), (q1, c1)
v2−→p2 (q2, c2), · · ·
〉
(5.2)




Remark 5.5. The work in [25] has proven that determining a path of cost infinitesimally
close (quantized by computer hardware in practice) to the infimum cost of reaching a par-
ticular location on a PTA is decidable.
Fig. 5.4 shows an example of a path. In this figure, the global clock, x, keeps track of
the time from the initial transition. The local clock, y, keeps track of the time spent at each
location by resetting to 0 upon each discrete transition. The path illustrated on the figure,
ᾱ, consists of four transitions: a delay, a discrete transition, a second delay, and a second
discrete transition.
5.2.2.3 Priced Timed Automata Assumptions
The following assumptions on PTA models are used for developing the controller pro-
posed In this chapter:
Assumption 5.6. The PTA is deterministic, meaning
1. all transitions are controllable, i.e. the controller decides when to take a discrete or
delay transition, and
2. for each q ∈ Q, there can be at most one edge leaving q that has a particular event σ
Assumption 5.7. The graph of the PTA is simple. A simple graph does not have any self-
edges or multi-edges. A self-edge connects a location to itself. Multi-edges are edges that
have the same starting and ending locations.
Assumption 5.8. The PTA has at least two clocks: a local and a global clock. The local
clock represents the time spent at the current location, i.e. every edge in the PTA has a
reset map that sets the local clock to 0. The global clock represents the time elapsed since
the system’s initialization, i.e. no edges reset the global clock.
A similar clock structure is found in [7] and provides a formal structure for the control
problem in later sections. Furthermore, although additional clocks can be defined, the two
clock structure will be analyzed In this chapter for simplicity.
Assumption 5.9. The graph of the PTA is acyclic. There is no possible way to start from
one location and, by following the edges in the graph, end at the same location.
This assumption is adopted to ensure unique clock valuations. The loop back index
is proposed in [7] for cyclic graphs. We employ acyclic graphs for simplifying our MPC
formulation, noting that cyclic graphs can be efficiently “flattened” for a given horizon
length [140]. As a result of Assumption 5.9 and Assumption 5.7, underlying graph struc-
tures of the PTA In this chapter are directed acyclic graphs (DAG).
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Assumption 5.10. A disturbance in the system is defined as a change to a clock constraint
(i.e. altering, removing, or adding a Boolean indicator function in B(C)) or a change to
the cost function P of the PTA.
PTA models with these assumptions can be used for control of a number of real-world
systems, such as the manufacturing system example described in [111].
5.2.3 Model Predictive Control Using PTA
5.2.3.1 Optimal Control Problem for PTA
The control objective for a system modeled by a PTA may be determined in part
by a string (i.e., a sequence of events) called a spec. Let the spec be represented as
Σd = 〈σd1 , σd2 , · · · , σdNd〉. In this case, the optimal control problem is to find a sequence of
transitions V = 〈v1, v2, · · · , viN 〉, such that the resultant path has minimum cost and con-
tains (but is not limited to) the events in Σd in order. Hence, the optimal control problem
on a PTA, A, can be posed as
V ∗ = argmin
V
cost(α) (5.3a)
subject to: α ∈ L(A) (5.3b)
vi1 = σ
d




i1 < i2, ..., iN−1 < iN (5.3d)
whereL(A) is the set of feasible paths onA. Constraint (5.3b) is equivalent to enforcing all
of the constraints dictated by definitions 5.2-5.4. Constraint (5.3c) ensures that V ∗ contains
all of the events in Σd and constraint (5.3d) ensures that these events occur in the order
specified by Σd.
Note the path in Fig. 5.4, ᾱ, results from the solution to the optimal control problem
(5.3) with the desired event Σd={σ3}.
5.2.3.2 Model Predictive Control with PTA
The central principle of MPC is the repeated solution of an optimal control problem
over a receding horizon. Because MPC performs optimizations repeatedly, requiring every
optimization to find a path satisfying all future events may not be efficient. The PTA-MPC
strategy finds a path of minimum cost on a PTA such that only a sub-spec of Σd is executed.
The sub-spec of desired events is defined as D = 〈σdj , σdj+1, · · · , σdj+Nspec−1〉, where j is
the index of the first remaining desired event yet to be executed and Nspec is the number
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j , ..., viN = σ
d
j+Nspec−1 (5.4)
The value of Nspec is defined as the spec horizon, which is a tuning parameter that affects
feasibility of the solution of the optimal control problem for PTA-MPC. A discussion on
computing lower-bounds for Nspec is provided in Section 5.2.4.3.
When a sequence of transitions is obtained from the solution to the PTA-MPC opti-
mal control problem, only the first transition is executed. The PTA is then updated based
on measured information. Specifically, A is modified to reflect any disturbances (see As-
sumption 5.10) that may have occurred since the preceding optimization. Additionally, if a
desired event was executed, it is removed from D and, if Σd has more than j + Nspec − 1
events, the j + Nspec event is appended to D. With the updated model and sub-spec, (5.3)
is solved again and another transition is executed. Thus, the total path ultimately executed
by the controller accounts for disturbances.
5.2.3.3 Soft Constraints for PTA
During system modeling, the inclusion of soft constraints allows for penalized con-
straint violations. For a PTA A, relaxing guards and invariants by constraint softening
allows for more flexibility in the timing occurrence of events. Note that this work only
addresses the softening of clock constraints.
This set of softened clock constraints is a subset of the Boolean clock constraints, S ⊆
B(C). To soften the guard and invariant constraints in the MPC-PTA problem, (5.3) must
be modified. Specifically, (5.3b) is adapted by adding slack variables to constraints in S.
A softened constraint is formulated as Ics≤a+γs(c), where cs is the clock value associated
with the soft constraint and γs is the corresponding slack variable. (5.3a) is modified to
include penalties on slack variables as:






where fp is a penalty function, Γs is a constant that represents the cost penalty on the
sth slack variable, and |S| is the number of soft constraints. By solving this new optimal
control problem, a control action might be obtained even if there are no paths in L(A) that
satisfy (5.3c) and (5.3d).
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5.2.3.4 Solving the MPC Problem for PTA
The optimization problem (5.3) can be solved via CORA [25], which traditionally uses
a branch-and-bound algorithm detailed in [26] and implemented in the UPPAAL CORA
software [23]. However, there has been no development of tools for closed-loop exten-
sions of CORA needed to implement the proposed MPC framework. Additionally, existing
CORA algorithms do not admit constraint violations. To solve the MPC problem with
soft constraints, we leverage an optimization modulo theories (OMT) solver. OMT is a
branch of satisfiability modulo theories (SMT) with cost functions that readily admit con-
straint softening [31]. However, OMT operates exclusively over first-order logic (FOL)
constraints.
A number of works have encoded dynamical systems with propositional logic and have
used model checking software to obtain feasible and optimal solutions to their problems
[7, 28, 30, 89, 92, 165]. Several have developed frameworks that use SMT solvers to solve
an optimization problem over a PTA [7, 30]. To solve the MPC problem posed in (5.3), we
leverage these works to reformulate the optimal control problem in FOL and analyze the
recursive feasibility of the MPC problem.
5.2.4 First-order Logic Problem Representation
This section expresses the optimal control problem in FOL and analyzes the recursive
feasibility of the MPC problem.
5.2.4.1 Representation of the PTA in First-Order Logic
To encode the underlying timed-automata of the PTA, we employ an encoding similar
to the one in [7, 30], with several changes. We employ an event-driven encoding scheme
that evaluates the clock valuations val(c) only when a discrete transition is taken. The
clock valuations are expressed as val(c) = [cl(q0), cg(q0), . . . , cl(qnq), cg(qnq)]T , where
cl(q
j) represents the local clock valuation and cg(qj) represents the global clock valuation
at the location qj . The local clock is reset after each discrete transition (similar to the
“offset” variable in [7]) and the global clock is never reset to denote the time since the
beginning of a path (similar to the “absolute time” variable in [7]). Therefore, we can pose




m))⇔ ej , where ej is the edge from qm to qi. Further information
on evaluating all such constraints for a PTA can be found in [9].
For notational convenience, we denote the input transition matrix Bin , max(A, 0),
where A ∈ {−1, 0, 1}nq×ne is the incidence matrix of A, max(·, 0) is a function com-
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puted element-wise for each element of the first argument, , denotes a definition for
the left-hand side, and ne = |E| where | · | is cardinality. Similarly, we define Ã ,
max(−ATBin, 0). Additionally, we compactly notate a “multiple exclusive or” Boolean
constraint as mXor(a,b) , aTb == 1, where a and b are binary column vectors of
equal length. Finally, a first-order logic MPC horizon, Nmpc, is defined as the length of
the horizon for the MPC formulation. The decision variables of the first-order logic MPC
are the discrete transitions of a path on a PTA. Thus, the sequence of discrete transitions
U = 〈u1, . . . , uNmpc〉 denotes the decision variables for the first-order logic MPC problem
where ui ∈ Bne .
5.2.4.2 Optimal Control Problem in First-Order Logic
The PTA-MPC problem, represented by (5.3) with constraint (5.4) in place of (5.3c),
can be formulated in first-order logic utilizing the first-order constraints developed in the
previous section. The optimal solution should satisfy all of the desired events in the sub-
spec σd ∈ D, in sequential order. A sequential satisfaction constraint is given by con-
straints (5.3d) and (5.4) for the optimal control problem. To translate constraints (5.3d) and
(5.4), the following predicate proposition on U is introduced:
ϕ(D,n) = ∀j < |D| and ∀i s.t. ui |= σdj ,∃` s.t. i < ` ≤ n and u` |= σdj+1 (5.6)
ϕ(D,n) denotes that for the next n discrete transitions in which ui ∈ U satisfies one of
the desired events σdj ∈ D, there exists a future discrete transition u` that satisfies the next
desired event σdj+1 ∈ D, provided that σdj is not the last desired property inD. Let p ∈ R2nq
be a vector of costs for the clock valuations. r ∈ R2nq is defined as a vector with the clock
valuations and their associated costs; formally as r = p ◦ val(c), where ◦ is the Hadamard










subject to: qk ← Binuk, k = 1, . . . , Nmpc (5.7b)
uk |= mXor(ωk, uk), k = 1, . . . , Nmpc (5.7c)
ωk+1 = Ãuk, k = 1, . . . , Nmpc (5.7d)
q0 = q̄0, ω0 = ω̄0 (5.7e)
U |= ϕ(D,Nmpc) (5.7f)
Ψ val(c) ≤ t + γ, (5.7g)
val(c) |= G ∧ C, val(c) ≥ 0 (5.7h)
where, q̄0 denotes the initial state (location), Ψ ∈ Rη×2nq , t ∈ Rη with η is the number of
invariant constraints, ω̄0 denotes a vector of the initial available transitions, γ ∈ Rη≥0 is a
vector of slack variables, and Γ ∈ Rη≥0 is a vector with constraint violation penalties. Con-
straints (5.7b)-(5.7e) encode the graph structure of the PTA and constraints (5.7f)-(5.7h)
encode path-related constraints. Additionally, G and C denote the guard conditions and
clock (local and global) constraints, respectively. Further details on the computation of G
and C can be found in Appendix B and [9].
The MPC problem in (5.7) outlines the first-order logic problem to be solved to find the
optimal control sequence U∗ = 〈u∗1, . . . , u∗Nmpc〉 and val(c)
∗.
The slack variables and constraint violation penalty in (5.7) allow the softening of con-
straints. Let S ⊆ B(C) denote a set of constraints to be softened. Then, γ is formed as a
vector with individual slack variables corresponding to the constraints in S and zeros else-
where. Additionally, Γ is formed as a vector with a positive integer cost associated with
each slack variable in γ. Note that by softening some of the constraints in B(C), it may
be necessary to add new constraints to limit the behavior of soft constraints. An in depth
analysis of such treatments for efficient relaxation schemes is left for future work.
5.2.4.3 Recursive feasibility
To ensure recursive feasibility of the MPC problem in (5.7), lower-bounds on the spec
horizon, Nspec, and MPC horizon, Nmpc, must be established. The spec horizon is the
cardinality of D⊆Σd in (5.6) and indicates the number of sequential desired events to be
satisfied by the controller in (5.7). If the spec horizon Nspec is too small, the MPC optimal
path may lead to locations where the satisfaction of the entire set of desired specs, Σd, is
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not possible. Therefore the choice of Nspec must ensure recursive feasibility of the MPC
given in (5.7).
Definition 5.11 (Recursively Feasible Spec Horizon). Consider a PTA with the assump-
tions given in Section 5.2.2.3 and the spec Σd = 〈σd1 , . . . , σdNd〉. A spec horizon Nspec is
said to be recursively feasible if for all sub-specs D ⊆ Σd with D = 〈σdj , . . . , σdj+Nspec−1〉:
1. There exists a control input U = 〈u0, . . . , un0〉 such that U |= ϕ(D,n0), where ϕ(·, ·) is
given by (5.6) and
2. As σdj ∈ D is satisfied, there exists a new control input U ′ = 〈u′0, . . . , u′n′0〉 such that
U ′ |= ϕ′(D′, n′0), where ϕ′ is evaluated for all subsequent updated
D′ ← 〈σdj+1, . . . , σdj+Nspec〉 until all events in Σ
d are satisfied.
The lower bound on the recursively feasible spec horizon, denoted by N̂spec, is defined
as the least number of events that should be considered in D, such that feasibility of the
first-order logic (FOL) PTA-MPC problem in (5.7) implies feasibility of satisfying all the
events in Σd. From this definition, it is clear that N̂spec ≤ |Σd|.
Lemma 5.12. If a spec horizon h is chosen as N̂spec ≤ h ≤ |Σd|, then the FOL PTA-MPC
problem given in (5.7) with sufficiently large Nmpc is guaranteed to satisfy all events in Σd.
Proof. Suppose the statement is false. Then, as some desired event σdi ∈ D is satisfied (by
the execution of the corresponding discrete transition of the PTA), there exists a desired
event σdj ∈ Σd, j > i, such that there does not exist a control input U that could satisfy the
sub-spec D′ 3 σdj . In other words, there exists a desired event σdj that cannot be reached
from the current location and clock valuations of the PTA. This results in a contradiction
with the definition of N̂spec. Therefore the statement must be true.
Remark 5.13. Since N̂spec ≤ |Σd| holds trivially, the spec horizon Nspec can always be
chosen as |Σd|. In the cases where N̂spec < |Σd|, smaller spec horizons may be chosen to
reduce the computational cost of the FOL PTA-MPC problem in (5.7).
Similarly, a lower bound on Nmpc to ensure recursive feasibility of the FOL PTA-MPC
problem in (5.7) is defined as the smallest MPC horizon length for a given spec horizon
length Nspec such that the constraints Eqs. (5.7b)-(5.7h) can be satisfied. Note that the
lower-bound on Nspec and Nmpc may be different since multiple discrete transitions may
need to take place to satisfy a single event σdi ∈ D.
Algorithm 2 summarizes the hierarchical MPC structure proposed In this chapter to
ensure recursive feasibility along the spec and the MPC horizons. First, a satisfiability
solver is used to check if the original set of constraints with all of the events in Σd are
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Algorithm 2 Proposed MPC structure
1: Given: A = (Q,C,Σ, E, I, R, P, q0) and Σd
2: Initialize: Nspec ← |Σd|, D ← Σd, N ′mpc ← |E|, qk ← q0
3: (i) Check SAT for Eqs. (5.7b-5.7h)
4: if (i) is SAT then
5: N̂spec ← lower-bound of Nspec, given N ′mpc, such that (5.7) is recursively feasible,
found by search
6: Nspec ← N̂spec, D ← 〈σd1 , . . . , σdN̂spec〉
7: N̂mpc ← lower-bound on Nmpc, given Nspec = N̂spec, such that (5.7) is recursively
feasible, found by search
8: Choose horizons s.t.Nmpc≥N̂mpcandNspec≥N̂spec




13: while not all specs in Σd are SAT do
14: (U∗, val(c)∗)← The solution of (Eq. (5.7))
15: Execute delay transition of duration cl(qk)∗ ∈ val(c)∗
16: Execute the discrete transition u∗1 ∈ U∗
17: qk ← Binu∗1
18: if a spec σdj ∈ D is SAT then






satisfiable (SAT). Nmpc = |E| is taken as a large enough horizon for the satisfiability
problem in step (i). If (i) is unsatisfiable, the algorithm terminates and returns UNSAT.
Since |E| may be very large, a smaller feasible horizon length for Nmpc may be evaluated
for line 5 in Algorithm 2, by using longest path algorithms such as the ones given in [53]
(Ch. 4,6) to find the longest path in the underlying DAG starting from the initial location
q0. Therefore ∃N ′mpc ≤ |E| to satisfy all events in Σd, given that (i) is SAT. The next step
is finding the lower-bound N̂spec that ensures recursive feasibility with the MPC horizon
taken as N ′mpc, using a search algorithm, such as linear search or binary search.
Proposition 5.14. Consider a PTA with the assumptions given in Section 5.2.2.3. If a
sequence of discrete transitions Ũ = 〈ũ1, . . . , ũn1〉 is the minimal sequence of discrete
transitions that satisfies all the events in a spec Σd, (i.e. Ũ |= Σd), there exists another
sequence of discrete transitions Ū = 〈ū1, . . . , ūn2〉 with n2≤n1 that satisfies the sub-spec
D̄ ⊂ Σd.
Proof. The following constructive proof is given for Proposition 5.14. For n2 = n1, Ū |=
D̄ follows immediately by choosing Ū = Ũ and noting that D̄ ⊂ Σd. For the situation with
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strict inequality n2 < n1, again let D̄ ⊂ Σd. Then ∃σdm ∈ Σd such that σdm /∈ D̄. Since
Ũ |= Σd, ∃ũi ∈ Ũ , ũi |= σdm. Combining the last two conditions and noting that a discrete
transition ũi satisfies a unique event, results in (Ũ \ ũi) |= D̄. Thus, choosing Ū = Ũ \ ũi,
the result Ū |= D̄ is obtained with |Ū | < |Ũ |, where | · | is the length of a sequence.
It is straightforward to show that N ′mpc ≥ |Ũ |, where Ũ is the minimal sequence of
discrete transitions that give Ũ |= Σd. Thus, by Proposition 5.14 the search for N̂spec given
that Nmpc = N ′mpc is always feasible for all D ⊂ Σd. Next, a lower-bound of Nmpc for the
recursive feasibility of (5.7) given that Nspec = N̂spec (and D ← 〈σd1 , . . . , σdN̂spec〉) is found
by utilizing a search algorithm. The spec and MPC horizons are chosen as greater than or
equal to the respective lower-bounds N̂spec and N̂mpc and the correspondingD is evaluated.
The proposed MPC is run with the choices of Nspec, Nmpc, and D until all the events in
Σd are satisfied. Each MPC loop consists of solving the PTA-MPC problem in (5.7). The
optimal solution (U∗, val(c)∗) of (5.7) is used for evaluating the optimal delay transition at
the current location as cl(qk)∗ ∈ val(c)∗ and the optimal discrete transition as u∗1 ∈ U∗. As
an event in D is satisfied, the satisfied event is excluded from D and the next event from
Σd is appended to D.
Theorem 5.15. The MPC structure in Algorithm 2 for the PTA-MPC problem in (5.7), with
no disturbance and Nspec and Nmpc chosen according to Algorithm 2, will either satisfy all
the events in Σd in order or return UNSAT if the PTA-MPC problem is unsatisfiable.
Proof. Algorithm 2 evaluates the appropriate horizons Nspec and Nmpc to ensure recursive
feasibility on both horizons. Recursive feasibility ensures that the optimization will satisfy
the next Nspec desired events until all the desired events in Σd are satisfied. This is shown
by Lemma 5.12. Checking the satisfiability of (5.7) ensures that the desired events within
the horizon D are satisfied in order (order is encoded by constraint (5.7f)). Therefore,
the controller satisfies all the desired events in the given spec Σd. In the case where the
PTA-MPC problem is unsatisfiable, Algorithm 2 returns UNSAT.
Remark 5.16. The lower-bounds N̂spec and N̂mpc are computed offline for a given PTA in
Algorithm 2. The computational cost is related to the complexity of the employed search
algorithm. Note that SMT solving is utilized in the search rather than OMT, which has a
significantly reduced computational cost since OMT employs solutions to a series of SMT
problems to evaluate an optimal solution [31].
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5.2.4.4 First-Order Logic to Original Optimal Control Problem
The solution to (5.7) consists of U∗, the sequence of discrete transitions, and val(c)∗,
the clock valuations for all of the states. An optimal path, α∗, is evaluated for the PTA
using U∗, val(c)∗, and the initial state q̄0. The initial delay transition is evaluated by noting
that the path starts at time 0 and stays at the initial state for the time in the local clock
valuation, val(cl(q̄0))∗. The following discrete transition is evaluated by obtaining the first
transition in U∗ and noting that the time of the transition is at val(cl(q̄0))∗. Subsequent
delay and discrete transitions of the path are evaluated until all of the transitions in U∗ have
been taken.
5.2.5 AM Fleet Example
In this subsection, the proposed MPC controller is demonstrated using a PTA model for
customized part scheduling within an AM Fleet. In this setting, we assume that a certain
production job needs to be scheduled within the AM Fleet to be printed, post processed,
and delivered to an output buffer for delivery. The central controller from Section 5.1 is
assumed to be in place as the central controller for the AM Fleet. Then, using the digital
twins such as the ones presented in Section 5.1, the central controller efficiently analyzes
the availability of resources in the AM Fleet. Note that since many of the machines may
be unavailable for the rescheduling taking place, the PTA model created by the SDC-AM
central controller will span a subset of the resources in the AM Fleet. We have the proposed
MPC controller implemented in the decision maker in the central controller of SDC-AM
as a core capability of the decision maker. Due to the availability of the digital twins and
run-time data available to the central controller and the decision maker, the PTA model
is updated in run-time. The availability of run-time observations through the digital-twins
combined with the receding horizon nature of the proposed controller enables robustness to
disturbances when compared to static models as we demonstrate in this case study example.
An alternate method in the absence of the SDC-AM and digital twins of the resources
in the AM Fleet is to synthesize a representation of the AM-Fleet as a PTA and generate an
optimal schedule based on the given model to be executed as a production plan. However,
once a path is planned, this method does not have any means to counteract disturbances
that may arise during the plan’s execution. We demonstrate how this approach may lead
to infeasibility and unexpected disruptions in the production and illustrate the utility of the
proposed controller in conjunction with the system-level control architecture (SDC-AM)
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Figure 5.5: PTA graph used for the case study. Locations are shown with circles (qi) and
discrete transitions are shown with edges (ei). Details about clock valuation
constraints and delay transitions prices are shown below the graph.
The PTA model for the rescheduling problem consisting of two AM machines, a post
processing station, a target location (“buffer”) for processed products, and autonomous
ground vehicles (AGVs) for transporting products around the AM Fleet (e.g., between the
machine and the post process stations). The production goal is for a product to be printed,
post-processed, and delivered to the target buffer. The system topology is given as a PTA
in Fig. 5.5, and location descriptions are given in Table 5.1. The product to be resched-
uled enters the starting queue where the decision maker runs the proposed controller to
determine the next action for the product. Note that an AM product is initially a design file,
which is converted into machine instructions that processed based on product specifications
and the specific machine setup, modeled by the design preprocessing location in Table 5.1.
The preprocessed design enters the queue of the respective AM machine AM1 or AM2,
and waits at the exit buffer after the print. AVG1 takes the printed parts to the post process
station, which is then taken by either AGV2 or AGV3 to the target buffer. Guards on local
clocks define the duration a process requires, and guards on global clocks represent the time
at which a resource becomes available. Costs are used to represent the energy consumption
of a manufacturing resource (with arbitrary unit for the conceptual example). The unit for
time is considered as simulation ticks so that the resulting clock valuation times may be
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Table 5.1: List of the locations in the PTA model given in Fig. 5.5
q0 Starting queue q2, q5 Queue for AM1, AM2
q1 Design preprocessing q4, q7 Exit buffer for AM1, AM2
q3, q6 AM1 and AM2 q8, q9 Transit path 1 and 2 for AGV 1
q10 Post process q11 In transit (AGV 3)
q12 In transit (AGV 2) q13 Target buffer
translated into real-life examples by defining the time-length of a single simulation tick.
Note that this is not a restricting consideration since the time-length of a simulation tick
may be defined arbitrarily small.
This illustrative case study has been modified from the one presented in our work [10],
where instead of an AM Fleet, an agent-based manufacturing system control example is
presented. Here we modify the physical system that is represented by the model in Fig. 5.5
and situate it in the context of the SDC-AM controller given in Section 5.1. Accordingly,
we modify the resources presented in the manufacturing system to represent an AM Fleet,
and focus on the availability of the model information to the SDC-AM controller through
the digital twins of the resources in the fleet. The simulation results presented in the rest of
this section are thus the same as those presented in [10], with the discussions modified to
represent the AM Fleet and its resources wherever necessary.
5.2.5.1 Simulation Setup
Three simulation trials are to be performed on the manufacturing system model:
(S1) Open-loop optimal controller proposed in [110]
(S2) Proposed MPC with all hard constraints
(S3) Proposed MPC with allowable constraint violations
All simulations consist of finding solutions to the optimization problem in (5.3) for the PTA
in Fig. 5.5. Solutions to (5.7) for (S2) and (S3) are computed with a customized PTA MPC
solver. The customized solver uses the Z3 OMT solver [31] implemented in python (with
Z3Py library) to compute the optimization in (5.7). All simulations are run on a desktop
PC with Intel® Core™ i7-6700 CPU.
The open-loop optimal control problem in (S1) consists of a single computation of the
optimization solution based on the system model known at time zero (i.e. not including
disturbance information). The MPC simulations (S2) and (S3) are conducted according to
Algorithm 2. At each execution, the central controller utilizes the digital twins to update the
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Table 5.2: The parameters (horizons, slack variable values, deadline enforcement) and re-
sults (statistics for computation time to solve the MPC problem and clock value
for accomplished spec) for the three different simulation trials (S1, S2, and S3).
Simulation Horizon Slacks at End Deadline Enforced Computation Time Label SAT cg(·)
# Nspec Nmpc γ1 γ2 cg(q13) ≤ 23 µt [ms] σt [ms] σd1 σd2
(S1) — — — — N/A 22.9 2.6 cg(q4) = 17 cg(q13) = 26
(S2)
1 4 — — N/A 24.5 8.4 cg(q7) = 12 cg(q13) = 31
1 6 — — N/A 43.4 12.8 cg(q4) = 17 cg(q13) = 24
2 8 — — N/A 51.7 14.3 cg(q4) = 17 cg(q13) = 24
(S3)
1 6 0 1 3 87.8 16.2 cg(q
4) = 17 cg(q
13) = 23
2 8 0 1 3 112.5 39.6 cg(q
4) = 17 cg(q
13) = 23
PTA with an up-to-date representation of the system, accounting for disturbances that may
have occurred, which in turn enables the controller to react to the changes and disturbances
occurring in the AM Fleet as presented below.
All simulations are subject to a disturbance, which is given by the guard in Fig. 5.5,
and represents a non-catastrophic failure in AGV3 (q11). This failure allows the AGV to
continue, but at a slower travel speed. The desired string of events Σd is defined as 〈σd1 , σd2〉.
σd1 represents machining completion and is associated with edges e
8 and e9. σd2 represents
arrival at the target buffer and is associated with edges e16 and e17. Quality checking after
the machining process is completed at q10.
A new hard constraint is introduced for the third simulation (S3), cg(q13) ≤ 23. To
restore satisfiability, the constraints on AGV3 (cl(q11)) and AGV2 (cl(q12)) are softened
with new costs γ1= 60 and γ2= 40. These constraint violation costs are set propor-
tional to nominal state costs to preserve modeling of AGV3 as more costly to operate
than AGV2. Additionally, the hard constraints cl(q11) > d(q10, q13)/max(spdAGV3) and
cl(q
12) > d(q10, q13)/max(spdAGV2) are added, where d(q
10, q13) is the distance between
the quality check station and the target buffer and max(spdAGV ) represents the maximum
speed of an AGV. This softening represents a scenario in which the constraints indicate
the maximum sustainable AGV speed, and constraint violation represents operating AGVs
at a higher speed that may be feasible only for short durations and risks increased battery
degradation. Note that the constraints, costs, and constraint violations can be mapped to
various manufacturing metrics, such as energy or material cost [111].
The proposed PTA-MPC is tested with multiple recursively feasible optimization hori-
zons (Nspec and Nmpc). The lower bounds on horizons are evaluated offline by following
the steps given in Algorithm 2. Three different optimization horizons are considered for
(S2) (see Table 5.2). The lower bound on the spec horizon for (S2) is evaluated as N̂spec = 1
and the corresponding lower bound for the Nmpc is evaluated as 4. The lower bound for
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the spec horizon in (S3) is N̂spec = 1 as well. However, due to the new deadline constraint
introduced in (S3), the lower bound on the Nmpc is now 6. Currently, the calculation of
the lower bounds on the horizons are performed offline and kept constant throughout the
simulation. However, future work will look to identify when re-computation of the lower
bounds for the horizon is needed.
A summary of the horizon lengths and the corresponding simulation results are pre-
sented in Table 5.2. All simulations use the same cost function to evaluate the minimum
cost optimal path in (5.7), starting from the starting buffer and ending at the target buffer.
Note that the mean and standard deviation of computation time in Table 5.2 refer to solving
a single MPC problem for (S2) and (S3). The mean and standard deviation are averaged
over the 8 MPC loops needed to reach the target buffer (q13) from start (q0).
5.2.5.2 Results and Discussion
A task graph plot illustrating the results from three simulations for comparison is given
in Fig. 5.6. The open loop controller from (S1) is compared to the MPC from simulations
(S2) and (S3) both with Nspec = 2 and Nmpc = 8. As shown in the figure, the utilization
of the closed-loop, model predictive controller improves the robustness of the system when
disturbances are captured. The primary difference between the discrete transitions taken by
the simulations is that the optimal open loop controller in (S1) chooses to take AGV3 to the
target buffer, while the MPC simulations in (S2) and (S3) take AGV2. This is because in the
nominal system, while AGV3 is more costly to operate, it is faster, yielding an overall lower
cost in the open loop controller’s plan. However, the open loop strategy does not account
for the disturbance, which occurs during the product’s machining, and causes AGV3 to
slow without reducing operating cost, therefore (S1) uses more energy and finishes later
than the MPC controllers as shown in Fig. 5.6. The MPC controller in (S2) begins with this
path planned as well. However, it is updated with the information of AGV3’s damage after
it takes the discrete transition out of the AM machine, and in its subsequent optimization
is able to modify its plan to take AGV2. This update on the modeling information is
provided by the digital twins in the central controller of the SDC-AM framework presented
in Section 5.1. By utilizing functional state information of the resources on the plant floor,
the central controller detects the failure that causes the AGV3 to operate suboptimally.
Subsequently, this information is reflected in the PTA model of the MPC controller, and the
controller is then able to react to this disturbance. This shows a clear benefit of utilizing a
closed-loop controller to improve the robustness to time-domain disturbances in the system.
The open-loop scenario in (S1) is also implemented using UPPAAL CORA to verify that












Figure 5.6: Task graph plot for each simulation, along with the energy spent in each simu-
lation, according to the nominal location cost rates. The horizon lengths Nspec
and Nmpc are 2 and 8, respectively for both (S2) and (S3).
5.2.5.3 The benefit of using soft constraints
In (S3), the MPC controller successfully meets the hard constraint of its production
deadline by violating the softened constraint cl(q12) ≥ 3, instead traversing the edge e17
while cl(q12) = 2. While the increased AGV speeds are available for short times, it is
not desirable to use the AGVs at those speeds for longer periods, thus the nominal con-
straints are set for the desired working conditions. A controller without soft constraints,
such as (S1) or (S2), would fail to identify an appropriate control action for the system (the
problem given in (5.7) would be UNSAT).
5.2.5.4 The effect of different horizon lengths
Table 5.2 presents the simulation results and the computational times for all of the sim-
ulations in the case study. For each of simulation trial, horizon lengths, values of the two
slack variables at the last MPC iteration, mean (µt) and one standard deviation (σt) of the
computational times in milliseconds, global clock valuations of the corresponding states
when the desired events in Σd are satisfied, and the inclusion of the deadline constraint are
presented in Table 5.2. The simulations (S2) and (S3) are run according to Algorithm 2
given in Section 5.2.4.3. In both simulations (S2) and (S3), the MPC loop is run 8 times to
reach the target buffer (q13) from start (q0). The open loop controller in (S1) is implemented
in UPPAAL CORA. Computational times of eight repetitions of the same open-loop op-
timization problem in (S1) are recorded using the command line interpreter of UPPAAL
CORA [23].
The MPC simulations in (S2) and (S3) have the same location trajectory with the ex-
ception of (S2) with Nspec = 1 and Nmpc = 4. Due to the short MPC horizon length in this
simulation, the MPC chooses to go to AM2 at location q6 and therefore satisfies the desired
event σd1 at cg(q
7) = 12. However, using AM2 results in a longer wait at AGV1 with the
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transit path 2, denoted by location q9 with the constraint cg(q9) ≥ 24, when compared to
the transit path 1 of AGV1, denoted by location q8. Consequently, the simulation (S2) with
Nspec = 1 and Nmpc = 4 satisfies the second desired event σd2 at cg(q
13) = 31, which
results in a sub-optimal overall trajectory. All the rest of the MPC simulations with longer
horizons are able to consider this trade-off and choose to go through AM1 at location q3
which results in a smaller incurred path cost and an optimal overall trajectory. The MPC
in (S3) utilizes the soft constraint γ2 on q12 to violate the constraint cl(q12) ≥ 3 by 1 and
meet the deadline constraint so that the part is at the target buffer (q13) at cg(q13) = 23.
The computational times in Table 5.2 show that the use of the proposed MPC scheme
without soft constraints (S2) compares well, in terms of computation time, to the use of
UPPAAL CORA without constraint violations (S1). The computational times increase
with the introduction of slack constraints for the MPC and remain approximately around
0.1 seconds for (S3). The increase in computational time due to the slack variables is an
expected outcome since the complexity of the optimization is increased.
The contributions presented so far in this chapter are summarized in the following.
Section 5.2 presents a closed-loop run-time production scheduling controller for spatially
distributed systems. We demonstrate the utility of the closed-loop controller from Sec-
tion 5.2 in the context of the SDC-AM framework presented in Section 5.1. Utilizing the
centralized view of the AM Fleet provided by the digital twins in the central controller
of SDC-AM (see Section 5.1), the decision-maker is able to generate an up-to-date PTA
model of the available resources in the AM-Fleet to then schedule production. By utilizing
the digital twins, the closed-loop controller is able to react to disturbances occurring dur-
ing the production at a system-level, while the open-loop controller without the up-to-date
information from the digital twins in run-time (during the scheduled production) fails to
meet deadline constraints and performs suboptimally.
5.3 Knowledge Transfer Application for Layer-to-Layer Spatial Con-
trol
In this section, we present another use case for the centralized SDC-AM framework. We
focus on utilizing the knowledge base in the central controller (see Fig. 5.1) to improve the
performance of the layer-to-layer controllers presented in Section 4.1. More specifically,
we present how the data stored in the knowledge base from the past prints on the same
AM resources, as well as data from other AM resources printing similar geometries, may
be utilized to improve the tracking performance of the layer-to-layer controller. This ap-
plication is enabled by utilizing proper transformation maps between the dynamics of two
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different AM processes, which are assumed to be available to the central controller within
the knowledge base. The rest of this section formally introduces the problem formulation
and provides simulation studies to illustrate the benefit of the proposed approach.
The main contribution of this chapter is a system-level centralized control framework
that employs novel control and analysis methods for run-time closed-loop scheduling con-
trol and knowledge transfer/reuse in AM Fleets. Within this main contribution, this sec-
tion focuses on the development of novel knowledge transferring controllers for improved
layer-to-layer spatial tracking performance. The specific contributions of this section are
(C3-7) A knowledge reuse formulation to utilize previous process data of the same AM
resource to improve tracking performance.
(C3-8) A preliminary knowledge transfer approach that utilizes the models of two different
AM processes to transform the measured data of one process to be used by a second
process.
5.3.1 Problem Formulation
Consider the LLSV process given by
xk+1 = Akxk +Bkuk, (5.8)
which is defined previously in Chapter III. We consider the LP-ILC controller presented
in Section 4.1. As previously discussed in Section 4.1, we approximate the gradient in-
formation either through the data gradient if we have previously encountered the spatial
dynamics in the current layer, e.g., within a layer dynamics group. The controller update
(see (4.5) and (4.8)) to track a desired spatial height reference rk utilizing the data gradient
within a single layer dynamics group is given as
uk+1 = Π
Pk+1




k+1Q(ξk+1−ηk+1) + Suk)), (5.9)
where B̄k+1 is the model of the spatial input dynamics, ξk+1 = xk+1 −Akxk = Bkuk is
the measurement information that we utilize in place of Bk+1uk since Bk = Bk+1 and
ηk = rk+1 −Akxk (see Section 4.1).
Furthermore, we utilize the model of the spatial dynamics for the switch layers between
the layer dynamics groups, where we do not have previous measurements of the spatial
dynamics corresponding to the current layer, i.e., we do not have measurement information
from previous layers sinceBk 6= Bk+1. Due to the model mismatch, switch layers have an
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increased error when compared to the layers within a layer group, as illustrated in the case
study of Section 4.1. In this section, we propose methods to improve the tracking error of
the controller for the switch layers, by utilizing measurements from either previous prints
of the same part geometry on the same AM resource, or other similar AM resources in the
AM Fleet.
It is important to note that by utilizing the models and measurement data from the past
runs of the same AM process or various AM processes in an AM fleet, we may develop
methods to improve the tracking performance at not only the switch layers but for the other
layers in the process as well. Run-to-run controller methods utilizing the data from past
runs may be developed for improved tracking performance overall. In this section, we
narrow our focus to only the switch layers as a compelling example of how past data may
improve tracking performance in an AM Fleet. Additionally, the developments focusing on
the switch layers provide us with a complementary approach to the controllers developed
in Section 4.1. The controller heuristics developed in this section are indicative of how
similar methods may be developed to improve spatial reference tracking performance and
part quality in an AM Fleet by utilizing prior measurements.
We start by considering the case where we utilize measurements from a previous print
of the same geometry on the same AM resource. Note that utilizing the knowledge base
in the central controller of the SDC-AM (see Fig. 5.1), measurement and monitoring data
from previous print jobs are available to the central controller. We name the input and mea-
surement data available from the previous print job on the same AM process as recorded
self-data. In this case, the spatial dynamics of the switch layers in the layer-to-layer process
are identical between the current print and a previous print of the same geometry. There-
fore, suppose we have measurements from a previous print job of the same geometry on
the same AM process and let k′ denote a dynamics switch layer. That is, for a previous
print job, at the dynamics switch layer k′, we used the input ūk′ at the state x̄k′ to print the
next layer x̄k′+1. Then we utilize the control update
uk′ = Π
Pk′




k′Q(ξ̄k′−ηk′) + Sūk′)), (5.10)
where we denote ūk′ as the input and ξ̄k′ = x̄k′+1 − Ak′x̄k′ as the measurement of the
recorded self-data of the same layer k′ from the past print job. Note that in this case,
the control update (5.10) is similar to an iterative learning control update for the spatial
dynamics of the same layer (layer k′) between two different print runs. Similarly, the
proposed controller update (5.10) can be viewed as a run-to-run controller for the AM
resource, repetitively printing the same geometry in each run. As a result, the central
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controller is able to utilize the data from the knowledge base to identify the previous prints
of the same product on an AM resource to improve controller performance.
While the control update (5.10) provides a convenient way to utilize past measurements
for the same AM resource, the method requires the availability of recorded self-data, i.e.,
data collected on the same machine. In many cases, it may be desirable to utilize mea-
surements between similar AM processes to enable knowledge transfer and improve fleet
performance. As an example, if geometry is previously printed by a resource in the AM
Fleet, we want to utilize the process data from that print to improve the controller perfor-
mance of a different AM resource so that we have the first print with minimal defects. To
do this, consider the spatial dynamics of two AM processes printing the same geometry at



















where the superscripts 1 and 2 denote the two AM processes, respectively. Let k′ again
denote a dynamics switch layer for the geometry. Furthermore, since the matrix A relates
the spatial height information between layers (see Chapter III and Chapter IV), we adopt the
same assumption from Section 4.1 and assume that theAmatrices are known and identical
for both processes, i.e., A1k = A
2
k, for all k. Here, we assume that the switch layer has
been previously printed by process 2 (5.12), therefore we have the data u2k′ , ξ
2
k′ available
in the knowledge base of the SDC-AM central controller. In contrast to the recorded self-
data and the controller update in (5.10), here we have non-identical spatial input dynamics
between the two processes, therefore we cannot use u2k′ , ξ
2
k′ with the controller update
(5.10). However, note that since the state matrices encode the deposition path of the print
and we consider the same geometry printed by both processes, we know that the spatial
dynamics of layer k′ correspond to the same spatial reference for both processes.
We utilize two linear maps to transform the data u2k′ , ξ
2
k′ appropriately to be used for
the control evaluation to print the the switch layer k′ + 1 of the process 1 (5.11). Note that
due to the model mismatch in the spatial dynamics in both processes and the utilization of
measurements in the controller evaluation, e.g., (5.9), the transformation of the data from
process 2 to process 1 is an approximation of the data in the context of the transformed
process.
The control update (5.9) evaluates a control input to minimize tracking error by utilizing
the spatial input dynamics model of the process, i.e., B̄k. Therefore, we utilize the models
of two processes to evaluate an approximate input signal that corresponds to u2k′ for the
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||B̄1k′µ− B̄2k′u2k′ ||, (5.13)
where B̄1k′ and B̄
2
k′ denote the models of the dynamics switch layers for the two processes,







where M+ denotes the left pseudoinverse of a matrix M , such that M+M = I . Then,
for an input vector v ∈ Rnu we have that T1,2B̄1k′v = B̄2k′v. Thus, we estimate the
approximate measurement data for the first process as
ζ1k′ = (T1,2)
+ξ2k′ . (5.15)
We utilize µ1k′ and ζ
1










k′−ηk′) + Sµ1k′)), (5.16)
which we name the knowledge transfer update. We utilize (5.16) for the switch layers





k), the update (5.16) becomes the update in (5.10). Therefore, the knowledge trans-
fer update (5.16) generalizes (5.10). Next, we illustrate the two controller updates in a
simulation study.
5.3.2 Simulation Setup
We utilize the simulation setup from the case study of Section 4.1 for the case study
here. The same inverted pyramid geometry given in Fig 4.2 is utilized, where the switch
layers are on layers 6 and 16. We study two cases. The first case presents knowledge reuse
through recorded self-data of the same process and the second case presents knowledge
transfer between two processes.
Each spatial process has a controller model which is an approximation of the true pro-
cess model, similar to the setup given in Section 4.1. We utilize the LP-ILC controller for
layer-to-layer process control and utilize the knowledge transfer update only on the switch
layers. In this scenario, we assume the central controller can evaluate the appropriate lin-
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ear maps through the models and measurements available in the central controller and the
knowledge base of the SDC-AM framework. We present the simulation results in the next
subsection where we compare the performance of the recorded self-data update and trans-
ferred data update between two processes. We present two cases, one where we have a low
model mismatch and another one with relatively high model mismatch.
5.3.3 Results and Discussion
The performance of the knowledge transfer is affected by the mismatch between the
process model and true process dynamics (i.e., between B̄ and B), since the mapping be-
tween different processes utilize the model information to derive necessary transformation
maps. We present performance comparisons for two cases for two different levels of model
mismatch between the models and the corresponding processes. Figure 5.7 presents the
comparison of the knowledge transfer cases for the low model mismatch between B̄ and
B, whereas Fig. 5.8 presents the case with relatively high model mismatch. In both fig-
ures, the controller indicated with Model is the LP-ILC update with the model gradient
for the switch layers (see Section 4.1). The controller indicated with Self-Data utilizes the
recorded self-data from a previous print of the same geometry on the same AM resource,
and the controller update (5.10) for the switch layers 6 and 16. The controller indicated
with Transfer-Data utilizes data from a previous print of the same geometry on a different
AM resource in the AM Fleet, and the controller update (5.16) for the switch layers 6 and
16.
Figure 5.7: Comparison of the LP-ILC controller (denoted as Model) with the model up-
date on the switch layers (6 and 16) for the cases of self-data and transfer-data
with low model mismatch.
The results in Fig. 5.7 demonstrate the performance of both knowledge transfer ap-
proaches presented in this section. The self-data controller provides the most improvement
and reduces the tracking error by approximately 95% when compared to the model gradi-
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ent of the LP-ILC controller. The transfer data is taken from the simulation of a secondary
process running the LP-ILC controller with model gradient update for the switch layers.
The model mismatch of the LP-ILC controller with the simulated real process is the same
for both the primary and the secondary processes. In this case, the transfer-data controller
provides approximately 42% improvement of the tracking error for the switch layers.
Figure 5.8: Comparison of the LP-ILC controller (denoted as Model) with the model up-
date on the switch layers (6 and 16) for the cases of self-data and transfer-data
with high model mismatch.
Figure 5.8 presents results for the high model mismatch case. Due to the high model
mismatch, we see that the nominal LP-ILC controller with the model gradient has higher
errors for the switch layers 6 and 16 in Fig. 5.8. In this case, we see that the transfer-data
provides performance much closer to the self-data when compared to the low model mis-
match case. The self-data controller provides approximately 85% improvement over the
model gradient LP-ILC controller at the switch layers. The transfer-data controller pro-
vides approximately 78% improvement over the model gradient LP-ILC controller at the
switch layers. The performance improvement with the knowledge transfer is a function
of the similarity between the true process dynamics of the primary process and the sec-
ondary process where the transferred data is taken from. Due to the model mismatch and
uncertainties, there may be cases where the transferred data taken from a different process
outperforms the self-data if the process model of the secondary process provides a better
approximation of the true process dynamics of the primary process.
The results suggest that knowledge transfer provides a performance improvement for
the switch layers by utilizing the data available in the central controller. Note that we com-
pare the utilization of the knowledge transfer for a single print on an AM resource. In
practice, it is desirable to utilize transfer data, if available, for a new geometry on a pri-
mary AM resource to improve the tracking performance, which in turn improves the part
functionality. After a new geometry is printed on the resource, self-data may be utilized
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to further improve the tracking error. Additionally, run-to-run control methods with the
self-data may be employed to systematically improve the tracking error of the process in
subsequent prints of the same geometry. Similarly, the knowledge transfer and data reuse
may be extended for improving the spatial reference tracking performance for all the layers
for the AM processes in the AM Fleet. A combination of both methods presented here
may provide improved performance and robustness. The knowledge transfer methods pre-
sented in this section are applications of the LP-ILC controller given in Section 4.1. Thus,
they are developed as heuristics tools to improve the model gradient performance of the
controller. However, future research may formalize the use of knowledge transfer methods
presented here to develop controllers that utilize the data available from previous runs of
the same resource and different resources in the AM Fleet to present novel controllers that
improve process performance within the fleet. Further remarks on this topic are provided
in Chapter VII.
5.4 Chapter Conclusions
This chapter presents a system-level modeling and control framework for spatially dis-
tributed AM Fleets. The main contribution of this chapter is a system-level centralized con-
trol framework that employs novel control and analysis methods for run-time closed-loop
scheduling control and knowledge transfer/reuse in AM Fleets (C3). A centralized frame-
work for run-time monitoring and analysis of the resources in an AM Fleet is presented
and a conceptual example on system-level anomaly detection is given. In Section 5.1, the
centralized controller provides a foundation for scalable system-level monitoring, analysis,
and control for AM Fleets. The use of digital twins in the central controller enables practi-
cal run-time control applications like the one presented in Section 5.2. We present a novel
model predictive control approach for closed-loop control of spatially distributed systems
modeled by priced timed automata. The case study at the end is motivated by a reschedul-
ing problem in an AM Fleet. The examples in the case study show how a closed-loop
scheduling approach enabled by the centralized controller and the digital twins outperform
a static production schedule and are able to provide further robustness to disturbances and
constraints. In Section 5.3 we present a knowledge transfer application for the layer-to-
layer closed-loop controller presented in Section 4.1. We develop a simple methodology
to utilize the models and data available in the central controller presented in Section 5.1
for improved controller performance. The results suggest that the presented heuristics may
lead to improved layer-to-layer tracking performance in an AM Fleet scenario and provide
a foundation for knowledge transferring control applications for AM Fleets.
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The use of digital twins for run-time monitoring and analysis of physical processes is
a key technological enabler for the results presented in this chapter. However, for large-
scale systems with multiple digital twins, the architecture and implementation details for
the digital twins become another challenge. Therefore, an important question is on how
to efficiently design and implement digital twins for a manufacturing system to enable
monitoring, analysis, and control applications presented in this chapter and the previous
chapters. To address this, in the next chapter we present a digital twin framework for run-
time monitoring and analysis for general cyber-physical manufacturing systems, which
includes AM processes as specific examples.
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CHAPTER VI
Online Monitoring and Analysis
In this chapter, we provide an online monitoring and analysis framework that utilizes
purpose-driven digital twins of a cyber-physical Additive Manufacturing (AM) process.
The main contribution of this chapter is a digital twin framework that is flexible and ex-
tensible to incorporate various models and data structures for run-time analysis of cyber-
physical manufacturing systems (C4). We start by providing a general and extensible digital
twin framework for cyber-physical manufacturing systems and demonstrate the framework
for anomaly detection and cyber-attack detection applications for a spatiotemporal AM pro-
cess. Then, we proceed by specializing the framework in the context of a spatiotemporal
AM process and present an application of spatial monitoring for AM processes to enable
performance monitoring, and in-situ/ex-situ analysis of expected part performance. Both
applications are implemented on an off-the-shelf 3D printer to illustrate the applicability
of the presented solutions to real-world applications. The general-purpose DT framework
and the case studies presented in this chapter provide a foundation for monitoring AM
processes. By presenting applications both on online analysis for anomaly detection and
performance analysis, we provide a comprehesive solution for monitoring spatiotemporal
processes utilizing online sensor data and digital twins. The contents of this chapter are
presented in [12], currently under review.
6.1 Cyber-Attack Detection Digital Twins for Cyber-Physical Manu-
facturing Systems
We start by motivating online measurement applications in the context of modern man-
ufacturing systems. Smart manufacturing (SM) is an increasingly important paradigm that
promotes the use of run-time and historical data collected via onboard and additional In-
ternet of Things (IoT) sensing in the manufacturing system to inform decisions for the
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plant floor [55, 102, 138, 182]. Plant floor decisions include production scheduling and
dispatch, predictive maintenance, anomaly detection, and process control. The decisions
are implemented, often at run-time, on the resources in the manufacturing system to min-
imize disruptions, by integrating cyber and physical systems in modern manufacturing re-
sources, allowing them to be reconfigurable and robust in response to disturbances. This
framework of data-enabled decision-making coupled with cyber-physical manufacturing
resources is commonly referred to in the industry as Cyber-Physical Manufacturing Sys-
tems (CPMS) [121, 205].
As CPMS become more complex, the decision-making process becomes increasingly
challenging. Additionally, decision-making logics that are designed for the nominal condi-
tions of a CPMS may underperform or fail to detect certain abnormalities in the system
due to complex interdependencies between multiple resources in a manufacturing pro-
cess [125, 206]. As described in Chapter V, to address the issue of monitoring complex
systems, digital twin (DT) technology has emerged as a fundamental tool for twinning
physical resources within a CPMS, providing additional analysis capabilities and deliver-
ing insights on the run-time system in addition to the as-designed conditions. The potential
and flexibility of DT technology have generated significant research interest from academia
and industry on applying DTs for supporting SM in practice, hailing DTs as the cornerstone
technology for realizing SM [80, 138, 142, 166, 183]. While DTs are referred to as tools to
monitor and control manufacturing resources in an AM Fleet in Chapter V, in this chap-
ter we develop further details on DT architectures, purposes, and implementations for a
general cyber-physical manufacturing system and demonstrate our developments with ex-
perimental results.
An important implication of the cyber-physical nature of CPMS is its vulnerability to
cyber-attacks. As the cyber components are now linked to their physical counterparts, at-
tacks that are initiated in the cyber domain may cause harm and damage to the physical
manufacturing resource, product, or even the human workers that are interacting with the
manufacturing resource [27]. Therefore, we need effective methods to detect cyber-attacks
in a CPMS, which is not a trivial task for several reasons. The system undergoes expected
abnormalities, namely, physical degradation, anomalies, and faults by nature. Expected
anomalies may be hard to distinguish from a carefully targeted cyber-attack (e.g., one with
malicious intent) as these attacks often mimic the expected anomalous behavior to deceive
the decision-making logic. Furthermore, cyber-attacks may originate from non-malicious
intent (e.g., mis-calibration, version mismatch, etc.), which also causes difficulties in dis-
tinguishing them from anomalies. Additionally, run-time process controllers change the
setpoints and control inputs of the resources, making the cyber-attack detection task even
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more challenging. The main contribution of this chapter is to propose a DT-based method
to address the crucial challenge of cyber-attack detection for CPMS.
Specifically, a DT is a software replica of a physical thing (i.e., the physical twin) and
has the purpose of impacting an aspect of the physical twin and its environment in a positive
way through utilizing models, data analytics, and subject matter expertise (SME) [138].
Therefore, DTs are fundamental information technology (IT) components, which bring
enhanced capabilities to CPMS. As DTs themselves are software entities, they may also
bring along the additional burden of vulnerabilities that could compromise the physical
components through cyber-attacks. In this work, we focus on utilizing DTs as a solution
for cyber-attack detection rather than considering the cyber-security of the proposed DTs
themselves.
Traditional corporate cybersecurity control implementations are not always possible or
feasible within Industrial Control Systems (ICS) network environments, and improper im-
plementations can have unintended and disastrous consequences [180]. Typically, passive
monitoring capabilities for supporting threat detection within ICS network environments
are implemented as risk management strategies within these networks. However, counter-
ing the growing threats facing ICS environments requires both passive and active monitor-
ing [37]. These capabilities applied at the lowest levels could be utilized to detect signs of
anomalous behavior resulting from cybersecurity threat activity.
An effective cybersecurity approach requires a cross-functional cybersecurity team con-
sisting of IT staff, control engineer, control system operator, network and system security
expert, a member of the management staff, and a member of the physical security de-
partment who work together and share domain knowledge and experience to evaluate and
mitigate risk to the ICS [180]. The existing literature has focused on cyber-attack detec-
tion and mitigation for CPS by leveraging cross-domain knowledge [50, 154, 175, 193].
While highly effective methodologies for cyber-attack detection are presented, they are of-
ten customized for a specific system or operation and thus do not provide ways to extend
the proposed frameworks. Additionally, the majority of the existing literature considers
the cyber-attack detection problem for a CPS with no anomalies, which is often unrealis-
tic in practical scenarios. Recent work provides a methodology to detect and differentiate
specific types of cyber-attacks from equipment failure [116]. The method in [116] utilizes
specific models and assumptions, which may be difficult to extend and scale for a gen-
eral CPMS with various types of attacks. Therefore, there exists an opportunity to address
the aforementioned shortcomings and support both manufacturing and cybersecurity au-
tomation enhancements by leveraging common technological enablers such as DT and the
Industrial Internet of Things (IIoT).
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Previous research, such as [146], demonstrates techniques to utilize Industry 4.0 tech-
nologies and methodologies such as IIoT, Industrial Internet of Services (IIoS), and DTs
to create smart factories and establish Knowledge as a Service manufacturing processes
to monitor product or service quality. We build on the previous literature and investigates
utilizing cybersecurity DT technology to monitor devices and processes for abnormal con-
ditions that could be indicators of cybersecurity events in the context of run-time controller
inputs and anomalies. These cybersecurity DTs could be implemented to support a pas-
sive/active hybrid approach to protect the ICS environment from advanced device-level
risks. Our method is capable of working with existing architectures for anomaly detection
in industrial systems and enables scalability to multiple resources in a CPMS thanks to its
DT-centric design. The main contribution of this chapter is a digital twin framework that is
flexible and extensible to incorporate various models and data structures for run-time anal-
ysis of cyber-physical manufacturing systems (C4). Within this main contribution, specific
contributions of this chapter are [12]:
(C4-1) An extensible digital twin-based solution for cyber-attack detection in CPMS, ca-
pable of integrating with existing solutions in practice.
(C4-2) A methodology to distinguish cyber-attacks from expected anomalies for a con-
trolled cyber-physical system.
(C4-3) A novel experimental demonstration of the proposed method on an off-the-shelf 3D
printer to demonstrate the effectiveness, flexibility, and scalability of the proposed
approach.
The rest of the chapter is organized as follows. Section 6.2 provides preliminary defini-
tions of concepts used in this work and provides the formal problem definition. Section 6.3
provides the framework architectures for the CPMS with all of the proposed DTs for cyber-
attack detection. Section 6.4 presents the proposed DT-based cybersecurity approach and
Section 6.5 demonstrates the experimental implementation and results. Furthermore, we
specialize the presented DT framework in the context of spatiotemporal AM processes and
present additional experimental results in Section 6.6.
6.2 Preliminaries and Problem Statement
In this section, we first present definitions and background knowledge. Then, we for-
mally state our problem in the context of the introduced formal concepts.
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6.2.1 Classification of Abnormality Types
To address the challenge of cyber-attack detection for a CPMS, we first present a clas-
sification of anomalies, attacks, and faults in the context of this chapter. Figure 6.1 presents
various types of attacks and anomalies for a CPMS resource. Each item in Fig. 6.1 that is
inside the box (output measurable effect on the system) is an event that results in an effect
on the physical process that is categorized as the corresponding set (e.g., a failed sensor
event results in a fault that is a subset of anomalies and output measurable abnormalities).
The representation in Fig. 6.1 is inspired by [125], where types of anomalies and faults for
smart manufacturing systems and their detection mechanisms are discussed in detail.
Definition 6.1 (Anomaly [125]). An occurrence that is different from what is standard,
normal, or expected
Definition 6.2 (Fault [125]). An anomaly that is related to an unwanted situation and may
be associated with failure, malfunction, or quality degradation.
Thus, an anomaly (fault) detection (A(F)D) mechanism detects the result or onset of
an anomaly (failure) event. Some events such as network delays and controller errors may
result either in failures that would be classified as faults, or only anomalous behavior that
does not necessarily result in failure.
Definition 6.3 (Cyber-attack [100]). The realization of some specific threat that impacts
the confidentiality, integrity, accountability, or availability of a computational resource.
We simply use the term attack instead of cyber-attack unless specified otherwise in fur-
ther discussions. The “normal” behavior of the system is defined by the nominal operation
of the system without any anomalies or attacks, and we use the term abnormal for all other
system behavior. Thus, we say that a system is abnormal if its output measurements are not
consistent (evaluated by a classifier) with the measurements from the nominal operation
without any anomalies or attacks. Additionally, we say an input has an output measurable
effect on the system if given sufficient measurements of the output, it is possible to deter-
mine the effect of a (possibly exogenous) input on the output, which could be immediate
or at a later time.
6.2.2 Problem Statement
The set of attacks depicted in Fig. 6.1 has three distinct sub-spaces; attacks that are not
output measurable (e.g., side-channel attacks), attacks that are output measurable but do
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Figure 6.1: Illustration of the subspaces for observable abnormalities, anomalies, faults,
and attacks considered in this work. The scope of this chapter is outlined with
orange borders in the figure. AD: Anomaly detection.
not necessarily cause anomalies, and attacks that are output measurable and cause anoma-
lies. Within the scope of this work, we are focusing on attacks that have output measurable
effects on the system. Thus, the goal of our proposed DT is to detect the aforementioned
output measurable attacks. Since anomalies are not necessarily caused by attacks, an ef-
fective methodology should be able to distinguish anomalies caused by attacks from the
inherent anomalies that we expect to see in the system, which we term as expected anoma-
lies in further discussions.
Remark 6.4. Within the context of attacks on CPMS, we do not necessarily require mali-
cious intent. For example, we consider a miscalibrated sensor as a non-malicious attack.
Attacks in the context of this chapter denote all types, regardless of the intent.
Additionally, we note that the physical system is a controlled CPMS resource, thus the
operational characteristics of the system may be modified by a controller. Transient behav-
ior and multiple setpoint references must be analyzed in run-time to mitigate false-positives
in attack detection. Furthermore, due to our assumption on the presence of anomalies in
the system, expected anomalies and attacks may be inseparable in the output as they may
result in similar output effects.
Remark 6.5. We note that our work differs from the past literature as we do not rely on a




























Figure 6.2: The framework architecture including all the DTs and physical components.
The architecture provides a basis for further extensions based on the needs of
a certain physical process. The decision-maker in the architecture may be au-
tonomous or purely advisory depending on the application domain. The color
green indicates the DTs in the framework.
purpose DT framework where data-driven and physics-based information about the CPMS
may be utilized efficiently to detect cyber-attacks in an extensible and systematic manner.
We formally state our problem as ”How do we develop an effective methodology to
identify cyber-attacks with output measurable effects in the presence of anomalies in a
controlled CPMS?” In this work, we propose a DT-based method to address this problem
and present case studies to illustrate our proposed method.
6.3 Proposed DT-Based Methodology
In this section, we present the proposed methodology to utilize DTs for cyber-attack
detection in the context of anomalies and controllers in the system. We start by introducing
the framework architecture with some of the existing DTs in place. After we situate our
DTs in this context, we introduce the proposed methods for anomaly and attack detection.
6.3.1 Framework Architecture
Figure 6.2 illustrates the architecture of the controlled CPS framework with the pro-
posed DTs considered in this work. To avoid confusion of terminology, we use the term
process instead of system in this chapter (e.g., a physical system is a physical process).
The physical process in the top block is the manufacturing process we control and ana-
lyze utilizing the proposed framework. The physical process may be discrete or continuous
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depending on the application domain. The execution of discrete manufacturing processes
is often considered in terms of runs where a single unit (or batch) is manufactured. We
consider the data collected during the run as in-situ and the data collected after a run is
completed as ex-situ (e.g., for post-process quality control). The framework architecture
presented in Fig. 6.2 is largely based on augmenting existing feature-based anomaly and
fault detection systems in the literature (e.g., [15, 99, 101, 159, 193]).
In the rest of this section we provide details of the blocks in Fig. 6.2 and present def-
initions, purpose, assumptions, inputs, outputs, and possible extensions for the proposed
DTs.
6.3.1.1 Physical Process
We assume that the physical process (referred to as process for the rest of the chapter)
is a manufacturing process that has sensors in place to collect in- and ex-situ data and the
measurements are available to the DTs in the framework for data analysis purposes in run-
time as well as in the form of historical data through a database. A discrete-time temporal
representation of the process is then given in a general form as
x(t+ 1) = f(x(t),u(t),w(t), t) (6.1a)
y(t) = g(x(t),v(t)), (6.1b)
where x(t) denotes the process states, u(t) is the process input, y(t) is the measurement,
w(t) and v(t) are process and measurement noise respectively, t is the discrete-time index,
and f and g are the process and measurement models, respectively. The time index t repre-
sents either the in-situ time index or the run-to-run (R2R) index based on the applications
of interest. We utilize t to represent the in-situ time index for the rest of this chapter. We
can augment the notation of (6.1) to include both time indices if needed (e.g. xj(t) where
j is the R2R index and t is the in-situ time index). Note that y(t) may represent an in-
or ex-situ measurement in this context and it is referred to as the process output when the
interpretation is clear from the context. Additionally, note that in contrast to the spatial
dynamical models presented in Chapters III-IV, the model in (6.1) is a temporal model of
the process.
An SME monitors the process through the DTs in the framework as illustrated in
Fig. 6.2, and implements reconfigurations or changes to the process through a decision-
maker. If the decision-maker is purely advisory, the SME may implement actions and pre-
scribe references directly to the process (i.e., without a decision-maker). We assume that
a decision-maker exists in the framework without loss of generality. The decision-maker
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provides setpoint references r(t) for the process to track (in the sense that ||r(t)−y(t)|| is
as small as possible in a suitable norm).
While we assume that the process has the form in (6.1) for our further discussions
and developments, systems of various forms and dynamics can be considered here (e.g.,
discrete event systems). Additionally, the process itself can be modeled as a separate DT
to perform simulation-based analysis on the process.
6.3.1.2 Controller DT
The Controller DT houses the run-time controller with the control logic, as well as
observers, process models, and simulation tools. The Controller DT employs various con-
trol methods (e.g., feedback, feedforward, rule-based, hybrid, etc.) to regulate the process
measurements y(t) toward the reference setpoints r(t) provided by the decision-maker. To
perform state-based control, the Controller DT may incorporate various types of filters and
estimators to estimate the current and future states of the process by using the measure-
ments and information such as historical data, or model adaptation information provided
by other DTs in the framework (e.g., models of the noises v(t) and w(t)). Control inputs
u(t) ∈ U are implemented on the process, where U denotes an input constraint set. In prac-
tical implementations, there may be additional safety control loops that bypass the control
input implementation (e.g., emergency stop switch for a robotic manipulator).
• The inputs are the reference setpoints r(t) from the decision-maker, and run-time data
(sensor measurements including but not limited to y(t)) from the process.
• The outputs are the control input u(t) to be implemented on the process, states of the
process (estimated via observers), process indicators, model states considered by the
control logic, and the measurement signal y(t).
We do not limit the type of control that may be employed by the Controller DT, and
instead focus on its purpose, control goals, (e.g., output regulation to a given setpoint or
optimization of a given objective function), and output metrics (e.g., the control signal,
observer states, measured signals, and performance indices). In addition to the existing
process control solutions, the Controller DT may have process simulation, data analytics,
and adaptation capabilities to consider external data sources from available databases and
other DTs. The adaptation and integration capability of the Controller DT enables novel
control applications for CPMS.
The Controller DT may utilize information from other DTs, e.g., to simulate system
dynamics for what-if analyses of the physical process [159] or estimate remaining useful
life to detect anomalies and optimize end-of-life control strategies [15].
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6.3.1.3 Feature DT
The Feature DT provides uniform data streams to the DTs in the framework to improve
the interoperability of the framework. Existing run-time anomaly detection methods often
rely on residual analysis to provide threshold-based decisions. The residual signal is eval-
uated via the given reference r(t), system model (e.g., (6.1)), or a DT-based simulation of
the process that runs alongside the physical twin to provide run-time analytics. We assume
that an SME defines the desired residual signals with specific features, and implements
them as part of the Feature DT so that the residual information is shared with other DTs for
further data analysis.
Another important task of the Feature DT is to evaluate key process indicators (KPIs)
for the process. KPIs are widely used in manufacturing processes to assess run-time per-
formance. Various types of KPIs include health indicators, performance indicators, and
efficiency indicators [159, 192]. Similarly, the Feature DT may be tasked to pre-process or
partition large scale or high sampling-rate measurement data for another DT that performs
statistical learning on the measurement data.
• The inputs are the data streams from the decision-maker, process, and the Controller DT.
There inputs are aggregated, and pre-processed by the Feature DT.
• The outputs are the processed data streams with the SME designed data features, residu-
als, and an indication of output quality whenever applicable.
In many practical applications, the physical process and its Controller DT are on a
different interface and platform than the data analytics platform. In such cases, the Feature
DT is tasked with implementing the appropriate interfaces for data communication and
storage to a local database. While the Feature DT is implemented in the framework based
on the specific needs of other components and DTs, we leverage existing Feature DTs if
available, and implement the additional capabilities that are needed by our cybersecurity
solution on top of the existing solutions.
6.3.1.4 FD/AD DT
The FD/AD DT performs fault and anomaly detection on run-time data streams. Pre-
liminary detection capabilities are included in most CPS for reliable run-time performance.
Such detection mechanisms are considered as part of the FD/AD DT here. The detection
systems are often built to monitor operation-critical system components and correspond-
ing KPIs in a limit-checking fashion. The purpose of the FD/AD DT is to represent the
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existing detection mechanism as part of our framework and implement additional detec-
tion mechanisms if necessary. The FD/AD DT is usually built to perform threshold-based
limit-checking on the physical process. The FD/AD DT may include safety monitoring
and performance monitoring systems to detect anomalies and faults. A review of various
model-based anomaly detection methods for control systems is given in [99] and more spe-
cific anomaly types for smart manufacturing systems with possible detection methods are
discussed in [125].
• The FD/AD DT takes inputs from the Feature DT to perform its analysis. Historical data
provided by a database may also be utilized for analysis. Additionally, the attack detec-
tion predictions of the Cybersecurity DT may be utilized to refine threshold parameters
in the FD/AD DT.
• The FD/AD DT provides its outputs for the detection of an anomaly with an indication
of prediction quality (i.e., confidence in detection) to the decision-maker and the oper-
ator in the system. We further utilize the outputs of the FD/AD DT to implement our
Cybersecurity DT. We consider an alarm as an indication of a fault or anomaly at the DT
output. The FD/AD DT may also share the corresponding data traces for the predicted
faults and anomalies.
While we assume a threshold-based limit checking method for the FD/AD DT here, ad-
ditional methods that adapt and learn anomalous or fault behavior of the process over time
may be implemented as extensions. The use of FD/AD DT outputs in the Cybersecurity
DT provides additional insight on what types of extensions may improve and extend the
framework performance.
6.3.1.5 The Cybersecurity DT
The DT-based cybersecurity approach proposed in this work is implemented by the Cy-
bersecurity DT. Specifically, the Cybersecurity DT provides predictions about attacks on
the system in the context of anomalies and transient response of the controlled process. We
assume that the Cybersecurity DT is designed by an SME knowledgeable of the cybersecu-
rity of the process, and we focus on attacks with output measurable effects as stated earlier.
The Cybersecurity DT is a novel contribution of this work to distinguish cyber-attacks
from expected anomalies for a controlled process, and we provide a detailed analysis of the
Cybersecurity DT in later sections.
• The output data streams and FD/AD indications of the Feature DT and the FD/AD DT
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are the inputs for the Cybersecurity DT. Additional historical data available through a
database is also used as inputs for training data models.
• The predictions of attacks versus expected anomalies with an indication of the prediction
quality and key features found in the analyzed signal (e.g. features indicating the type
and/or source of an attack) are the outputs of the Cybersecurity DT. Additionally, the
attack features found in the analyzed data are shared with the FD/AD DT and the SME
Operator for further analysis.
6.3.1.6 SME Operator
The operator monitors the outputs of the FD/AD DT and the Cybersecurity DT to fur-
ther analyze if the physical process has an anomaly or is under a cyber-attack. For this
purpose, the DTs report their prediction quality and the features found in the data so that a
human SME may further investigate any abnormalities.
6.3.1.7 Decision Maker
The role of the decision-maker is to provide an interface between the SME and the plant
floor. Many CPMS in practice utilize a supervisory control and data acquisition (SCADA)
layer as a decision-maker. The decision-maker may have a supervisory role where it takes
actions on the plant floor by making autonomous decisions. If the decision-maker is purely
advisory, the SME may implement actions and prescribe references directly to the con-
trolled plant, bypassing the decision-maker. In our context, the decision-maker provides
details and updates on the reference signal r(t) for the process.
The presented framework forms a basis for the analysis of cyber-attacks for CPMS in
the context of closed-loop controllers and expected anomalies. However, we can consider
various extensions to our framework based on the expected behavior of the CPMS under
investigation. For example, depending on the type of application, the AD-DT and the
Detector DT may be merged into a single unit, providing predictions about the system
and communicating with additional DTs on the plant floor. It is important to note that the
presented framework and the DTs may be extended to accommodate solutions from the
literature (e.g., [101, 116, 154, 176, 181, 193, 206]). Furthermore, the presented framework
may be aggregated into a system-level DT that operates within or outside of the four walls
of operation (e.g., at the supply chain level) [11, 138].
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6.4 The Cybersecurity DT
The architecture of the Cybersecurity DT is illustrated in Fig. 6.3. The Cybersecurity
DT utilizes a Detector DT and a Consistency DT to analyze run-time and historical data,
and perform online data analysis. In this section, we present the architecture of the Cyber-
security DT and details of the proposed attack detection methods to distinguish attacks in
the context of anomalies for a controlled process.
Detector DT Historical Data
(Re)train
Update database with







Inputs from Feature DT 
and FD/AD DT






Figure 6.3: The architecture of the Cybersecurity DT. The Detector DT and the Consis-
tency DT are used for detecting abnormalities and attacks on the physical pro-
cess. The historical data is stored in a database for model training as well as
knowledge storage and SME data mining of the types of expected anomalies,
attacks, etc.
6.4.1 Cybersecurity DT Architecture
We propose a Cybersecurity DT that utilizes two DTs to perform abnormality detection
and attack detection, so that it can predict the presence of a cyberattack on the physical
process. The Cybersecurity DT also has a database that includes historical data used for
model training, data mining, and data analysis. Note that while the Cybersecurity DT
uses run-time data to predict attacks, the DT may or may not run synchronously with the
physical twin. We assume that the data streams within the framework are time-stamped
such that asynchronous DT predictions that indicate predicted time-instance of an attack
onset are possible. The actual time frame of the DT versus the physical process for a
practical implementation depends on the application domain of the process.
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6.4.1.1 Detector DT
Noting that our goal is to detect attacks that have output measurable effects, we first
need to identify if a measurement is abnormal. The Detector DT is tasked with perform-
ing abnormality detection on the process data by leveraging the anomaly prediction from
the FD/AD DT. A key problem with anomaly and attack detection is the scarcity of ab-
normal process data versus the abundance of normal process data, leading to an unbal-
anced data set. For this purpose, machine learning models such as one-class discrimina-
tors [79, 139, 181, 207] and auto-encoders [118, 208, 210] are often utilized in the literature
for abnormality detection to represent the normal data sufficiently well in a projected space
such that abnormal data can be detected efficiently.
We utilize data-driven models in the detector DT and assume the availability of suffi-
cient normal process data to train data-driven models. Additionally, we utilize the FD/AD
DT predictions in our framework to improve the abnormality detection in the Detector DT.
We present a Detector DT leveraging one-class discriminators in later sections and demon-
strate our approach in the experimental study.
• Inputs to the Detector DT are the outputs from the Feature DT (e.g., features of the
process measurements) and the FD/AD DT (e.g., prediction of an anomaly, anomaly
traces found in the analyzed data). Historical data from a database is used to train data-
driven models in the Detector DT.
• The Detector DT provides an indication of abnormality for the processed data. If the ab-
normality detection has an associated detection threshold, the threshold value is reported
as well.
If the physical twin undergoes modifications that affect the dynamics of the process
(e.g., physical wear, maintenance event, re-calibration of sensors, new data streams, soft-
ware updates), the Detector DT may be re-trained (given that sufficient data in the historical
database is available), adjusted to another model in its library (if the new context environ-
ment has already been modeled), or modeled to track certain slow-varying dynamics such
as slow drifts as part of the new normal behavior. We focus on data-driven discrimina-
tor based abnormality analysis in our work. Extensions to the presented approach include
physics-based analysis utilizing models such as (6.1), residual-based analysis (e.g., using a
golden trace), and rule-based analysis.
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6.4.1.2 Consistency DT
If a measurement is labeled as abnormal by the Detector DT, or alternatively if an
anomaly is detected by the AD-DT, further analysis is performed by the Consistency DT
to understand whether the abnormality is an attack or an expected anomaly. To understand
if an abnormal measurement is due to an attack or an anomaly, we utilize the notion of
consistency metrics on the process data. A consistency metric for the physical process (6.1)
characterizes the expected behavior of the system during expected anomalies. We provide
a formal definition of consistency metrics and how they are used for attack detection in
later sections.
We assume that specifications defining the behavior of the system under expected anoma-
lies are provided to the Consistency DT. Therefore, the Consistency DT monitors these
specifications on the run-time process data to detect inconsistencies that predict the pres-
ence of an attack on the process. We focus on formal methods-based approaches to encode
specifications for expected anomalies for the CPMS process. Within this context, the spec-
ifications are represented in terms of the progression of consistency metrics in a formal
language that is used by the Consistency DT to monitor the process for attacks.
• Outputs from the Feature DT, Detector DT, and the FD/AD DT are utilized for evaluating
consistency metrics and monitoring the metrics in run-time. Process specifications based
on the consistency-metrics for expected anomalies are also provided to the Consistency
DT.
• The Consistency DT outputs the prediction that an attack has occurred with the prediction
quality and the features found in the data traces. The anomaly and attack traces found by
the Consistency DT are also stored as part of the historical data for further analysis.
We assume an expert analyzes historical data of the process to evaluate consistency met-
rics and specifications for expected anomalies. Therefore, a new anomaly (one that is not
considered in the set of expected anomalies) is predicted to be an attack by the Consistency
DT. As the Consistency DT reports the features found on the data as well as data traces,
an SME may design additional consistency metrics and specifications for a new anomaly
by analyzing the process data. We present example consistency metrics and corresponding
formal specifications for a CPMS process in the experimental study. Extensions of our ap-
proach could utilize data-driven methods to identify consistency metrics and corresponding
formal specifications. Developing such methods is a subject for future work.
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6.4.1.3 Historical Data
The historical database stores process data, the expected anomaly features, and data
traces, as well as historical outputs from the Feature DT and the FD/AD DT. The database
is updated with the outputs of the DTs and the SME updates the database with new expected
anomalies encountered on the process.
6.4.2 Proposed Methods for Attack Detection
We present the theoretical background of the detection methods used in the Detector
DT and the Consistency DT for abnormality detection and consistency metrics based attack
detection, respectively, in this section.
6.4.2.1 Abnormality Detection
To implement abnormality detection, the Detector DT is trained on the historical pro-
cess data D = {y(t),x(t),u(t), η(t) | t = t0, t0 + 1, . . . , t0 + nw}, where η(t) ∈ {0, 1}
is a label for abnormality of a data point, to recognize features of normal process data.
Note that in practice for an unbalanced dataset, we utilize only a single class label (i.e.,
the normal data) and define everything else as abnormal (i.e., η becomes trivial as all data
in D corresponds to a single class). We denote the normal data boundaries trained by the
Detector DT using the data D as B(D) ⊂ F , where F is a possibly nonlinear feature space
where the Detector DT operates.
The Detector DT utilizes its trained model B(D) to monitor run-time data provided by
the Feature DT and FD/AD DT and detect if current measurements of the physical process
are normal, i.e., if ψ(y(t′)) ∈ B(D), where ψ : Y → F is a map from the measurement
space Y to the feature space F of the Detector DT. Based on this analysis the Detector DT
outputs its prediction as a label η̂(t′) ∈ {0, 1} of normal versus abnormal. Additionally,
probabilistic predictions and prediction quality measures may be provided.
The training for the Detector DT utilizes historical process data of the steady-state op-
eration at a predefined setpoint reference, e.g., r(t) = r̄, to train B(D). However, the
setpoint of the process may be altered either by a decision-maker or by a closed-loop con-
troller on the physical process. The setpoint changes result in transient dynamic behavior
on the system represented by (6.1), which may cause false positives by the Detector DT.
To mitigate false positives of the Detector DT during transients, we utilize the solution
map of the system represented by (6.1), φ : X ×U∞×Z+ → X , where X is the state space
of (6.1) and U∞ is the space of sequential control inputs on (6.1). Given an initial state
x(t0) and a control sequence u ∈ U∞ over a time interval including the interval [t0, tc], we
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have
φ(x(t0),u; tc) = x(tc), (6.2)
where x(tc) is the state at time tc (i.e., the current state). Our motivation for the proposed
abnormality detection method is to utilize the trained data boundariesB(D) during transient
response. Roughly speaking, as B(D) is trained for the process at a given setpoint, we
define a projection using φ to estimate state of the process at a previous setpoint given
the transient observations (i.e., as the process moves away from the said setpoint) and the
control inputs. If the process is normal, (i.e., no attacks or anomalies), the projected state
should be within B(D).
Remark 6.6. Forward projections of the set B(D) for the transient control inputs can also
be used for abnormality detection. However defining such projections may in general be
computationally expensive as B(D) may be control and state dependent, and new compu-
tations are needed at each control step. Therefore, we focus on the proposed projection
type method for abnormality detection in this work.
Formally, the goal of the Detector DT during transients is to estimate the initial state
x̄(t0) of the process at time t0 based on the observed sequence of states and control input








Additionally, let x denote the sequence of estimated states of the process between the times
[t0, tc]. Then, the Detector DT solves the following minimization to estimate the initial state




where z is an intermediate variable for the notation. For a normal process (i.e., process
outputs with ψ(y(t′)) ∈ B(D)), the solution of (6.4) is close (in the normed distance sense)
to the actual initial state x(t0). Therefore, the Detector DT evaluates the abnormality of
the projected state x̄(t0) to evaluate the label η̂(tc) for the current state x(tc). Namely, if
x̄(t0) ∈ B(D), then the current state x(tc) is predicted as normal by the Detector DT.
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6.4.2.2 Consistency Metrics for Attack Identification
As mentioned earlier, the Consistency DT monitors the progression of a set of consis-
tency metrics to understand if the abnormal data traces belong to a known anomaly. Since
there may be many types of anomalies in the system, the design of the appropriate consis-
tency metrics is often a challenging task. Following (6.1) we define the anomalous states
and measurements as x̃(t) and ỹ(t), respectively. Due to the nature of anomalies, true
models of the anomalous process and measurements are often unknown, but we do have
historical data of x̃(t) and ỹ(t) for known anomalies. Let us define a combined run-time
state as
ζ(t) = vec(x(t),y(t),u(t), r(t)). (6.5)
Our goal is to develop a consistency metric of type
ξi(t) = ci(ζ;θ), (6.6)
where θ = {(x̃i, ỹi, ri,ui) | i = 1, . . . , nh}, is the data set of length nh from previous
known anomalous process measurements, and ζ = {ζ(t), ζ(t − 1), . . . , ζ(t − nw)}, for a
window of size nw. The Consistency DT monitors the progression of ξi(t) with run-time
data ζ(t). Suppose we design our consistency metric such that ||ξ(t)|| ≤ δ(t), for some
δ(t) ∈ R during expected anomalies. Then, any abnormal measurement that results in
||ξ(t)|| > δ(t) is logged as inconsistent. In our setting, an inconsistent measurement is a
possible attack on the system. The design engineer for the consistency metric may utilize
models of any kind (e.g., data-driven, physics-based, statistical, rules-based, etc.) to define
a function ci to evaluate consistency metrics. There may be multiple ci in the system and
the consistency DT may utilize an ensemble approach to detect inconsistencies.
A key challenge is defining δ(t) dynamically for a temporally measured signal. While
specific δ(t) may be developed for individual use cases, the scalability of the design pro-
cess becomes a prohibiting factor for using the proposed DT-based approach. An effective
way to monitor consistency metrics may utilize signal temporal logic (STL) to develop
logical predicates that prescribe the expected behavior of the measured signal over prede-
fined measurement-time windows. STL is a widely used formalism to specify properties
of a signal that is measured from a process. STL predicates for anomaly detection on an
additive manufacturing (AM) process in a similar DT setting are presented in previous
work [15]. We omit a detailed background on STL and refer interested readers to [66]. An
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STL formula π is formed by the following syntax:
π , > | p | ¬π | πi ∧ πj | πi U [a,b]πj (6.7)
where, > is logical true, p is a predicate, ¬π is the logical negation of the proposition π,
πi ∧ πj is the logical conjunction of two propositions, and πi U [a,b]πj is the until operator
defined as the proposition πi being true at least until the proposition πj is true in the time
interval [t + a, t + b], where t is the current time. A signal s(t) at time t is satisfied by a
predicate p if `(s(t)) > 0 for some function ` (i.e. s(t) |= p ⇐⇒ `(s(t)) > 0). Here
the operator |= is used to indicate that the condition on the left side satisfies the condition
on the right side. Additionally, ⊥ = ¬> is the logical false, the eventually operator is
♦[a,b]π , > U [a,b]π, and the always operator is [a,b]π , ¬(♦[a,b]¬π).
We utilize signal temporal logic (STL) to encode the consistent temporal response of
the system for expected anomalies. Let Π = {π1, . . . , πns} denote the set of consistency
specifications to monitor. We want the process to satisfy all the specifications πi ∈ Π,
thus the Consistency DT monitors if the conjunction of all specifications is satisfied (i.e.,





where we require the consistent run-time state measurement ζ(t) (or a subset of the signals)
to satisfy the conjunction of ns propositions. While the proposed framework utilizes STL
for consistency monitoring, extensions of the proposed framework may utilize various tech-
niques including static and adaptive limit checking. We provide examples of inconsistency
metrics and how they can be used for attack detection in the experimental demonstration.
As mentioned previously, unexpected anomalies, i.e., anomalies that are not consid-
ered in the set of anomalies during the design of the Consistency DT, are also predicted
as inconsistent. When such new anomalies are encountered, the design engineer utilizes
the new data traces θ′ containing data from the new anomalies to potentially design new
consistency metrics and propositions to be monitored by the Consistency DT.
6.4.3 Integration of the DTs for Attack Detection
Figure 6.4 illustrates the information flow between the DTs for attack detection in the
presence of expected anomalies in the system. For the purposes of illustration, we denote
a flowchart of how the prediction of the DTs inform each other and note that Fig. 6.4 does
not illustrate the data shared between the DTs. The Feature DT continuously provides
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Figure 6.4: Illustration of the information flow in the framework for attack detection with
the Cybersecurity DT. The boundaries of the Cybersecurity DT are outlined
with dashed lines.
data to all other DTs in the framework. If the Feature DT includes an event trigger in
its outputs, other DTs may use the trigger to perform analysis, or they may continuously
perform analysis on the streaming process data.
First, the AD-DT performs threshold-based limit-checking to predict if there are any
anomalies in the process. As we treat the AD-DT as part of existing detection mechanisms
on the CPMS, we expect that its threshold limits are tuned at a desired operating charac-
teristic by an expert. For our case study, we assume that the AD-DT has “wide” threshold
limits set by an expert to reduce the false-positive rate (i.e., cost of a false-positive is more
expensive than a missed-positive). Consequently, if the AD-DT detects an anomaly, we
utilize its detection to conclude that the data is abnormal and move to request necessary
consistency metrics from the Consistency DT.
If the AD-DT does not detect an anomaly, the Detector DT is utilized to predict ab-
normality. If there is no abnormality, the data is labeled as normal and no further action is
taken. If the Detector DT predicts an abnormality, a consistency metric is requested from
the Consistency DT. The consistency DT may utilize multiple consistency metrics with var-
ious parameter settings based on which DT requests a given metric. After the Consistency
DT performs its analysis on the data, a consistent output is predicted to be an anomaly and
this prediction is shared with an anomaly classifier or decision-maker for further analysis.
If the data is inconsistent, an attack is predicted and the prediction is shared with an attack

































Figure 6.5: Illustration of the DT architecture with the off-the-shelf 3D printer. Data com-
munication over the network is shown with dashed lines and local data com-
munication is shown with solid lines.
6.5 Experimental Demonstration on an Off-the-Shelf 3D Printer
In this section, we provide an experimental demonstration of our proposed DT solu-
tion on an off-the-shelf 3D printer as an illustrative CPMS resource. Experimental data
collected from a printer under normal operation, anomalous operation, and attacks are col-
lected and analyzed by the Cybersecurity DT to present results of attack detection. The
overview of the experimental setup is shown in Fig. 6.5.
6.5.1 Controller DT over a Network
For our experimental demonstration, we focus on the heating system of an off-the-shelf
fused deposition modeling (FDM) 3D printer. In FDM, a thermoplastic material is extruded
onto a build bed via a numerically controlled extruder with a heated nozzle. A G-Code file
is an input to the printer’s local controller, and the local controller executes each line of G-
Code in sequence to deposit material at each layer to create a 3D geometry in a bottom-up,
layer-by-layer fashion. Thus, a physical process is operated by purely cyber inputs.
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6.5.1.1 Motivation
Heating the deposited material within the desired temperature range is crucial for an
extrusion process. The local controller includes a PID loop that ensures robust tracking of
a temperature reference rT (t) prescribed by the G-Code file; however, dynamic updates to
the printing temperature are of interest for several reasons. Dynamic adjustment of printing
temperatures is shown to greatly improve dimensional performance [69] as well as layer-
to-layer material adhesion and part strength [172, 191]. To enable such applications of
interest, we implement a network Controller DT that adjusts the printing temperature of
the 3D printer based on a reference map that is designed by an engineer for a specific print-
ing process. Run-time communication of the heater inputs over a network induces potential
cyber-attack vulnerabilities that may cause the failure of the printed part or the machine it-
self. For this purpose, we demonstrate how our framework enables DT-based cybersecurity
solutions for the controlled physical process in the context of expected anomalies.
6.5.1.2 Controller Implementation
Since we do not have direct access to the nozzle heaters in the printer, we model the
closed-loop heating system (i.e., heaters controlled by the local controller) and develop a
model predictive controller (MPC) scheme to prescribe heater references so that the system
output yT (t) tracks a reference temperature rT (t). To implement a controller, the heating
system is modeled as a discrete-time second order linear time invariant (LTI) system
x(t+ 1) = Ax(t) +BuT (t) (6.9a)
yT (t) = Cx(t), (6.9b)
where the system matrices A ∈ R2×2, B ∈ R2×1 are identified from the step response
of the closed-loop heating system with C = [1 0]. We define the control input limits
as U = [160, 220] ◦C. Then, the goal of the MPC controller is to solve the following





||x̂(τ)− xr(τ)||2Q + ||uT (τ)− urT (τ)||2R (6.10a)
+ ||x̂(t+N)− xr(t+N)||2P (6.10b)
s.t.: x̂(t+ 1) = Ax̂(t) +BuT (t) (6.10c)
uT (τ) ∈ U , (6.10d)
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where we have Q,R, P as positive definite controller gains, ||x||2Q = xTQx, xr and urT as
the state and control input references, respectively, x̂ as the state estimate, N as the con-
troller horizon, and u = {uT (t), uT (t + 1), . . . , uT (t + N − 1)}. We use the solution of
the corresponding Discrete-time Algebraic Ricatti Equation (DARE), i.e., the LQR gain,
for defining the weight matrix P . We denote the optimal solution of (6.10) with u∗. After
the controller implements u∗T (t) on the physical system over the network, the optimization
(6.10) is solved over an updated horizon with updated process data. We utilize a stan-
dard Kalman filter observer update to estimate the current state x̂(t) and omit the observer
formulation here for brevity.
6.5.1.3 Reference handling
As the formulation (6.10) suggests, the controller operates in the temporal domain.
However, G-Code references executed on the printer are inherently spatial and event-based.
To remedy this mismatch, we utilize an Emulator DT that emulates the printing process by
analyzing the G-Code file. During run-time, the Emulator DT queries the position data of
the four axes (e.g., x,y,z location of the extruder head, and the position of the extrusion (E)
axis), p(t) ∈ R4, from the local controller. Then, the Emulator DT utilizes p(t) to estimate
the current line of G-Code executed by the printer.
For our case study, we utilize a temperature reference that alternates between 205◦C
and 210◦C every five layers in the printing process.
6.5.2 Attack and Anomaly Scenarios
We consider two attack scenarios and two anomaly scenarios in our case study.
6.5.2.1 Anomalies
Two types of anomalies are considered:
A1 The first anomaly is caused by the use of a cooling fan on the extruder head. The
fan increases the airflow over the extruder nozzle, which reduces its temperature. The
cooling effect is an exogenous disturbance that is unknown to the controller and causes
an anomaly in the temperature measurements.
A2 The second anomaly is the degradation of the heating system performance. As the
heating system is used over time, its components undergo thermal and mechanical wear
that cause the system response to be slower (in terms of settling time) than expected for
a given temperature reference rT (t). As this effect occurs gradually over a long time
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horizon (a matter of months of use), we instead simulate the degradation by updating
the local controller gains to deliberately slow down the closed-loop response of the
local heating system.
As shown in Fig. 6.5, an anomaly detection (AD) DT is implemented as a threshold-
based limit-checking procedure on the temperature error eT (t) = rT (t) − yT (t). Thus,
the AD-DT checks if the error is larger than a predefined threshold level βAD ∈ R+, i.e.,
|eT (t)| > βAD. The value of βAD is preset by a designer based on the expected system
response characteristics (e.g., expected maximum temperature error, robustness margins,
etc.). Note that, the AD-DT does not consider the compensation by the controller to min-
imize temperature error, but rather just monitors the output. An increased activity in the
control signal when compared to the baseline normal conditions may indicate further ab-
normalities that may not be observable through output monitoring. Investigating detection
methods utilizing the control signal itself via the Controller DT is a promising future re-
search direction.
6.5.2.2 Attacks
As the DT framework communicates with the printer over a network, the measurement
signals may be prone to attacks. To simulate network attacks on the measurements, we
consider two attack types as yT (t) +w(t), where w(t) is the attack signal we implement on
the measurement.
T1 Injection of a constant offset to the measurement signal, e.g. w(t) = c1 for some
c1 ∈ R.
T2 Injection of a temporally cyclic signal to the measurement signal, e.g. w(t) = c2 sin(t)
for some c2 ∈ R.
In this case study, we are focused on the attacks that compromise the temperature mea-
surements yT (t). Attacks on the transmission of heater reference input (uT (t)∗) from the
Controller DT to the 3D printer are not considered.
6.5.3 Cybersecurity DT
Following the architecture illustrated in Fig. 6.3, the Cybersecurity DT is designed for
abnormality detection and consistency checking.
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6.5.3.1 Detector DT
As previously stated, the temperature reference alternates between the two setpoints
every five layers. We utilize two one-class support vector machines (OSVM) [48, 79, 203]
to model the normal behavior of the process at the two setpoints, one for each setpoint.
An OSVM utilizes training data that correspond to the same class, also named as positive
training samples e.g., measurements under normal operation. Let us denote the training
data as D+ = {z1, z2, . . . ,znz}, where zi ∈ Z denote individual measurements. Uti-









i αi = 1}, (6.11)
where α = [α1, . . . , αnz ] is the decision variable, v ∈ R+ is a user-defined regularizer
parameter, and Q[i, j] = k(zi, zk) = φ(zi) · φ(zj) with k(zi, zk) representing a kernel
function, which is in turn given by the dot product φ(zi) · φ(zj). The optimal threshold
value is evaluated as
ρ∗ =
∑
i αik(zj, zi). (6.12)
The decision function for one-class classification is given as
h(z∗) = sgn(
∑
i αik(zi, z∗)− ρ∗). (6.13)
Furthermore, we denote the trained model of the OSVM as
B(D+) = {z | h(z) ≥ 0}. (6.14)
If we have a sample z ∈ B(D+), the Detector DT predicts that the sample is normal, and
abnormal otherwise. Note that if we are training only on the measurement outputs y(t),
we may utilize φ = ψ, where the map ψ is given previously in Section 6.4.2.1. For further
details on the derivation of (6.11), see [48, 207]. For our implementation, we utilize the
output measurements to train our OSVM, i.e., zt = yT (t).
To collect training data D+, we run the process at the given setpoint temperatures (de-
noted with T s1 and T
s
2 ) and with the MPC providing heating references in closed-loop. We
train two OSVMs on the collected data at two different setpoints, denoted with D+(T s1 )
and D+(T s2 ) to evaluate the two models as B1 := B(D+(T s1 )) and B2 := B(D+(T s2 )).
To deal with controlled transient behavior, we utilize the solution map φ of the linear
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system model (6.9). Since the Cybersecurity DT is provided with data from the Controller
DT, the discrete-time index when the system is driven to a new setpoint is tracked as t =
nsp. Then, by querying the sequence of previous inputs u = {u∗T (t− 1), u∗T (t), . . . , u∗T (t−
nsp)} from the Feature DT, the Detector DT evaluates the projected state x̄(t − nsp)
by utilizing the state estimates x̂ (see (6.4)). Since the OSVM is trained on the out-
put measurements, we further get the corresponding projected output measurement as
ȳT (t − nsp) = Cx̄(t − nsp). If we have ȳT (t−nsp) ∈ Bi, where i denotes the corre-
sponding previous setpoint, then the Detector DT predicts that the current state estimate
x̂(t) is normal and abnormal otherwise.
Remark 6.7. The abnormality detection checks the condition ȳT (t−nsp) ∈ Bi. If the
volume of Bi is too large (in a multidimensional sense), projections of certain attacked
process measurements may still be withinBi, resulting in false negatives. Additional models
to refine the abnormality predictions of the Detector DT may be utilized to reduce false
negatives in such cases.
6.5.3.2 Consistency DT
We present a consistency DT designed by utilizing expertise knowledge about the con-
trolled physical process. By including the Controller DT in our framework, we have addi-
tional information about the expected system behavior under closed-loop control. Namely,
the controller (6.10) provides near offset-free tracking under perfect model and state knowl-
edge (see [151] for further details). Since we have inherent uncertainties in our model (6.9)
as well as state estimation, we expect the controller to have a small steady-state tracking
offset (in the normed sense), which we evaluate experimentally (an over-approximation of
this offset is denoted with δ1). Then we define a consistency metric
ξ1(t) = c1(yT (t), rT (t)) = |yT (t)− rT (t)|, (6.15)
which provides us with the norm of the output measurement residual signal. For a con-
sistent physical system, the residual should converge to a neighborhood of the empirically
determined tracking offset, e.g. ξ1(t) ≤ δ1 as t → ∞. However, monitoring the asymp-
totic response of the system is often not feasible or desirable. Let τ(t) ∈ {0, 1} denote a
consistency metric request, such that we have τ(t) = 1 if either the AD-DT or the Detector
DT requests a consistency metric and τ(t) = 0 otherwise. We define ξ2(t, t0, tf ) as another
consistency metric to count the number of requests in a given time interval t ∈ [t0, tf ]. We
use ξ2 to define specifications that are robust to transient response in the state estimation,
which often occur due to disturbances on the process and data communication. Using STL,
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the monitoring logic is given as
π1 : τ(t) =⇒ (τ(t+ 1) ∨ ♦[t+1,t+ts](ξ1(t) ≤ δ1)), (6.16a)
π2 : τ(t) =⇒ ♦[0,β](¬τ(t)), (6.16b)
π3 : τ(t− 1) ∧ ¬τ(t) =⇒ [0,β2](ξ2(t, 0, β2) ≤ 1), (6.16c)
π4 : τ(t) ∧ (ξ1(t) ≥ 1) =⇒ ♦[t+1,t+t′s](ξ1(t) ≤ δ1), (6.16d)
where (6.16a) denotes that whenever the consistency metric is requested, (i.e., τ(t) = 1 =
>); either the consistency metric is requested again in the next time-step (t + 1), or the
temperature error norm eventually converges to the tracking offset δ1 within ts time-steps.
Similarly, (6.16b) requires that whenever the consistency metric is requested, i.e., the mea-
surement is abnormal, the new measurements should be normal eventually in the next β
time steps, where the value of β is determined empirically based on previous process data.
Next, (6.16c) requires that whenever the output measurement turns normal (i.e., request is
made in the previous time step but not the current one), it should stay that way for the next
β2 time-steps based on the ξ2 consistency metric (i.e., there can be at most one consistency
metric request in the given time interval). Similar metrics may be developed for various
applications of interest. Lastly, (6.16d) denotes that if there is a large deviation in the signal
at the time of consistency metric request, the signal should converge to the δ1 limit within t′s
timesteps. Note that π3 and π4 may be merged for a succinct representation, but we utilize
two separate specifications here for clarity. We denote the STL specification
π = π1 ∧ π2 ∧ π3 ∧ π4, (6.17)
which is satisfied (SAT) if and only if all the propositions in (6.16) are satisfied (i.e., they
are>). The Consistency DT monitors the process data to check if the specification (6.17) is
SAT. The monitoring process may be performed in run-time with robust satisfaction mon-
itoring techniques [60]. Here we instead utilize a retrospective analysis on the collected
process data stored in the Cybersecurity DT to perform the monitoring task. We expect
a consistent process to have the output measurement stable under the closed-loop control
implemented by the Controller DT, resulting in SAT. When the measurement signal is com-
promised, the controller will not be able to track the desired reference, which causes large
tracking errors or instability on the temperature signal that result in (6.17) to be unsatisfied
(UNSAT).
We determine the value of the parameter t′s based on the expected system performance
as a constant parameter during the process. However, the parameter ts should be adjusted
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based on the initial condition of the mismatch between yT (t) and rT (t) dynamically, since
the system dynamics have a non-trivial time constant. To evaluate the parameter ts in
(6.16a) we utilize a user-defined parameter mapping for ts, which is determined based on
the analysis of previous anomalous data by an expert.
6.5.4 Implementation Details
We use an Ultimaker 3 FDM printer with Polylactic Acid (PLA) material for our case
study. The printer has a network API that allows for monitoring of extruder temperatures
yT (t), stepper motor counts on the controller p(t), and extruder heater input updates uT (t).
The Controller DT is implemented on a personal computer using python. For reliable
network communication between the Controller DT and the printer, a sampling time of 0.5
seconds is used in the case study. In each 0.5 second cycle, the Controller DT execution
sequence is repeated and a new heater reference u∗T (t) is sent to the printer over the network.
The linear model in (6.9) is adjusted for actuator delays, which were approximated to be
10 time steps for the implementation of the control law using (6.10).
We collect experimental data for (i) the nominal system without the Controller DT
running, (ii) the controlled system with the Controller DT without attacks or anomalies,
(iii) the controlled system with anomaly cases (A1 and A2), and (iv) the controlled system
with sensor attack cases (T1, T2).
6.5.5 Results
In this section, we present experimental study results from the implementation of the
proposed framework. Figures in this section are the results of multiple runs of the printing
process for various anomalies and attacks. Therefore the time axes on the processes do not
illustrate times from a single printing process but rather show the time scale of the dynamic
behavior.
6.5.5.1 Detector DT performance
We use nominal process data when the Controller DT is running to train the OSVMs
for the two temperature setpoints T s1 = 205
◦C and T s2 = 210
◦C. We use radial basis
function kernels for our initial OSVM training. The transient analysis in (6.4) is sensitive
to model mismatches, which results in false-positives on normal data traces. Thus, we
analyze the performance of the OSVMs on the nominal process measurement and transient
responses to improve their robustness by perturbing their data boundaries. We perturb the
boundaries based on the performance of the Detector DT on the historical data to mitigate
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Figure 6.6: Illustration of the Detector DT abnormality detection during normal operation
using the robust bounds. The marker 1 indicates the data signals with the false
positives discussed in the text.
false positives (e.g., include historical data points that are known to be normal but predicted
abnormal by the Detector DT in the training set D). This procedure reduces the false
positive rates of the Detector DT at the expense of reduced sensitivity (see Remark 6.7).
The perturbation procedure is designed such that the resulting boundaries of the Robust
OSVM are an over-approximation of the original as-trained OSVM.
To remedy the reduced sensitivity of the Detector DT with the Robust OSVM due to the
perturbation procedure, we utilize additional OSVMs to provide a solution to the scenario
outlined in Remark 6.7. We train two new additional OSVMs (one for each setpoint) on the
features of the Robust OSVM solutions for normal data points. The output of the Detector
DT with these new additional OSVMs is denoted as Robust OSVM+ in Fig. 6.6 and the
indication + is used in subsequent figures for comparisons to the two different Robust
OSVM solutions. To train the Robust OSVM+, we extract three features from the Robust
OSVM solutions on the normal dataset. Specifically, we train the Robust OSVM+ on the
• Root-mean-squared error of the estimation (6.4)
• Time elapsed since the last setpoint change
• The absolute estimation error |ȳT − yT |,
of the Robust OSVM solutions on the normal dataset. We pass the datapoints that are
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predicted to be normal by the Robust OSVM through the Robust OSVM+ for additional
analysis and to improve the Detector DT performance.
Figure 6.6 illustrates the performance of the Detector DT with the updated robust data
boundaries on normal process data. The top plot illustrates the temperature reading and the
reference temperature for the process. The middle plot shows the comparison of the predic-
tions using the As-trained OSVM, Robust OSVM, and Robust OSVM+. We observe that
the As-trained OSVM results in a high rate of false positives in the middle plot, annotated
with 1 on the figure. The Robust OSVM+ solution in the middle plot has slightly increased
sensitivity that still rejects most of the As-trained OSVM false positives. We show how the
increased sensitivity, when compared to the Robust OSVM, provides better attack detection
performance in the following results.
On the bottom plot of Fig. 6.6 we illustrate the importance of the projection method
given in (6.4) utilizing the Robust OSVM+ (R-OSVM+) procedure. The output without
the projection (R-OSVM+, No proj.) has excessive false positives, annotated with 1 on the
figure, since it predicts all the transient responses as abnormal datapoints. It is important
to note that our proposed method for abnormality detection during controlled transient
response works with minimal false positives in our experimental setup. The data trace
(R-OSVM+, w/proj.) correctly identifies the transient behavior of the process as normal
behavior and has minimal false positives (e.g. the one spike at time ≈ 225 seconds on the
bottom plot of Fig. 6.6).
6.5.5.2 Cybersecurity DT performance
Here we analyze the performance of the Cybersecurity DT for the attack and anomaly
cases considered in our case study. All the figures have rectangles around certain axis labels
indicating the ground truth for the signal illustrated in the figure. Additionally, we provide
numbered annotations on the figures to highlight some discussion points that we provide in
the text.
Figure 6.7 illustrates the Detector DT and Cybersecurity DT output for the anomaly
case of A2. On the top plot, we see that the system response is altered due to the change in
the local controller parameters. Specifically, the system response is slower than what is an-
ticipated by the model in the controller. Consequently, the temperature signal significantly
over- and undershoots the reference signal as the controller has a large model mismatch,
which is illustrated by the process response on the top plot of Fig. 6.7. The Detector DT
predicts abnormalities throughout the process and requests consistency metrics from the
Consistency DT. In the middle plot we see the effect of the Robust OSVM+ versus the Ro-
bust OSVM, where the predicted abnormalities are slightly different for the two cases. Due
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Figure 6.7: Illustration of the Detector DT abnormality detection and the Cybersecurity
DT attack detection during the anomaly A2. Top plot shows the temperature
response of the process and the reference temperatures. Middle plot shows the
Detector DT outputs for the Robust OSVM and Robust OSVM+ procedures
with D-DT and D-DT+ respectively. Bottom plot shows the Cybersecurity DT
outputs when the Robust OSVM and Robust OSVM+ procedures are utilized
with CS-DT and CS-DT+ respectively. The rectangles around Abnormal and
Anomaly indicate the ground truth for the signals (i.e., if the signal is actually,
normal/abnormal, anomalous/attacked, etc.). Annotations 1 and 2 are discussed
in the text.
to the anomaly, the datapoints throughout Fig. 6.7 are abnormal and anomalous, which is
indicated by the rectangles in the axis labels. The detector DT identifies the abnormalities
as shown in the middle plot, during the setpoints and partially during the transient response
between the setpoints. The transient response of the system is similar to the normal case,
which results in the Detector DT predicting normal outputs during parts of the transient
response.
Since the process is not attacked, we see that the temperature output is still bounded
around the reference trajectory and thus the predictions of the Cybersecurity DT are normal
where the temperature signal begins to converge towards the reference. On the bottom plot
of Fig. 6.7, we see that the Cybersecurity DT correctly identifies the anomaly in the signal
for the abnormal predictions identified by the Detector DT. Additionally, we see that the
Robust OSVM, due to its reduced sensitivity in abnormality detection, results in a false
postive of the Cybersecurity DT, which can be seen on the bottom plot of the Fig. 6.7,
annotated with 1. In comparison, the Robust OSVM+ has no false positives (e.g. all the
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Figure 6.8: Illustration of the Detector DT abnormality detection and the Cybersecurity DT
attack detection during the attack T1. Top plot shows the temperature response
of the process and the reference temperatures. Middle plot shows the Detector
DT outputs for the Robust OSVM and Robust OSVM+ procedures with D-DT
and D-DT+ respectively. Bottom plot shows the Cybersecurity DT outputs
when the Robust OSVM and Robust OSVM+ procedures are utilized with CS-
DT and CS-DT+ respectively. The rectangles around Abnormal and Attack
indicate the ground truth for the signals. Annotation 1 is discussed in the text.
predictions are either anomalous or normal, with no predictions of an attack). Similar to the
case illustrated in Fig. 6.7, the Cybersecurity DT was able to correctly detect the anomaly
A1 for all the experimental data we have collected.
Figure 6.8 illustrates the Detector DT and Cybersecurity DT output for the attack case
T1. Due to the attack on the system, the controller stabilizes the temperature outputs at
an offset away from the desired setpoints. The middle plot shows the abnormality predic-
tions of the two OSVM procedures. The Robust OSVM+ has better abnormality prediction
(shown with D-DT+) when compared to the Robust OSVM (shown with D-DT). Using the
consistency measures and the STL monitoring, the Consistency DT analyzes the measure-
ments and identifies the offset in the signal. On the bottom plot of Fig. 6.8 we see that the
Cybersecurity DT identifies attacks on the inconsistent measurements from the process.
During transients in the process, the signal behaves consistently with the nominal transient
behavior, which causes the Cybersecurity DT to predict normal measurements. The anno-
tation 1 on the bottom plot highlights the attack prediction of the CS-DT, which is later and
more inconsistent when compared to the CS-DT+ outputs that use the Robust-OSVM+. We
clearly see that the Robust OSVM+ in the Detector DT improves the abnormality detection
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and consequently attack detection performance of the Cybersecurity DT.
Figure 6.9 illustrates the Detector DT and Cybersecurity DT output for the attack case
T2. Due to the attack on the system, the controller is not able to stabilize the system to any
reference temperature, which can be observed on the top plot. Thus, the temperature mea-
surements fluctuate irregularly causing the Detector DT to detect abnormality most of the
time, shown in the middle plot. Using the consistency measures and the STL monitoring,
the Consistency DT analyzes the measurements due to the requests from the AD-DT and
the Detector DT. On the bottom plot of Fig. 6.9 we see that the Cybersecurity DT identifies
attacks on the inconsistent measurements from the process. It is important to note that the
Cybersecurity DT finds normal or anomalous measurements in the data stream at times
where the measurement signal is similar to the transient response of the nominal process
or the abnormal signals of the anomalous process. Annotation 1 on the bottom plot shows
the missed positive by the Robust OSVM when compared to the Robust OSVM+. While
the effect of Robust OSVM+ is attenuated in this case, we still see that when compared
to the Robust OSVM, the Robust OSVM+ provides slightly better attack detection perfor-
mance. The anomalous predictions between 100 − 150 seconds and 170 − 210 seconds
exhibit similar behavior to the anomaly case A2, which results in the Cybersecurity DT
predicting anomalies instead of attack signals in those intervals. As mentioned earlier, the
recommendation of an attack on the system is shared with an attack classifier (either to an
SME or to additional data analysis DT) for further analysis.
6.5.5.3 Discussion
The results in this section show that the Cybersecurity DT identifies inconsistencies
throughout the signal, which predicts that the signal is most likely compromised, i.e., at-
tacked. Furthermore, when used for anomalous signals and attack signals interchangeably,
the Cybersecurity DT was able to correctly analyze and identify an attack on the system
without any need for parameter adjustment or model re-training. Due to the way we have
implemented the STL specifications for consistency monitoring, we have observed that
some attacked signals are partially missed or identified as anomalous especially around
setpoint changes. This is an important tradeoff in the framework design that we favored to
provide robustness when the process is in nominal condition (no anomalies or attacks). AM
processes often take multiple hours to manufacture a 3D object. Therefore, false alarms that
would result in stopping a process prematurely could be costly (e.g., time and material lost
due to a false alarm at the end of a multi-hour print job). Consequently, our design is aimed
toward reducing false alarms on the physical process. Various extensions that allow for
higher false alarm rates may be utilized for processes where the cost of missing an attack
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Figure 6.9: Illustration of the Detector DT abnormality detection and the Cybersecurity DT
attack detection during the attack T2. Top plot shows the temperature response
of the process and the reference temperatures. Middle plot shows the Detector
DT outputs for the Robust OSVM and Robust OSVM+ procedures with D-DT
and D-DT+ respectively. Bottom plot shows the Cybersecurity DT outputs
when the Robust OSVM and Robust OSVM+ procedures are utilized with CS-
DT and CS-DT+ respectively. The rectangles around Abnormal and Attack
indicate the ground truth for the signals. Annotation 1 is discussed in the text.
is much higher than prematurely stopping the process.
An important observation about the attack detection results indicate that the detection
performance may be improved by considering a latched process detection. In our presented
work, all detections are conducted by comparing the datapoints to the expected normal
boundaries; however, by incorporating the state of the process as anomalous, normal, or
attacked, further methods can be developed to instead look at the transition from one state
to another. Such detection methods may require additional modeling and data analysis, and
would be an extension of the proposed framework.
6.6 Further Applications on Spatial DTs for AM Processes
The Cybersecurity DT study illustrates a general purpose framework to monitor cyber-
physical systems to detect anomalies, and cyber-attacks in the context of closed loop con-
trollers. In this section, we utilize the presented DT framework architecture to demon-
strate further implementations for performance monitoring of spatiotemporal dynamics of
an AM process. Performance monitoring is a key application for AM processes to assess
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the process efficiency and the expected finished part quality. Therefore, we describe a
complementary application domain to the cybersecurity application and demonstrate how
the proposed DT framework with multiple DTs may be utilized in industry to monitor and
analyze high-performance spatiotemporal AM processes.
Figure 6.10: Implementation of the laser distance measurement sensor. This setting is also
presented in Fig. 3.5 in Chapter III. 1 - laser measurement point, 2 - square
shell build geometry, 3 - laser distance measurement sensor, 4 - mounting
piece for the sensor, 5 - extruder head of the FDM printer, 6 - PLA filament
used in the experiment, 7 - heated build plate with the painters tape.
The spatial dynamics of the process represent the height of the printed part at each
layer, as a function of space. To measure the spatial state of the system at each printed
layer, a customized sensor integration is utilized illustrated in Fig. 6.10. A laser distance
measurement sensor is mounted on the extruders and the GCode is modified to scan a layer
after it is printed. Fig. 6.10 shows the setup while measuring a layer of a shell geometry.
For spatial measurement, a painter’s tape is used to minimize reflections from the build
plate, thus minimizing measurement noise.
The laser measurements are passed to the Feature DT, which translates the temporal
signal into a spatial representation to model the height of the top layer as a function of
space. The top panel on Fig. 6.11 illustrates real-time measurements of given shell geom-
etry, implemented through a MATLAB interface. The spatial DT evaluates the measured
profile as well as a projected layer height after five layers into the future based on the
model presented in [13]. The projection model is implemented as a DT replacing the AD
DT and Cybersecurity DT in Fig. 6.5. The spatial analysis DT utilizes a model with the
spatial measurements from the Feature DT to predict the height profile of the process at a
future layer. A simple noise model is used to provide uncertainty for the predicted layer
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Figure 6.11: Left: Real-time spatial height measurement of the laser sensor and projection
of the spatial height measurements to five layers into the future with prediction
uncertainty data panel in MATLAB. Right: Spatial height measurements of a
20 layer shell geometry for offline data analysis.
height, shown around the projected spatial state. The bottom panel on Fig. 6.11 illustrates
the data collected from a 20 layer printing process after some additional offline data pro-
cessing. This data is used to analyze part performance and derive control actions for the
printing process for future prints. Additionally, the layer-to-layer height profile data en-
ables detailed analysis on the internal structures and micro-defects that may be invisible in
the finished part. Therefore, spatial monitoring enables great insight on the part quality and
functionality, which is essential for industrial applications. This type of analysis is of great
importance for in-line quality control and virtual metrology applications. Additionally, by
utilizing future projections of the process, it is possible to predict if an AM process is ex-
pected to conform to design tolerances and take preemptive action accordingly. Tolerance
conformance prediction problem is studied in detail in Chapter IV.
Additional DTs for performance monitoring on the spatiotemporal dynamics of an AM
process with low-level implementation details are presented in Appendix C. We present
a real-time implementation study for a number of monitoring DTs working with the spa-
tiotemporal process to present performance metrics in real-time. We note that the DT
framework presented in this chapter is capable of accommodating the DTs presented in
Appendix C as they are specializations of the general purpose DT architecture and frame-
work in this chapter.
6.7 Chapter Conclusions
In this chapter, we presented a general-purpose DT framework for cyber-physical man-
ufacturing systems and presented a detailed application for cyberattack detection on CPMS
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in the context of closed-loop controllers and anomalies in the physical process. The main
contribution of this chapter is a digital twin framework that is flexible and extensible to in-
corporate various models and data structures for run-time analysis of cyber-physical man-
ufacturing systems (C4). The proposed Cybersecurity DT is able to detect and distinguish
attacks and anomalies on the system while the process is controlled to switching setpoints.
Furthermore, the proposed framework is capable of integrating with existing solutions in
practice and leveraging subject matter expertise. Our approach is platform agnostic and
modular thanks to its DT-centric design. We demonstrated our approach on an off-the-
shelf 3D printer on which we implemented a novel network controller. Our demonstration
illustrates the utility of the approach and proposes an architecture for scalable implemen-
tations in the context of AM Fleet applications. Then, we presented a specialization of
the presented framework in the context of spatiotemporal AM processes. Experimental
results illustrate how DT technology can enable monitoring and online analysis for AM
processes, which in turn enables higher visibility, security, and reliability in industrial ap-
plications. The monitoring and analysis steps provide a baseline for practical implementa-
tions of the developments presented in the previous chapters since monitoring provides us
with interfaces to interact and possibly control the spatial process. The components of the
framework can be extended for multiple resources in a manufacturing system and aggre-
gated into a system-level DT framework. The system-level DT framework solution can be
utilized within the SDC-AM control architecture presented in Chapter V.
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CHAPTER VII
Conclusions and Future Directions
As described in Chapter I, spatial processes emerge in many engineering and science
applications as a powerful modeling formalism to consider system dynamics evolving as
a function of space. An important and exciting application of spatial processes is additive
manufacturing (AM), where a 3D object is manufactured in a layer-wise fashion. This
dissertation focuses on modeling and control of spatial processes with a specific empha-
sis on AM as a motivating example. The unique manufacturing capabilities provided by
AM have enabled a new paradigm of digital manufacturing, where production capabilities
may be highly customized and decentralized since AM processes produce near-net-shape
final products. When multiple AM processes are utilized together for improved capacity,
efficiency, and yield, they are named AM Fleets. We consider AM Fleets as system-level
extensions and generalizations of spatial processes in the form of spatially distributed sys-
tems. AM Fleets have been successfully utilized in industry to improve production ca-
pabilities. Furthermore, AM has been a crucial decentralized manufacturing capability
worldwide during the COVID-19 pandemic, where individuals with AM capabilities have
contributed to the production of crucial safety equipment during the catastrophic disrup-
tions in industry. The utilization of AM processes in such critical and disruptive scenarios
illustrates how AM capabilities in manufacturing can enable novel manufacturing systems
that are agile, robust, and highly reconfigurable in the face of disruptions.
However, AM processes are, in general, difficult to model, analyze, and control due to
the complex physics involved in the process. Additionally, there is a lack of consensus on
practical considerations such as sensors, control architectures, control authority, and per-
formance measures. The lack of knowledge on the process analysis leads to poor reliability
and repeatability of AM processes in industry, which is often addressed by tuning individ-
ual machines to process a single product. While effective in practice, such approaches are
difficult to scale and contradict the main promise of AM processes enabling greater flexi-
bility and customizability with minimal setup costs. To address the aforementioned issues,
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this dissertation proposes a comprehensive approach to model, control, and analyze AM
processes. Furthermore, a system-level framework to efficiently model, monitor, and con-
trol AM Fleets is presented to complement the developments at the process level. In the rest
of this chapter, we restate the main contributions of the dissertation, identify limitations,
provide future research directions, and discuss the greater impact of the contributions.
7.1 Contributions
The four primary contributions of this dissertation are stated below.
C1 - A unifying control-oriented modeling framework for spatial AM processes: The
first main contribution of this dissertation is the development of a modeling framework and
a notion of layer-to-layer stability to characterize the performance of the layer-to-layer spa-
tial AM processes. The spatial modeling framework and layer-to-layer stability metrics are
presented in Chapter III. We present a spatial modeling framework for the layer-to-layer
spatial dynamics of an AM process, which is later used for closed-loop controller devel-
opment. Additionally, the layer-to-layer stability metrics provide a spatial performance
measure to quantify if a printed part conforms to physical specifications such as dimen-
sional tolerances. We demonstrate the concepts on a fused deposition modeling process
and provide experimental results.
C2- Novel layer-to-layer control methods that utilize spatial models of AM processes:
The second contribution is the development of novel control architectures that utilize the
presented modeling framework to ensure layer-to-layer reachability, stabilizability, and ref-
erence tracking in the context of control constraints. Novel approaches leveraging the pos-
itivity and monotonicity of spatial height dynamics are presented for controllers that are
scalable to large spatial domains. The layer-to-layer controllers and their applications are
presented in Chapter IV. The novel approaches presented in Chapter IV provide layer-to-
layer closed loop controllers to track desired spatial height references and to layer-to-layer
stabilize the spatial process.
C3 - A system-level control approach for spatially distributed AM processes: The third
contribution of this dissertation is a system-level centralized control framework that em-
ploys novel control and analysis methods for run-time closed-loop scheduling control and
knowledge transfer/reuse in AM Fleets. A system-level centralized control framework and
its applications in scheduling and knowledge transfer are presented in Chapter V. We
present a system-level centralized control framework that utilizes digital twins of the re-
sources to obtain a run-time centralized view of an AM Fleet. We then illustrate how the
centralized knowledge may be utilized for run-time closed-loop scheduling applications
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and knowledge transfer applications.
C4 - An extensible digital twin framework for monitoring and analysis of spatio-temporal
processes: Many of the presented contributions are enabled by the availability of run-time
models and representations of the physical processes, which are utilized for multiple pur-
poses. To this end, we develop purpose-driven digital twins to efficiently synthesize run-
time data to model, analyze, and control cyber-physical systems. The fourth main con-
tribution is a digital twin framework that is flexible and extensible to incorporate various
models and data structures for run-time analysis of cyber-physical manufacturing systems.
We demonstrate the digital twin framework on an extensive cybersecurity application im-
plemented on an AM process and provide further implementations for analyzing and per-
formance monitoring on spatio-temporal process data. The digital twin-based process mon-
itoring and analysis framework is presented in Chapter VI. We demonstrate several appli-
cations implemented on an off-the-shelf 3D printer to illustrate the utility and flexibility of
the presented framework. The presented experimental results enable run-time verification
of cyber-physical manufacturing systems.
There exist numerous research directions and open questions for future work building
on the knowledge synthesized in this dissertation. The rest of the chapter outlines the
limitations of the presented work, three future research directions, and the greater impact
of this dissertation on the science and engineering community.
7.2 Limitations
This dissertation has explored modeling and control for spatial processes and spatially
distributed systems within the context of the four main contributions C1-C4. A number of
limitations and future work remain related to all contributions.
The control-oriented modeling framework in Chapter III presents a layer-to-layer model
for a general AM process. While spatial input-output (material input to spatial height out-
put) models for many AM processes have been proposed in the literature, system iden-
tification remains a challenge for many practical applications. Developing a framework
for systematic system identification methods for spatial models in AM processes is an im-
portant challenge to be addressed. Additionally, spatial location and layer dependence of
the layer-to-layer models may be necessary depending on the applications of interest and
the spatial geometry in the process. Furthermore, we provide examples of layer-to-layer
stability bounds defined based on the dimensional tolerances of simple geometries, but in
practice, the dimensioning and tolerancing for the printed parts may be layer and geometry-
dependent. Further studies on how to develop effective layer-to-layer stability bounds to
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ensure part dimensionality and possibly other mechanical properties through further mod-
eling efforts will greatly improve the applicability of the proposed models in practice.
Another important challenge is the practical application of layer-to-layer controllers for
AM, such as the ones presented in Chapter IV. As also outlined in Chapter V, current AM
systems lack a uniform architecture to interface and control the process in run-time. For
many processes, closed-loop control applications are not possible due to a lack of in-situ
sensing, or sufficient control authority. To enable a more general framework for AM spa-
tial control in practice, necessary components (for sensing and actuation) must be identified
and standardized in the industry. Establishing a more uniform landscape for control author-
ity and sensing of various AM processes will enable new applications for process control
in practice. Additionally, the controllers proposed in Chapter IV have been demonstrated
in simulation studies due to the difficulties in implementing experimental controllers on
off-the-shelf FDM machines. Implementation, experimentation, and validation of the pro-
posed controllers on commercially available machines (e.g., off-the-shelf FDM printers) is
a practical limitation of the presented work, and is a promising direction for future work.
Another limitation of the presented work is the increased computational overhead due to
the data-intensive and large-scale datasets produced by AM processes and spatial processes
in general. In practice, a tradeoff between modeling fidelity and computational availability
is made based on the application of interest. AM processes and DTs can produce large
amounts of data to be processed and analyzed since the dimensionality of the spatial data
and models scale by the spatial resolution. For example, for a spatial resolution of 100 mi-
crons, a square spatial domain of just 10 millimeters results in 10201 spatial locations per
layer, which scales further with the number of layers in the process. Thus, data monitor-
ing, analysis, and control for the spatial locations become a challenging big data analysis
problem that needs to be handled efficiently. Developing efficient computational tools to
analyze run-time data streams and control applications is a crucial step to enable the next
generation of online analysis tools.
An important limitation for the centralized system-level framework for AM fleets is
the applicability and availability of necessary data protocols to collect data and implement
control on AM processes. As discussed earlier in Section 5.1, proprietary data and control
architectures of various AM machines make it difficult to collect uniform data streams from
all machines in an AM Fleet with heterogeneous machines. Additionally, the knowledge
transfer methods described in Chapter V rely on the necessary maps being defined across
processes in the AM Fleet, which is a challenging research task in practice. Further research
work in this direction will enable practical implementations of the presented approaches in
industry.
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The DT framework and cybersecurity applications presented in Chapter VI provide a
baseline framework that is extensible for further applications. The presented cyber-security
application relies on certain logical propositions provided by a subject matter expert. How-
ever, developing such propositions may be difficult and labor-intensive in practice. Devel-
oping efficient methods to systematically build monitoring conditions for on-line analysis
applications applications and leveraging data-driven approaches will help to scale the pro-
posed methods to multiple machines and attack types. Additionally, the reusability of mon-
itoring specifications across machines in a fleet, and how the proposed methods scale for
detecting system-level anomalies are promising future research directions. Furthermore,
specifications for monitoring spatial process data such as the example given in Chapter VI
should be developed to detect attacks and anomalies on the spatial domain.
7.3 Future Research Directions
While a number of limitations and research questions can be identified for the main
contributions of this dissertation, three promising research directions are presented next as
potential directions that can leverage the research in this dissertation.
7.3.1 In-situ Verification and Control of AM for Online Quality Assessment
An important practical requirement for manufactured parts is to conform to specified
mechanical properties, e.g., tensile strength, dimensional tolerance, porosity, etc. Quality
assessment and assurance with AM is often challenging since the layer-to-layer process
may be prone to imperfections. Additionally, due to the issues in repeatability and relia-
bility, AM-produced parts may have high reliability, which makes it difficult to do batch
sampling (in many cases, the parts are bespoke and not even in batches). The difficulty
in verifying AM printed parts is an important challenge for utilizing AM in the industry.
While certain designs may be repeatedly tested and verified by batch producing on a given
machine and material combination, verification for customized parts remains difficult. Ad-
ditionally, many testing routines may depend on destructive testing of printed parts which
is cost-intensive. The DT frameworks presented in Chapter VI and Appendix C illustrate
how DTs may be utilized for online monitoring in conjunction with formal specification
methods to prescribe desired behavior for the process and the produced part. These ap-
proaches may be extended to develop online verification methods that can verify an AM
printed part in-situ. To build such tools, extensive research must be done on understanding
the key parameters that influence mechanical properties. By monitoring the key parameters
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and building DTs to estimate and monitor the related mechanical properties, in-situ quality
verification may be possible.
While monitoring enables quality assessment for the processes, the spatial modeling
and control methods may be utilized in a similar manner to ensure part quality. Chapter III
and Chapter IV discuss layer-to-layer stability as a measure of dimensional performance of
the printed part. By extending the definition of a state from a heightmap to other properties
of interest and providing layer-to-layer measurements of the process, it may be possible
to build controllers that ensure conformance to mechanical properties for AM-produced
parts. Developing fundamental knowledge on the control models for key parameters and
developing an efficient method to implement such controllers in the context of varying
control authority and sensing availability is an important challenge. Addressing research
questions in this direction will enable the next generation of high-performance and efficient
AM processes.
7.3.2 Modeling and Control of AM Spatial Dynamics as Monotone Systems
The use of monotone operators for efficient controller computation is presented in
Chapter IV. Understanding the additional structure of monotonicity in the model enables
efficient computation methods for large-scale nonlinear system dynamics. Additionally,
since these methods utilize the nonlinear dynamics equations without additional approx-
imations, they provide an exact solution of the nonlinear system, which is expected to
outperform linear approximations in practice. In fact, monotone systems and monotone
operator theory both have rich literature with many novel applications that enable scalable
control and verification, which may be leveraged in the AM research domain. Consid-
ering AM spatial dynamics as monotone operators, we may scale control approaches to
large-scale applications by leveraging monotone operator theory. Immediate research ap-
plications are decentralized and distributed modeling frameworks to consider the spatial
AM process in multiple spatial sub-domains to develop efficient computation methods. By
leveraging the computational efficiency of the monotone dynamics, it may be possible to
develop scalable model predictive control approaches with the nonlinear dynamics to pro-
vide additional robustness to the process. This is an interesting research direction since
model-based control with nonlinear dynamics is a difficult problem with the computation
of the exact solutions not always feasible due to computational complexity.
Within this scope, developing frameworks that account for model uncertainty and noise
with the nonlinear models is an important extension of the presented work. Extensions
in such directions may be leveraged from solutions in the literature on related problems
in monotone operator theory and optimization theory. Therefore, understanding and de-
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veloping new models that satisfy the monotonicity or positivity (in the linear case) is a
promising research direction. Especially, characterization of uncertainty in the developed
models to preserve monotonicity and developing theory on layer-to-layer stability-ensuring
control applications to control for the functional properties of the produced part will enable
practical and efficient control methods for AM processes that scale well. Future research
directions could also utilize ILC methods similar to those presented in Chapter IV on the
monotone spatial dynamics to provide theoretical guarantees on robustness and stability
for the closed-loop system. Lastly, layer-to-layer stability and finite stability in the con-
text of finitely many layers poses an interesting research challenge on designing controllers
that provide guarantees in a finite regime. Further research on the implications and pos-
sible guarantees that can be provided for such applications will, in turn, enable enhanced
stabilizability and reachability analysis on the spatial dynamics. Applications in this direc-
tion, leveraging underlying system properties such as monotonicity, will enable intelligent
decision-makers that monitor, analyze, learn, and predict process behavior in future layers
in an accurate manner. By utilizing such next-level decision-makers for AM Fleets, an
under-performing process is either controlled to be layer-to-layer stable or if the process
is not stabilizable, it is stopped prematurely to avoid time and cost. Such applications are
essential, especially in system-level AM Fleet scenarios.
7.3.3 Knowledge Transferring Control for Data-rich Systems
As mentioned previously, parameter tuning for AM processes is a labor-intensive and
difficult process. Chapter V presents the SDC-AM framework as a centralized system-level
control framework that utilizes digital twins in conjunction with a knowledge base for sys-
tematic modeling and storage of process models and past measurements. The application of
knowledge transferring control leverages the data from the previous runs of the same pro-
cess or similar processes to improve controller evaluation. The application may be extended
to other data-rich processes such as power networks, multi-robot systems, and autonomous
driving. Developing theoretical foundations on the performance analysis of utilizing model
information alone versus model information enriched with the knowledge transferring con-
trol approaches will enable a new control paradigm where measurements from similar pro-
cesses may be utilized for control to improve controller performance. Within this context,
measures such as convergence rate and domains of attraction for the closed-loop controllers
utilizing transferred data versus model-only evaluation should be quantified for practical
applications.
By utilizing knowledge transferring control on spatially distributed systems, distributed
learning applications may be developed such that the group of resources (e.g., the AM
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Fleet, group of robots over a spatially distributed domain) collectively learn optimal control
policies from each other. Similar concepts have been explored in the context of exploration
and cooperation in multi-agent systems. Here, we can extend the application domain in
manufacturing by explicitly utilizing redundancies in the system to ensure product quality
and reliability. For example, if we have a mapping to translate the measurements from
one machine to another as an application of knowledge transfer, we may utilize a relatively
inexpensive process to print a certain high-value product to collect data. Then, the collected
data, i.e., the knowledge, can be utilized on the high-performance machine by utilizing the
mapping between the processes. In practice, evaluating such maps is not always feasible.
Thus, an important research direction is to explore structures for such maps and develop
a fundamental understanding of how they can be evaluated. Machine learning methods
may be utilized to evaluate mappings between the dynamics of various processes in a fleet.
Learning such mappings, in turn, will improve the reliability and repeatability of each
resource and improve the yield of the fleet.
7.4 Outlook and Greater Impact
This dissertation has focused on AM processes and AM Fleets to provide examples
and developments on spatial processes and spatially distributed systems. The contributions
of the dissertation enable efficient modeling, control, and online monitoring methods for
AM processes, which in turn improve the quality, yield, repeatability, and reliability of AM
processes. The development of digital twin architectures for cyber-physical manufacturing
processes enables the detection of anomalies and attacks for secure and verified AM pro-
cesses. The system-level centralized modeling and control framework provides a baseline
architecture to utilize multiple AM processes for improved utilization and throughout in-
dustrial applications. Overall, the contributions of this dissertation improve the knowledge
in the field of modeling, monitoring, analysis, and control for AM processes.
The developments and contributions in this dissertation have a greater impact on the
literature as the developed methods and knowledge apply to a broader range of processes.
Since the presented work in this dissertation has focused on applications in additive man-
ufacturing, the application of the presented methods to related fields requires the develop-
ment of proper extensions for the related fields. Spatial processes and the theory devel-
oped in Chapter III and Chapter IV apply to other manufacturing processes such as weld-
ing, milling, and hybrid manufacturing (material addition and removal) by considering the
layer-to-layer process in terms of a pass-to-pass process. While there are inherent differ-
ences between the layer-to-layer dynamics of additive manufacturing and the pass-to-pass
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material removal process, extensions of the proposed methods can be developed to apply
novel modeling and control applications that perform spatial reference tracking. By extend-
ing the proposed modeling and control methods for spatial processes, novel control appli-
cations for various manufacturing processes may be developed. Additionally, industrial
robotics applications may be considered as spatial processes that are repetitive in nature.
Extensions of the contributions in Chapters III-IV may result in novel modeling and control
methods for industrial robotics. The concept of spatially distributed systems is also general
enough to apply to many types of multi-agent systems, supply chains, connected auto-
mated vehicles, and smart power grids. The centralized control framework and the control
approaches developed in Chapter V may be utilized for these other systems with appropri-
ate extensions. Lastly, the DT framework and applications presented in Chapter VI apply
to general cyber-physical systems with applications of monitoring, analysis, verification,
control, and cybersecurity. While DTs have been largely used in manufacturing applica-
tions, they are gaining attention in other fields as well. Utilizing the proposed frameworks
and architecture in other application domains such as aerospace, automotive, autonomous
vehicles, robotics and robot fleets, etc., creates novel applications and research directions.
As an example, a fleet of connected autonomous vehicles for transportation applications
may be considered as a spatially distributed system where instead of resources in an AM
Fleet, we now consider the individual vehicles and how they accomplish transportation
tasks. The centralized control framework with run-time scheduling applications developed
in Chapter V may be utilized in this setting. Additionally, digital twins of the vehicles may
be utilized to gather run-time information to understand vehicle status, capability, range,
etc. Formalizing the presented work from this dissertation in the context of these applica-
tion domains and developing a fundamental understanding and theory about the underlying
concepts will potentially have a high impact on multiple applications, resulting in improved





Details of the Chapter III Case Study Model
In this appendix we present additional details of the spatial model from the case study
of Chapter III. We illustrate the use of shape functions to build matrix representations of
the cross-sectional geometry of the FDM process over a spatial domain of interest. The
contents of this appendix are presented in [16].
A.1 Shape function and input for FDM
An ellipsoid shape function with the major (a) and minor (b) radii and θ = [a, b] is
chosen for the FDM process. The shape function for the FDM process is given by









where y′ ∈ [y − a, y + a] and ∆y = ||y − y′||22 is the Euclidean distance from a deposition
point y ∈ p in the ̂P direction, and the function is zero everywhere else.
Single bead width is measured as 0.36mm on average with caliper measurements. The
square deposition path on Λ is given by the following spatial deposition points.
p̄(k, γ̄(Λ)) = {λ(1, 1), . . . ,λ(1, 126),
λ(2, 126), . . . ,λ(126, 126),
λ(126, 125), . . . ,λ(126, 1),
λ(125, 1), . . . ,λ(2, 1)}.
(A.2)
Define P ∈ Rni×nj with ones for the spatial locations in Λ with deposition, defined by
p̄(k, γ̄(Λ)) and zeros elsewhere, and define p = vec(P ).
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A.2 Kernel Bases for deposition Bead Modeling
The concept of kernel basis matrices is introduced in [13] to evaluate c̄i with the cor-
rect spatial location and orientation. A kernel basis matrix has the nonzero entries that
correspond to the discretized heights of the shape function at a specific orientation (e.g.
0, π/2) based on the deposition path. Leveraging the adjacency and the square shape
of the deposition path, following 3 × 3 kernel basis matrices are given. The shorthand
c(y′) = c(p,θ, b, y′) is used for notational brevity.
K1 =




0 c(y − αj) 00 c(y) 0
0 c(y + αj) 0
 K3 =
0 0 00 c(y) 0
0 0 0

Since αi = αj and the bead function is symmetric, K1 = KT2 in this example. To under-
stand the effect of corner overflow in the case study, the deposited parts are observed under
a microscope. As a result,K3 represents the corners of the square shell.
The c̃(sm) matrices for spatial inputs are evaluated in the following way for each depo-
sition point.
1. For a point p on the deposition path p̄, a corresponding kernel basis matrix Ki is
determined.
2. Taking the center entry of Ki as the spatial location corresponding to p in Λ, the
matrix is padded with zeros to have the appropriate dimensions Rni×nj .
Using the c̃(sm) matrices, input matrix Bk is evaluated as given in (3.5). For the spatial
locations with multiple overlappingKi matrices, a saturation function is utilized to ensure
that the control input is appropriately applied to the spatial dynamics.
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APPENDIX B
Details of the First-order Logic Representation in
Section 5.2
This appendix overviews the methods used to express a priced timed automaton (PTA)
in first-order logic (FOL) in Chapter V, Section 5.2. Details of the model development
for the optimization problem for the model predictive control application in Chapter V,
Section 5.2 are given in the following.
B.1 First-order Logic Representation of the Graph
Suppose each location in Q is represented as the j th standard basis vector in Bnq , qj ,
where nq = |Q| and B = {0, 1}. Similarly, each edge in E can be represented as the jth
standard basis vector in Bne , ej where ne = |E|. Then, let A ∈ {−1, 0, 1}nq×ne represent
the incidence matrix of A where an element A(i, j) = 1 (positive incidence) indicates that
ej transitions to qi and A(i, j) = −1 (negative incidence) indicates that ej transitions from
qi.
Define the input transition matrix Bin , max(A, 0), where max is computed element-
wise for each element of the first argument and, denotes a definition for the left-hand side,
that maps an edge to the location it transitions to. Then, qi+1 = Binei+1 where ei+1 is the
edge from a location qi to qi+1, and qi+1 is the location following the discrete transition.
Similarly, define the output transition matrix Bout , max(−A, 0) that maps an edge to the
location from where it transitioned. Therefore, qi = Boutei+1.
Next, define Ã , max(−ATBin, 0) as the matrix that maps an edge ej into the set
of edges that are enabled after the execution of ej . Here, enabling is defined in terms of
connectivity and not the guards and invariants, so that if an edge is negatively incident to
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a location, then that edge is enabled at that location. A vector of edges enabled following
the traversal of any edge ei can thus be defined as ẽi+1 = Ãei with initial condition
ẽ1 = max(−AT , 0)q0.
To constrain the discrete transition to one of the possible choices in the vector ẽ, the
“multiple exclusive or” Boolean function is introduced:
mXor(a,b) , aTb == 1 (B.1)
where a and b are binary column vectors of equal length. This function enables the en-
coding of the automaton connectivity as a set of first-order logical constraints on the edges
taken during discrete transitions: each edge ei, denoting the ith discrete transition in a path,
must satisfy mXor(ei, ẽi).
Finally, a first-order logic MPC horizon, Nmpc, is defined as the length of the horizon
for the MPC formulation. The decision variables of the first-order logic MPC are the dis-
crete transitions of a path on a PTA. Then, the sequence U = {u1, . . . , uNmpc} denotes the
decision variables for the first-order logic MPC problem, so that ui ∈ Bne .
B.2 First-order Logic Representation of Time
The guards and invariants of the set B(C) of the PTA must also be represented in
first-order logic. The PTA has two clocks: a global clock and a local clock. Local clock
valuations are denoted with cl(qj) and represent the time spent at a given location. Valua-
tion of a global clock at state qj is denoted with cg(qj). A global clock valuation represents
the time spent since the beginning of a path. The vector of all clock valuations is defined as
val(c) = [cl(q
0), cg(q
0), . . . , cl(q
nq), cg(q
nq)]T . This schema allows the encoding of the
algebraic constraints in B(C) in an algorithmic way for each state in the PTA.
By assumption, the global clock of a PTA is never reset. This poses a consistency
constraint on the valuations of the global clock at different qi, such that the global clock
valuation at qi must be cg(qi) = cl(qi) + cg(qm) if and only if a discrete transition from
qm to qi is taken in a path (i.e. (cg(qi) = cl(qi) + cg(qm)) ⇔ ej , where ej is the edge
from qm to qi). Algorithm 3 presents the global clock valuation constraint assignment.
The assignment is performed between all the locations in the PTA except for the initial
location q0. Let δin ∈ Bne denote a vector that corresponds to the edges with positive
incidence to qi. Then, each 1 in the vector δin corresponds to an ej ∈ E. So, if δin ∈ E,
there is a single incoming edge (positive incidence) to the location qi. The constraint given
in line 6 is assigned for the single incoming edge case. If δin contains multiple ones, the
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Algorithm 3 Global clock valuation constraint assignment
1: function GLOCLOCK(E,Bin, Bout, Q, val(c), U )
2: Initialize: Φ← {},Λ← {}
3: for all qi ∈ Q \ q0 do
4: δin ← BTinqi
5: if δin ∈ E then qm = Boutδin
6: Λ← Λ ∪ {cg(qi) = cl(qi) + cg(qm)}
7: else




9: for all ej ∈ δin do qm = Boutej
10: φm ← {cg(qi) = cl(qi) + cg(qm)}







15: Output: C ← Φ ∪ Λ
16: end function
vector is decomposed into the unit basis vectors ej and the proposition φm is created for
each ej . After evaluating the proposition φm, the constraint given in line 11 is evaluated.
The constraint reads as: the proposition φm is true if and only if the discrete transition
belonging to the edge ej is executed within the MPC-horizon Nmpc. By using Algorithm 3,
the consistency constraint on the global clock valuations is maintained.
Algorithm 4 presents the guard condition assignment for the clock valuations in val(c).
The assignment is performed for all locations in the PTA except for the initial location
q0. Let the vector δout ∈ Bne denote a vector that corresponds to the edges with negative
incidence to qi. If δout contains more than one edge, it is decomposed into the edges
it corresponds to (δout =
∑
j e
j). The algorithm first checks if the multiple negatively
incident edges have the same guard condition gej .
The proposition in line 11 of Algorithm 4 is assigned to ensure that cl(qi) will satisfy the
guard condition if a discrete transition belonging to edge ej is executed. To have a feasible
satisfaction problem in first-order logical constraints, all the Boolean equation constraints
of a system must evaluate true. The constraints evaluated at line 11 of Algorithm 4 make
the equivalent guard conditions of two outgoing edges (negative incidence) infeasible when
one of the edges has an associated discrete transition executed. To circumvent this situation
for equivalent guard conditions on outgoing edges, the proposition in line 15 is evaluated.
The proposition states that a local clock value satisfies the equivalent guard condition if and
only if either of the edges with the equivalent guard condition is executed.
Finally, the invariants of the PTA can be encoded with first-order logic via linear con-
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Algorithm 4 Guard condition assignment
1: function ASSGNGUARD(E,Bin, Bout, Q, val(c), U )
2: Initialize: Ξ← {},Ω = {}
3: for all qi ∈ Q \ q0 do
4: δout ← BToutqi




6: for all ej ∈ δout do θ ← ej
7: if gej+1 = gθ then . equivalent guards
8: Θ← Θ ∪ θ
9: else
10: ε← (cl(qi) |= ge
j
)






14: ε← (cl(qi) |= ge
j
)






16: else δout ∈ E




20: Output: G ← Ξ ∪ Ω
21: end function
straints. Each location of the PTA has a nonnegative number of invariants, ηi, associated







where x and y are the global and local clock valuations at a location, Ψi ∈ Rηi×2, and
ti ∈ Rηi . The vectors representing all of the invariants can be built by letting Ψ =
diag(Ψ1, . . . ,Ψnq) and t = [t1 . . . tnq ]T satisfying:
Ψ val(c) ≤ t (B.3)
where Ψ ∈ Rη×2nq , ti ∈ Rη, and η is the number of invariant constraints. This forms the
first-order logic representation of the invariants of the PTA.
The proposed encoding scheme for the first-order logic representation of time allows
for an efficient formulation of the MPC problem in which the clock valuations only at
the discrete transitions are considered. Presented time encoding scheme differs from the
existing first-order logic time encoding schemes in literature such as [30]. The existing
encoding schemes encode the time of delay and discrete transitions of a PTA in fixed dis-
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cretized intervals, resulting in an increased number of constraints to represent time when
compared to the proposed scheme here. The first-order logic formulation of the PTA-MPC





This appendix presents an implementation study based on a specialized digital twin
architecture presented in our work [15]. The implementation and the experimental results
are given as further references to the DT framework presented in Chapter VI.
C.1 Further Applications in Performance Monitoring and Anomaly
Detection for Spatiotemporal AM Processes
In this section we specialize the general DT framework proposed in Chapter VI for
a specific AM process and present results on spatiotemporal monitoring. There has been
recent work in modeling FDM processes, developing measurement technologies, and estab-
lishing verification techniques to improve the quality and reliability of AM manufactured
parts [13, 160, 171]. Most of the current literature relies on customized sensing and mea-
surement technologies to build DTs of AM systems. There has been little DT work focused
on a unified approach to handle different types of data available through the machine, con-
trol system and the design data of an AM process to model the cyber-physical nature of an
AM machine for anomaly detection and performance monitoring.
This section presents a specialization of the DT architecture presented in Chapter VI for
performance monitoring and anomaly detection of AM processes by utilizing spatiotem-
poral data streams. Focused examples of the presented approach on FDM technology are
presented to illustrate practical use cases of the proposed DT.
We utilize STL to define propositions to be monitored by the DTs, similar to the pre-
sented methodology in Section 6.4.2.2. Propositions for an AM process may specify prop-
erties of the end-product. Additionally, a proposition may define allowable working con-











Figure C.1: Structure of the DT application for spatiotemporal monitoring.
proposition πj may define allowable printing temperatures specific to each material in an
AM process. To check if the proposition is satisfied, a measurement signal s(t) of the
corresponding material temperature may be monitored in addition to other measurement
data.
C.2 Digital Twin Framework Application for Spatiotemporal AM Mon-
itoring
Figure C.1 illustrates the specialized DT architecture for spatiotemporal AM process
monitoring. Notice that the components of Fig. C.1 are similar to the general framework
presented in Fig. 6.2 and Fig. 6.5. Previously, we presented a system-level framework
where multiple DTs were interacting to deliver results. Here we specialize to the case
when we have a single purpose-driven DT implemented for an AM process for illustrative
purposes of how the framework may be utilized in several practical applications. Three
main components of the proposed DT are the DT Interface, DT Functions, and DT Core.
The reference list r = [r1, . . . , rnf ] is the list of reference inputs for the AM plant. An
example of r is GCode instructions, used to prescribe actions for the components of a
numerically controlled machine, which are commonly used in AM. Each line of a GCode
file describes a set of actions for the machine to execute using its actuators. Consequently,
rj denotes a single line of a GCode command executed at time-step j.
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C.2.1 DT Interface for AM Processes
Real-time data coming from the physical system is managed by the DT Interface. A
conceptual AM plant is shown in Fig. C.2. An AM plant in this work is considered as a
closed-loop controlled AM process in which the only allowable input to the closed-loop
AM plant is the reference list r. This consideration is a practical one since most AM
machines in practice have OEM control systems and sensors that are not accessible to the
user during the AM process. The reference list input (GCode) is analyzed by an interpreter
and a controller input r̂j is generated for the OEM controller of the AM plant. The OEM
controller uses the controller input and the measurements from the AM process coming
from the OEM sensors to generate the actuator inputs uj . Based on the actuator inputs, the
AM process takes place and a physical part is manufactured. The physical outputs of the
AM process are denoted with yj in Fig. C.2. The OEM sensors measure the physical output
yj and send zOEMj back to the OEM controller. External sensors such as cameras, laser
scanners, and temperature readers are often instrumented on an AM machine to measure
the physical output yj [46, 160]. External output measurements are shown with zextj in
Fig. C.2. Therefore, zextj denotes the sensory measurement signal for the process output
yj The output data zj = [zextj , z
OEM
j ]
T is computed as a vector output of measurements
from OEM sensors and external sensors, at the output of the AM Plant. In practice, some
of the OEM sensor measurements may be unobservable to the user, in which case zOEMj
represents a partial data stream from the OEM sensor measurements.
The output data zj can be collected in real-time, during the printing of a single layer
(temperature measurement) and in between layers (layer-to-layer metrology). The pre-
sented framework can accommodate measurements with different time scales. For consis-
tency of presentation, this work will focus on real-time data collected continuously during
the printing of layers. As an illustrative example, FDM machines have heating actuators
for the extruders and the heated print bed. A GCode command at time-step j (rj) is inter-
preted and a reference temperature for an extruder (r̂j) is sent to the OEM controller. The
OEM controller has a control algorithm that takes the control input and the measurement
zOEMj from the OEM sensors to compute an appropriate actuator input uj which, in turn
changes the temperature of the extruder (yj). External sensors can be used to measure this
temperature change (zextj ).
The output data zj of an AM Plant is transferred through a predefined transmission
protocol (e.g. TCP/IP) in real-time (at a sampling rate) to the DT Interface. In theory, the
reference list r, the current-time (j) reference to the AM plant rj , and the inputs for the
actuators of the AM plant uj are communicated through the DT Interface. However, in













Figure C.2: Block diagram for an AM plant using GCode reference list inputs.
controller input r̂j , and the actuator inputs uj are generally not observable from the AM
plant. For this purpose, pre-processing, filtering, state estimation, and event detection on
the original data streams zj,uj, and r (based on the availability on a specific AM plant)
are implemented in the DT interface, to generate useful data for the models in the DT Core.
An example of the different data streams and their use in a DT is shown in the case study.
Streaming data are sampled at a sampling rate τ and the data at time-step j are prepared
as a state xj = [qj,xrj ]
T , where the real-valued continuous states are denoted with xrj ∈
Rnr , and the discrete states denoted with qj ∈ {q1, . . . , qnd}. State estimation and event
detection on the data streams from the AM plant are used for evaluating xj . The data
streams from the AM plant and the state xj are shared with a database at the sampling rate
τ .
C.2.2 DT Core for AM Processes
The most important purpose of a DT is to utilize models of the physical system with
real-time updated state information to provide KPIs. For this purpose, an AM hybrid au-
tomaton (AM-HA) model that captures both the continuous and discrete-event dynamics
of the AM process is included in the DT core. A hybrid system model for the continuous
and discrete-event dynamics of a micro-AM deposition system is proposed in [177]. Here,
we propose a general-purpose hybrid automaton for DT development with various AM-
processes. Definition of the AM-HA extends the definition of the functional state model in
Chapter V [14].
Definition 3.1. [AM-Hybrid Automaton] An AM-HA is a tuple
H = (Q,X,U,Σ, f, G,R, Init) where:
• Q = {q1, . . . , qnd} is the set of discrete states
• X ⊆ Rnr is the space of real-valued states
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• U ⊆ Rnu is the space of admissible actuator inputs
• Σ ⊆ Q×Q is the set of discrete transition events (edges)
• f : Q × X × U → Rnr is a vector field for the discrete time dynamics of the system,
such that xrj+1 = f(qi,x
r
j ,uj), qi ∈ Q,xrj ∈ X,uj ∈ U
• G : Σ→ 2X is a set of guards
• L : Σ×X → 2X is a reset map for the continuous states
• Init = {(q̃, x̃)| q̃ ∈ Q, x̃ ∈ X} is the initial state.
The hybrid state of H at time instant j is given as xj ∈ Q ×X . Streaming data (with
the estimated and observed states) from the DT Interface is pushed to the DT Core and the
state xj is updated in each time-step j to track the discrete and continuous states of the
system. The hybrid states ofH are assumed to be observable. By updating the hybrid state
of the system in real-time, transitions of the model (ej ∈ Σ) are also tracked. If some events
are observable through the output zj , the events are used for updating the hybrid state as
well. The hybrid system H, is encoded in a predefined format (e.g. XML, JSON). The H
is shared with the DT Function and the up-to-date state xj is shared every time-step with
the DT Function (Fig. C.1).
The AM-HA in the DT Core has the capability to predict the future state progression
{xj+1}nhj=1 for a horizon of length nh based on the current state, given that rj and uj are
provided for the prediction horizon. The prediction task for a given horizon is done by
evaluating traces of H, with the initial condition as Init = xj and the actuator inputs uj
derived from the reference list r. A detailed analysis on the simulation of the AM-HA H
is subject of future work.
DT Core includes a database to store the evolution of state trajectories xj as well as
the data in the AM-workflow. The reference list r of the AM process is also stored in the
database. This way, DT Function may request a real time data stream and the reference
data from the DT Core.
C.2.3 DT Function for AM processes
DT Function makes use of the data from the DT Core to perform various tasks includ-
ing performance analysis and anomaly detection. DT Function allows various applications
to be integrated with the DT, given that proper data types are defined. Based on the avail-
able data streams inside the DT, a generic DT Function g has the following data streams
available.
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Figure C.3: The Ultimaker 3 used in the case study (left). Printer part using dual extrusion




∀φj∈Φ φj: a conjunction of ns propositions for the AM process
• x̄ = {xi}t0+j+nhi=t0 : sequence of hybrid states starting from initial (initialization of the DT)
time-step t0 up to current time-step j and the prediction horizon nh
• z̄, ū: sequences of measured AM process outputs and actuator inputs between time-steps
[t0, j]
Utilizing the available input data streams, DT function outputs Θ (see Fig. C.1). Depending
on the specific application, the structure of the output Θ may differ. Two illustrative DT
Functions are discussed in the case study. A DT Function g may use all the available data
streams although it is not required to do so. Next, we present several DT applications that
implement different functions in the DT function block.
C.3 Experimental Demonstrations for Spatiotemporal Analysis
In this section we present several experimental results with the DT framework on an
FDM process. An Ultimaker 3 printer is used, shown in Fig. C.3. The printer has two
extruders. Left extruder in the picture, ext0, extrudes the structural material (PLA), while
the right extruder, ext1, extrudes the support material (PVA). A 3D chain geometry is
printed for part of the experimental results that utilize two extruders, which requires the
use of both structural and support material during the process (Fig. C.3). Process data is
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Figure C.4: The AM-HA model for dual extruder printer used in the case study.
using ADEPT2 framework of Applied Dynamics International (ADI). A data server is set
up to collect data during the print via the API at a fixed sampling rate of τ = 200 ms. The
sampling rate is set based on the rate of data availability through the Ultimaker API. The
ADI data collection framework is used for collecting material usage and temperature data
about the two extruders shown in Fig. C.3.
The AM-HA for the experimental setup is shown in Fig. C.4. The system is initialized
as idle (q1), and as real-time data is streamed through the DT Interface, the hybrid state
xj of the hybrid automaton is updated. The super-state Printing has two sub-states that
model the use of two extruders shown in Fig. C.3. The model shown in Fig. C.4 has eleven
transitions Σ = {e1, . . . , e11} and five discrete states Q = {q1, . . . , q5}.
For an FDM process, let M = {m1, . . . ,mn} be the set of materials (mi) available
for a specific machine. In addition, define T i(t) ∈ R as the temperature reading at the ith
extruder, where t ∈ R is the time argument. Discrete time readings of the temperature are
denoted with subscripts e.g. T ij , t ∈ jτ, j = 0, 1, . . .. Then the continuous states for the





T , and the inputs to heating actuators
of two extruders are given as uj = [u0j u
1
j ]
T . The heating dynamics of the FDM machine
are given by xj+1 = f(qj,xrj ,uj), where qj ∈ Q. Since the temperature readings of
the two extruders are directly measurable using the data collection framework, the heating
dynamics of the FDM machine can be computed, meaning that we can directly evaluate the
states xrj and the heating input uj of the system from the output zj . The state and input
measurements are used in this case study for KPI and STL monitoring.
There is no heating input in the Idle state (q1), thus the dynamics of q1 is the au-






















Figure C.5: Star markers show the KPI (on the left) and cumulative material usage (on the
right) for the ext0. Triangle markers show the KPI (on the left) and cumulative
material usage (on the right) for the ext1.
C.3.1 Performance Monitoring
The AM process is subject to exogenous disturbances, such as material impurities, noise
in the environment, and mechanical wear of the AM plant and actuators. To understand
the performance of the AM process, certain key performance indicators (KPIs) must be
devised. By evaluating KPIs in real-time and between different runs of an AM plant, the
performance of the AM plant is analyzed.
A KPI may be evaluated during a layer deposition, per layer, or per process to keep
track of historical performance of an AM process. A DT Function evaluates the KPIs of
the AM process and reports the progression of a certain KPI in the output Θ.
A novel KPI to track the energy efficiency of the AM plant is proposed for the experi-
mental study. Define µi[k] = [ui(t0), ui(t0 +τ), . . . , ui(tf )]T as the vector of actuator input
sequence in t ∈ [t0, tf ] for the ith extruder at layer k. Additionally, define `i(mj, k) as the
total length of material mj used by the ith extruder at layer k. Then the energy efficiency
KPI for extruder i at layer k is defined as Ei[k] = ||µi[k]||1/`i(mj, k).
The majority of the energy consumption in an FDM process is due to the heating of
materials. The KPI Ei[k] measures how much energy is consumed for heating versus the
amount of actual material extruded for the printing process.
Fig. C.5 shows the energy efficiency KPI Ei[k] for the layers k ∈ [4, 26] in the experi-
ment. The signal µi[k] is calculated using the heater input signal monitored using the ADI
data extraction framework. The heater input signal is normalized to be in the range of [0, 1]
and divided by the material use of the certain extruder in a layer to compute the KPI Ei[k]
for each layer, for both extruders.
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From the analysis of results shown in Fig. C.5, it is concluded that the fluctuation of
Ei[k] between layers is largely affected by the changing lengths of material used in each
layer and the energy consumed for reheating of materials between material changes. Thus,
using the same material for longer in a single layer is more efficient since less re-heating
energy is consumed per length of printed material in a layer. The value of the Ei[k] for
both extruders are presented to a user through the output of the DT. By tracking this KPI
between different runs of the same AM plant, it is possible to get insight on degradation
in the heating system. Degradation will lead into lower efficiency, which results in an
increasing trend of Ei[k] between different runs of the AM plant.
C.3.2 Formal Logic-Based Anomaly Detection
Though it is possible to monitor the output of the AM plant z, functional dynamics
information is not apparent from the data streams in z. For this purpose, the traces of the
states of AM-HA H are monitored by the DT Function (s(t) is taken as x̄) to check the
satisfaction of STL formulas given in Φ. Examples of simple STL specifications, such as
allowable working temperature ranges for specific material selections such as polylactic
acid (PLA) and (polyvinyl alcohol) PVA for an FDM process, are given below. The bounds
on the STL properties can be set according to different physical phenomena such as a de-
sired viscosity of a material in a certain temperature range, or the maximum temperature
that a certain extruder system allows. The STL properties used in this study are defined
based on the preferred working ranges of temperatures for the structural and support ma-
terials m1 and m2 respectively and not as a result of an additional abnormality detection
process as given in Chapter VI. Additional STL properties are defined for the performance
of the heating actuators on the two extruders as the following.
φ1 = [0,β]
[
q3 → |∆T 0| ≤ α1(m1)
]








q4 → |∆T 1| ≤ α3(m2)
]






where ∆T k = T p(mi)− T kj is the temperature error for extruder k at time j, T p(mi) is the
printing temperature for the materialmi, τ 1s = 10 is the settling time, τ
2
s = 15 is the steady-
state time, | · | is the L1-norm (absolute value), m1,m2 are the materials used in extruders 0
and 1 respectively, and αi(·) are material dependent bounds for the satisfactory execution of
the FDM process. The printing temperature for the structural material is T p(m1) = 205◦C,
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Figure C.6: Top: Discrete states and transitions of the hybrid system given in Fig. C.4.
Middle/Bottom: The temperature of ext1/ext0 versus time with inactive pe-
riods grayed-out and printing temperatures are shown with red dashed lines.
Temperature bounds are shown with green fills. Violation of φ3 is shown with
the red triangle markers.
and the printing temperature for the support material is T p(m1) = 225◦C.
The property φ1 reads as; whenever the extruder 0 is active, the L1 norm between the
temperature reading and the printing temperature should be always bounded by α1(m1).
The bound on the structural material (PLA) is set as 10◦C, thus α1(m1) = 10◦C. The
property φ3 defines the same bound for the support material as α3(m2) = 10◦C.
The property φ2 describes that whenever the extruder 0 is switched from inactive to
active in the time interval [0, β], the temperature of the extruder should eventually reach the
bound α2(m1) within τ 1s seconds and stay within the bound for τ
2
s seconds. This property
is similar to the rise-time and settling time of a dynamic system. The bound α2(m1) is
defined based on the 2% bound around the printing temperature, thus α2(m1) = 4.1◦C.
Similarly, we have α4(m2) = 4.5◦C. The temperature evolution of the FDM is measured
during the case study and the satisfaction of the conjunction of all the STL properties are
evaluated for the measured signal.
The proposed DT framework (Fig. C.1) with the hybrid model is required to monitor
the data with the discrete event and continuous states to detect anomalies. STL proper-
ties with the hybrid model define a formal infrastructure between the temporal arguments,
discrete states, and continuous states to perform an efficient anomaly detection. Various
STL specifications may be devised for specific needs in an anomaly detection application,
utilizing the DT framework proposed in this work.
Figure C.6 shows the signals T i(t), i = 1, 2 from the data collected during the ex-
periments, and the evolution of discrete states q3 and q4 with respect to time. A pre-
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processing step is implemented in the DT Interface to detect the times when each extruder
is active. The events that result in transition between discrete states, temperature readings,
and bounds are shown on the top plot of Fig. C.6. As shown in Fig. C.6, the measured sig-
nals are analyzed in the time intervals on which each extruder is active based on the STL
specifications. Bounds shown in green are set by α2 and α4, and the printing temperatures
are shown with red dashed lines.
The intervals on times [118.4, 120] and [190.8, 191.2] violate the proposition φ3, as
shown in Fig. C.6. The violation is caused by the temperature of extruder 1 being outside
of the bounds set by α3(m2). Note that the bounds set by α3(m2) are violated multiple times
through the experiment, but since the STL properties define the time intervals in which a
property must be satisfied with respect to the states of the hybrid model, an anomaly is
accurately detected. The detected anomaly is reported to the user through the output Θ of
the DT.
C.3.3 Functional State DTs for AM Processes
Figure C.7: The functional state finite state machine model of the 3D printer built with
Simulink.
The efficiency KPI and temperature errors of each extruder are evaluated within the
ADEPT framework and illustrated through a visualization interface. The functional state
DT, given in Fig. C.7 is implemented based on the AM-HA model given in Fig. C.4. The
process has shutdown, running, and workingOnJob states, which have substates to indi-
cate the arrival of a job, preparation of resources, GCode preprocessing by the machine,
204
repositioning of axes, and the printing process itself. After a printing job is finished, the
machine state is set to wait for the build plate to be cleared and eventually returning to wait-
ing for a job. The model is implemented in the Simulink environment. The functional state
DT has great importance for scheduling and dispatch applications in an AM fleet where a
decision-maker utilizes the real-time availability of the machines to schedule jobs.
• AM Demo #1
4
Figure C.8: Screen-shot of the implemented DTs working in real-time during a printing
process. Panel A: temperature error. Panel B: efficiency metric. Panel C:
tempreatures for the two extruders and the build bed. Panel D: current height.
Panel E: computer vision output for nozzle clog detection. Panel F: travel of
the extruder head form GCode information. Panel G: functional states of the
3D printer.
A screen-shot from the real-time implementation of the DTs for AM is shown on
Fig. C.8. Panel A shows the temperature error on the extruders and the build bed. Panel B
evaluates the efficiency KPI. Panel C shows the temperatures for the two extruders and the
build bed. Panel D shows the current height of the print process. Additional information
for the data collection rate, job completion progress and high-level functional state for the
process are also shown on the left. Panel E shows the computer vision output used for
detecting nozzle clogs via computer vision and additional sensor information on material
feed to the extruders. Panel F shows the travel of the extruder head, extracted through the
web-API (this information is based on the GCode data rather than a position encoder on the
motion axes.) Panel G shows the AM-HA model of the process, illustrating the functional
205
states of the 3D printer. This implementation presents how the proposed DT framework
for AM processes may be utilized to capture multiple DT applications and data streams to
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Juniwal, and Sanjit A Seshia. Robust online monitoring of signal temporal logic.
Formal Methods in System Design, 51(1):5–30, 2017.
212
[61] Stefano Di Cairano, Abraham Goldsmith, and Scott A Bortoff. Mpc and spatial
governor for multistage precision manufacturing machines. IFAC-PapersOnLine,
48(23):398–403, 2015.
[62] Moritz Diehl, Hans Georg Bock, and Johannes P Schlöder. A real-time iteration
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[66] Alexandre Donzé, Thomas Ferrere, and Oded Maler. Efficient robust monitoring for
STL. In International Conference on Computer Aided Verification, pages 264–279.
Springer, 2013.
[67] Molong Duan, Deokkyun Yoon, and Chinedum E Okwudire. A limited-preview
filtered b-spline approach to tracking control–with application to vibration-induced
error compensation of a 3d printer. Mechatronics, 2017.
[68] Jonathan Eckstein and Michael C Ferris. Operator-splitting methods for monotone
affine variational inequalities, with a parallel application to optimal control. IN-
FORMS Journal on Computing, 10(2):218–235, 1998.
[69] Deniz Sera Ertay, Alexander Yuen, and Yusuf Altintas. Synchronized material de-
position rate control with path velocity on fused filament fabrication machines. Ad-
ditive Manufacturing, 19:205–213, 2018.
[70] Haijun Fang and Zongli Lin. Stability analysis for linear systems under state con-
straints. IEEE Transactions on Automatic Control, 49(6):950–955, 2004.
[71] Panagis Foteinopoulos, Alexios Papacharalampopoulos, and Panagiotis Stavropou-
los. On thermal modeling of Additive Manufacturing processes. CIRP Journal of
Manufacturing Science and Technology, 20:66–83, 2018.
[72] Walter J Freeman. Characterization of state transitions in spatially distributed,
chaotic, nonlinear, dynamical systems in cerebral cortex. Integrative Physiological
and Behavioral Science, 29(3):294–306, 1994.
213
[73] Daniel Gabay. Chapter ix applications of the method of multipliers to variational
inequalities. In Studies in mathematics and its applications, volume 15, pages 299–
331. Elsevier, 1983.
[74] Wei Gao, Yunbo Zhang, Devarajan Ramanujan, Karthik Ramani, Yong Chen,
Christopher B Williams, Charlie CL Wang, Yung C Shin, Song Zhang, and Pablo D
Zavattieri. The status, challenges, and future of additive manufacturing in engineer-
ing. Computer-Aided Design, 69:65–89, 2015.
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