Introduction
Many optimization algorithms involve repeated processing of a fixed set of linear constraints. When the constraint matrix is sparse (has a very small proportion of non-zero entries), as is often the case in practice, algebraic operations become much faster, and consequently very large problems can be solved. Since the speed of such algorithms depends strongly on the degree of sparsity in the input, it is natural to ask whether a constraint matrix can be pre-processed so as to make it sparser.
A typical application for such a procedure is to the Simplex Algorithm for linear programming (projective algorithms require a somewhat different view of sparsity, which we plan to address in the future; see also Adler, et al. (1989) ). In Simplex the processing consists of maintaining a factorization of a changing basis matrix B chosen from the columns of the constraint matrix A. If A is sparser, then on average the various B's will be sparser.
In many applications, however, the modeler will have some a priori idea of which columns of A are more likely to appear in a basis than others. For example, some activities may seem economically more attractive than other activities. Alternatively, imagine that we keep a log of actual residence time in the basis for each column in a long optimization. We could then use the residence times as empirical predictions of the likelihood of each column appearing in a basis. (In a similar vein, Freund (1988) considers solving central trajectory problems with weights on constraints which measure their likelihood of being active.) This leads to consideration of the Weighted Sparsity Problem (WSP): Given A ∈ R m×n , b ∈ R m and w ∈ R n which define constraints Ax = b with weight w j on column j, find a non-singular T ∈ R m×m such thatÂ ≡ T A minimizes n j=1 w j · (number of non-zeros in column j ofÂ).
Note that since T is non-singular, definingb = T b yields that { x ∈ R n | Ax = b } = { x ∈ R n |Âx =b }. Thus such anÂx =b would be an optimally sparse equivalent set of constraints w.r.t. weights w. We shall assume that all w j are strictly positive (columns with zero weight can be ignored, and negative weights do not make sense in this application). We shall also assume for convenience that A has full row rank. Theorem 3.4.1 from McCormick (1983) implies that the results herein still hold without the full rank assumption.
Of course, in many applications there is no information about the columns, so the best that we can do is to make all columns weights equal and consider the (unweighted) Sparsity Problem (SP): Solve WSP with all w j = 1.
For WSP, note that if we can make every row i ofÂ individually as sparse as possible among all linear combinations of rows that include row i, then certainlyÂ as a whole will be as sparse as possible. This suggests that we initially restrict our attention to the One Row Weighted Sparsity Problem (ORWSP): For a fixed row i, find multipliers t ik , k = i, such thatÂ
has a minimum weight of non-zeros.
(We have normalized the multipliers so that the coefficient on row i is one.) When all weights are one, we analogously have the One Row Sparsity Problem (ORSP).
The main results of this paper concern the complexity of the weighted problems. We review previous results on the unweighted versions of the problem in Section 1, where we present a necessary non-degeneracy assumption, called the Matching Property (MP) ((MP) is necessary since all four problems are NP-Hard without some "non-degeneracy" assumption on the numerical values of the non-zero entries of A). We also recall some of the techniques that were used to get a polynomial algorithm assuming (MP) in the unweighted case since they will be used again for the weighted case. These techniques are used to cast the objective of WSP into a more combinatorial form in Section 2. Section 3 then uses this form to prove that WSP is NP-Hard even assuming both (MP) and that every row and every column of A has at most three non-zeros. Section 4 then answers the natural question of whether a polynomial algorithm exists for WSP if we restrict either rows or columns to have at most two non-zeros each by constructing polynomial algorithms in those cases. The complexity results in this work and quoted from previous work (Hoffman and McCormick (1984) Finally, Section 5 has some concluding thoughts on heuristic algorithms for WSP.
We note that variants of the polynomial algorithm for SP have been implemented in McCormick (1990) and Chang and McCormick (1990a,b) and produced very good results on the real-life linear programming problems in NETLIB (see Gay (1985) or Lustig (1987) ).
Review of Previous Results
The methods that we shall use to analyze WSP involve bipartite matching theory and network flows (see, eg., Lawler (1976) or Ford and Fulkerson (1962) ). There is a simple correspondence between bipartite graphs and sparsity patterns of rectangular matrices. Given the sparse matrix A, define the bipartite graph B by setting the left nodes of B = { rows of A }, the right nodes of B = { columns of A }, and the edges of B = { i -j | a ij = 0 }. This correspondence allows us refer to sparsity patterns and bipartite graphs interchangeably. We display sparsity patterns as matrices, but use the language of bipartite graphs to describe them.
A subset P of the non-zeros of A such that no two elements of P lie in the same row or column is classically known as a partial transversal (see Welsh (1976) , Section 7.1). A partial transversal corresponds to a (not necessarily maximum) matching (see, e.g., Lawler (1976) , Chapter 5) in a bipartite graph (i.e., a subset of edges with no common vertices). In the example below, the circled transversal corresponds to the heavy matching in the bipartite graph B: (When we write a sparsity pattern a zero is represented by "0" or a blank, and a non-zero by "×".) We shall favor the term "matching" even though it is historically inappropriate for matrices.
A matching in A is called row-perfect if all rows of A are matched; column-perfect is defined similarly. A matching is perfect if it is both row-and column-perfect. A maximum matching is one with a maximum number of non-zeros. If R ⊆ { 1, 2, . . . , m} and C ⊆ { 1, 2, . . . , n} then A RC denotes the submatrix of A indexed by rows in R and columns in C, and M (A RC ) denotes the size of a maximum matching in A RC ; M (A RC ) is sometimes called the term rank of A RC (see Ryser (1963) , Chapter 5).
We shall solve one case of WSP with minimum cuts in maximum flow networks. Recall that in a maximum flow network G = (N, A) with source s and sink t, a cut is defined w.r.t. a node partition N = S ∪ T with S ∩ T = ∅, s ∈ S, and t ∈ T . We call S the s-side of the cut. If x * is a maximum flow in G, the s-side of the standard min cut is defined by S * = {i ∈ N | there is an augmenting path from s to i w.r.t. x * } (this is the usual way to compute a min cut from x * ). We shall assume that all of our minimum cuts are standard minimum cuts, and we record the following fact that we will need in Lemma 4.5: Proposition 1.1 (Ford and Fulkerson (1962) , p. 13): S * defines the unique minimum cardinality minimum cut.
It turns out that even SP is too hard to solve in general because it is too hard to predict where the numerical values in A might cancel each other out during row arithmetic (we call this unexpected cancellation). This is formalized in: Theorem 1.2: SP is NP-Hard to solve in general.
Proof: This was proved by Stockmeyer (1982) ; his proof is quoted as Theorem 1 in Hoffman and McCormick (1984) .
Corollary 1.3: WSP is also NP-Hard to solve in general.
Since predicting unexpected cancellation makes analyzing sparse matrix problems very difficult, sparse matrix workers have traditionally assumed that unexpected cancellation will not happen, a "non-degeneracy" assumption (see Coleman (1984) ). A typical justification is that numerical entries are subject to measurement errors which are equivalent to independent infinitesimal perturbations. This is similar to perturbation schemes for resolving degeneracy in linear programming (see Charnes (1952) ), and does rule out unexpected cancellation.
Unfortunately, this justification is invalid in practice since real matrices have many entries which are small integers (which are not subject to measurement error), which can lead to lots of unexpected cancellation. (See Murota and Iri (1985) for an approach to matrices that treats "small integers" differently from "real numbers".) However, algorithms which are developed under such an assumption work very well in practice despite the failure of the assumption to hold. Thus making such an assumption can be seen as a heuristic device for deriving good algorithms. Corollary 1.3 above forces us to make some sort of assumption to try to get a polynomial algorithm. We will use the same assumption that was developed in Hoffman and McCormick (1984) , which has indeed worked well in practice. (See Chang and McCormick (1990a,b), or McCormick (1990); see also Adler, et al. (1989) for a heuristic approach to SP that does not assume non-degeneracy, and in fact tries to take advantage of unexpected cancellation. Chang and McCormick (1990b) shows that the present approach does not work as well on practical problems as the non-assumption approach of Adler et al.) Our assumption is motivated by the expectation that if a submatrix can be permuted so that it has a non-zero diagonal, then it should have full rank. More formally, we assume that A has the Matching Property (MP): A has (MP) if rank A RC = M (A RC ) for all row subsets R and column subsets C.
In classical terminology, (MP) states that term rank and numerical rank are the same for every submatrix of A. We shall assume that (MP) holds in the rest of this paper.
The Matching Property now allows us to make some strong statements about the structure of a solution to ORWSP. For a solution t i• (with t ii = 1) of ORWSP define U = { k = i | t ik = 0 } the set of rows of A used by t i• , and G = { j |â ij = 0 and a kj = 0, some k ∈ U ∪ { i } }, the set of columns of A affected in a good way by t i• . That is, if a ij = 0 butâ ij = 0, then we say that a ij was hit, and then j ∈ G. If a ij = 0 and a kj = 0 for some k ∈ U , then we would expect thatâ ij = 0; if insteadâ ij = 0, then a ij is avoided fill-in, and again j ∈ G.
Intuitively, lack of unexpected cancellation means that if we use |U | rows, then we cannot affect more than |U | columns in a good way, i.e., |G| ≤ |U |. It does not pay to choose |U | > |G|, so |U | = |G|. The following theorem formalizes this argument: Note that t i• determines U and G, and conversely, given a U , G with A UG square and non-singular, we could compute t i• via
(1.1)
Thus we can equivalently search for an optimal U and G in solving ORWSP.
This structure is already almost enough to show that a polynomial algorithm for solving ORSP exists, and indeed Hoffman and McCormick (1984) give such an algorithm based on computing minimum cuts.
However, if we solve the m ORWSP's, we still face the question of whether we can put all these local solutions together into a global solution to WSP. Minimizing per-row sparsity minimizes global sparsity, but it is not clear that pasting together the one-row solutions from (1.1) would result in a non-singular T .
In fact, ORWSP solutions often yield a singular matrix T when pasted together. Consider the example with w 1 = 10, w 2 = 1, and
The optimal one-row solutions are
Since T causesÂ to lose rank, T is singular. It is too tempting for the individual ORWSP solutions to zero out high-weight columns like the first one in (1.2), even though we globally need to retain at least one of the high-weight non-zeros to maintain rank.
This quandary was resolved when solving SP by finding a sufficient condition on the one row solutions which guarantees that they can be pasted together into a global solution, which we shall need in Section 4. Suppose that U i , G i , i = 1, 2, . . . , m are a set of feasible solutions to ORWSP for each row i, and define
There is a fixed, row-perfect matching M in A such that G i equals the columns matched to rows U i under M for all i, and 
Combinatorializing the One Row Objective
To find a more combinatorial expression for the objective of ORWSP for row i under (MP), consider choosing an optimal U , G pair as a two-stage process. First we choose the set of rows U that we shall use, then we choose the best G w.r.t. U . In choosing U , we are allowing potential fill-in in the columns P (U ) ≡ { j | a ij = 0 and a kj = 0, some k ∈ U }. That is, given U , the non-zeros inâ i• can potentially appear in either Y ≡ { j | a ij = 0 }, or in P (U ). We want to choose G as the subset of the |U | heaviest columns from Y ∪ P (U ), subject to G having to perfectly match to U (so that A UG will be non-singular, by (MP)). However, any G perfectly matching to U must be a subset of Y ∪ P (U ), so it must be optimal to choose G as a set of columns matching to U that maximizes j∈G w j (since weights are only on columns and are positive, |G| will always equal |U |). Thus if we define M (U ) as such a set of maximum-weight, perfectly-matchable columns, ORWSP is equivalent to
Note that for a given U , P (U ) and M (U ) are easy to compute. In fact, since weights are only on columns, M (U ) can be computed by the Greedy Algorithm (since subsets of columns hit by a matching form a transversal matroid, see Welsh (1976) ).
we have that w(P (U )) is submodular. Less trivially, it can be shown that w(M (U )) is submodular (see Chang (1989) 
The example on the left shows that w(P (U )) − w(M (U )) is not submodular, while the example on the right shows that it is not supermodular.
When minimizing a set function f : 2 E → R, if f is submodular a polynomial algorithm must exist (see Grötschel, et al. (1981) ). If f is not submodular the problem is often NP-Hard. Indeed, we shall prove that WSP is NP-Hard in the next section.
However, note that for (the unweighted) SP, w(M(U )) = |U |, a modular function, and the one-row objective is now min
It is still true that |P (U )| is submodular but now since |U | is modular, the difference is submodular. This explains why there is a polynomial algorithm for SP but not WSP.
WSP is NP-Hard, ORWSP is NP-Complete
In this section we prove that WSP is NP-Hard even assuming that (MP) holds, and that ORWSP is NP-Complete. We don't know how to prove that WSP is in NP since it is difficult to bound the size of the entries in the transformation matrix T . The restriction to at most three non-zeros per row and per column is not surprising. There is a simple, folklore method (see Megiddo (1983) ) to transform any Ax = b into an equivalent (but larger) A x = b in polynomial time, where A has at most three non-zeros per row and per column.
The known NP-Complete problem that we shall reduce to WSP is

Cubic Node Cover (CNC):
Instance: Undirected graph G = (N, E) with each node having degree exactly 3 (a cubic graph), and an integer k ≤ |N |.
Question: Is there a H ⊆ N s.t. every edge i -j ∈ E has i ∈ H or j ∈ H (H is a node cover) with |H| < k ?
A proof of CNC's NP-Completeness is in Garey and Johnson (1977) .
Proof of Theorem 3.1: Given instance G, k of CNC, set n = |N |, m = |E|, and construct an instance of WSP as follows: A has n + 4m + 1 columns divided into n node columns indexed by nodes, each with weight 1; m edge columns indexed by E, each with weight 2m(n + 1) + 1; 2m incidence columns indexed by pairs (i, j -k) where i = j or i = k, each with weight n + 1; m setup columns indexed by E, each with weight m(2m(n + 1) + 1) + 1; and one enforcer column with weight m(m(2m(n + 1) + 1) + 1) + 1 ≡ M . A has 3m + 1 rows divided into row 1, 2m incidence rows indexed like incidence columns, and m setup rows indexed by E.
The non-zeros in A are as in the following table:
Thus the incidence-node submatrix is the arc-node incidence matrix of G with every row split into two parts, the incidence-edge submatrix is a row-doubled identity, incidence-incidence is an identity, setup-edge is an identity, setup-setup is a diagonal with one superdiagonal matrix, and all other entries are zero except for the row 1-enforcer and first row 1-setup entries. Note that every row and column does have at most three non-zeros, since G is cubic. Also, all weights are polynomial in n and m, so this is a strongly polynomial reduction. Now we claim that WSP has a solution in whichÂ 1• has weight at most M + m(n + 1) + K if and only if CNC has a node cover H of size at most K. Consider any optimal solution to WSP on A. Since M is so large, row 1 will not be used by any other row. Thus we can process row 1 without worrying about the non-singularity of T (solving WSP on A must solve ORWSP on row 1). Note that it always pays to use all setup rows for row 1 in order to hit the first setup non-zero in row 1 and to keep any other setup columns in row 1 from filling in. But then all edge columns fill-in, and it will pay to use m of the 2m incidence rows, exactly one from each pair (i,i -j), (j,i -j) , to hit all the fill-in in the edge columns. Define H = { i ∈ N | i indexes a used incidence row }; note that H is a node cover, and that the weight of fill-in in the node columns is |H|. It will never pay to hit any of the fill-in in node columns since doing so would cause much greater weighted fill-in in the incidence columns, fill-in that cannot be subsequently removed.
Since m of the incidence columns get filled-in while hitting the edge column fill-in, the final weight of A i• in any optimal WSP solution is M + m(n + 1) + |H| for node cover H. Given a node cover H, the construction can be reversed to obtain such a solution to ORWSP for row 1. Thus no polynomial algorithm for WSP with at most three non-zeros per row and per column can exist unless there is also a polynomial algorithm for the NP-Complete problem CNC. Proof: For the A constructed in the proof of Theorem 3.1, WSP reduces to ORWSP for row 1, so ORWSP is NP-Hard. Theorem 3.1 and (2.1) show that U is a (polynomial-length) certificate for ORWSP (see Garey and Johnson (1979) for the definition of certificate), so ORWSP is NP-Complete.
Note that the proofs of Theorem 3.1 and Corollary 3.2 also happen to include the restriction that there are at most five distinct weights.
WSP is Polynomial for at most Two Non-Zeros per Row or per Column
Theorem 3.1 naturally raises the question of whether WSP with (MP) is still NP-Hard if we further restrict to at most two non-zeros per row or column. (Other linear programming problems become easier with this restriction; see, e.g., Megiddo (1983) .) Despite the lack of submodularity in this case exhibited in the examples in Section 2, we shall prove below that WSP with (MP) will now have a polynomial algorithm.
Matrices with at most two non-zeros per column are called generalized network matrices (see Orlin (1985) ), and they occur fairly often in practice. Thus it may seem that the column result would have some practical applications. However, the following example shows that minimizing weighted sparsity can destroy the generalized network structure of the matrix (the weights are given above the columns):
Good, special-purpose generalized network algorithms exist (see Goldberg, et al. (1988) ), so it is probably better in practice to leave these matrices alone. Matrices with at most two non-zeros per row have such a special structure (as we shall see below) that they can be dealt with better by ad hoc methods. Theorem 4.1: Assuming (MP), WSP ∈ P when restricted to at most two non-zeros per row.
Proof: We consider A as the sparsity pattern of an edge-node incidence matrix of a graph G, with each singleton row representing a self-loop. The row-perfect matching of A assures us that there exists no more than one self-loop for each node in G. We can assume w.l.o.g. that G is connected, with m edges and n nodes.
Since A has a row-perfect matching, m ≤ n, and since G is connected, we have m = n or m = n − 1.
Case 1 (m = n): Then G is a 1-tree (i.e., a tree plus either an edge or a self-loop), and A is square and non-singular (by (MP)). Thus A can be reduced to an identity via its inverse, and that is optimal.
Case 2 (m = n − 1): Now the graph G is a tree. Let B be the m × m submatrix consisting of the n − 1 heaviest columns of A. B is non-singular since G is a tree, and by (MP). We multiply A by B −1 to get
which has the lightest total weight among all matrices equivalent to A.
The major work involved in Case 1 or Case 2 is simply Gaussian elimination. Therefore the total time in processing the whole matrix A is bounded by O m 3 .
Theorem 4.2:
Assuming (MP), WSP ∈ P when restricted to at most two non-zeros per column.
To prove the theorem we need to prove four lemmas. We consider the sparsity pattern of A as the node-edge incidence matrix of a graph G, with each singleton column representing a partial edge whose other end is dummy node 0. We can again assume w.l.o.g. that the non-partial edges of G form a connected graph. For row set U and column set G, let G(U, G) denote the subgraph induced by the nodes in U and edges in G.
Lemma 4.3:
There is an optimal solution (U, G) to ORWSP for row 1 with G(U , G) a tree.
Proof: Let U be the smallest cardinality optimal solution. Suppose that j ∈ G has only one non-zero in A U j , say in row i. If i = 1, then A Uj = 0, contradicting the non-singularity of better solution than (U, G) . Thus G(U , G) induces no partial edges. Note that |U | = |G| + 1, so all that's left to show is that G(U , G) is connected.
Suppose G(U , G) is not connected. Then there exists at least one connected component not able to reach node 1, say on node set V and edge set X. Therefore X must be a subset of the zero columns in row 1 (else X could reach row 1). Moreover, |X| must be equal to |V |, for if not, then A V X and A U\V,G\X cannot both have complete matchings, implying that A UG cannot have a complete matching, a contradiction. The picture below shows our situation:
has ORWSP objective value at least as good as (U, G) (it might cause less fill-in than (U, G)), and has smaller size.
Using this lemma, we can give a graphical interpretation of the objective function (2.1) for the class of matrices we are dealing with: The optimal solution to ORWSP for row 1 is a tree T rooted at node 1. We have that U is the nodes spanned by T , and M (U ) is a maximum spanning tree of U . By the optimality of T , the arcs of T form M (U ). Lastly, Y ∪ P (U ) is the set of arcs incident to U . Thus T minimizes obj(T ) ≡ i−j hitting nodes in T (including edges in T)
Since the optimal solution to ORWSP for row 1 uses a maximum weight spanning tree T for a subset of nodes (rows) containing 1, it is natural to ask about the relationship between T and a fixed maximum spanning tree T * for the entire graph G.
Lemma 4.4:
There is an optimal tree T for ORWSP which is a subtree of T * .
Proof: Let T be an optimal ORWSP tree with a minimum number of non-T * edges. If there is an edge i -j ∈ T \ T * , let S and T be the two subtrees of T we get when i -j is removed, where nodes 1, i ∈ T , and j ∈ S . Let (S , T ) denote the cut { u -v ∈ G | u ∈ S , v ∈ T }. Now i -j / ∈ T * implies that there is a unique cycle Q ⊆ T * ∪ i -j. Since Q has already crossed the cut (S , T ) once (at i -j), it must cross again in some edge k -l with k ∈ S , l / ∈ S . By optimality of T * we must have that
Case 1: (l ∈ T ) See (4.2) below:
Note that T ≡ T ∪ k -l \ i -j is again a tree spanning all the nodes in T . Now (4.1) implies that obj(T ) ≤ obj(T ); but T has fewer non-T * edges than T , a contradiction.
Now consider tree T versus tree T ; obj(T ) includes w kl but not w ij , whereas obj(T ) includes w ij but not w kl . Any other edge included in obj(T ) is also included in obj(T ), so by (4.1) obj(T ) ≥ obj(T ). But T has fewer non-T * edges than T , again contradicting the assumption on T .
Call a node subset U not containing node 1 connected to 1 if U ∪ { 1 } induces a (connected) subtree of T * , and define C 1 to be the family of node sets connected to 1. Now C 1 is closed under union and intersection and so is a ring family (see Frank and Tardos (1988) ). For node j = 1 set w(j) equal to the weight of the first edge on the T * path from j to 1 (the predecessor arc of j). Then for U ∈ C 1 the edge subset M (U ) forms a subtree of T * and w(M (U )) = j∈U w(j) ≡ w(U ), a modular function. Thus ORWSP in this case becomes min
a submodular function defined on a ring family. Thus, although (as we saw in Section 2) the objective is not submodular on all sets, it is submodular on C 1 , which is enough to imply that ORWSP with at most 2 non-zeros per column is in P (see Grötschel, et al. (1981) ).
To get a more reasonable polynomial algorithm than the Ellipsoid-based one in Grötschel, et al. (1981) , we shall solve (4.4) via a minimum cut calculation. For row 1 define a maximum flow network N 1 as follows: Make node 1 the source, node 0 the sink, and direct all edges j -k of T * away from 1 with capacity c jk = w jk . Replace edge j -k / ∈ T * by a new node e jk with arcs j → e jk and k → e jk with capacity ∞, and arc e jk → 0 with capacity w jk . Finally, direct each partial arc j -0 from j to 0 with capacity c j0 = w j0 .
Suppose that (S, T ) is the standard min cut in N 1 with 1 ∈ S and 0 ∈ T . We claim that the row nodes U 1 in S induce a subtree T (S) of T * . If not, then there would be a connected componentĈ of the subgraph induced by U 1 different from the component C 1 containing 1. There are no arcs in N 1 connecting a row node in C 1 to a row node inĈ, so that deleting the row nodes inĈ from U 1 could only improve the min cut, contradicting that (S, T ) is the minimal min cut. Now define U 1 = U 1 \ { 1 }, and G 1 as the set of predecessor arcs for all i ∈ U 1 , so |G 1 | = |U 1 |. If i ∈ U 1 and i -j is a non-T * edge incident to i with j = 0, e ij must be in S (since c i,eij = ∞). Thus if i -j is a non-T * edge with j = 0, arc e ij → 0 is cut by (S, T ), whereas if j = 0 then arc j → 0 is cut by (S, T ). Thus cap(S, T ) = obj(T (S)). This construction is reversible, which shows that this Tree Algorithm solves ORWSP in this special case.
To get around the difficulty in pasting together these one-row solutions illustrated in (1.2), let M * be a fixed, maximum weight row-perfect matching in A with row i matched to column M * (i), and call the column set it hits M . (Note that M * matches row node i to edge M * (i) incident to i in G.) Then (MP) implies that A •M is non-singular, and the non-singularity of a WSP solution T implies thatÂ •M ≡ T A •M is also non-singular. By permuting the rows of T we can assume thatÂ has matching M * in exactly the same positions as in A. To ensure that M * is preserved inÂ we consider the Global ORWSP (GORWSP): For row i, find U and G with M * (i) / ∈ G that minimize the weight of the non-zeros inÂ i• . That is, solve ORWSP with the extra constraint that column M * (i) does not get hit.
GORWSP is easy to solve: just temporarily delete column M * (i) from the matrix and use the Tree Algorithm to solve the modified ORWSP. We call this the Global Tree Algorithm.
We want to prove that the resulting (U i , G i ) pairs are transitive in the sense of Theorem 1.5 to get global optimality. To do this we need to analyze the relation between our globally fixed M * and the maximum weight spanning tree T * i that we fix for solving row i's GORWSP. Define G i as G with edge M * (i) removed.
Consider the subgraph of G induced by the non-partial edges in M * , and let { C k } be the set of its connected components. Note that each C k must have either one fewer edge than its number of nodes (so that C k is a tree, and one node in C k is matched to a partial edge under M * ; we consider this partial edge to be part of C k ), or the same number of edges and nodes (so that C k is a 1-tree). Suppose that row node i is in C l . Then there exists a maximum spanning tree T * i for G i which contains every edge in M * , except for M * (i) from C l , and a lightest weight edge from the unique cycle in each C k which is a 1-tree (possibly including C l \ { M * (i) }), else M * would not be optimal. This is the T * i that we will use to solve GORWSP for row i with the Global Tree Algorithm.
