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Abstract
The complexity of the design of state-of-the art microwave filters increases steadily
over the years. General design techniques available in literature yield relatively good
initial designs, but electromagnetic (EM) optimization is often needed to meet the
desired specifications. Although interesting optimization strategies exist, they depend
on computationally expensive EM simulations. This makes the optimization process
time consuming. Moreover, brute force optimization does not provide physical insights
in the design and it is only applicable to one set of specifications. If the specifications
change, the design and optimization process must be redone. We propose to use a
scalable macromodel-based design approach to overcome this. Scalable macromodels
can be generated in an efficient and automated way.
So far the inclusion of scalable macromodels in the design cycle of microwave filters
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has not been studied and discussed. In this paper, we show that scalable macromodels
can be included in the design cycle of microwave filters and re-used in multiple design
scenarios at a low computational cost. We give guidelines to properly generate and use
scalable macromodels in a filter design context. We illustrate the approach on a state-
of-the-art design example: a microstrip dual-band bandpass filter with closely spaced
pass bands and a complex geometrical structure. The results confirm that scalable
macromodels are proper design tools and an efficient and accurate alternative to a
computationally expensive EM simulator-based design flow.
1 Introduction
The design of microwave filters remains important for both research and applications. Sev-
eral methods have been proposed to address the design of distributed filters [1,2]. General
design techniques yield relatively good initial designs [3]. As the design process does not
take into account the non-ideality of the components (such as unwanted couplings between
lines or steps in the width of lines), most designs require post-processing fine-tuning to meet
the desired specifications. This process involves numerical optimization based on multiple
accurate electromagnetic (EM) simulations. Accuracy comes at a price however, these
solvers are known to be computationally expensive and hence time consuming. Moreover,
EM optimization does not provide the designer with any insights about the influence of the
design parameters on the filter response. Even though this results in accurate designs, the
process is typically time consuming. Also, the EM optimization remains only applicable to
a single set of specifications and if the specifications change this process must be re-done.
To speed up the design process and gain insights about the filter behavior, the EM
solver can be replaced by a computationally efficient scalable frequency response model. In
this paper, scalable (or parametric) macromodels are used as a compromise between model
accuracy and complexity. Generating scalable macromodels to represent the parameterized
2
response of microwave systems with respect to frequency and additional design parameters
such as geometrical variables and material properties is an active field of research [4–16].
The two main advantages of using scalable macromodels in the design process are:
1. The scalable macromodels replace the expensive EM solver to evaluate the filter
response as a function of frequency and the design parameters of interest (e.g. geo-
metrical parameters) over certain ranges. Therefore, these scalable macromodels can
be used in different optimization scenarios where changes in the specifications of the
filter (e.g. the bandwidth of interest, the selectivity, etc.), need to be examined.
2. The scalable macromodels can also be used to speed up other computationally ex-
pensive design activities, such as design exploration and design variability analysis.
Design space exploration leads to an understanding of the filter behavior with re-
spect to design parameters without being restricted to design optimization. Design
variability analysis enables the evaluation of the system reliability. Since these mod-
els are quite cheap to evaluate and also accurate to properly capture the effects of
design parameters variations on the filter frequency response, they allow efficiently
performing these design tasks and gaining physical insight into the behavior of filters
at a low computational cost.
Even though the extraction process of scalable macromodels can be automated using
sequential sampling approaches [17], it still requires the designer to specify additional
information. For example, the designer must select ranges for the design parameters, for
which the model is built. The models hence must be extracted during the design process
itself.
In this paper, we show how to include scalable macromodels in the design cycle of
microwave filters. We give guidelines to properly generate and use scalable macromodels
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in a filter design context. The focus of this paper is on the practical use of scalable
macromodels for design purposes.
We show that scalable macromodels are not only useful for a single design optimization,
but they can be re-used to optimize the design to meet multiple sets of specifications.
This distinguishes the proposed method from existing model-based optimization methods
[18–22] that aim at optimizing a particular performance measure, which leads to restart
the modeling step for optimization each time the specifications are changed.
This paper aims to show how scalable macromodels can be effectively and practically
used by designers to speed-up the design flow, while achieving accurate results.
We have chosen a state-of-the-art design example of a microstrip dual-band bandpass
filter described in [23] to illustrate our approach. In [23], a design method is presented to
adjust the center frequency, bandwidth, the position of the transmission zeros and desired
ratio of the resonance frequency of the two passbands. This filter consists of two coupled
unequal length shunted-line stepped impedance resonators. This example nicely illustrates
the proposed macromodel-based design approach, since all the design parameters affect
each other and optimization of the design is therefore necessary.
Section 2 describes a state-of-the-art scalable macromodeling method which is coupled
with a sequential sampling algorithm for an automated model generation. Section 3 de-
scribes the design process and explains how the scalable macromodel can be included in
this process. Section 4 validates the proposed macromodel-based design approach with a
state-of-the-art filter example. Section 5 discusses limitations of the proposed approach
when the number of design paramaters increases and future work. Section 6 summarizes
the conclusions.
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2 Scalable Macromodels for Microwave Filters
This section introduces a state-of-the-art scalable macromodeling technique that is coupled
with a sequential sampling algorithm to obtain an automated model generation framework.
2.1 Building a scalable macromodel from data samples generated by EM
solvers
The first step of the scalable macromodeling process is to generate a set of multivariate
data samples {(sn, ~gk),H(sn, ~gk)}, n = 1, . . . , Ns, k = 1, . . . ,Ktot that represents a set
of parameter-dependent frequency-domain responses. This set depends on the complex
frequency s = jω = j2πfreq and additional N design variables ~g = (g(1), . . . , g(N)). The
space that contains the parameters ~g is called design space. For filter structures, these
design variables can describe the geometry of the system that a designer vary during the
design. These data samples are used to generate a scalable macromodel that is able to
efficiently and accurately describe the parameterized behavior of the system under study.
The data samples are divided into two datasets: an estimation set and a validation set.
The estimation set is utilized to build a scalable macromodel and the validation set is
used to validate its modeling capability in design space points not used for the model
generation. An efficient sampling algorithm [17] is used to gather data samples located
at maximally informative design space positions, i.e. spots in the design space where the
response changes rapidly, and then to minimize as much as possible the amount of data
samples needed to build and validate a scalable macromodel. This algorithm is briefly
described in Section 2.2. In [17], the sequential sampling algorithm is coupled with the
scalable macromodeling methods [15,16] to provide an automated modeling process. These
modeling methods [15, 16] are based on the use of interpolation of transfer functions and
scaling coefficients. Recently, a scalable macromodeling approach has been proposed in
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[24] to enhance the modeling capability of [15, 16] by using multiple frequency scaling
coefficients. In this paper, we use the scalable macromodeling technique [24] and combine it
with the sequential sampling method [17]. This is an important step that allows automating
the generation of scalable macromodels and reducing the efforts needed by designers to use
scalable macromodels as a design tool. The corresponding main modeling steps are recalled
briefly in what follows. The reader can refer to [15,16,24] for more detailed explanations. N
dimensional hyper-rectangular (N -box) regions are used as a building block for the design
space. The design space is decomposed in a concatenation of several of such regions which
are denoted as Ωl, l = 1, . . . , L related to the estimation data samples.
Each of these Ωl regions contains 2
N frequency-dependent rational models called root
macromodels at the corresponding corner points. The Laplace variable s is not considered
as an element of the design space. It is modeled separately using the root macromodels that
are rational pole-residue models of the Laplace variable also known as frequency response
functions (FRFs). These root macromodels are identified from the estimation data samples
{(sn, ~gk),H(sn, ~gk)} using the well known Vector Fitting identification technique [25,26].
The root macromodels RΩl(s, ~g Ωli ), i = 1, . . . , 2
N contained in an N -box region Ωl are
represented in a pole-residue form as
RΩl(s, ~g Ωli ) =
P
Ω
l
i∑
p=1
C
Ωl
p,i
s− aΩlp,i
+DΩli (1)
whereCΩlp,i represents the residue matrices, a
Ωl
p,i denotes the poles andD
Ωl
i is the direct-term
matrix.
Then, for each N -box region Ωl a set of amplitude and frequency scaling coefficients is
computed and an interpolation process of FRFs and scaling coefficients is used to generate
a scalable macromodel RΩl(s, ~g) [15,16,24]. The Mean Absolute Error (MAE) measure or
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the L1-norm per port is used to assess the accuracy of the model in every N -box region of
the design space at the corresponding validation points
EMAE(~g) = max
u=1,...,P
v=1,...,P
1
Ns
(
Ns∑
n=1
|Ru,v(sn, ~g)−Hu,v(sn, ~g)|
)
. (2)
where Hu,v(s, ~g) and Ru,v(s, ~g) denote the EM simulation response and scalable macro-
model response, respectively. P is the number of system ports. The MAE error measure
or the L1-norm gives a global view on the error between the EM and model frequency
responses. We note that an user can decide to utilize another error measure that is more
suitable to his modeling needs. If a fixed set of estimation and validation data samples
is available, each region Ωl in the design space is modeled and the corresponding model
validated. Cell by cell the complete design space is covered. In the next section, it is
briefly described the sequential sampling method [17] that is coupled with the scalable
macromodeling method [24] to provide an automated generation of scalable macromodels.
2.2 Automated design space sampling using sequential sampling
The sequential sampling algorithm [17] is used in this work and it allows automating the
generation of scalable macromodels built by the methods [24], while also reducing the
computational effort needed to gather estimation and validation data samples. Fig. 1
shows the flowchart of the algorithm and the different steps are discussed below:
1. Initialization: During this step the design space is defined. It contains N design
parameters of interest ~g = (g(1), . . . , g(N)). The initial design space is defined by 2N
corner points to form one single N -box region Ωl with l = L = 1.
2. Scalable macromodeling : For each elementary region Ωl, l = 1, . . . , L, a scalable
macromodel RΩl(s, ~g) is built as explained in Section 2.1.
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3. Model validation: The selected region Ωl is validated with respect to the actual
EM solver. This requires a set of validation EM simulations that is not used for
the model estimation. This is done in two steps: first the EM solver response is
compared with the macromodel one using the MAE measure (2) at the center of the
maximum sensitive edge (which is the most difficult to be modeled) and if the model
is accurate enough, a second level of accuracy check is performed at the geometric
center (similarly to [17]).
4. Refinement : If the accuracy of the model in the region Ωl lies within the desired accu-
racy threshold ∆, the region Ωl is not further divided. Otherwise, the region is split
into two subregions along the maximum sensitive edge [17]. The accuracy threshold
∆ can be decided based on the design specifications set by the user. For example, if a
minimal attenuation in the stop bands of −30 dB is required for the optimal design,
the scalable macromodel should be able to describe the filter characteristics up to an
accuracy of −30 dB.
Then, after updating the total number of regions L the algorithm is repeated from Step 2
until all regions Ωl are covered, i.e. l = L.
3 Including the Scalable Macromodel in the Design Process
The first step in the design process of a microwave filter is the approximation step that
consists of determining a polynomial filter function (e.g. Chebyshev polynomial) that ful-
fills the user-specified specifications. Then, during the realization step a lumped-element
circuit consisting of coupled LC resonators is synthesized to realize the polynomial ap-
proximation. The lumped-element circuit can be represented by its coupling coefficients
and external quality factors [3]. Next the coupling coefficients and external quality factors
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Figure 1: Flowchart of the sequential sampling algorithm.
must be implemented physically in the chosen filter technology. The implementation step
consists of physically dimensioning the distributed filter. In general, the implementation
step only yields initial physical dimensions and optimization is still required to meet the
specifications [2]. Rather than investing time in a brute-force optimization, we propose to
invest time in the extraction of a scalable macromodel. Although the model generation
process is automated, it still depends on some judicious choices of the user. The frequency
range of interest has to be chosen and it is also important to determine for which physical
parameters the filter will be modeled, which are called design parameters in this paper.
Typically these parameters will be chosen in order to influence properties of the filter re-
sponse that do not meet the specifications. For example, when the center frequency of
the filter is too high, the physical length of the resonators is a parameter that affects this
center frequency and thus it can be chosen as a design parameter. Also the ranges of the
design parameters must be set. These ranges depend on some practical and/or physical
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considerations. To make this less abstract, let us consider the case of a spacing between two
microstrip lines in a coupled line pair. When the spacing is too small, it cannot be realized
physically due to fabrication tolerances, while when the spacing becomes too large, there
is no more coupling between the lines. Another important choice is the desired accuracy of
the macromodel. This choice depends on the given filter specifications. For example, when
the required minimal attenuation is equal to −20 dB, the scalable macromodel should be
able to describe the filter characteristics up to an accuracy of −20 dB. The user may decide
to set the model accuracy to a lower number such that there is some margin (e.g. from 5
to 10 dB of margin). The user choices depend on the design and must thus be made after
the initial design step. Once the model is generated it can be used to optimize the initial
design. It can however be also used to gain insights about the behavior of the filter with
respect to the design parameters or used to optimize for a new set of specifications. How
the macromodel is used for optimization purposes is explained in Section 3.1.
3.1 Optimization
The scalable macromodel R(s, ~g) of a microwave filter can be used to optimize the initial
design such that it fulfills the desired specifications. The global optimization function
MultiStart in Matlab R2012a [27] is used in this paper to perform global optimization of the
filter to satisfy the desired performances. The MultiStart routine first generates uniformly
distributed starting points in the design space from which several local optimizer runs are
performed, generating multiple solutions. This routine then ranks the solutions in terms
of their cost function values in ascending order. It is important to highlight that a global
optimization usually requires a high number of function evaluations (and then simulations
of the system behavior). This is not computationally expensive if scalable macromodels
are used for it. Global optimization is interesting since it searches for design solutions over
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the complete design space of interest.
Considering microwave filters, a typical optimization process begins by defining pass-
band and stopband specifications in terms of the scattering parameter responses (S-parameters),
which are reformulated in the form of a cost function F (sm, ~g) at optimization frequency
samples sm, m = 1, 2, ..N
OP
s to be minimized as a function of the design parameters ~g
F (sm, ~g) = R
m
L −R(sm, ~g) or R(sm, ~g)−RmU . (3)
In (3), RmL and R
m
U represents the lower and upper frequency response thresholds, re-
spectively, at frequency samples sm, m = 1, . . . , N
OP
s , spread over the frequency range of
interest. The optimization frequency samples sm, m = 1, . . . , N
OP
s can be different from
the modeling frequency samples sn, n = 1, . . . , Ns described in Section 2.1. The frequency
samples sn are generated by the EM solver that is computationally expensive, while the
optimization frequency samples sm are generated using the scalable macromodel R(s, ~g)
that is efficient to evaluate. This means that, for optimization purposes, more frequency
samples could be selected to have a better estimation of the cost function F (sm, ~g) (i.e.,
NOPs > Ns). A negative value in (3) indicates that the corresponding specification is satis-
fied, while a positive value denotes that the specification is violated. The final cost function
to be optimized is then given as the worst-case violation over all the S-parameters matrix
entries and the sm samples
F (~g) = max
i,j
max
sm
Fi,j(sm, ~g). (4)
where Fi,j represents the cost function for the (i, j)−th S-parameter matrix entry. The cost
function (4) is then supplied to the MultiStart optimization routine, resulting in multiple
optimal design space points that satisfy the specifications. Such an optimization process
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Table 1: Specifications of the Dual-Band Filter
f1 f2
Center frequency 2 GHz 2.65 GHz
Bandwidth 50 MHz 50 MHz
In-band insertion loss ≤-3 dB ≤-3 dB
In-band return loss ≥-10 dB ≥-10 dB
applied to a filter case will be illustrated in Section 4.
4 Example: Microstrip Dual-Band Bandpass Filter
We have chosen a state-of-the-art microstrip dual-band bandpass filter introduced in [23]
to illustrate and validate the proposed approach. In [23], a design method is presented to
adjust the center frequency, bandwidth, the position of the transmission zeros and desired
ratio of the resonance frequency of the two passbands. The filter consists of two coupled
unequal length shunted-line stepped impedance resonators (see Fig. 2). We use the design
method presented in [23] to obtain initial values of the design parameters for the initial
design. The filter is fabricated on a RO4003 substrate with a relative permittivity ǫr equal
to 3.55, a dielectric height of 1.542 mm and a loss tangent δ equal to 0.0022. The EM
solver used to generate data samples of the filter response is ADS2011 Momentum [28].
All numerical experiments were performed using Matlab R2012A [27] and on Windows
platform equipped with Intel Core2 Extreme CPU Q9300 2.53 GHz and 8 GB RAM. First,
the steps to obtain the initial design are discussed in what follows.
4.1 Approximation Step
The specifications of the filter are summarized in Table 1. The design method in [23]
proposes to approximate each band separately with a Chebyshev response of order 2.
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Figure 2: Topview of the layout of the filter.
Table 2: Coupling Coefficients and External Quality Factors Obtained during the Realiza-
tion Step
f1 f2
M1,2 0.0345 0.026
Qei 33.7 44.8
Qeo 33.7 44.8
4.2 Realization Step
In the case of a Chebyshev response, formulas exist to determine the low-pass prototype
parameters gi of the equivalent lumped circuit [29]. The corresponding coupling coefficients
and external quality factors can be determined as follows:
Qei =
g0g1
FBW
(5)
Qeo =
gngn+1
FBW
(6)
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Mi,i+1 =
FBW√
gigi+1
, for i = 1 to n− 1 (7)
where Qei and Qeo are the input and output external quality factors, respectively and
Mi,i+1 is the coupling coefficient between the adjacent resonators. FBW is the fractional
bandwidth of the passband. n is the order of the filter, which is equal to 2 in this case.
Applying equations (5)-(7) yields the results summarized in Table 2.
4.3 Implementation Step: Initial Design
The initial values for the design parameters are obtained by applying the procedure de-
scribed in [23]. In this section, we briefly summarize this procedure focusing on the effects
that the parameters have on the center frequency of the bands, the coupling coefficients
and the external quality factors.
The lengths l1, l3, l3c and l4 are chosen such that resonator is a half-wavelength resonator
that resonates at f1. The impedance ratios
Z01
Z03
and Z01
Z04
determine the ratio f2
f1
. Decreasing
the values of Z01
Z03
and Z01
Z04
leads to decrease the value of f2
f1
. The widths w1, w3 and w4 are
the physical parameters that mainly determine Z01, Z03 and Z04 respectively. The values
of w1, w3 and w4 are chosen such that
f2
f1
= 1.325.
The tapping position lt and the lengths l3c and l4 mainly affect Qei and Qeo. They
are chosen such that the physical external quality factors are approximately the same as
the ones found during the realization step. Initial values for these parameters are however
difficult to determine, since they affect both the bands. Therefore, these values of the
design parameters are chosen such that both physical Qei and Qeo are acceptably close to
the theoretical ones. The physical Qei and Qeo are shown in Table 3.
The spacing parameter Spac between the resonators mainly affects the coupling coef-
ficient M12. w3 and w4 also affect the coupling coefficient, but their effect is smaller than
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Table 3: Coupling Coefficients and External Quality Factors (EM simulations)
f1 f2
M1,2 0.0373 0.0327
Qei 25 33.5
Qeo 25 33.5
Table 4: Initial Values of the Design Parameters
l1 24.5 mm
l3 17 mm
l3c 10 mm
l4 1.5 mm
lt 8.8 mm
w1 9.5 mm
w3 1 mm
w4 1 mm
Spac 1.62 mm
that one due to Spac. The values of Spac, w3 and w4 are chosen such that the physical
coupling coefficient M12 is approximately that one found during the realization step. The
physical M12 for both bands is shown in Table 3.
The initial values of the design parameters given by this design method are summarized
in Table 4. Figs. 3 -4 show the magnitude of S21 and S11 for the initial design, respectively.
It is clear that specifications are not met and therefore optimization is needed.
4.4 Design Space
In this section, we describe how we select which physical parameters are chosen to become
design parameters. Fig. 3 shows that the ratio f2
f1
is not equal to 1.325, but that f1 = 2
GHz. Since the ratio f2
f1
is mainly affected by Z01
Z03
and Z01
Z04
, w1 and w3 = w4 are chosen as
design parameters. The ranges are determined as follows: w1 must not become too large,
because for large values of w1 the characteristic impedance Z01 does not decrease anymore,
so it is not relevant to model the filter behavior for those values. The value of w1 must
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Figure 3: Magnitude of S21 for the initial design (blue) and the specifications (black).
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Figure 4: Magnitude of S11 for the initial design (blue) and the specifications (black).
not become too small either, because then the ratio Z01
Z03
becomes too large and f2
f1
becomes
too large. The value of w3 must not become too small, because then it is not physically
realizable. It must also not become too large, because then the ratio Z01
Z03
becomes too large
and f2
f1
becomes too large. Since the found coupling coefficient between the resonators is
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Table 5: Ranges of the design parameters.
Parameter Range
w1 8.5-10.5 mm
w3 0.5-2 mm
Spac 0.5-2 mm
too large, Spac is also chosen as a design parameter. The upper bound of the range of Spac
is chosen to make sure that there is still electromagnetic coupling between the resonators
and the lower bound is chosen such that it is physically realizable. Table 5 summarizes the
ranges of the design parameters.
4.5 Generation of the Scalable Macromodel
Sections 2.1 and 2.2 show that the generation of scalable macromodels is automated. Nev-
ertheless, the user has to specify the design space, the frequency span and the accuracy for
the model. The choice of the design space ~g = [w1, w2, Spac] has been previously discussed.
The frequency span is chosen equal to freq ∈ [1.3− 3.3] GHz to be wide enough such that
the filter behavior of interest is within it. The choice of the model accuracy is based on
the minimal attenuation desired in the stopband that is equal to −30 dB in this numerical
example. The accuracy of the scalable macromodel has been set to −30 dB considering
the MAE measure (2).
The scalable macromodeling method [24] along with the sequential sampling scheme
discussed in Section 2 have been implemented in Matlab R2012a and used to drive the
ADS2011 Momentum software with Adaptive Frequency Sampling (AFS) [28] to generate
the S-parameters data samples at selected design space samples. AFS is a technique in-
cluded in ADS2011 Momentum that adaptively samples the frequency range and can be
used to then efficiently provide the system response over a specified number of frequency
points. The number of simulated frequency samples Ns obtained by using AFS over the
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Table 6: Scalable macromodeling
# Samples CPU Time Accuracy
Generation Validation Modeling Data Gen. [dB]
72 45 36 min 35 s 1 h 55 min 21 s −30.48
Average CPU Time for one ADS frequency sweep = 50 s
Average CPU Time for one macromodel frequency sweep = 19.5 ms
Speed-up = 2564×
range freq ∈ [1.3 − 3.3] GHz has been chosen equal to 301 to build the scalable macro-
model, so that the sharp behavior of the S-response of the microwave filter with respect to
frequency is well captured.
The MAE measure (2) is used to asses the accuracy of the scalable macromodel. Table
6 reports the total number of design space samples (estimation and validation), the worst
case MAE (2) over the estimation and validation data, the CPU time needed to run all
the ADS Momentum estimation and validation simulations and the CPU time needed to
obtain the scalable macromodel using the sequential scheme coupled with the scalable
macromodeling method [24]. The average CPU time needed by ADS Momentum (using
AFS) and the scalable macromodel for one frequency sweep over 301 frequency points is also
shown in Table 6. This measure is crucial to judge the advantage of the proposed approach
for efficient design optimizations instead of using EM-based optimization schemes.
4.6 Filter optimization
Once the scalable macromodel has been generated, it is used to perform multiple optimiza-
tions for this filter. The optimization specifications on the S-parameters of the filter under
study are:
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|S21| < −LA1 dB fs1 ≤ freq ≤ fs2, (8a)
|S21| > −LIL dB fp1 ≤ freq ≤ fp2, (8b)
|S11| < −LRL dB fp1 ≤ freq ≤ fp2, (8c)
|S21| < −LA2 dB fs3 ≤ freq ≤ fs4, (8d)
|S21| > −LIL dB fp3 ≤ freq ≤ fp4, (8e)
|S11| < −LRL dB fp3 ≤ freq ≤ fp4, (8f)
|S21| < −LA3 dB fs5 ≤ freq ≤ fs6. (8g)
with three optimization cases:
I.(fs1, fs2, fp1, fp2, fs3, fs4, fp3, fp4, fs5, fs6) =
(1.3, 1.7, 1.975, 2.025, 2.275, 2.325, 2.625, 2.675, 2.9, 3.3) GHz,
(LA1, LIL, LRL, LA2, LA3) = (−20,−3,−10,−20,−20) dB (9a)
II. (fs1, fs2, fp1, fp2, fs3, fs4, fp3, fp4, fs5, fs6) =
(1.3, 1.7, 1.975, 2.025, 2.275, 2.325, 2.625, 2.675, 2.9, 3.3) GHz,
(LA1, LIL, LRL, LA2, LA3) = (−20,−3,−10,−30,−20) dB (9b)
III. (fs1, fs2, fp1, fp2, fs3, fs4, fp3, fp4, fs5, fs6) =
(1.3, 1.6, 1.9, 1.95, 2.175, 2.25, 2.625, 2.675, 2.9, 3.3) GHz,
(LA1, LIL, LRL, LA2, LA3) = (−20,−3,−10,−20,−20) dB (9c)
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Table 7: Dual-band bandpass filter: global optimization results.
Initial design Best optimal design # Function Optimization time
Case (w1, w2, Spac) [mm] (w
∗
1 , w
∗
2, Spac
∗) [mm] evaluations using the macromodel [s]
I [9.5, 1, 1.62] [9.66, 1, 1.44] 6557 5 min, 40 s
II [9.5, 1, 1.62] [10.4, 1.17, 1.38] 5456 5 min, 47 s
III [9.5, 1, 1.62] [10.3, 1.43, 1.25] 6675 5 min, 43 s
As explained in Section 3.1, the global optimization function MultiStart in Matlab
R2012a is used to perform global optimization with a cost function (4) using the specifi-
cations previously described and considering 30 starting points for each optimization case.
For each of the three optimization cases, the function MultiStart has found multiple opti-
mization solutions [w∗1, w
∗
3, Spac
∗] that satisfy the corresponding specifications. The results
of the three optimization cases are tabulated in Table 7, where the best optimization solu-
tions, the total number of function evaluations and CPU time needed for the three global
optimizations are shown.
Considering the average CPU time needed for one frequency sweep using the EM solver
and the scalable macromodel (see Table 6) and the number of functions evaluations needed
to perform the global optimizations in Table 7, it is clear the using the scalable macromodel
definitely allows very efficient multiple global optimization steps. The initial computational
effort needed to generate the scalable macromodel (see Table 6) becomes a little effort when
the CPU time saved to perform the multiple global optimizations is considered.
Figs. 5-6 show the optimization results for Case I and the different S-parameters before
and after optimization. The specifications are shown by the solid black lines and as evident
from the two figures, all the specifications are satisfied. Similar curves are observed for
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Figure 5: Case I : Magnitude of S21 before and after optimization.
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Figure 6: Case I : Magnitude of S11 before and after optimization.
Case II and Case III as shown in Figs. 7-10. The ADS optimal response curves denote
the ADS EM simulations performed at the optimal solution points to verify that the model
prediction is accurate.
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Figure 7: Case II : Magnitude of S21 before and after optimization.
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Figure 8: Case II : Magnitude of S11 before and after optimization.
5 Discussion
Generating scalable macromodels becomes more computationally expensive with an in-
creasing number of design parameters. The so called ”curse of dimensionality” pops up in
high-dimensional modeling problems. This affects two main aspects of the modeling: 1)
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Figure 9: Case III : Magnitude of S21 before and after optimization.
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Figure 10: Case III : Magnitude of S11 before and after optimization.
the number of data samples (and then the CPU time to collect these data samples) needed
to build and validate a model and 2) the complexity (and then the CPU time) of the model
generation when the data samples are available.
Concerning the first aspect, working on fully regular design space grids to collect estima-
23
tion and validation data to then build and validate a scalable macromodel will make the
complexity of the data gathering increase in an exponential way with respect to the number
of design parameter. This issue can be mitigated by using sequential sampling strategies
that optimizes the samples location in the design space.
Concerning the second aspect, the modeling step for the technique [24] whose complexity
will mainly suffer from an increasing number of design parameters is the computation of the
amplitude and frequency scaling coefficients for each region of the design space obtained
during the sequential sampling strategy. This issue can be mitigated by exploiting par-
allelization strategies, since the scaling coefficients computation for a design space region
can be performed independently from the other regions.
As future work, we plan to investigate high-dimensional scalable macromodeling approaches
and strategies to deal with the curse of dimensionality.
6 Conclusion
In this paper, we have introduced scalable macromodels in the design cycle of microwave
filters. We have discussed how to generate and use scalable macromodels as a design tool
for filters. The main advantage of these macromodels is that they are cheap to evaluate
with a suitable accuracy. Hence, the scalable macromodels can replace the expensive EM
solver in multiple optimizations of the filter and then make these steps much less CPU time
consuming. It is to be noted that it also takes an initial computational effort to generate
the macromodel and that this must be done during the design cycle. However, this initial
computational effort needed to generate the scalable macromodel becomes a little effort
when the CPU time saved to perform multiple global optimizations with respect to EM-
based optimizations is considered. We have illustrated this macromodeling-based design
approach by applying it to the design of a state-of-the-art microstrip dual-band bandpass
24
filter. Although the generation of the scalable macromodels is an automated process, it
still requires some information from a designer, namely the frequency span, the ranges
of the design parameters and the desired model accuracy. How a designer can hand this
information to the macromodel generation process has been explained in detail. We have
finally show how the scalable macromodel can be used for multiple optimizations. The
corresponding numerical results confirm that the macromodeling-based design approach
works very well.
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