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Most healthcare systems have implemented patient safety event reporting systems to identify safety
hazards. Searching the safety event data to find related patient safety reports and identify trends is chal-
lenging given the complexity and quantity of these reports. Structured data elements selected by the
event reporter may be inaccurate and the free-text narrative descriptions are difficult to analyze. In this
paper we present and explore methods for utilizing both the unstructured free-text and structured data
elements in safety event reports to identify and rank similar events. We evaluate the results of three dif-
ferent free-text search methods, including a unique topic modeling adaptation, and structured element
weights, using a patient fall use case. The various search techniques and weight combinations tended
to prioritize different aspects of the event reports leading to different search and ranking results.
These search and prioritization methods have the potential to greatly improve patient safety officers,
and other healthcare workers, understanding of which safety event reports are related.
 2015 Elsevier Inc. All rights reserved.1. Introduction
In an effort to improve safety most healthcare systems have a
patient safety reporting system (PSRS) in place [1,2]. These systems
provide a method for staff, including physicians, nurses, and tech-
nicians, to report on safety events in their environment ranging
from near misses, where harm almost reaches a patient, to serious
safety events, where a patient is harmed [3]. The Institute of
Medicine has strongly recommended the use of these systems to
identify why patients are harmed by medical errors, and several
states require the use of a PSRS [3].
Patient safety event (PSE) reports generally contain structured
information such as the time and site of occurrence, role of the par-
ticipants (physician, nurse, technician, etc.), patient demographic
and clinical attributes, as well as a classification of the severity
and type of event. In addition to the structured data elements
the safety event reports also include an unstructured free-text field
in which the reporter can provide a narrative describing the patient
safety event in greater detail [4]. Patient safety reporting systems
can grow to contain tens of thousands to hundreds of thousands
of events. Patient safety organizations, which act as safe harbors
that allow providers to share PSE data without the liability risk,serve to combine PSE reports from multiple providers resulting
in even larger safety event databases.
If the data from patient safety reporting systems can be ana-
lyzed effectively the databases of reports hold tremendous promise
for improving patient safety [5,6]. The data can be used to identify
important patterns or trends of events that can then be remedied
by intervening to remove or mitigate potential safety threats. How-
ever, to realize the promise of patient safety event reporting sys-
tems, efficient and effective analysis methods need to be
developed to allow for a deeper understanding of the data that
can then lead to action to improve safety. The challenge is that
patient safety data are incredibly complex with both structured
and unstructured data elements.
While analyzing the structured data may be relatively straight-
forward these data only provide a partial understanding of the
safety event and many events actually span multiple pre-defined
categories, such as with general event type (e.g. medication, falls,
miscellaneous, diagnosis/imaging) and specific event type assign-
ments. Given that many event reporting systems only allow the
selection of one general event and specific event type category
the structured data may not accurately reflect the context of the
safety event. Furthermore, most safety reporting systems do not
provide a formal definition of the event type category. As a result,
the reporter must select a category based on their own knowledge
and intuition, hence the ambiguity that can sometimes arise from
these categories. For a more complete understanding of the event,
Table 1
Top 10 GET by percent of total reports.
General event type categories Percent
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description of the patient safety event from the perspective of
the reporter, must be analyzed in combination with the structured
data more efficiently and effectively.
A very important and practical use of the PSE data is to under-
stand whether a recently reported event is part of a larger trend
that should be of immediate concern and warrant the allocation
of limited resources to address the safety hazard or whether the
recent event is an anomaly and can be prioritized accordingly
[5]. In this paper we focus on developing PSE report analysis tech-
niques to address this very pressing problem. To understand how a
new event aligns with previous events one must to be able to iden-
tify other PSE reports in the event report database that are similar.
Although most patient safety reporting systems provide the ability
to query by structured fields and match keywords in the unstruc-
tured narratives, this process remains labor intensive and challeng-
ing because of the large number of irrelevant reports that are
returned from these searches.
In this paper, we present and explore methods for searching
large databases of PSE data to identify and rank similar event
reports using both unstructured and structured data. This
approach consists of using natural language process (NLP) tech-
niques to search free-text and a structured element weighting
scheme to prioritize the search results. NLP leverages the power
of computers to process and make sense of large amounts of text.
There are several NLP methods and strategies developed for search
and retrieval tasks. For example, identifying important words in
reports and document distant metrics can be used to help find,
match, and rank documents by their similarities [7–9]. In addition,
methods, such as topic modeling, have been widely used to iden-
tify latent themes or topics in documents [10]. Reports that discuss
similar topics would have similar topic probability profiles. Fur-
thermore, previous work has used NLP approaches to categorize
and identify health information safety events and extreme risk
events in free-text reports [11,12]. NLP techniques have also been
used to identify safety events from clinical documentations
[13,14]. In addition to analyzing free-text, techniques such as
structural topic modeling and labeled Latent Dirichlet Allocation
(LDA) have been developed to take into consideration structured
data, or meta data, into topic models [15–17]. However, these
studies did not focus on, and evaluate, the utility of considering
various structured data elements on search methods.
The work presented in this paper builds on these previous
research efforts by utilizing the additional structured data ele-
ments in the PSE reports to search for and rank related events.
While an analysis of the unstructured data alone has been a useful
approach, leveraging the structured data elements in combination
with a NLP approach may allow for the improved identification of
similar PSE reports. However, combining the structured and
unstructured data is not always intuitive and it can be difficult to
interpret how the inclusion of different structured elements
impacts search results. These challenges are further exacerbated
by noisy structured data, particularly prevalent in self-reported
PSE data. In our approach, we propose a more intuitive and less
complex approach to incorporate and evaluate the effects of con-
sidering structured elements with the unstructured free-text data
to enhance the search for similar PSE reports.Medication/fluid 17
Lab/specimen 15
Fall 12
Miscellaneous 10
Blood bank 7
Skin/tissue 5
Diagnosis/treatment 5
Patient ID/documentation/consent 5
Surgery/procedure 4
Lines/tubes/drain 42. Methods
Our approach consists of leveraging both the free-text and
structured elements in PSE reports to identify and rank related
PSE reports. We first discuss three different NLP search methods
(topic models, unigrams, and bigrams) and their application
to the unstructured free-text in each report. Each method takes asingle PSE report, the base report, and ranks other PSE reports
according to their similarity to the base report. We present a
unique approach that leverages topic modeling results to find
related PSE reports and compare these results with more standard
unigram and bigram search techniques. We then discuss how the
structured element weights are incorporated with the ranking
results.
2.1. Data
PSE reports were collected, through self-report, over a two year
period (January 2013 to January 2015) from a multi-hospital
healthcare system in the mid-Atlantic region of the United States.
A total of 49,859 reports were collected during this time from the
PSRS. Each report has both structured and unstructured fields. For
this analysis, we focused on the general event type (GET) and
specific event type (SET) structured elements (as they provide
the greatest insight about the reports compared to other structured
elements) and the unstructured free-text brief factual description
of the event. There are 21 GETs, the most common being ‘‘medica
tion/fluid,” ‘‘labs,” ‘‘falls” and ‘‘miscellaneous,” Table 1. Further-
more, each GET category is comprised of several unique SET cate-
gories. For example, the ‘‘falls” GET category has ‘‘from bed,”
‘‘while ambulating,” and ‘‘from chair” SET categories while the
‘‘medication/fluid” GET has ‘‘adverse drug reaction,” ‘‘duplicate
therapy,” and ‘‘wrong patient” SET categories. Every PSE report is
assigned a single GET and a SET category by the reporter of the
event.
2.2. Free-text search methods
We present three free-text search methods below. Punctua-
tions, numbers, common stop words were removed from the
free-text and words were stemmed prior to analysis. After this
preprocessing, the medium number of terms (words) for a report
was 27 with a standard deviation of 33.
2.2.1. Topic model
Our first method adapted topic modeling techniques to evaluate
the similarity or relevance between reports. We first used the term
frequency – inverse document frequency (tf-idf) statistic to
identify important words in each report [8]. We then used this sub-
set of words as inputs to our LDA topic model [10]. Reports were
evaluated based on their topic probability distribution distance
from a base report.
While LDA is a popular and commonly used topic modeling
technique, it is limited, particularly if the underlying topics are
not well-separated [18]. This is more likely to occur when the infor-
mational content in documents is noisy. Unfortunately, PSE reports
greatly vary in complexity and length; some reports are brief sen-
tences while others are long detailed narratives. To address this
limitation, we used tf-idf to first identify the important terms for
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would be associated with a smaller subset of more relevant topics.
We calculate the tf-idf value of a term in a given report as follows:
tfidfreport;term ¼ count of term in reporttotal number of terms in report
 
 log total number of reports
total number of reports with term
 
To avoid over-fitting while still capturing enough terms, we
limited reports with more than twenty terms to the top twenty
terms as determined by their tf-idf values. These terms became
inputs to our LDA topic model. We evaluated the cohesion, exclu-
sivity, and topic terms of LDA results with various topic numbers
ranging from 20 to 50. We found that 40 topics generated cleaner
topics, balancing the cohesion and exclusivity of the topics [19,20].
After topic modeling, each report had a topic probability distri-
bution. The distance, d, between the base report (the report used
for querying), b, and every other report, r, was calculated as
follows:
dbðrÞ ¼
X
t2T
ðrt  btÞ2
such that the distance, d, between a report, r, and the base report, b,
is the sum of the squared distances between each topic probabili-
ties, t, for all topics, T. From the distance score, we calculated a rel-
evance score for each report:
relevancetmðrÞ ¼ 1=d
such that reports with lower d were considered closer, or more rel-
evant to the base report. Reports with higher relevance were ranked
closer to one.
2.2.2. Unigram TF-IDF
The second method used unigrams, or individual words such as
‘‘bed,” ‘‘floor,” and ‘‘fall,” to determine the similarly of reports.
Given a base report, we identified the top 20 tf-idf unigrams,
similar to the technique described above, and used these terms
to search through all the PSE reports. We then calculated the
tf-idf values for each search term in every report to determine
the relevance score for each report, r:
relevanceuniðrÞ ¼
X
t2T
tfidf t
where the tf-idf values for each search term, t, in r, are summed for
all search terms, T. Reports with greater tf-idf sums were considered
more relevant to the base report and ranked higher.
2.2.3. Bigram TF-IDF
In addition to unigram terms, we also used bigrams, or word
pairs such as ‘‘side rail” and ‘‘patient fall,” as search terms. Bigrams
might provide more insight than unigrams as there are many word
pairs in the healthcare vernacular that are particularly meaningful.
For example, ‘‘special instruction” is a common term associated
with physician medication orders. Similar to unigrams, we calcu-
lated bigrams tf-idf scores. In addition, each bigram was assigned
a pointwise mutual information (PMI) value,
pmiðx; yÞ ¼ log pðx; yÞ
pðxÞpðyÞ
such that the PMI for a x–y bigram is the log probability of the
bigram occurring in a report divided by the probability of the terms
occurring independently. More interesting bigrams generally have
higher PMI values. For example, ‘‘radiant warmer” and ‘‘bair/bear
hugger” each have larger PMI values than ‘‘blood bank.” This metric
was helpful to provide an additional measure of utility for eachbigram. We used PMI and tf-idf scores to select the search bigrams
for the base report. The matched reports were then scored and
ranked by relevance, relevancebigram, similar to the unigram
method.2.3. Structured elements
Lastly, we evaluated the utility of incorporating structured data
elements in the overall ranking results. We extracted the GET and
SET elements for each event report as these structured data ele-
ments convey the greatest insight about the report as compared
to other structured data elements (location, person reporting,
etc.). If a search result had the same GET or SET as the base report,
the relevance score for the search result would be increased by a
weighting factor. This resulted in an adjusted relevance score for
the search result:
relevancetm;adj ¼ relevancetm þweightGETf0;1g þweightSETf0;1grelevanceunigram;adj ¼ relevanceunigram þweightGETf0;1g
þweightSETf0;1grelevancebigram;adj ¼ relevancebigram þweightGETf0;1g
þweightSETf0;1g
such that the GET and SET weights would only be applied if the
elements matched that of the base report. The reports were then
reordered by the adjusted relevance score. We evaluated the
sensitivity of the report rankings using various GET and SET weight
combinations. Combinations of weights that rank relevant reports
higher were considered more favorable.2.4. Case study: initial model evaluations
To evaluate the results of these methods, we searched the
reports using a base report pertaining to a patient fall event that
occurred from the bed. In this event, a nurse was giving a patient
a bed bath when the nurse was interrupted by a resident physician.
While the nurse was talking to the resident, the patient rolled to
the side of the bed without rails up and rolled off the bed. We first
use the free-text search methods to retrieve the top 150 reports
(fifty from each search method) from the PSRS, a common method
for evaluating search results in information retrieval [21]. We then
had three human factors healthcare domain experts, who are
accustomed to studying and reviewing PSE reports, examining
each of the 150 reports for relevancy to the base report. This
method follows previous methods evaluating agreement between
three and more reviewers [22]. Reviewers provided a binary indi-
cator as to whether each of the resulting search reports was similar
to the base case (e.g. yes/no). Reviewers were instructed to con-
sider the role of a patient safety officer who is reviewing a recent
report (the base report) and is attempting to find similar reports
to determine whether there is a pattern of events. Determining rel-
evance of search results is challenging and subjective; however,
domain experts have an understanding of which reports are rele-
vant and our method of providing context to the reviewers helps
frame the problem more effectively. Although, we cannot directly
evaluate the precision and recall of the models without a compre-
hensive review of all the PSE reports, the annotated results from
this specific search exercise allow us to evaluate the relative preci-
sion of these models as well as the impact of structured elements
on rankings.
Fig. 1. Ranking comparison of overlapping results between the unigram and bigram
search methods (for example, the dotted line represents a single PSE report that was
ranked as 4 by the unigram method and 31 by the bigram method).
92 A. Fong et al. / Journal of Biomedical Informatics 58 (2015) 89–953. Results
We present the results from this use case evaluation involving a
patient fall PSE report. We first present the top search criteria for
each of the three search methods. We then compare the different
search results and the sensitivity of these results when incorporat-
ing structured element weights.
3.1. Text search criteria
The three free-text search methods resulted in different search
criteria used to query the PSE reports.
3.1.1. Topic modeling search criteria
The topic probability distribution of the base report was mostly
captured by three topics as shown in Table 2. This probability pro-
file was used to query the PSE reports.
3.1.2. Unigram and bigram search criteria
The top unigram and bigram search terms are identified and
summarized in Table 3. These terms highlight the more important
unigram and bigram phrases from the base report.
3.2. Search results
The only overlapping result from all three free-text search
methods was the base report. The base report was included in
the search space to provide a baseline for the relevance scores.
Besides the base report, the topic model results did not have any
overlapping reports with the other methods. On the other hand,
there were 18 common reports between the unigram and bigram
results. Approximately half of the overlapping reports were scored
higher in the unigram model, as shown in Fig. 1. In addition, sam-
ple phrases for some of the corresponding reports are included in
the figure to provide context.
3.3. Relevance
Each reviewer coded all 150 search results. There was complete
relevance agreement between all three reviewers for 79% of the
results. In situations where there was not complete agreement,
the report was classified as being relevant or not based on majority
vote. Some noticeable features about reports reviewers disagreed
on were that it was sometimes unclear whether the fall event
could have been prevented from the side rail or in other ways.
The topic model search method returned the most relevant searchTable 2
Topic words and probabilities associated with the most relevant LDA topic
assignments.
Topic words Topic probability
Floor, side, head, get, bed, move, sit 0.2
Fall, bathroom, precaut, assist, walk, alarm, got 0.1
Wound, area, pressure, skin, clean, stage 0.1
Table 3
Top unigram and bigram tf-idf terms.
Unigram (tf-idf) Bigram (tf-idf)
Side (0.18), rail (0.16), bath (0.14),
roll (0.11), bed (0.08), interrupt
(0.07), resid (0.07), curtain (0.07),
linen (0.07)
Bed bath (0.11), roll from (0.11),
curtain patient (0.11), fall injuri
(0.11), patient roll (0.09), with rail
(0.09), roll out (0.08)results (29/50), while the unigram and bigram methods both
returned slightly less than half that amount (13 and 11 respec-
tively). Fig. 2 shows the relevance of search results for each model.
Each of the colors represents whether the GET and SET associated
with the search results match the GET and SET of the base case.
Search results from the model can be placed into one of three cat-
egories: (black) does not have the same GET nor the same SET as
the base case, (light gray) has the same GET but does not have
the same SET as the base case, or (dark gray) has the same GET
and the same SET as the base case. For example, a result catego-
rized as a ‘‘fall” and ‘‘from chair” will be light gray since it matches
the GET of the base case but does not match the SET of the base
case. This figure highlights the ambiguity that can sometimes
occur in SET categorization, for example, in addition to ‘‘from bed,”
there is a ‘‘from bed-over rails” SET category. This figure also high-
lights the false positive search results (averaging 32% across the
models) if only considering the structured elements.
Relevant reports from each search method had the same ‘‘fall”
GET as the base report. However, not all ‘‘fall” GET search results
were relevant. Relevant reports that shared the same SET were
more common in the topic model results as compared to the otherFig. 2. Number of non-relevant (nr) and relevant (r) results for each free-text search
method. Shading indicates matches of GET and SET to the base report.
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different GET categories, although the topic model and bigram
methods tended to find more non-relevant reports from the same
GET category.3.4. Structured elements effect on rank sensitivity
Lastly we evaluated the ranking sensitivities to different GET
and SET weights. We explored different weighting combinations
as shown in Fig. 3. We explored different GET weights, wGET, [0,
0.2, 0.4, 0.6, and 1] and different SET weights, wSET, [0, 0.2, 0.4,
0.6, and 1], combinations. A zero weight means the structured ele-
ment will have no effect of the relevance score.
Overall, the unigram and bigram search results were the most
sensitive to the structured element weights. This can be seen by
the greater slope changes with different weight combinations. In
addition, slope differences reflect the relative precision of the
model. The closer the slope is to one, the more likely relevant
reports are prioritized and ranked higher by that particular method
and weight combination. The models were generally more sensi-
tive to GET weights compared to SET weights. Overall, the topic
model method and higher GET and SET weights tended to produce
more precise models for retrieving similar events given a base
report.4. Discussion
The combination of free-text search and structured element
weights may be a useful mechanism for patient safety officers
and other healthcare staff to identify related PSE events. These
search and ranking methods may be particularly useful for identi-
fying trends in near miss events where the classification is not as
rigorous as with serious harm events. In this section, we discuss
insights and implications of this work as well as some efforts to
address challenges and limitations.Fig. 3. Columns indicate different GET weights, wGET, and line color represents diffe
cumulative number of relevant reports (y-axis) by the number of reports in ranked orde
search methods. (For interpretation of the references to color in this figure legend, the r4.1. Text search performance
Overall the topic model search method found the most relevant
PSE reports. This could be a reflection of the modeling and sam-
pling techniques involved with LDA. The unigram and bigrammod-
els had poorer results which might be an indication of how the
terms in the free-text descriptions were evaluated. Because the
unigram and bigram models were only matched on key search
terms, they tended to favor shorter reports that contained the
search terms. For example, ‘‘patient bed side rails up when no
orders were given” reports were common search results. These
reports were not relevant to the base report but had high ranking
scores. However, these search results tended not to have the same
GET or SET as the base report, which highlights the importance of
complimenting the free-text data with structured elements. One
interesting difference between the unigram and bigram methods
was the selection of terms used in each model. The unigram model
identified ‘‘interrupt” from the base report while the bigram model
did not. This most likely is because terms like ‘‘interrupt” are less
likely to be paired with other words, even though, interruption
could be an important contributing factor to this event.
4.2. Ranking sensitivity
Unigram and bigram model results were generally more sensi-
tive to GET and SET weights compared to the topic model results.
This may be reflective of the alignment between the LDA topic
results and the GET and SET structured categories. All relevant
reports from the search results were from the ‘‘fall” GET, the same
as the base report. One might conclude that these free-text search
techniques are not necessary and relying on the GET alone would
suffice. However, an expanded review of the top 150 cases from
the unigram search model revealed several related reports
categorized as ‘‘skin/tissue” GET. In these reports, patients had skin
or tissue wounds after falling from the side of their bed without
side rails up. In addition, several non-relevant search results alsorent SET weights, wSET, for each search method (rows). Each subgraph plots the
r (x-axis). Note different y-axis scales used to highlight weight effects between the
eader is referred to the web version of this article.)
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just the structured elements alone to search, or using only the
free-text to search, will likely result in many false positives or
misses, neither of which are undesirable and will be time consum-
ing for users to process through and correct.
4.3. Search space
Interestingly, examining the top fifty reports from each search
method revealed few overlapping reports. This suggests that each
method tended to examine or prioritize the search space differ-
ently. Besides the base report, there was no overlap between the
unigram and bigram models with the topic model. This highlights
a principled difference between these search strategies. Although
the topic model approach performed best in our use case, it missed
relevant reports identified by the other approaches. As a result, it
may be valuable to integrate the results from the three different
search methods, for example, returning the top results from each
approach.
4.4. Utility of incorporating structured elements into search
Our research suggests the importance of incorporating both
structured and unstructured elements into search as both data ele-
ments have advantages and limitations. These elements would be
able to complement each other, producing a more useful matching
approach. However, integrating structured elements with free-text
searches must be done carefully as we have demonstrated the sen-
sitivity of rankings with various weight combinations. Perhaps an
interactive option that allows users to explore various weighting
combinations for structured elements will be useful. In addition
to GET and SET, there are also other structured elements that
would be interesting to explore, such as hospital location, depart-
ment type, time of day, and day of week.
4.5. Insight and visualization
A primary objective of this work is to provide healthcare provi-
ders and patient safety officers with a more robust and efficient
method to search and identify similar PSE reports. In addition to
developing the search methods, an information visualization dash-
board would allow users to more easily interact with the event
reports. This visualization should let users select and order key
search terms, prioritize search methods, and weight matches on
structured elements. We have started developing prototype visual-
izations and search dashboards aimed at intuitively conveying the
results of these search methods. While PSE reports are still too
complex for automatic relevance matching, algorithms can be
developed to better support users in understanding safety event
report data.
4.6. Challenges and limitations
4.6.1. Determining relevance
A challenge we faced when evaluating the search results was
that it was difficult to establish ground truth for related reports.
Defining relevance often depends on the mental model of the per-
son reviewing reports. Although we had an inter-rater reliability of
79%, determining the relevance of search results is an area of ongo-
ing work and is critical for developing effective methods that facil-
itate the analysis of PSE data.
4.6.2. Additional evaluations
While the results and evaluation were insightful, they were lim-
ited by the number of search cases and search results examined.
Only one search case and the top 50 search results for each modelwere evaluated. This was largely a result of limited annotations
readily available with the data. It would be important to further
understand the performance of these models with additional
search cases that have various unsafe conditions. Furthermore,
expanding the review of search results can be particularly helpful
to identify more nuanced relevant reports, such as a skin/tissue
wound caused by a fall. Some of our current efforts involve devel-
oping lists of related PSE reports annotated and validated by sub-
ject matter experts. This will greatly improve the development
and assessment of search and retrieval methods.
4.6.3. Search criteria
The search methods largely depended on the number of impor-
tant terms and, for the topic model method, the number of topics,
considered. Although we used the number of terms as a threshold
cutoff, it might be useful to also explore the usage of tf-idf values or
other criteria as thresholds. In addition, we did not evaluate the
performance of LDA for topics greater than 50. This is an important
consideration for future work, especially as the number of PSE
reports increase.
5. Conclusion
Patient safety event (PSE) reports can provide a wealth of infor-
mation and insight for healthcare professionals to understand
unsafe conditions and prevalent safety hazards. However, given a
PSE event, it is often challenging and time consuming for patient
safety officers to find related PSE reports. This is impart because
of the quantity and the complexities involved in understanding
both the unstructured free-text and structured data in these
reports. We present different search and ranking methods that uti-
lize both the free-text and structured data elements. We explore
each of these methods with a patient fall use case and highlight
advantages and insights from these approaches.
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