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We consider a class of nonlocal geometric equations for expanding curves in the
plane, arising in the study of evolutions governed by Monge–Kantorovich mass
transfer. We construct convex solutions, given convex initial data. In order to obtain
such solutions, we develop a new version of Perron’s method. We give applications to
the problem of characterizing fast/slow diffusion limits. # 2002 Elsevier Science (USA)0. INTRODUCTION
In this paper we study the following equation describing the expansion of
a bounded convex set Ot  R2; t50:
V ¼ F ðk; g; tÞ on Gt; ð1Þ
where
Gt ¼ @Ot;
V ¼ VGt ðyÞ ¼ outer normal velocity of Gt at y 2 Gt;
g ¼ gOt ðyÞ ¼ radius of the largest disk in
%Ot which touches Gt at y;
k ¼ kGt ðyÞ ¼ curvature of Gt at y:
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NONLOCAL GEOMETRIC EXPANSION 299Note that kg41; since if the curvature of Gt at y 2 Gt is positive, then the
radius of a disk within Ot touching Gt at y cannot exceed the radius of
curvature at y: The function F on the right-hand side of (1) is thus deﬁned
on the set A ½0;1Þ; where
A ¼ fðk; gÞ 2 R1  ½0;1Þ j kg41g: ð3Þ
We assume that F is nonnegative on A ½0;1Þ and satisﬁes some
additional conditions stated below.
Equation (1) represents a nonlocal geometric curvature motion,
nonlocality coming from the quantity gOt ðyÞ: Such equations arise in the
study of certain variational evolution problems related to the Monge–
Kantorovich mass transfer. One example is a variational evolution problem
which describes the limits as p !1 of solutions of p-Laplacian evolution
equations, considered by Evans et al. [EFG97]. This problem can be
regarded as a model of collapsing sandpiles. A form of Eq. (1) related to this
model was derived heuristically in [EFG97], and on the right-hand side in
this case is
F ðk; g; tÞ ¼
g
3ðt þ aÞ
3 2kg
2 kg
; a > 0: ð4Þ
Another example is a model of compression molding introduced by
Aronsson and Evans [AE], based on a Hele–Shaw model for highly non-
Newtonian ﬂuids. This model leads to Eq. (1) with
F ðk; g; tÞ ¼ g 1
kg
2
 
: ð5Þ
It follows from Feldman [F99] that convex solutions of Eq. (1) with F
deﬁned by (4) and (5) are relevant in the study of variational evolution
problems. This motivates our work. As an application of our existence
results, we obtain some information on the solutions of collapsing sandpiles
and compression molding models, see Section 5.
We consider solutions of (1) with possibly nonsmooth initial data. The
solution may remain nonsmooth for a ﬁnite time. We will interpret solutions
in the viscosity sense.
We make the following assumptions on the function F on the right-hand
side of (1):
(H1) F 2 CðA ½0;1ÞÞ;
F50 on A ½0;1Þ;
F ðk; g; tÞ4M j gj on A ½0;1Þ where M does not depend on
k; g; or t:
(H2) For any k1; k2; g; and t satisfying ðk1; g; tÞ 2A ½0;1Þ; ðk2; g; tÞ 2
A ½0;1Þ;
ANDREWS AND FELDMAN300F ðk1; g; tÞ4F ðk2; g; tÞ if k15k2:
(H3) For any k; g1; g2; t satisfying ðk; g1; tÞ 2A ½0;1Þ; ðk; g2; tÞ 2
A ½0;1Þ;
F ðk; g1; tÞ5F ðk; g2; tÞ if g15g2:
(H4) For any t50 the function g! F ð0; g; tÞ is concave on ½0;1Þ:
Remark 1. Hypothesis (H1) implies in particular that the solution is an
expanding curve. Hypothesis (H2) means ‘‘parabolicity’’ of Eq. (1).
Combining (H2) and (H3) we see that solutions of Eq. (1) satisfy a formal
comparison principle: Let Git ¼ @O
i
t; i ¼ 1; 2; be two smooth solutions of (1).
Let O1tn  O
2
tn for some t
n > 0; and let xn 2 G1tn \ G
2
tn : Then by (H2) and (H3),
VG1
tn
ðxnÞ4VG2
tn
ðxnÞ;
where VGi
tn
ðxnÞ is the outer normal velocity of the curve Gitn at x
n: To see this,
we note that, since O1tn  O
2
tn ; we have at x
n:
kG1
tn
ðxnÞ5kG2
tn
ðxnÞ;
gG1
tn
ðxnÞ4gG2
tn
ðxnÞ:
We do not expect that conditions (H1)–(H3) alone will guarantee the
convexity preserving property, since they only imply parabolicity of Eq. (1).
The additional condition we need is hypothesis (H4).
Remark 2. Functions (4) and (5) satisfy conditions (H1)–(H4). Function
(4) is smooth and bounded on the set A ½0;1Þ:
Equations that describe expansion of a convex planar curve by its
curvature, i.e. equations of the form
V ¼ F ðkÞ on Gt ð6Þ
were considered in a number of papers. In particular, Chow and Tsai [CT96]
constructed a smooth convex solution given a smooth convex initial curve.
Andrews [An98] constructed solutions both in the cases of smooth and
nonsmooth initial convex curves, for a class of functions F in (6). In the
present paper we do not assume that the initial data are smooth. Note that
methods of Chow and Tsai [CT96] and Andrews [An98] are not readily
applicable to Eq. (1) even with smooth initial data, because of the
dependence on g in (1).
NONLOCAL GEOMETRIC EXPANSION 301In this paper we deﬁne viscosity solutions of Eq. (1), and prove existence
of a convexity preserving viscosity solution given convex initial data.
Viscosity (sub-, super-) solutions are families of sets fOtg; see Deﬁnition 15.
The main result is as follows:
Theorem 3. Let the function F satisfy (H1)–(H4). Let O R2 be an
open bounded convex set. Then there exists a Lipschitz continuous family of
open bounded convex sets fOtgt50 such that fOtg is a viscosity solution of (1)
and O0 ¼ O:
In order to prove Theorem 3, we develop a new version of Perron’s
method which produces a convexity preserving viscosity solution. Perron’s
method for viscosity solutions was developed by Ishii [I87] in the case of
Hamilton–Jacobi equations and was used thereafter by many authors to
construct viscosity solutions of elliptic, parabolic and geometric equations.
However, convexity introduces substantially new features into the method.
Indeed, we obtain a solution fOtg as an intersection of all supersolutions
which are families of convex sets and which contain a given subsolution.
Thus we obtain a family of convex sets by construction. A standard
argument similar to the one in [I87] allows us to show that the constructed
family is a supersolution. It remains thus to prove that the constructed
family is a subsolution. This step is more involved in our case since we
have restricted the class of supersolutions to those which are convex in
the spatial variables. For this reason we need the additional structure
condition (H4).
Convexity of solutions of certain elliptic, parabolic and geometric
equations was proved in a number of works, see [ALL97] and references
therein. In all these proofs the comparison (and uniqueness) properties
of solutions are essential. In this paper we took a different approach}
our solution is convex by construction. In particular, we avoid the
use of comparison results. However, the proof of the crucial Proposition
28 (essentially due to Alvarez–Lasry–Lions [ALL97]) uses the
maximum principle for semicontinuous functions by Crandall and
Ishii [CI90], which is the main technical tool for proofs of comparison
results for viscosity solutions of elliptic and parabolic equations (see e.g.
[CIL92]).
The paper is organized as follows: in Sections 1–3 we discuss Eq. (1) and
prove Theorem 3. In Section 4 we prove that the solutions become circular
as they expand to inﬁnite size (for a slightly restricted class of speeds F ). In
Section 5 we apply our results to the models of collapsing sandpiles and
compression molding mentioned above. Appendix A gives the proof of a
technical result (Lemma 26) required in proving that our constructed
solutions are subsolutions.
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OPEN SETS AND FAMILIES OF OPEN SETS
In this section we study some properties of the distance function of an
open bounded set. We do this for any dimension n52: In the later sections
we restrict to n ¼ 2:
Let O Rn be an open bounded set. Denote by dOðÞ the interior distance
function of O; i.e.
dOðxÞ ¼
dist ðx; @OÞ; x 2 O;
0; x 2 Rn=O:
(
It is well known that dOðÞ is Lipschitz with constant one.
Let x 2 Rn: We denote by N@OðxÞ the set of all points of @O nearest to x;
i.e.
N@OðxÞ ¼ y 2 @O; jx yj ¼ inf
z2@O
jx zj
 
:
Note that N@OðxÞ may contain more than one point.
Let x 2 O and y 2N@OðxÞ: Let the point z lie between x and y; i.e. z ¼
lxþ ð1 lÞy; where l 2 ð0; 1Þ: Then by Evans and Harris [EH87, Lemma 3.4]
N@OðzÞ ¼ fyg:
It follows that for such x and y the set
Rx ¼ fz 2 O j z ¼ lxþ ð1 lÞy; l50; y 2N@OðzÞg
is an interval of the half-line fz j z ¼ lxþ ð1 lÞy; l50g; and x 2 Rx: We call
Rx the distance ray of x (through y). Note that Rx is the longest line
segment through x on which the distance to @O changes linearly with slope 1.
A point x 2 O can have more than one distance ray, in which case we allow
any of them to be denoted by Rx: All such rays Rx have equal length. We also
can deﬁne distance rays for points of @O: If x 2 @O and there exists a distance
ray R of O such that x is an endpoint of R; then R is a distance ray of x: If
x 2 @O and there is no distance ray R of O such that x 2 R (i.e. there is no z 2 O
such that x 2N@OðzÞ), then the ‘‘ray’’ Rx consists of one point x: A point
x 2 @O can have more than one distance ray, and these rays can have different
lengths.
For any x 2 O; one endpoint of Rx lies on @O and belongs to the set
N@OðxÞ: Call this endpoint the lower end of Rx: Call another endpoint of
Rx the upper end of Rx (the names ‘‘lower’’ and ‘‘upper’’ correspond to
the positions of the endpoints of Rx on the graph of y ¼ dOðxÞ). Let y and
NONLOCAL GEOMETRIC EXPANSION 303z be the upper and lower ends of the ray Rx; and let w ¼ ly þ ð1 lÞz where
l 2 ð0; 1Þ: Then we say that the point w lies in the relative interior of the
ray Rx:
Remark 4. If x 2 O lies in the relative interior of a distance ray Rx; then
the ray Rx is the unique distance ray that contains x; and the set N@OðxÞ
consists of one point, see [EH87, Lemma 3.4].
The following deﬁnition extends the function gðÞ in (2) from @O to Rn:
Definition 5. The ridge function gO of the set O is deﬁned as follows:
gðxÞ ¼ gOðxÞ ¼
0; x 2 Rn= %O;
jRxj; x 2 O;
sup j Rxj; x 2 @O;
8><
>: ð7Þ
where in the last line of (7) the supremum is taken over all distance rays
beginning at x:
Lemma 6. The function gOðÞ is uppersemicontinuous.
Proof. Uppersemicontinuity of gOðÞ inside O is proved in [EH87,
Proposition 3.7]. By deﬁnition of gOðÞ on @O in (7) one can see that the same
proof implies that gOðÞ is uppersemicontinuous on %O: Since gO50; the
lemma is proved. ]
The function gOðÞ is not continuous in general. There are examples O
R2; O convex with C1;1-smooth boundary, but with gOðÞ not continuous. But
C2 (local) smoothness of @O implies the (local) continuity of gOðÞ; as the
next lemma shows.
Lemma 7. Let y 2 @O; and suppose that for some r > 0 in an appropriate
coordinate system ðx1; . . . ; xn1; xnÞ ¼ ðx0; xnÞ on Rn
O\ BrðyÞ ¼ fxn > fðx0Þg \ BrðyÞ; where f 2 C2ðRn1Þ:
Then gOðÞ is a continuous function on Br=2ðyÞ \ %O:
Remark 8. The proof of Lemma 7 follows the standard proof of
continuity of geodesic distance to the cut locus of a point on a smooth
Riemannian manifold, see e.g. [dC92].
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remains to prove only lowersemicontinuity of gO on Br=2ðyÞ \ %O:
Let *xi ! *x as i!1; where *xi 2 %O and *x 2 %O\ Br=2ðyÞ: Then, since y 2
@O and dist ð *x; yÞ5r
2
; it follows that
there exists z 2N@Oð *xÞ such that z 2 Gr; ð8Þ
where Gr ¼ @O\ BrðyÞ: We need to show that lim inf i!1 gOð *xiÞ5gOð *xÞ:
Let R *xi be the distance ray containing *xi (or any such ray if *xi lies on more
than one ray). Let xi be the upper end of R *xi : Then gOð *xiÞ5dOðxiÞ: Thus it is
enough to prove
lim inf
i!1
dOðxiÞ5gOð *xÞ: ð9Þ
Let a subsequence of fdOðxiÞg converges to a number A: Then a further
subsequence of fxig (which we will continue to denote fxig) converges to a
point x: Then x 2 %O; and
lim
i!1
dOðxiÞ ¼ dOðxÞ ¼ A: ð10Þ
We have (using that xi is the upper end of the ray R *xi)
distðx; *xÞ ¼ lim
i!1
distðxi; *xiÞ ¼ lim
i!1
½dOðxiÞ  dOð *xiÞ ¼ dOðxÞ  dOð *xÞ:
It follows that x and *x lie on the same distance ray. Also, if z is the point
deﬁned in (8), then z and *x lie on the same distance ray, and dist ð *x; zÞ ¼
dOð *xÞ: Thus the points x; *x and z lie on the same distance ray, since otherwise
we have
dOðxÞ5distðx; zÞ4distðx; *xÞ þ distð *x; zÞ ¼ ½dOðxÞ  dOð *xÞ þ dOð *xÞ ¼ dOðxÞ;
a contradiction. Since @O is smooth at z; there exists only one distance ray
starting at z: Thus
gOð *xÞ ¼ gOðxÞ ¼ gOðzÞ: ð11Þ
It remains to prove that
gOðxÞ4dOðxÞ: ð12Þ
Then (9) follows from (10) and (11), and then continuity of gðÞ at *x follows.
If there exists a subsequence fxijg and points zij 2 @O such that zij 2
N@Oðxij Þ and zij ! z
n=z then x is the point of intersection of two distance
rays, and it follows (see e.g. [EH87, Sect. 3]) that x is the upper end of the
both distance rays. Then gOðzÞ ¼ dOðzÞ; and (12) follows. Thus we can
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for any choice of zi 2N@OðxiÞ we have zi ! z: ð13Þ
Since xi is the upper endpoint of the distance ray R *xi ; then from [EGan,
Proposition 7.1, Steps 2 and 3] we have the following: Let
N@OðxiÞ ¼ fzig; ð14Þ
and let @O be twice differentiable at zi: Then, maxm¼1;...;n1 kmðziÞ > 0; where
k1ðziÞ; . . . ;kn1ðziÞ are the principal curvatures of @O at zi; and
dOðxiÞ ¼ max
m¼1;...;n1
kmðziÞ

 1
:
Now suppose that there exists a subsequence of fxig (we denote it also fxig)
such that (14) holds for all i: Then by (13) and since Gr is a C2 surface, we get
dOðxÞ ¼ max
m¼1;...;n1
kmðzÞ

 1
:
Then (12) follows since gOðxÞ cannot exceed any positive radius of curvature
at z 2N@OðxÞ:
It remains to consider the case
for each i the set N@OðxiÞ contains at least two points: ð15Þ
Let z be point (8). By assumptions of the lemma, for small r > 0 we have
O\ BrðzÞ ¼ fxn > fðx0Þg \ BrðzÞ; where f 2 C2ðRn1Þ: ð16Þ
Let z ¼ ðz0; znÞ in the coordinates. By shifting and rotation the coordinates
we can assume that zn ¼ fðz0Þ ¼ 0 and Dfðz0Þ ¼ 0; and (16) holds if r > 0 is
small enough. Let U  Rn1 be the projection of G\ BrðzÞ onto the
hyperplane fxn ¼ 0g: Then U ¼ fx0 j ðx0;fðx0ÞÞ 2 BrðzÞg: Then U is an open
set. Deﬁne the map F :U  R1 ! Rn by
Fðx0; sÞ ¼ *x þ s~nð *xÞ; ð17Þ
where *x ¼ ðx0;fðx0ÞÞ 2 G; and ~nð *xÞ is the unit inner normal to G ¼ @O at *x:
Since Gr is a C2 manifold, the map F is C1: Let d ¼ jx zj: The Jacobian of
the map F at ðz0; dÞ is given by the expression [GT83, (14.98)]
detDFðz0; dÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ jDfðz0Þj2
q Yn1
m¼1
ð1 dkmðzÞÞ: ð18Þ
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d5 min
m¼1;...;n1
1
kmðzÞ
:
Then, det DFðz0; dÞ > 0 and by the inverse function F is a diffeomorphism
between a neighborhood of ðz0; dÞ in U  R1  Rn1  R1 and an open set
containing x: This contradicts (13) and (15). ]
We will consider below families of sets fOtg: Thus we need to study
properties of the function
ðx; tÞ ! gOt ðxÞ: ð19Þ
Definition 9. Let fOtg; t 2 ½0;1Þ; be a family of open bounded sets in
Rn: We call the family of sets fOtg Lipschitz (with respect to t) if there exists
a constant M > 0 such that for any t1; t2; we have
ðOt1 =Ot2Þ [ ðOt2 =Ot1 Þ  NM jt1t2 jð@Ot1 Þ;
ðOt1 =Ot2Þ [ ðOt2 =Ot1 Þ  NM jt1t2 jð@Ot2 Þ;
where NrðAÞ denotes the r-neighborhood (in Rn) of the set A Rn: The
family fOtg is locally Lipschitz if for any T2 > T150 the family fOtg; t 2
½T1; T2Þ; is Lipschitz.
Let
E ¼
[
t
ðOt  ftgÞ  Rn  R1þ;
C ¼
[
t
ð@Ot  ftgÞ  Rn  R1þ; ð20Þ
Gt ¼ @Ot  Rn:
Lemma 10. Let fOtg be a locally Lipschitz family of open bounded sets.
Then
(a) the function ðx; tÞ ! dOt ðxÞ is Lipschitz; and
(b) function (19) is uppersemicontinuous.
Proof. (a) Let xi 2 Oti ; i ¼ 1; 2; and let y 2N@Ot1 ðx1Þ: If y 2 Ot2 ; then
y 2 Ot2 =Ot1 ; otherwise y =2 Ot2 and so y 2 @ðOt1 =Ot2 Þ: Thus by Deﬁnition 9
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dOt1 ðx1Þ ¼ jx1  yj4jx1  x2j þ jx2  wj þ jw yj
4 jx1  x2j þ dOt2 ðx2Þ þM jt1  t2j;
from which
dOt1 ðx1Þ  dOt2 ðx2Þ4ðM þ 1Þjðx1; t1Þ  ðx2; t2Þj:
The same holds if we interchange ðx1; t1Þ and ðx2; t2Þ: The claim (a) follows.
(b) It is enough to prove that if ðxi; tiÞ ! ðx; tÞ where xi 2 %Oti ; then
gOt ðxÞ5lim sup gOti ðxiÞ: ð21Þ
Let yi 2N@Oti ðxiÞ: Selecting a subsequence if necessary, we can assume that
yi ! y 2 @Ot: By (a) we get y 2N@Ot ðxÞ: Let zi be the upper end of the
distance ray Ri of Oti such that Ri contains xi and yi (such a ray Ri exists by
choice of yi). Then dOti ðziÞ ¼ gOti ðxiÞ: For any converging subsequence zij ! z
we get by (a) that y 2N@Ot ðzÞ: It follows that x lies in the interval connecting
y and z: Thus
gOt ðxÞ5jz xj ¼ limj!1
gOtij
ðxijÞ:
This implies (21). ]
Denote by C2;1ðRn  R1Þ the set of functions f ðx; tÞ which are twice
continuously differentiable in x and once in t:
Lemma 11. Let fOtg be a locally Lipschitz family of open sets. Let E; C be
defined by (20). Let y 2 @Ot0 and suppose that for some r > 0 we have in an
appropriate coordinate system ðx1; . . . ; xn1; xnÞ ¼ ðx0; xnÞ on Rn
E\ Bnþ1r ðy; t0Þ ¼ fxn > fðx
0; tÞg \ Bnþ1r ðy; t0Þ; where f 2 C
2;1ðRn  R1Þ:
Then function (19) is continuous on C\ Bnþ1r=2 ðy; t0Þ
Proof. The proof of Lemma 7 applies with obvious modiﬁcations. We
sketch the argument.
It is enough to show continuity of function (19) at ðy; t0Þ: Using Lemma
10(a), we show similar to the proof of Lemma 7 that we need only to
prove the following: Let ðxi; tiÞ ! ðx; t0Þ as i!1; where i ¼ 1; 2; . . .
and xi 2 Oti ; and each xi is the upper end of its distance ray in Oti ; and
ANDREWS AND FELDMAN308y 2N@OðxÞ: Then
gOt ðxÞ4dOt ðxÞ: ð22Þ
We can assume that
for any choice of zi 2N@Oti ðxiÞ we have zi ! y: ð23Þ
Otherwise, as in the proof of Lemma 7 (and using Lemma 10(a)) we show
that x is a point of intersection of two distance rays of Ot and thus (22)
follows.
Denote by k1ðxi; tiÞ; . . . ; kn1ðxi; tiÞ the principal curvatures of @Oti at xi: It
follows from the assumptions of the lemma that the principal curvatures
depend continuously on ðx; tÞ in Bnþ1r ðy; t0Þ \ G: Thus, as in Lemma 7, we
can reduce to the following case:
for each i the set N@Oti ðxiÞ contains at least two points: ð24Þ
There exists U  Rn1 and r > 0 such that in the ðx0; xnÞ coordinates
introduced in the formulation of Lemma 11, we have the following: for
any x0 2 U and t 2 ðt0  r; t0 þ rÞ; ðx0;fðx0Þ; tÞ 2 Bnþ1r=100ðy; t0Þ: For each
t 2 ðt0  r; t0 þ rÞ deﬁne a map Ft :U  R1 ! Rn as follows:
Ftðx0; sÞ ¼ *x þ s~ntð *xÞ; ð25Þ
where *x ¼ ðx0;fðx0; tÞÞ 2 @Ot; and ~ntð *xÞ is the unit inner normal to Gt ¼
@Ot  Rn at *x: The Jacobian of the map Ft is given by the expression
detDFtðx0; sÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ jDx0fðx0; tÞj2
q Yn1
m¼1
ð1 skmð *x; tÞÞ:
Thus it follows from the assumptions of the lemma that the function
ðx0; s; tÞ ! detDFtðx0; sÞ
is continuous on U  R1  ðt0  r; t0 þ rÞ: Let d ¼ jx yj: If detDFt0ðy
0; dÞ
> 0; then the same holds for any ðx0; s; tÞ 2 Bn1e ðy
0Þ  ðd  e; d þ eÞ
ðt0  e; t0 þ eÞ for small e > 0: Then there exists d > 0 such that for t 2 ðt0  d;
t0 þ dÞ the inverse map F1t is deﬁned on B
n
dðyÞ: This contradicts (23) and
(24). Thus, detDFt0ðy
0; dÞ ¼ 0; and d ¼ ½maxm¼1;...;n1 kmð *y; t0Þ1; where
*y ¼ ðy0;fðy0ÞÞ: Since dOt0 ðxÞ ¼ d; this implies (22). ]
Lemma 12. Let O1  O2 and y 2 @O1 \ @O2: Then gO2ðyÞ5gO1ðyÞ:
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we have B  O2 and thus gO2 ðyÞ5gO1ðyÞ: ]
The following lemma shows an important property of gOðÞ for convex O:
gOðÞ is concave on the ‘‘ﬂat’’ parts of @O:
Lemma 13. Let O Rn be a convex open bounded set, and let P
be a hyperplane such that P \ O ¼ | and let the set *G ¼ P \ @O is
nonempty and contains more than one point. Then the function gOðÞ is
concave on *G:
Proof. Since O is convex, so is *G: If z1; z2 2 *G and l 2 ð0; 1Þ; then zn ¼
lz1 þ ð1 lÞz2 2 *G: Let Bi; i ¼ 1; 2 be open balls of radii gOðziÞ such that
Bi  O and zi 2 @Bi: Let A be the convex hull of B1; B2: Then A O: Let yi
be the center of the ball Bi; i ¼ 1; 2: Let yn ¼ ly1 þ ð1 lÞy2 and rn ¼
lgOðz1Þ þ ð1 lÞgOðz2Þ: Then we have Brnðy
nÞ  A O and zn 2 @Brn ðynÞ:
Thus
gOðz
nÞ5rn ¼ lgOðz1Þ þ ð1 lÞgOðz2Þ: ]
The following lemma shows that small perturbations of the boundary do
not increase the ridge function too much.
Lemma 14. Let fOtgt50 be a continuous family of open bounded sets. Let
t > 0 and y 2 @Ot: Then for any e > 0 there exists r > 0 depending on fOtg; y;
t; e such that for any continuous family of open bounded sets fLtg satisfying
Lt  Ot for all t; and any ðz; tÞ such that z 2 @Lt \ Bnþ1r ðy; tÞ; we have
gLt ðzÞ4gOt ðyÞ þ e:
Proof. Suppose the assertion is false. Then there exists e > 0; a sequence
of positive numbers ri ! 0; as sequence of continuous families of sets fL
i
tg
satisfying Lit  Ot for all i; t; and a sequence of points ðzi; tiÞ satisfying zi 2
@Liti \ B
nþ1
ri ðy; tÞ and
gLiti
ðziÞ > gOt ðyÞ þ e:
We have ðzi; tiÞ ! ðy; tÞ by deﬁnition of zi; ti: Let xi be the center of the ball
Bi in x-space of radius gLiti
ðziÞ such that Bi  %L
i
ti and Bi touches @L
i
ti at zi:
Then, since fOtg is a continuous family of bounded sets, there exists a
subsequence xik ! x 2 %Ot: Then gLiktik
ðzik Þ ! jx yj; and so
jx yj5gOt ðyÞ þ e: ð26Þ
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fOtg that if B is the ball in Rn with the center x and radius jx yj then
B Ot: Since y 2 @Ot \ @B; we have gOt ðyÞ5jx yj; contradicting (26). ]
2. DEFINITION AND BASIC PROPERTIES OF VISCOSITY
SOLUTIONS
From now on we assume n ¼ 2: We write Qr ðx; tÞ ¼ BrðxÞ  ðt  r; t for
any r > 0:
Definition 15. A continuous family of open bounded sets fOtgt50 is
called a viscosity supersolution (resp. subsolution) of Eq. (1) if for any t0 > 0
and y0 2 @Ot0 and any continuous family of sets fLtg04t4t0 satisfying
(a) Lt  Ot (resp. Lt  Ot for subsolutions) for every t4t0;
(b) y0 2 @Lt0 \ @Ot0 ; and fLtg is C
2;1 near ðy0; t0Þ; i.e. there exists r > 0
such that in suitable coordinates ðx1; x2Þ for R2 with origin at y0;
[
t
ðLt  ftgÞ
" #
\ Qr ðy0; t0Þ ¼ fx25fðx1; tÞg \ Q

r ðy0; t0Þ;
with f 2 C2;1ðQr ð0; t0ÞÞ for some r > r; and fðx1; tÞ ¼ vðt  t0Þ 
1
2
kx21 þ
oðx21 þ jt  t0jÞ as ðx1; tÞ ! ð0; t0Þ in Q

r ð0; t0Þ for some constants v and k;
the following inequality also holds:
v5ðresp:4for subsolutionsÞ F ðk; gLt0 ðy0Þ; t0Þ: ð27Þ
A family fOtgt50 is a viscosity solution if it is both a subsolution and
supersolution.
Remark 16. Note that the above deﬁnition contains a nonlocal
condition (a).
Proposition 17. Let Ot be a viscosity solution of (1), and define E and C
by (20). Let C be C2;1 at ðy; t0Þ 2 C; so that in some coordinates ðx1; x2Þ in R2
and some r > 0 we have
y ¼ ð0; 0Þ; E\ Qr ðy; t0Þ ¼ fx25gðx1; tÞg \ Q

r ðy; t0Þ;
where
gðx1; tÞ ¼ vðt  t0Þ 
1
2
kx21 þ oðx
2
1 þ jt  t0jÞ: ð28Þ
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v ¼ F ðk; gOt0 ðyÞ; t0Þ;
where v; k are from (28).
Proof. Let e > 0: For any M > 0; deﬁne gM ;eðx1; tÞ ¼ maxfgðx1; tÞ; *gðx1; tÞg;
where
*gðx1; tÞ ¼ ðv eÞðt  t0Þ 
1
2
ðk eÞx21 Mðx
4
1 þ ðt  t0Þ
2Þ:
Then for M large enough,
gM ;eðx1; tÞ ¼
gðx1; tÞ for ðx1; tÞ 2 Qr ð0; t0Þ=Q

RðM ;eÞð0; t0Þ;
*gðx1; tÞ for ðx1; tÞ 2 QrðM ;eÞð0; t0Þ;
(
where 05rðM ; eÞ5RðM ; eÞ5r and RðM ; eÞ ! 0 as M !1:
Let fLM ;et g be the family of sets deﬁned by
LM ;et ¼ Ot [ ðfx25gM ;eðx1; tÞg \ Q

r ðy; t0ÞÞ:
Then fLM ;et g satisﬁes conditions (a) and (b) in Deﬁnition 15 for the
subsolution fOtg; so
V@LM ;et0
ðyÞ4F ðk@LM ;et0
ðyÞ; gLM ;et0
ðyÞ; t0Þ:
We have VLM ;et0
ðyÞ ¼ v e and kLM ;et0
ðyÞ ¼ k e: It remains to estimate
gLM ;et0
ðyÞ: We need to prove that gLM ;et0
ðyÞ is not too much larger than gOt0 ðyÞ
for e small and M large. Let B Ot0 be the disk of radius gOt0 ðyÞ with
y 2 @B; and let z be the center of B:We consider two cases: EitherN@Ot0 ðzÞ ¼
fyg or there is another point y0 2 @Ot0 with jz y
0j ¼ jz ¼ yj: In the ﬁrst case,
as in the proof of Lemma 7, it follows from [EGan, Proposition 7.1, Steps 2
and 3] that
gOt0 ðyÞ ¼
1
k
:
In particular k > 0; so for e sufﬁciently small we have kLM ;ei0
ðyÞ ¼ k e > 0:
Since kLM ;ei0
ðyÞgLM ;ei0
ðyÞ41 this implies
gLMt0
ðyÞ4
1
k e
¼
k
k e
gOt0 ðyÞ:
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v4F k e;
k
k e
gOt0 ðyÞ; t0
 
þ e! F ðk; gOt0 ðyÞ; t0Þ as e! 0:
In the second case we have
jz yj ¼ jz y0j:
But for all large enough M we have y0 2 @LM ;et0 and thus for such M
gLM ;et0
ðyÞ ¼ jz yj ¼ gOt0 ðyÞ:
Thus in this case,
v4F ðk e; gOt0 ðyÞ; t0Þ ! F ðk; gOt0 ðyÞ; t0Þ as e! 0:
The opposite inequality is proved similarly by constructing a test family
for the supersolution property of fOtg in Deﬁnition 15. ]
3. PERRON’S METHOD FOR CONSTRUCTION OF CONVEX
SOLUTIONS
In this section we prove Theorem 3. The ﬁrst step towards the proof is to
construct convex subsolutions and supersolutions with the initial data O:
Proposition 18. Let O R2 be an open bounded convex set. Then there
exist two locally Lipschitz families of open, bounded, convex sets fO1t g and fO
2
t g
such that fO1t g is a subsolution and fO
2
t g is a supersolution of (1) and O
1
0 ¼
O20 ¼ O: The Lipschitz constant of fO
2
t g on ½0; T  depends only on diamðOÞ and T.
Proof. The family O1t  O is a subsolution since F50: It remains to
construct a supersolution. Let NrðOÞ be the r-neighborhood of O: We will
use the following properties of r-neighborhoods of convex sets:
Lemma 19 ([Feldman F99, Sect. 3]). Let O be a convex set. Then the set
NrðOÞ has the following properties:
(a) the boundary of NrðOÞ is C1;1 smooth;
(b) for any r1; r250 we have
Nr1þr2 ¼ Nr1 ðNr2 ðOÞÞ; ð29Þ
(c) any point on @NrðOÞ has a unique nearest point on @O;
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connecting x and xr is orthogonal to @NrðOÞ at xr (this is well defined since
@NrðOÞ is C1;1).
(e) For any point x 2 @O there exists xr 2 @NrðOÞ such that N@OðxrÞ ¼
fxg:
Let r > 0: Connect each point xr 2 @NrðOÞ with its nearest point on @O and
extend these intervals beyond xr: We thus decompose R2=O into the set of
nonintersecting rays by Lemma 19(c). Each of these rays is orthogonal to
the surface @NRðOÞ at the point of intersection for any R > 0 by Lemma
19(d).
Let M be the constant from the inequality in (H1). Let us deﬁne
t0 ¼ 0; tk ¼
1
2M
Xk
i¼1
1
iþ 1
for k ¼ 1; 2; . . . :
Then ftkg is an increasing sequence and tk !1 as k !1: Let D ¼
diamðOÞ: Deﬁne
rðtÞ ¼
k  1
2
Dþ ðk þ 1ÞMDðt  tk1Þ for t 2 ½tk1; tkÞ; where k ¼ 1; 2; . . . ;
O2t ¼ NrðtÞðOÞ:
O2t is deﬁned for all t50; O
2
0 ¼ O; and the family fO
2
t g is locally Lipschitz,
and the Lipschitz constant on any interval ½0; T  depends only on D and T :
Using Lemma 19, we calculate that for t 2 ðtk1; tkÞ the outer normal velocity
at the every point of @O2t is ðk þ 1ÞMD: Thus, if a family fLtg satisﬁes
Lt  Ot for each t; if y 2 @O
2
tn \ @Ltn ; where t
n 2 ðtk1; tk and if fLtg is C2;1 in
the neighborhood of ðy; tnÞ; then
ðk þ 2ÞMD5V@Ltn ðyÞ5ðk þ 1ÞMD:
We also have
gLtn ðyÞ4
1
2
diamðLtn Þ4
k
4
D:
Thus it follows from (H1) that
V@Ltn ðyÞ5F ðk@Ltn ðyÞ; gLtn ðyÞ; t
nÞ;
i.e. the family fO2t g is a supersolution of (1). ]
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Lipschitz families of convex sets fUtg satisfying the following:
(a) fUtg is a supersolution of (1);
(b) for every t50
O1t  Ut  O
2
t ;
where O1t ; O
2
t are sub and supersolutions constructed in Proposition 18.
Define a family of sets fOtg as follows: For each s50
Os ¼ Int
\
fUtg2S
Us
" #
;
where IntðAÞ denotes the interior of the set A.
Remark 21. fO2t g 2S and thus S is nonempty set. By construction, Ot
is an open bounded convex set for each t50; nonempty if O=| (since
O ¼ O1t  Ot), and O0 ¼ O:
Proposition 22. fOtg is a locally Lipschitz family.
Proof. First, we observe that supersolutions always expand outwards.
Lemma 23. Any supersolution fUtgt50 of Eq. (1) is an expanding family,
in the sense that Ut1  Ut2 for any t2 > t150:
Proof. Suppose the contrary. Then there exists t150 and t2 > t1 such
that Ut1=Ut2=|: Let U ðiÞ be a sequence of smoothly bounded open sets with
U ðiÞ  U ðiþ1Þ and [iU ðiÞ ¼ Ut1 : For any r > 0 let U
ðiÞ
r ¼ fy 2 U
ðiÞ : dðy; @U ðiÞÞ
> rg: Note that U ðiÞr is a smoothly bounded open set for r sufﬁciently small
(depending on i). For each i and each e > 0 deﬁne a family fU ði;eÞt gt50 by
U ði;eÞt ¼ U
ðiÞ
eðtt1Þ
\ Ut for t5t1 and U
ði;eÞ
t ¼ Ui \ Ut for t 2 ½0; t1Þ: Choose i
sufﬁciently large to ensure that U ðiÞ=Ut2=|: Then choose e > 0 sufﬁciently
small to ensure that U ðiÞeðtt1Þ is smoothly bounded for all t 2 ½t1; t2 and
U ðiÞeðt2t1Þ=Ut2=|: Let t3 ¼ supft5t1 : U
ðiÞ
eðst1Þ
=Us ¼ | for t14s4tg: Note that
t2 > t3 > t1 by the continuity of the family fUtg: Then we have U
ði;eÞ
t  Ut for
each t 2 ½0; t3; U
ði;eÞ
t ¼ U
ðiÞ
eðtt1Þ
for t 2 ½t1; t3; and there exists y0 2 @U
ði;eÞ
t3 \
@Ut3 : Therefore by Deﬁnition 15 we have
e ¼ V@U ði;eÞt3
ðy0Þ5F ðk@Uieðt3t1 Þ
ðy0Þ; gUieðt3t1 Þ
ðy0Þ; t3Þ50;
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Lemma 23. ]
By the lemma, fOtg is an intersection of expanding families of sets, and so
Ot1  Ot2 if t14t2:
We need to show that for every T2 > T150 there exists a constant L such that
for all t1; t2 2 ½T1; T2 with t15t2; we have
Ot2  NLjt2t1 jðOt1 Þ: ð30Þ
It follows from Construction 20 that for every e > 0; there exist a ﬁnite
number of families of sets fUkt g 2S; k ¼ 1; . . . ;Ke such that
Ot1 
\Ke
k¼1
Ukt1  NeðOt1 Þ:
Let fUtg be deﬁned by Ut ¼ \
Ke
k¼1 U
k
t1 for all t > 0: The intersection of a ﬁnite
number of supersolutions is a supersolution, so we have
fUtg 2S; Ut1  NeðOt1 Þ:
Since Ut1 is convex, we can use Proposition 18 to construct a supersolution
fWtgt5t1 satisfying Wt1 ¼ Ut1 ; with Lipschitz constant bounded in terms of
T2  T1 and diam(Ot1 ) (for e sufﬁciently small). The family of sets f *U tgt50
deﬁned by
*U t ¼
Ut; t5t1;
Wt \ O2t ; t5t1
(
satisﬁes f *U tg 2S: Thus
Ot2  *U t2 :
Then it follows from the properties of fWtg and from property (29) of
convex sets that
Ot2  NLjt2t1 jþeðOt1Þ:
Sending e to 0 we get (30), completing the proof of Proposition 22. ]
Proposition 24. fOtg is a supersolution of (1).
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to allow nonlocality. Let fLtg satisfy conditions (a) and (b) of Deﬁnition 15
for supersolutions. That is, Lt  Ot for t 2 ½0; t0; y0 2 @Lt0 \ @Ot0 ; and fLtg
is a C2;1 family near ðy0; t0Þ:
We approximate fLtg by families which stay away from f@Otg except near
ðy0; t0Þ: Choose the origin of R2 to lie in O0: Since fOtg is expanding, there
exists R5r > 0 such that R5jyj5r for all y 2 @Ot; 04t4t0: Choose an
orthonormal basis fe1; e2g for R2 such that e2 is the outer unit normal to Lt0
at y0; and write y0 ¼ y1e1 þ y2e2 ¼ ðy1; y2Þ: Let k be the curvature and v the
outward speed of fLtg at ðy0; t0Þ: Note that k50 and v50 since fOtg is
convex and expanding.
Let e > 0; and write
feðx; tÞ ¼ y2 þ ðvþ eÞðt  t0Þ 
1
2
ðkþ eÞx2:
There exists rðeÞ > 0 such that
fx1e1 þ x2e2 j x2 ¼ feðx1  y1; tÞ; jx1  y1j5rg  Lt
for t0  r25t4t0; and
e
2
ðjt  t0j þ ðx1  y1Þ
2Þ4dððx1;feðx1  y1; tÞÞ; @LtÞ42eðjt  t0j þ ðx1  y1Þ
2Þ
for jx1  y1j5r and t0  r25t4t0: In particular, we have
ðy1  r;feðr; tÞÞ 2 1
er2
4R
 
Lt
for t0  r24t4t0; and
ðx1;feðx1  y1; t0  r
2ÞÞ 2 1
er2
4R
 
Lt0r2
for jx1  y1j4r: Deﬁne
*L
e
t ¼ 1
er2r
4R
 
Lt [ fðx1; x2Þj jx1  y1j5r;feðr; tÞ5x25feðx1  y1; tÞg:
Our estimates imply that f *L
e
tg is a continuous family, C
2;1 in a
neighborhood of ðy0; t0Þ; lying inside fOtg and touching at ðy0; t0Þ; with
curvature kþ e and outward speed vþ e at ðy0; t0Þ: Also, we have the
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dðy; @OtÞ5min
erðeÞ2r
4R
;
e
2
ðjt  t0j þ jy  y0j
2Þ
 
for y 2 @ *L
e
t ; 04t4t0: ð31Þ
By the construction of fOtg (noting that the intersection of a ﬁnite number
of supersolutions is a supersolution), there exist families fUkt g 2S for k ¼
1; 2; . . . such that
Ot  Ukt  N1=kOt
for 04t4t0:
For each k; let hðkÞ ¼ supfh : *L
e
t þ he2  U
k
t for 04t4t0g: Then there
exist points ðyk ; tkÞ with yk 2 @Uktk \ @ð
*L
e
tk þ hðkÞe2Þ: fU
k
t g is a supersolution,
so by Deﬁnition 15
V@ *Letk
ðykÞ5F ðk@ *Letk
ðykÞ; g *Letk
ðykÞ; tkÞ:
Since dðyk ; @Otk Þ4dðyk ; @U
k
tk Þ4hðkÞ41=k; estimate (31) implies for 1=k5er
ðeÞ2r=4R;
jtk  t0j þ jyk  y0j24
2
ke
! 0 as k !1:
Since *L
e
t is C
2;1 near ðy0; t0Þ; we have by taking k !1
vþ e5F ðkþ e; g *Let0
ðy0Þ; t0Þ;
where we used Lemma 11 in the second argument. Lemma 14 and the
construction above show that g *Let0
ðy0Þ ! gLt0 ðy0Þ as e! 0: Therefore we
have
v5F ðk; gLt0 ðy0Þ; t0Þ
as required. ]
In order to complete the proof of Theorem 3 it remains to prove the
following:
Proposition 25. fOtg is a subsolution of (1).
Proof. Suppose fOtg is not a subsolution of (1). Then there exists
t0 > 0; a continuous family of sets fLtg; and a point y0 such that Lt  Ot for
every t 2 ½0; t0; y0 2 @Lt0 \ @Ot0 ; fLtg is C
2;1 in a neighborhood of ðy0; t0Þ;
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V@Lt0 ðy0Þ > F ðk@Lt0 ðy0Þ; gLt0 ðy0Þ; t0Þ: ð32Þ
Note that
y =2 @O1t0 ; ð33Þ
where O1t is a subsolution of (1) constructed in Proposition 18. Indeed, if
y 2 @O1t0 then fLtg is a test family for the subsolution property of fO
1
t g;
which contradicts (32).
From (32), property (H2) of F and Lemma 12 we get
V@Lt0 ðy0Þ > F ðk@Lt0 ðy0Þ; gOt0 ðy0Þ; t0Þ: ð34Þ
It sufﬁces to show that the weaker inequality (34) leads to a contradiction.
Consider two cases.
Case 1. y0 is an extreme point of %Ot0 ; i.e. there do not exist distinct
points y0; y00 2 %Ot0 and a number l 2 ð0; 1Þ such that y0 ¼ ly
0 þ ð1 lÞy00:
In the appropriate coordinate system in R2; we have y0 ¼ ð0; 0Þ; and
there exist functions f 2 C2;1ðR1  ½0; t0Þ; g 2 CðR1  ½0; t0Þ and r > 0 such
that
Lt \ Brðy0Þ ¼ fx25f ðx1; tÞg \ Brðy0Þ for any t 2 ½t0  r2; t0; ð35Þ
Ot \ Brðy0Þ ¼ fx25gðx1; tÞg \ Brðy0Þ for any t 2 ½t0  r2; t0; ð36Þ
and the functions f ðz; tÞ and gðz; tÞ satisfy
f5g on Qr ðy0; t0Þ;
f ð0; t0Þ ¼ gð0; t0Þ ¼ 0; @zf ð0; t0Þ ¼ 0;
jgðz; t1Þ  gðz; t2Þj4M jt1  t2j for any z 2 ½2r0; 2r0 and t1; t2 2 ½0; t0;
ð37Þ
z! gðz; tÞ is concave for every t 2 R1þ:
Then we clearly have
gðz; t0Þ40 for all z 2 R1: ð38Þ
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changing x1 to x1):
gðz; t0Þ50 for all z > 0: ð39Þ
We can now rewrite (34) as
@tf ð0; t0Þ > F ð@2zzf ð0; t0Þ; gOt0 ðy0Þ; t0Þ: ð40Þ
In Case 1, as in [I87], we use (40) to locally perturb fOtg near ðy0; t0Þ to
produce a new supersolution which is a strict subset of fOtg for some t;
contradicting Construction 20. However, since this new supersolution has to
be a family of convex sets, the argument has new features, in particular in
Case 1b below.
Consider two cases.
Case 1a.
@2zzf ð0; t0Þ50:
Proof in Case 1a. Let e > 0 be such that
05e5 @2zzf ð0; t0Þ:
Deﬁne the function
jðz; tÞ ¼ f ðz; tÞ þ eðz2 þ t0  tÞ:
Then j 2 C2;1ðR1  ½0; t0Þ and @2zzjð0; t0Þ50; so j is concave in z for every t
for ðz; tÞ in a small neighborhood of ð0; t0Þ: Also,
j > g in ðR1  ½0; t0Þ=ð0; t0Þ:
Given r > 0 we can choose d > 0 such that
j > gþ d on @Qr ð0; t0Þ \ ðR
1  ½0; t0ÞÞ:
Let
*gðz; tÞ ¼ minðgðz; tÞ; jðz; tÞ  dÞ:
Then
*g  g on @Qr ð0; t0Þ \ ðR
1  ½0; t0ÞÞ; *gð0; t0Þ5gð0; t0Þ:
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*Ot ¼ ½Ot =Qr ðy0; t0Þ [ ½fx25 *gðx1; tÞg \ Q

r ðy0; t0Þ:
Then f *Otg is a continuous family of convex sets for r small enough. Using
(33), we have for small r > 0
O1t  *Ot  Ot for all t 2 ½0; t0; *Ot0=Ot0 :
We continue the family f *Otg for t > t0 using the supersolution construction
of Proposition 18. It remains to show that f *Otg is a supersolution if r > 0
above is chosen small enough.
From Lemma 14 we see that for any s > 0 we can choose r > 0 such that
g *Ot ðzÞ4gOt0 ðy0Þ þ s for any ðz; tÞ 2
*C\ Qr ðy0; t0Þ; ð41Þ
where
*C ¼ [
s
@ð *Os  fsgÞ: ð42Þ
In addition let r5r0: We have
*C=C  Qr ðy; t0Þ \ fx2 ¼ jðx1; tÞg: ð43Þ
Since the function j is C2;1; choosing small enough s > 0 and taking
corresponding rðsÞ and dðrÞ; we have by (41), (40) and continuity of F
V@ *Ot ðxÞ > F ðk@ *Ot ðxÞ; g *Ot ðxÞ; tÞ for any ðx; tÞ 2
*C=C: ð44Þ
Now consider a family fUtg with Ut  *Ot for any t; and suppose
y1 2 @ *Ot1 \ @Ut1 ; with fUtg a C
2;1 family near ðy1; t1Þ: We need to show
that
V@Ut1 ðy1Þ5F ðk@Ut1 ðy1Þ; gUt1 ðy1Þ; t1Þ: ð45Þ
If t1 > t0 this is true by construction. If y1 2 @Ot1 then inequality (45) follows
from the fact that fOtg is a supersolution. If y1 2 @ *Ot1 =@Ot1 ; then *C is C
2;1
near ðy1; t1Þ and we have k@Ut1 ðy1Þ5k@ *Ot1 ðy1Þ: Inequality (45) follows from
(44), Lemma 12, and properties (H2), (H3) of F : So f *Otg is a supersolution
with *Ot0 a strict subset of Ot0 : This is impossible by the construction of fOtg;
and the proof of Case la is complete.
Case 1b.
@2zzf ð0; t0Þ50: ð46Þ
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2
zzf ð0; t0Þ; we have from (34), (46)
and (H2)
Vf@Lt0gðy0Þ > F ð0; gOt0 ðy0Þ; t0Þ: ð47Þ
In this case the function jðx; tÞ may be nonconvex in x even near ð0; t0Þ; so
we cannot repeat directly the construction of Case 1a. Instead, we use the
following:
Lemma 26. Let r0 2 ð0; 1=2Þ; and write I2r0 ¼ ð2r0; 2r0Þ and Q

2r0 ¼
I2r0  ð2r0; 0: Let U 2 CðQ%2r0 Þ satisfy
jU ðx; t1Þ  U ðx; t2Þj4M jt1  t2j for all x 2 I2r0 and t1; t2 2 ð2r0; 0:
ð48Þ
Assume in addition the following:
x! U ðx; tÞ is concave for any t 2 ð2r0; 0;
U ð0; 0Þ ¼ 0; ð49Þ
U ðx; 0Þ40 for all x 2 I2r0 ; ð50Þ
U ðx; 0Þ50 for all x 2 ðrn; 2r0Þ; ð51Þ
where rn 2 ½0; ðr0=4Þ
2Þ; and suppose there exists #f 2 C2;1ðQ2r0Þ such that
#f ðx; tÞ5U ðx; tÞ for all ðx; tÞ 2 Q2r0 ; ð52Þ
#f ð0; 0Þ ¼ @x #f ð0; 0Þ ¼ @t #f ð0; 0Þ ¼ 0: ð53Þ
Then for any e > 0; r 2 ð2
ﬃﬃﬃﬃ
rn
p
; r0Þ there exists a function V 2 CðQ2r0 Þ
satisfying (48) and such that
V ð; tÞ is concave for any t 2 ð2r0; 0;
and
V ðx; tÞ4U ðx; tÞ for all ðx; tÞ 2 Q2r0 ; ð54Þ
V ðx; tÞ ¼ U ðx; tÞ for all ðx; tÞ 2 Q2r0 =Q

r ; ð55Þ
V ð *x; *tÞ5U ð *x; *tÞ for some ð *x; *tÞ 2 Qr ; ð56Þ
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Qr Þ such that
x! jðx; tÞ is linear for any t;
V ¼ j in Brð *x; *tÞ \ Qr ; ð57Þ
and for any ðx; tÞ 2 Brð *x; *t Þ \ Qr
@tjðx; tÞ5 2e ðM þ 1Þ
ﬃﬃﬃﬃ
rn
p
; j@xjðx; tÞj4e: ð58Þ
We give the proof of Lemma 26 in Appendix A.
Remark 27. Lemma 26 is the only place in the proof of Theorem 3 which
is speciﬁc for curves on a plane, and does not work in higher dimensions.
Now we can ﬁnish the proof of Case 1b. It follows from (37)–(39) and (46)
that the function
U ðz; tÞ ¼ gðz; t þ t0Þ  @tf ð0; t0Þt ð59Þ
satisﬁes the conditions of Lemma 26 with rn ¼ 0 and
#f ðz; tÞ ¼ f ðz; t þ t0Þ  @tf ð0; t0Þt:
Then let V ðz; tÞ be the function constructed in Lemma 26 for function (59)
for e; r to be chosen below. Deﬁne
*gðz; tÞ ¼ V ðz; t  t0Þ þ @tf ð0; t0Þðt  t0Þ:
In analogy with Case 1a, deﬁne
*Ot ¼ ðOt =Qr ðy0; t0ÞÞ [ ðfx25 *gðx1; tÞg \ Q

r ðy0; t0ÞÞ; ð60Þ
and extend this family beyond t ¼ t0 using the construction of super-
solutions from Proposition 18. The properties of V ðz; tÞ proved in Lemma 26
imply that f *Otg is a Lipschitz family of convex sets, and
*Ot  Ot for all t50; *O*t=O*t for some *t 2 ðt0  r; t0
(we assume that, possibly making r smaller, we have t0  r > 0Þ: Deﬁne *C by
(42), where *Ot is deﬁned by (60). Then properties of V ðz; tÞ imply that (41)
and (43) hold true if r; e are small enough.
We can rewrite (47) as
@tf ð0; t0Þ > F ð0; gOt0 ðyÞ; t0Þ: ð61Þ
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and (58)) and continuity of F ; and making d; r; e smaller if necessary we get
the inequality
@tjðxÞ > F ð0; g *Ot ðxÞ; tÞ for any ðx; tÞ 2
*C=C; ð62Þ
where j is the function from (57).
Now let the family of sets fUtg satisfy Ut  *Ot for any t 2 ½0; t0; let y1 2
@ *Ot1 \ @Ut1 ; and assume fUtg is a C
2;1 family near ðy1; t1Þ: We need to show
that
V@Ut1 ðy1Þ5F ðk@Ut1 ðy1Þ; gUt1 ðy1Þ; t1Þ: ð63Þ
If y1 2 @Ot1 ; then inequality (63) follows from the fact that fOtg is a
supersolution. Let y1 2 @ *Ot1 =@Ot1 : Then (62) holds at ðy1; t1Þ: Since *Ot1 is
convex and Ut1  *Ot1 ; we get
k@Ut1 ðy1Þ50:
Now inequality (63) follows from (62), Lemma 12 and properties (H2), (H3)
of F : So f *Otg is a supersolution. Also, from (33), O
1
t  *Ot for all t > 0 if r is
small. Thus f *Otg 2S: This is a contradiction since *Ot1 is a strict subset of
Ot1 : Thus (34) cannot hold, and we have completed the proof of Case 1b,
hence Case 1.
Case 2. y0 is not an extreme point of %Ot0 ; i.e. there exist distinct points
y1; y2 2 %Ot0 and a number l 2 ð0; 1Þ such that y0 ¼ ly1 þ ð1 lÞy2:
Proof in Case 2. Since %Ot0 is a closed convex bounded set, %Ot0 is the
convex hull of its extreme points, see e.g. [R72, Theorem 18.4]. Thus we can
assume y1; y2; l that y1 and y2 are extreme points of %Ot0 : We will always
assume this below.
The condition of Case 2 means that y0 lies in the relative interior of a
linear segment I  @Ot0 : It is clear that in this case we cannot modify the
family of sets fOtg locally near ðy0; t0Þ so that the resulting family consists of
convex sets. Thus we cannot use the method of the proof from [I87] in the
proof below.
The idea of the proof in Case 2 is to show that if (34) holds at ðy0; t0Þ; then
similar conditions hold either at ðy1; t0Þ or at ðy2; t0Þ if we replace fLtg by
some other smooth test family of sets. Then, since y1 and y2 are extreme
points of Ot0 ; we are under the conditions of the Case 1, and Proposition 25
is proved.
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case of [ALL97, Proposition 1]. We give the general n-dimensional version
although in this paper we will use only the case n ¼ 1:
Introduce ﬁrst some notation. Let O Rn be a convex open set, and let
u 2 Cð %O R1Þ: Let Sn be the set of symmetric n n matrices. Let ðx; tÞ 2
%O R1: The parabolic (2,1)-subjet J 2;1 uðx; tÞ  R
1  Rn Sn of u at ðx; tÞ is
deﬁned as follows: ðt;p;AÞ 2 J 2;1 uðx; tÞ if and only if there exists j 2
C2;1ðRn  R1Þ such that ðx; tÞ is a local minimum point of u j on
%O ð1; t and ðt;p;AÞ ¼ ð@tjðx; tÞ;Djðx; tÞ;D2jðx; tÞÞ: Note that J2;1 uðx; tÞ
can be the empty set. Deﬁne:
%J
2;1
 uðx; tÞ ¼ fðt;p;AÞ 2 R
1  Rn Sn: there exist ðxn; tnÞ 2 %O R1 and
ðtn;pn;AnÞ 2 J2;1 uðxn; tnÞ such that ðxn; tn; tn;pn;AnÞ ! ðx; t; t;p;AÞg:
Proposition 28. Let u 2 Cð %O ð1; 0Þ be a function satisfying
x! uðx; tÞ is convex for each t;
juðx; t1Þ  uðx; t2Þj4M jt1  t2j for each x 2 %O; t1; t240: ð64Þ
Let k4nþ 1 and let xn; x1; . . . ; xk 2 %O; l1; . . . ; lk 2 R1 satisfy
li > 0; for i ¼ 1; . . . ; k;
Xk
i¼1
li ¼ 1;
xn ¼
Xk
i¼1
lixi;
uðxn; 0Þ ¼
Xk
i¼1
liuðxi; 0Þ:
Let ðt;p;AÞ 2 J 2;1 uðx
n; 0Þ: Then there exist A1; . . . ;Ak 2Sn and t1; . . . ; tk 2 R1
such that
ðti;p;AiÞ 2 %J
2;1
 uðxi; 0Þ for i ¼ 1; . . . ; k; ð65Þ
t ¼
Xk
i¼1
liti: ð66Þ
In addition, if A50 (i.e. A is nonnegative definite), then for any e > 0 small
enough the matrices A1; . . . ;Ak and the numbers t1; . . . tk can be chosen to
satisfy (65), (66) and the following additional properties:
Ai50;
A eA24ðl1A11 þ    þ lkA
k
k Þ
1: ð67Þ
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side of inequality (67) should be obtained as follows: Use Ai þ 1m I instead of
Ai in the expression ðl1A11 þ    þ lkA
k
k Þ
1 and send m!1: The sequence
converges (see the proof in [ALL97]), and inequality (67) holds with this
limit on the right-hand side.
Proof. We deﬁne another, a more restrictive, parabolic (2,1)-subjet P2;1
uðx; tÞ  R1  Rn Sn of u at ðx; tÞ as follows: ðt;p;AÞ 2 P2;1 uðx; tÞ if and
only if there exists j 2 C2;1ðRn  R1Þ such that ðx; tÞ is a local minimum point
of u j on %O ð1;1Þ and ðt;p;AÞ ¼ ð@tjðx; tÞ;Djðx; tÞ;D2jðx; tÞÞ:
Deﬁne
%P
2;1
 uðx; tÞ ¼ fðt;p;AÞ 2 R
1  Rn Sn: there exist ðxn; tnÞ 2 %O R1 and
ðtn;pn;AnÞ 2 P2;1 uðxn; tnÞ such that ðxn; tn; tn;pn;AnÞ ! ðx; t; t;p;AÞg:
Step 1. Assume ﬁrst that ðt;p;AÞ 2 P2;1 uðx
n; 0Þ: Then there exists j 2
C2;1ðRn  R1Þ; such that u j achieves a (global) minimum on %O
ð1;1Þ at ðxn; 0Þ and
ðt;p;AÞ ¼ ð@tjðxn; 0Þ;Djðxn; 0Þ;D2jðxn; 0ÞÞ;
see e.g. [Son93, Lemma 14.1]. Then for any y1; . . . ; yk 2 %O; t 2 R1 we have
l1uðy1; tÞ þ    þ lkuðyk ; tÞ  jðl1y1 þ    þ lkyk ; tÞ
5uðl1y1 þ    þ lkyk ; tÞ  jðl1y1 þ    þ lkyk ; tÞ
5uðl1x1 þ    þ lkxk ; 0Þ  jðl1x1 þ    þ lkxk ; 0Þ
¼ l1uðx1; 0Þ þ    þ lkuðxk ; 0Þ  jðl1x1 þ    þ lkxk ; 0Þ:
Thus the point ðx1; . . . ; xk ; 0Þ 2 Rnk  ð1;1Þ is a point of minimum in
ð %OÞk  ð1;1Þ of the function
ðy1; . . . ; yk ; tÞ ! l1uðy1; tÞ þ    þ lkuðyk ; tÞ  jðl1y1 þ    þ lkyk ; tÞ:
The conditions of Proposition 28 (in particular; (64)) imply that for small
e > 0 we can use [CIL92, Theorem 8.3] to get A1; . . . ;Ak 2Sn and t1; . . . ; tk 2
R1 such that ðti;p;AiÞ 2 %P
2;1
 uðxi; 0Þ for i ¼ 1; . . . ; k and (66) are satisﬁed
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l1A1    0
  
  
  
0    lkAk
0
BBBBBB@
1
CCCCCCA
5
l21B    l1lkB
  
  
  
l1lkB    l
2
kB
0
BBBBBB@
1
CCCCCCA
;
ð68Þ
where B ¼ A eA2:
If A50 then (68) implies Ai50 and (67) as in Proposition 1 of [ALL97].
Step 2. Now let ðt;p;AÞ 2 J 2;1 uðx
n; 0Þ: Let j 2 C2;1ðRn  R1Þ; and ðxn; 0Þ
is a local minimum point of u j on %O ð1; 0; and ðt;p;AÞ ¼
ð@tjðxn; 0Þ;Djðxn; 0Þ;D2jðxn; 0ÞÞ: Then by (64) @tjðxn; 0Þ4M and thus for
some r > 0
@tj52M in Bnrðx
nÞ  ðr;rÞ: ð69Þ
Deﬁne for ðx; tÞ 2 %O R1
#uðx; tÞ ¼
uðx; tÞ if t40;
uðx; tÞ þ 2Mt if t > 0:
(
Then #u 2 Cð %O R1) and, using (64), (69), we get for any ðx; tÞ 2
Bnrðx
nÞ ð0;rÞ:
#uðx; tÞ  jðx; tÞ ¼ uðx; tÞ þ 2Mt  jðx; tÞ
> uðx; 0Þ Mt þ 2Mt  ½jðx; 0Þ þMt5 #uðxn; 0Þ  jðxn; 0Þ:
Thus ðxn; 0Þ is a local minimum point of #u  j on %O ð1;1Þ: Thus
ðt;p;AÞ 2 P2;1 #uðx
n; 0Þ: Note that #u satisﬁes all conditions of Proposition 28,
in particular (64) holds with constant 3M : Then, by Step 1, there exist
A1; . . . ;Ak 2Sn and t1; . . . ; tk 2 R1 such that ðti;p;AiÞ 2 %P
2;1
 #uðxi; 0Þ for i ¼
1; . . . ; k and (66) holds, and Ai50 and satisfy (67) if A50: It follows that
ðti;p;AiÞ 2 %J
2;1
 uðxi; 0Þ for i ¼ 1; . . . ; k: Indeed, if ðx; tÞ 2 %O R
1 and ðy; q;X Þ 2
P2;1 #uðx; tÞ then ðy; q;X Þ 2 J
2;1
 #uðx; tÞ: this follows directly from the deﬁnitions
if t40; and an easy argument shows that it is also true for t > 0: Proposition
28 is proved. ]
We return to the proof of Case 2 of Proposition 25.
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in R2
y ¼ ð0; 0Þ; y1 ¼ ðz1; 0Þ; y2 ¼ ðz2; 0Þ; z1505z2;
and there exists r0 > 0; f 2 C2;1ðR1  ð1; t0Þ; g 2 CðR1  ð1; t0Þ satisfy-
ing (35), (36), (37) and the following:
Ot  fx25gðx1; tÞg for any t 2 ðt0  r0; t0;
Ot0 \B ¼ fx25gðx1; t0Þg \B; where B ¼ fðx1; x2Þ j x1 2 ½z1; z2; jx2j5r0g;
gðz; t0Þ ¼ 0 for z 2 ½z1; z2: ð70Þ
To construct such a function g; we ﬁrst choose r small enough so that in the
appropriate coordinates ðx1; x2Þ the following is true: C\ Qr ðy0; t0Þ is a
graph of x2 ¼ gðx1; tÞ: Such an r exists since fOtg is a Lipschitz family of
convex sets. Then for each t 2 ðt0  r; t0 extend gð; tÞ from fz j ðz; tÞ 2
Qr ðy0; t0Þg to R
1 by deﬁning gð; tÞ as the inﬁmum of all supporting straight
lines of the graph of the concave function gð; tÞ at all points z 2 fzjðz; tÞ 2
Qr ðy0; t0Þg: The constructed function gðz; tÞ obviously satisﬁes all required
properties.
We can apply Proposition 28 with n ¼ 1 to the function g on
R1  ð1; t0: We have:
0 ¼ l1z1 þ l2z2; where l1; l2 2 ð0; 1Þ and l1 þ l2 ¼ 1:
Also, by (70),
gð0; t0Þ ¼ l1gðz1; t0Þ þ l2gðz2; t0Þ:
By (37),
ð@tf ð0; t0Þ; 0; @2zzf ð0; t0ÞÞ 2 J
2;1
 ðgÞð0; t0Þ:
By Proposition 28 there exist A1;A2; t1; t2 2 R1 such that
ðti; 0;AiÞ 2 %J
2;1
 ðgÞðzi; t0Þ; i ¼ 1; 2; ð71Þ
@tf ð0; t0Þ ¼ l1t1 þ l2t2: ð72Þ
By (70) we have
@2zzf ð0; t0Þ50: ð73Þ
By Lemma 13 and (70) we have
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We estimate using (72)
l1t1 þ l2t2 ¼ @tf ð0; t0Þ
> F ð@2zzf ð0; t0Þ; gOt0 ð0; 0Þ; t0Þ ðby ð34ÞÞ
5 F ð0; gOt0 ð0; 0Þ; t0Þ ðby ð73Þ; ðH2ÞÞ
5 F ð0; l1gOt0 ðz1; 0Þ þ l2gOt0 ðz2; 0Þ; t0Þ ðby ðH3Þ; ð74ÞÞ
5l1F ð0; gOt0 ðz1; 0Þ; t0Þ þ l2F ð0; gOt0 ðz2; 0Þ; t0Þ ðby ðH4Þ
¼ l1F ð0; gOt0 ðy1Þ; t0Þ þ l2F ð0; gOt0 ðy2Þ; t0Þ:
Note the strict inequality on the second line of the estimate above. Thus, we
get
either t1 > F ð0; gOt0 ðy1Þ; t0Þ or t2 > F ð0; gOt0 ðy2Þ; t0Þ:
Suppose, without loss of generality, that in fact the ﬁrst inequality
above holds. Then using (71) we conclude that there exists a sequence
ðzi; tiÞ ! ðy1; t0Þ as i!1; and for each i a function ji 2 C2;1ðR1  ð1; tiÞ
such that
ji5g on R1  ð1; ti; jðzi; tiÞ ¼ gðzi; tiÞ;
and, denoting
@tjiðzi; tiÞ ¼ ti; @zjiðzi; tiÞ ¼ pi; @2zzj
iðzi; tiÞ ¼ Ai;
we have
ðti;pi;AiÞ ! ðt1; 0;A1Þ as i!1:
Then, denoting yi :¼ ðzi; gðzi; tiÞÞ 2 R2; and using uppersemicontinuity of
ðy; tÞ ! gOt ðyÞ; we get for large enough i
@tjiðzi; tiÞ > F ð0; gOti ðy
iÞ; tiÞ þ d; ð75Þ
where
d :¼
1
2
½t1  F ð0; gOt0 ðy1Þ; t0Þ40:
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*Lt ¼ fðx1; x2Þ j x25jiðx1; tÞg:
Then f *Ltg is a family of sets with C2;1 boundary, Ot  *Lt for all t; and
yi 2 @Oti \ @ *Lti : We can rewrite (75) as
V@ *Lti ðy
iÞ > F ð0; gOti ðy
iÞ; tiÞ þ d: ð76Þ
If k@ *Lti ðy
iÞ ¼ Ai50 then by (H2) we get
V@ *Lti ðy
iÞ > F ðk@ *Lti ðy
iÞ; gOti ðy
iÞ; tiÞ: ð77Þ
Now we argue similar to Case 1.
If Ai50 then we have (77), then yi is an extreme point of @Oti and we are
in the situation of Case 1a since inequality (77) is just (34) moved to the
point ðyi; tiÞ:
If A150; then with (76) we are in the situation similar to Case 1b since
(76) is just (47) moved to the point ðyi; tiÞ and we apply Lemma 26 with
U ðz; tÞ ¼ gðzþ zi; t þ tiÞ  @tjiðzi; tiÞt  @zjiðzi; tiÞz;
#f ðz; tÞ ¼ jðzþ zi; t þ tiÞ  @tjiðzi; tiÞt  @zjiðzi; tiÞz:
However, we do not know whether yi is an extreme point of %Oti ; and thus
possibly rn > 0 in Lemma 26, which restricts the choice of r in Lemma 26
and affects the estimate of @tj in (58). We will show that
ri
n
! 0 as i!1; ð78Þ
where ri
n
50 is the value of rn for ðyi; tiÞ: Once (78) is proved, then choosing i
large so that ðM þ 1Þ
ﬃﬃﬃﬃ
rin
p
5d
2
we can follow the argument of Case 1b, further
reducing ri
n
as needed for the choice of r:
It remains to prove (78). For any open bounded convex set O we consider
the function EO : @O! ½0;1Þ deﬁned for y 2 @O by
EOðyÞ ¼ inffjy  xj : x is an extreme point of @O;
lxþ ð1 lÞy 2 @O for any l 2 ½0; 1g:
Then obviously 04ri
n
4EOti ðy
iÞ: Also, EOt0 ðy1Þ ¼ 0; since y1 is an extreme
point of Ot0 : Thus (78) follows from
Lemma 30. Let fOtg be a Lipschitz family of open bounded convex sets in
Rn; n52: Let yn 2 @Otn and let EOtn ðy
nÞ ¼ 0: Then the function [tð@Ot 
ftgÞ ! R1; defined by ðy; tÞ ! EOt ðyÞ; is uppersemicontinuous at ðy
n; tnÞ:
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where O 2 Rn is a bounded convex set. For y 2 @O denote byFOðyÞ the face
of %O of minimal dimension which contains y (see [R72, Section 18]) for
deﬁnitions). Then
EOðyÞ ¼ distðy; @rFOðyÞÞ; ð79Þ
where @rF is the relative boundary of F [R72, Sect. 6]. If k ¼ dim FOðyÞ;
then 04k4n 1 since y 2 @O: If k ¼ 0; then y is an extreme point and
EOðyÞ ¼ 0: If k > 0 then EOðyÞ > 0 and y lies in a relative interior of FOðyÞ:
Let yk 2 @Otk for k ¼ 1; 2; . . . ; and ðyk ; tkÞ ! ðy
n; tnÞ as k !1; and
EOtn ðy
nÞ ¼ 0: We have to show that limk!1 EOtk ðykÞ ¼ 0: It is enough to
show that lim supEOtk ðykÞ40: Without loss of generality, we can assume
that EOtk ðykÞ > 0 for each k; and thus dimFOtk ðykÞ > 0 for each k:
Fix e > 0: There exists KðeÞ such that for each k > KðeÞ:
xk 2 BeðynÞ \ @Otk : ð80Þ
From now on we consider only such k: In particular, for each such k we have
BeðynÞ \FOtk ðykÞ=|: Let us show that
BeðxnÞ \ @rFOtk ðykÞ=| for sufficiently large k: ð81Þ
Suppose (81) is false. Then there exists a subsequence kj !1 such that
BeðynÞ \ @Otkj ¼ Beðy
nÞ \FOtkj ðykjÞ=|:
Then, denoting by Hj the afﬁne subspace of Rn such that dim Hj ¼
dim FOtkj
ðykjÞ and FOtkj ðykj Þ  Hj; we get
BeðynÞ \ @Otkj ¼ Beðy
nÞ \ Hj=|:
By continuity of the family of sets fOtg; there exist zj 2FOtkj ðykjÞ such that
zj ! yn as j!1: Then for large j; there exist #zj 2 Hj \ @Be=2ðynÞ: Then
#zj 2FOtkj ðykj Þ \ @Be=2ðy
nÞ; and for a subsequence we get #zjm ! #z
n; which
implies zn 2 @Otn \ @Be=2ðynÞ by Lipschitz continuity of the family fOtg: We
have lj \ BeðynÞ  Hj \ BeðynÞ  @Otkj ; where lj :¼ fazj þ ð1 aÞ#zj : a 2 R
1g
is the line through zj and #zj: It follows that @Otn \ BeðynÞ contains l\ BeðynÞ;
where l :¼ fayn þ ð1 aÞzn : a 2 R1g is the line through yn and zn: This
contradicts the fact that EOtn ðy
nÞ ¼ 0: Thus (81) is proved.
Now (79)–(81) imply
lim sup EOtk ðykÞ42e:
Since e > 0 is arbitrary, Lemma 30 is proved. ]
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Construction 20 and Propositions 18, 22, 24, 25 imply Theorem 3.
4. LARGE TIME BEHAVIOR
In this section we will show that under suitable conditions, convex
solutions of Eq. (1) become circular in shape as they expand to inﬁnite size.
We will prove this for a class of speed functions F which includes the two
main examples. The extra conditions we will impose are the following:
(H5) For any k; g; and t and any l > 0 we have
F ðk=l; lg; tÞ ¼ lF ðk; g; tÞ;
(H6) kF ðk; 1; tÞ5F ð1; 1; tÞ for 04k51 and t50:
These conditions are both satisﬁed in the two motivating examples (4) and
(5). For ease of exposition we will only discuss those cases where F does not
explicitly depend on t: This holds in example (5), and also in example (4) if
we introduce a new time variable t ¼ logðt þ aÞ:
Theorem 31. Let F be independent of t and satisfy conditions (H1)–(H6),
and suppose fOtgt50 is a convex viscosity solution of Eq. (1). Then the rescaled
family of convex sets f *Otgt50 defined by
*Ot ¼ eF ð1;1ÞtOt
converges in the Hausdorff distance as t !1 to a circle with center at the
origin.
Proof. We will derive differential inequalities for the circumradius R and
the inradius r of the evolving convex sets Ot; by constructing comparison
families fLtg and applying inequality (27) from the deﬁnition of viscosity
solutions.
A useful differential inequality for the inradius can be deduced very easily:
Let t050; and let Br0ðx0Þ be an incircle of Ot0 : For any e > 0; consider the
family of sets fLetg deﬁned by
Let ¼
Bð1eÞr0 expðð1eÞðtt0ÞF ð1;1ÞÞðx0Þ for t5t0;
Bð1eÞr0 ðx0Þ \ Ot for 04t4t0:
(
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e
t0 ; @Ot0Þ5er0 > 0: Suppose that it
is not true that Let  Ot for all t50: There is a ﬁrst time t1 > t0 beyond which
the inclusion fails. Then fLetg04t4t1 satisﬁes conditions (a) and (b) in
Deﬁnition 15 for the supersolution fOtg; and so we have at some point
(using (H5))
ð1 eÞ2r0F ð1; 1Þeð1eÞF ð1;1Þðtt0Þ ¼ VLet15F ðkL
e
t1
; gLet1
Þ
¼ ð1 eÞr0F ð1; 1Þeð1eÞF ð1;1Þðtt0Þ:
This is a contradiction. Therefore Let  Ot for all t5t0 and all e > 0: Letting
e! 0þ we ﬁnd that Ot encloses a ball of radius r0 expðF ð1; 1Þðt  t0ÞÞ for
each t > t0; and therefore
rðOtÞ5rðOt0Þ expðF ð1; 1Þðt  t0ÞÞ;
and
d
dt
rðOtÞ

t¼t0
:¼ lim inf
t!0þ
ðrðOt0þtÞ  rðOt0ÞÞ
t
5F ð1; 1ÞrðOt0Þ: ð82Þ
A similar argument gives an inequality for the circumradius:
d
dt
RðOtÞjt¼t04F
1
RðOtÞ
;RðOtÞ
 
: ð83Þ
However, we will deduce a more useful differential inequality for the RðOtÞ
by working a little harder.
Choose the origin of R2 to be at the center of a circumcircle of O0: Fix any
T > 0; and let L be the Lipschitz constant of fOtg on ½0; T : Let t0 2 ½0; T Þ; and
deﬁne Ret for any t 2 ðt0; T  and e > 0 by R
e
t0 ¼ ð1þ eÞRðOt0 Þ; and
d
dt
Ret ¼ ð1þ eÞF
1
Ret
; rðOt0 Þ þ Lðt  t0Þ
 
:
Let x0 be the center of the circumcircle of Ot0 ; and deﬁne for any s > 0
Le;st ¼
BRet ðx0Þ \ ð1þ sÞOt for t 2 ½t0; T ;
BRet0 ðx0Þ \ ð1þ sÞOt for 04t4t0:
(
Suppose it is not true that Ot  BRet ðx0Þ for all t 2 ½t0; T : Then there is a ﬁrst
time t1 > t0 beyond which this inclusion fails, and a point y1 2 @Ot1 \
@BRet ðx0Þ: It follows that for any s > 0; the family fL
e;s
t g satisﬁes conditions
(a) and (b) in Deﬁnition 15 for the subsolution fOtg; and therefore
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ð1þ eÞF
1
Ret1
; rðOt0 Þ þ Lðt1  t0Þ
 !
¼ VfLe;sgðy1; t1Þ
4 F ðkLe;st1 ðy1Þ; gL
e;s
t1
ðy1ÞÞ
¼ F ð1=Ret1 ; gLe;st1
ðy1ÞÞ:
Now by Lemma 14 (applied to ð1þ sÞ1Le;st1  Ot1Þ; for any d > 0 there exists
s0 > 0 such that gLe;st1
ðy1Þ4gOt1 ðy1Þ þ d for s4s0: Therefore we have (taking
s! 0Þ:
ð1þ eÞF
1
Ret1
; rðOt0 Þ þ Lðt1  t0Þ
 !
4F ð1=Ret1 ; gOt1 ðy1ÞÞ4F ð1=R
e
t1 ; rðOt1 ÞÞ;
since for convex O; sup@O g ¼ rðOÞ: But our choice of L gives rðOt1 Þ4rðOt0Þ þ
Lðt1  t0Þ; so we have a contradiction. Therefore, Ot  BRet ðx0Þ for all t 2
½t0; T ; and in particular (after taking e! 0)
d
dt
RðOtÞ

t¼t0
:¼ lim sup
t!0þ
RðOt0þtÞ  RðOt0 Þ
t
4F
1
RðOt0Þ
; rðOt0Þ
 
: ð84Þ
We get more information by combining inequalities (82) and (84): we
compute using (H5)
d
dt
RðOtÞ
rðOtÞ
 
4
R
r
r
R
F
r
R
; 1
 
 F ð1; 1Þ
 
40; ð85Þ
where we used (H6) in the last inequality. Furthermore, the inequality is
strict unless R ¼ r:
Consider the function cðtÞ :¼ RðOtÞrðOtÞ on t 2 ½0;1Þ: Clearly cðtÞ51 for all t;
and, by (85), cðÞ is nonincreasing on ½0;1Þ: Thus there exists a :¼
limt!1 cðtÞ; and cðtÞ5a51 for all t50: Suppose a > 1: Then by (85) and
(H6)
d
dt
RðOtÞ
rðOtÞ
 
4
1
a
F
1
a
; 1
 
 F ð1; 1Þ50;
and therefore limt!1 RðOtÞ=rðOtÞ ¼ 1; which is impossible. Therefore
RðOtÞ=rðOtÞ ! 1 as t !1:
Finally, we show that Ot converges to a circle centered at the origin: from
now on we write f for F ð1; 1Þ for brevity. The proofs of estimates (82) and
(83) show that if Brðx0Þ  O0  BRðx0Þ then Breft ðx0Þ  Ot  BReft ðx0Þ: Since
R=r ! 1; for any e > 0 there exist T > 0; r ¼ re 2 ½rðO0Þ;RðO0Þ and z 2 R2
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BrefT ðzÞ  OT  Bð1þeÞrefT ðzÞ:
It follows from (82) and (83) that
Breft ðzÞ  Ot  Bð1þeÞreft ðzÞ
for t > T ; and hence t > T n where T n is large enough so that jzjef ðT
nT Þ4er;
Bð1eÞrð0Þ  Brðzef ðtT ÞÞ  *Ot  Bð1þeÞrðzef ðtT ÞÞ  Bð1þ2eÞrð0Þ
for t > T n: It follows that dð *Ot;Bre ð0ÞÞ43eRðO0Þ for t > T
nðeÞ:Now it follows
that re converges to some limit rn 2 ½rðO0Þ;RðO0Þ as e! 0þ; and that *Ot
converges to Brnð0Þ as t !1: This completes the proof. ]
5. APPLICATIONS
5.1. Limits as p !1 of Solutions of p-Laplacian Evolution Problems
(Collapsing Sandpiles Model)
Consider p-Laplacian evolution problems
@tup  divðjDup jp2DupÞ ¼ 0 in R
n  ð0;1Þ;
up ¼ g on Rn  f0g;
ð86Þ
in the ‘‘inﬁnitely fast/slow diffusion limit’’ p !1: Here, u ¼ uðx; tÞ; x 2 R2;
and Dup is the gradient of up with respect to the spatial variables x1; x2: The
operator
DpðuÞ ¼ divðjDup j
p2DupÞ
is p-Laplacian. The initial data g is a nonnegative, Lipschitz continuous
function with compact support. We assume that
Lip½g ¼ L > 1; ð87Þ
where Lip½g is the Lipschitz constant of g:
The initial data g satisfying (87) is unstable in the following sense. It is
shown in [EFG97] that up ! u uniformly on Rn  ð0;1Þ; and that
jDuj41 a:e: in Rn  ð0;1Þ: ð88Þ
This limit u does not depend on t for t > 0; i.e. u ¼ uðxÞ: It follows from (87)
and (88) that u=g: Thus the transformation g! u takes place at t ¼ 0:
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on a ﬂat surface. The function uðx; tÞ is the height of the pile at the location x;
time t: The main physical assumption is that a sandpile is stable if its slope does
not exceed one, i.e. if Lip½uð; tÞ41: Condition (87) implies that the initial
proﬁle g is unstable. Thus according to the model the initially unstable sandpile
collapses instantaneously to a stable one, with the height function u:
Combining Theorem 3 and Proposition 17 with [F99, Theorem 1; EFG97,
Sect. 3c] we obtain the following:
Theorem 32. Let O0  R2 be an open, bounded, convex set. Let p > 2:
Let up be a solution of (86) with
g ¼ L dO0ðÞ;
where dO0ðÞ is the interior distance function of O0; and L > 1: Then for each
t > 0
lim
p!1
upð; tÞ ¼ dO1 ðÞ uniformly in R
2;
where O1 is a bounded open convex set defined as follows: let the Lipschitz
family of convex sets fLtg be a viscosity solution of Eq. (1) with F ðk; g; tÞ ¼
g
3
32kg
2kg on the time interval ½0; log L; with the initial condition L0 ¼ O0 at time
t ¼ 0: Then O1 ¼ Llog L:
5.2. Compression Molding Model
Compression molding is the process of deformation of an incompressible
plastic material between the two horizontal plates. A simpliﬁed mathema-
tical model of the process was derived by Aronsson [Ar95] based on Hele–
Shaw model for non-Newtonian ﬂuid. Suppose that the distance between
the horizontal plates is small. Then we can assume that the region occupied
by plastic at each time t has the form Ut ¼ Ot  ½0; ht where Ot  R2; and
that pressure in plastic does not depend on the vertical coordinate, i.e.
pressure is the function uðx; tÞ; where x 2 Ot: Evolution of rescaled Ot and
uðx; tÞ is described by the following free boundary problem. Given an open
set O0 2 R2 ﬁnd an expanding family of open sets Ot 2 R2; t50; and a
function uðx; tÞ deﬁned on [tðOt  ftgÞ such that
divðjDujp2DuÞ ¼ 1 in Ot; ð89Þ
u ¼ 0 on Gt; ð90Þ
V ¼ jDujp2 on Gt; ð91Þ
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means that the free boundary Gt moves with the velocity of the ﬂow of material.
Aronsson and Evans [AE] considered the formal asymptotic limit as p !
1 in problem (89)–(91). This limit corresponds to the case of highly non-
Newtonian ﬂuid. The following evolution problem was obtained in [AE] as
the limit of (89)–(91) as p !1: given an initial set O0 ﬁnd a continuous
family of sets fOtgt50 such that
w @tw 2 @I1½u: ð92Þ
Here
wð; tÞ ¼ wOt ðÞ;
uð; tÞ ¼ dOt ðÞ; ð93Þ
where wOt ðÞ is the indicator function of Ot that equals 1 on Ot and 0 outside
Ot: @I1½ is the subdifferential of the convex functional I1 : L2ðR2Þ !
R1 [ f1g deﬁned by
I1½v ¼
0 if v 2 L2ðR2Þ; jDvj41 a:e:;
þ1 otherwise:
(
Interpretation of this model in the sense of Monge–Kantorovich mass
transfer theory is given in [AE], [F99].
Heuristic calculations in [AE] imply that smooth solutions fOtg of (92)
and (93) satisfy Eq. (1) with right-hand side (5). It was proved in [F99] that
convex (weak) solutions of (1), (5) satisfy (92) and (93).
Combining Theorem 3 and Proposition 17 with [F99, Theorem 32] we
obtain the following.
Theorem 33. Let L R2 be a convex open bounded set. Then there
exists a solution fOtg; t50; of (92) and (93) with the initial data O0 ¼ L;
satisfying in addition the following: fOtg is an expanding Lipschitz family of
convex open bounded sets, and fOtg is a viscosity solution of Eq. (1) with
F ðk; g; tÞ defined by (5).
APPENDIX A. PROOF OF LEMMA 26
We change notations from U ðx; tÞ; V ðx; tÞ to uðx; tÞ; vðx; tÞ:
We always assume below that ðx; tÞ 2 I2r0  ð2r0; 0:
Let r > 2rn and e > 0 be ﬁxed.
By (52) and (53) there exists T050 such that
uð0; tÞ5ejtj for t 2 ðT0; 0Þ: ðA:1Þ
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uð; 0Þ is strictly decreasing on ðrn;1Þ: ðA:2Þ
In addition, for any r > rn there exists tr50 such that
uðx; tÞ50 for x > r; t 2 ½tr; 0: ðA:3Þ
Indeed, let r > rn and (A.3) is false. Then there exists a sequence yi ! 0 such
that yi50 for all i; and for each i there exist xi > r such that uðxi; yiÞ50: But
by (A.2) we get uðxi; 0Þ5uðr; 0Þ50; and so juðxi; yiÞ  uðxi; 0Þj > juðr; 0Þj: A
contradiction with (48) for jyij5
juðr;0Þj
M : Thus there exists tr50 satisfying
(A.3).
Consider two cases.
Case 1. There exists a sequence ti ! 0 such that
T05t15t25   50;
sup
x>0
uðx; t2iÞ4ejt2ij; where i ¼ 1; 2; . . . ;
sup
x>0
uðx; t2iþ1Þ > ejt2iþ1j; where i ¼ 0; 1; 2; . . . :
Proof of Lemma 26 in Case 1. Let r ¼ r
2
; then r > rn: Choose the
corresponding t  tr
2
50; where tr is deﬁned by (A.3). Let i be such that
jt2ij5minðtr=2; r2Þ: Let
Br
2
¼ x 2 0;
r
2
h i
; t 2 ½t2i; t2iþ2
n o
:
Then deﬁne
vðx; tÞ ¼
minðejtj; uðx; tÞÞ if ðx; tÞ 2 Br=2;
uðx; tÞ otherwise:
(
We have uðx; tÞ4ejtj on fx > 0; t ¼ t2ig and on fx > 0; t ¼ t2iþ2g by the
assumptions of Case 1. The same inequality is true on fx ¼ 0; t 2 ½t2i; t2iþ2g
by (A.1). In addition uðx; tÞ50 on fx > r
2
; t 2 ½t2i; t2iþ2g by (A.3) and the
choice of i: Thus u  v on the boundary of the set Br=2: It follows that vðx; tÞ
is continuous. It also follows that vð; tÞ is concave for every t: Indeed,
from (A.1) we have u  v on fðx; tÞ j x5d; t 2 ½t2i; t2iþ2g for some d > 0: On
fðx; tÞ j x > 0; t 2 ½t2i; t2iþ2g we have vðx; tÞ ¼ minðejtj; uðx; tÞÞ; and uð; tÞ is
concave. Thus vð; tÞ is concave.
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uð0; t2iþ1Þ5ejt2iþ1j; sup
x>0
uðx; t2iþ1Þ > ejt2iþ1j; sup
x>r=2
uðx; t2iþ1Þ40:
Thus there exists #x 2 ð0; r
2
Þ such that
uð #x; t2iþ1Þ > ejt2iþ1j ¼ vð #x; t2iþ1Þ;
i.e. (56) is true. Let now ð *x; *t Þ be any point such that
uð *x; *t Þ > vð *x; *t Þ:
Then
ð *x; *t Þ 2 Br=2; and vðx; tÞ ¼ ejtj ¼ et in a neighborhood of ð *x; *t Þ:
Thus (57) holds with jðx; tÞ ¼ et for some r > 0: Lemma 26 is proved in
Case 1.
Case 2. Conditions of Case 1 fail. In this case there exists T150 such
that
either supx>0 uðx; tÞ4ejtj for all t 2 ½T1; 0Þ; ðA:4Þ
or supx>0 uðx; tÞ > ejtj for all t 2 ½T1; 0Þ: ðA:5Þ
Proof of Lemma 26 in Case 2. We can assume that jT1j4jT0j and thus
(A.1) holds on ½T1; 0: We can also assume that jT1j4jtrj where r ¼ r2 > rn;
and thus (A.3) holds on ½T1; 0 i.e.
uðx; tÞ50 for x >
r
2
; t 2 ½T1; 0: ðA:6Þ
We claim that there exists a constant A50 such that
uðx; tÞ5ðeþ AxÞjtj for ðx; tÞ 2 fx50; t 2 ½T1; 0g=fð0; 0Þg: ðA:7Þ
Consider three cases.
Case 2a. Suppose that (A.4) holds. Then from (A.1) it follows that we
can choose any A > 0 and (A.7) holds true.
Case 2b. Suppose that (A.5) holds, and uðx; 0Þ50 for all x5 r0 where
05r05
ﬃﬃﬃﬃ
rn
p
: Then we can replace uðx; tÞ by the function unðx; tÞ ¼ uðx; tÞ:
The function unðx; tÞ satisﬁes the conditions of Lemma 26 with rn replaced byﬃﬃﬃﬃ
rn
p
; and the conclusions of the Lemma 26 for unðx; tÞ imply the same for
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concavity of uð; tÞ; (A.1) and (A.5) imply that unðx; tÞ satisﬁes (A.4). Thus we
choose any A > 0 for unðx; tÞ:
Case 2c. It remains to consider the case when (A.5) holds and
uðx; 0Þ ¼ 0 for all x 2 ½
ﬃﬃﬃﬃ
rn
p
; 0: ðA:8Þ
Since for every t 2 ½T1; 0 the function uð; tÞ is concave and (A.1), (A.6) hold,
we can choose a number Lt for each t 2 ½T1; 0 such that
uðx; tÞ4ejtj þ Ltx for x50: ðA:9Þ
For t 2 ½T1; 0 deﬁne
cðtÞ ¼ inffLt 2 R : ðA:9Þ holdsg:
Note that by (A.5)
cðtÞ50 for t 2 ½T1; 0: ðA:10Þ
It follows from the deﬁnition of c; (A.6) and (A.5) that for each t 2 ½T1; 0
there exists #xt 2 I2r0 such that
uð #xt; tÞ ¼ ejtj þ cðtÞ #xt:
Then using concavity of uð; tÞ and (A.1) we get
uðx; tÞ4ejtj þ cðtÞx for all x 2 I2r0 ; t 2 ½T1; 0: ðA:11Þ
Let us show that
cðtÞ4
M þ eﬃﬃﬃﬃ
rn
p jtj for t 2 ½T1; 0: ðA:12Þ
Suppose (A.12) is false. Then there exists t1 2 ½T1; 0Þ such that
cðt1Þ >
M þ eﬃﬃﬃﬃ
rn
p jt1j: ðA:13Þ
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uð
ﬃﬃﬃﬃ
rn
p
; t1Þ4ejt1j þ cðt1Þð
ﬃﬃﬃﬃ
rn
p
Þ5 e
M þ eﬃﬃﬃﬃ
rn
p ﬃﬃﬃﬃrnp
 !
jt1j ¼ M jt1j:
But uð
ﬃﬃﬃﬃ
rn
p
; 0Þ ¼ 0; and thus
juð
ﬃﬃﬃﬃ
rn
p
; t1Þ  uð
ﬃﬃﬃﬃ
rn
p
; 0Þj > M jt1j:
A contradiction to (48). Thus (A.12) is proved.
From (A.11), (A.12) we conclude that if (A.5), (A.8) is true then
inequality (A.7) holds with A ¼ Mþ1ﬃﬃﬃ
rn
p :
Thus, summarizing Cases 2a–2c, we conclude that in Case 2, after
possibly replacing uðx; tÞ by uðx; tÞ; we have:
Inequality (51) is replaced by the following: there exists s0 2 ½rn;
ﬃﬃﬃﬃ
rn
p
 such
that
uðx; 0Þ50 for x > s0; ðA:14Þ
and estimate (A.7) holds with
s0A4ðM þ 1Þ
ﬃﬃﬃﬃ
rn
p
: ðA:15Þ
Indeed, in Cases 2a and 2b we can choose A ¼ 1: In Case 2c we have
A ¼ Mþ1ﬃﬃﬃ
rn
p and s0 ¼ rn:
Deﬁne a function h on I2r0  ðT1; 0 by
hðx; tÞ ¼ ðeþ AxÞjtj; ðA:16Þ
where A is the constant from (A.7). The function hðx; tÞ is continuous, and by
(A.7)
hðx; tÞ > uðx; tÞ on fx50; t 2 ðT1; 0g=ð0; 0Þ:
It follows from (49), (50), (A.14) and the concavity of uð; 0Þ that for any
r > s0 there exists dr > 0 such that
2drx > uðx; 0Þ for x5r: ðA:17Þ
Now we claim that there exists tnr 2 ð0; T1 such that
drx > uðx; tÞ for t 2 ðtnr; 0; x5r: ðA:18Þ
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uðxk ; ykÞ5 drxk : By (A.17) we have juðxk ; ykÞ  uðxk ; 0Þj5drxk5drr: This
contradicts (48) for jyk j5
drr
M :
Fix s 2 ð2s0; rÞ; where s0 is from (A.14). Let d > 0 satisfy d4minðds; ðtns Þ
2Þ:
Here ds; tns are the constants from (A.17), (A.18) with r ¼ s: We claim that
hðx; tÞ þ ðt2  dÞx > uðx; tÞ;
for any ðx; tÞ 2 ð½0; 2r0  ðT1; 0Þ=ð½0; sÞ  ð
ﬃﬃﬃ
d
p
; 0Þ: ðA:19Þ
Indeed, hðx; tÞ50 and thus for t 2 ð
ﬃﬃﬃ
d
p
; 0 we have using (A.18)
hðx; tÞ þ ðt2  dÞx5 dx > uðx; tÞ for x 2 ½s; 2r0:
For t 2 ½T1;
ﬃﬃﬃ
d
p
 we have
hðx; tÞ þ ðt2  dÞx5hðx; tÞ > uðx; tÞ for x 2 ½0; 2r0:
Thus (A.19) is proved.
Next, we want to show that inequality (A.19) holds for some negative x:
First note that (52) and (53) imply that there exists a0 > 0 such that
djxj þ
e
10
jtj > #f ðx; tÞ5uðx; tÞ on Qa0ð0; 0Þ=fð0; 0Þg:
Let a 2 ð0; a0Þ be so small that a2 þ Aa5e=2: Then we have for ðx; tÞ 2
ð½a; 0  ½a; 0Þ=ð0; 0Þ
hðx; tÞ þ ðt2  dÞx5ejtj  Ajxtj  t2jxj þ djxj5
e
2
jtj þ djxj > uðx; tÞ: ðA:20Þ
Now we choose d in (A.19) so that it satisﬁes
ﬃﬃﬃ
d
p
5a=4 in addition to the
conditions stated above. Then, combining (A.19) and (A.20) we conclude
that
hðx; tÞ þ ðt2  dÞx > uðx; tÞ
for any
ðx; tÞ 2 ð½a; 2r0  ½a; 0Þ=ð½0; sÞ  ða=4; 0Þ:
By continuity there exists d1 > 0 such that
hðx; tÞ þ ðt2  dÞx d1 > uðx; tÞ in P; ðA:21Þ
ANDREWS AND FELDMAN342where
P ¼ ð½a; 2r0  ½a; 0Þ=ðða=4; sÞ  ða=2; 0Þ  Qr0 : ðA:22Þ
Let
jðx; tÞ ¼ hðx; tÞ þ ðt2  dÞx d1 ¼ ðeþ AxÞt þ ðt2  dÞx d1: ðA:23Þ
and
vðx; tÞ ¼
minðjðx; tÞ; uðx; tÞÞ if ðx; tÞ 2 ½a; s  ½a; 0;
uðx; tÞ in Q2r0 =ð½a; s  ½a; 0Þ:
(
It follows from (A.21), (A.22) that vðx; tÞ is continuous. jð; tÞ is linear for
every t; and as in Case 1 we conclude that vð; tÞ is concave for every t:
We have
@tjðx; tÞ ¼ e Ajxj  2jtxj5 e As 2as on ½a; s  ½a; 0;
and, using
ﬃﬃﬃ
d
p
4a=4;
j@xjðx; tÞj4Ajtj þ jt2  dj4Aaþ a2 on ½a; s  ½a; 0:
We can make s; a smaller but satisfying s > s0 and a > 0 and obtain, using
s04
ﬃﬃﬃﬃ
rn
p
and (A.15):
j@xjj4e; @tj5 2e ðM þ 1Þ
ﬃﬃﬃﬃ
rn
p
on ½a; s  ½a; 0:
Now it follows that vðx; tÞ satisﬁes all conclusions of Lemma 26. Lemma 26
is proved. ]
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