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2 GU¨NTER HARDER AND A. RAGHURAM
1. Introduction
The main aim of this article is to study rank-one Eisenstein cohomology for the group GLN/F,
where F is a totally real field extension of Q. This is then used to prove rationality results for
ratios of successive critical values for Rankin–Selberg L-functions for GLn ×GLn′ over F with the
parity condition that nn′ is even. The key idea is to interpret Langlands’s constant term theorem
in terms of Eisenstein cohomology. In [23] we had announced the main results for GLn×GLn′ over
Q and in the case when n is even and n′ is odd. In the mean-time we realized that our methods
and results can be extended to the case when both n and n′ are even and also to the situation when
the base field is a totally real field. We hope to consider other variations of the above context in
future articles.
For the moment, let G = ResF/Q(GLn/F ) where F is a totally real field extension of Q. We fix
a maximal torus T inside a Borel subgroup B of G. For an open-compact subgroup Kf ⊂ G(Af ),
where Af is the ring of finite ade`les of Q, let SGKf be the ade`lic locally symmetric space; see § 2.1.
Let E be a Galois extension of Q which contains a copy of F. For a dominant integral weight
λ ∈ X∗(T ) we let Mλ,E be the algebraic irreducible representation of G× E and let M˜λ,E be the
associated sheaf on SGKf ; see § 2.2. The fundamental object of interest is the cohomology group
H•(SGKf ,M˜λ,E). The main tool that we use is the Borel–Serre compactification S¯
G
Kf
of SGKf , and if
∂SGKf is the boundary of S¯
G
Kf
, then we have the following long exact-sequence (§ 2.3.3):
· · · −→ H ic(S
G
Kf
,M˜λ,E)
i∗
−→ H i(S¯GKf ,M˜λ,E)
r∗
−→ H i(∂SGKf ,M˜λ,E) −→ H
i+1
c (S
G
Kf
,M˜λ,E) −→ · · ·
The image of cohomology with compact supports inside the full cohomology is called inner or
interior cohomology and is denoted H•! := Image(i
∗) = Im(H•c → H
•). All these cohomology
groups are finite-dimensional vector spaces over E. They are Hecke-modules, i.e., there is an action
of π0(G(R))×HGKf . The inner cohomology is a semi-simple module under the Hecke algebra and if
E/Q is large enough then we get an isotypical decomposition:
H•! (S
G
Kf
,M˜λ,E) =
⊕
πf∈Coh!(G,Kf ,λ)
H•! (S
G
Kf
,M˜λ,E)(πf ),
where Coh!(G,Kf , λ) is the finite set of isomorphism types of any absolutely irreducible H
G
Kf
-
module which occurs with (a finite) non-zero multiplicity in this decomposition. We may also pass
to the limit over all open-compact Kf and get an action of π0(G(R)) ×G(Af ) on H•(SG,M˜λ,E),
and to retrieve the cohomology group for a particular level-structure Kf , we can take invariants:
H•(SG,M˜λ,E)
Kf = H•(SGKf ,M˜λ,E); the definitions of the Hecke algebra and such Hecke-actions
are reviewed in § 2.3.1.
We may pass to a transcendental level by taking an embedding ι : E → C, and then use the theory
of automorphic forms on GLn to study H
•(SGKf ,M˜ιλ,C). It is well-known that inner cohomology
over C contains cuspidal cohomology, and is contained in square-integrable cohomology, i.e., we
have a chain of inclusions:
H•cusp(S
G
Kf
,M˜ιλ,C) ⊂ H
•
! (S
G
Kf
,M˜ιλ,C) ⊂ H
•
(2)(S
G
Kf
,M˜ιλ,C) ⊂ H
•(SGKf ,M˜λ,E)⊗E,ι C;
see § 3.3.5. The square-integrable cohomology, via the work of Borel and Garland, is captured by
the discrete spectrum of GLn; see § 3.2.3. Furthermore, cuspidal cohomology is understood using
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results about the possible infinite components of cohomological cuspidal representations; we use
here the fact that cuspidal representations are globally generic (i.e., have a Whittaker model) and
hence locally generic; the local components at infinity are reviewed in § 3.1.
Our first theorem in this paper is an arithmetic characterization of cuspidal cohomology. We
identify a subspace H•!!(S
G
Kf
,M˜λ,E) of inner cohomology, that we call strongly-inner, which by
definition is spanned by all those Hecke-modules inside inner cohomology whose isotypic component
in global cohomology is captured already by the isotypic component in inner cohomology; see § 5.1.
Strongly-inner cohomology splits off in global cohomology via a Manin–Drinfeld principle, and we
get a canonical decomposition
H•(SGKf ,M˜λ,E) = H
•
!!(S
G
Kf
,M˜λ,E)⊕H
•
Eis(S
G
Kf
,M˜λ,E),
which gives an arithmetic definition of Eisenstein cohomology inside global cohomology; see (5.5).
If we go to a transcendental level via ι : E → C then we have:
H•!!(S
G
Kf
,M˜ιλ,C) = H
•
cusp(S
G
Kf
,M˜ιλ,C).
See Thm. 5.4 where we summarize all the known characterizations of cuspidal cohomology.
The proofs of the assertions about strongly-inner cohomology involve understanding the coho-
mology of the boundary H•(∂SGKf ,M˜λ,E), and especially to be able to pick out the Hecke modules
which do not appear in boundary cohomology; this is the subject matter of all of § 4. The bound-
ary ∂SGKf is stratified as ∪P∂PS
G
Kf
, with a stratum corresponding to every G(Q)-conjugacy class
of parabolic subgroups. There is a spectral sequence built from the cohomology of ∂PS
G
Kf
which
may be described either at an arithmetic level or at a transcendental level; see § 4.1. Furthermore,
for a single stratum, H•(∂PS
G
Kf
,M˜λ,E) may be described in terms of the algebraic induction of
the cohomology of the Levi quotient MP of P with coefficient systems depending on λ and the
set WP of Kostant representatives for P in the Weyl group of G; see Prop. 4.6. The proofs about
strongly-inner cohomology also make use of multiplicity one and strong multiplicity one results of
Jacquet–Shalika [29] [30] and Mœglin–Waldspurger [38].
As a first application of strongly-inner cohomology, we describe how to attach certain periods
which later play an important role in the results on special values of L-functions. For this paragraph
we take n to be even and let πf ∈ Coh!!(G,λ), i.e., πf is an irreducible Hecke module contributing
to strongly-inner cohomology. Taking E to be large enough, we know that for every character ε of
π0(G(R)), and for the degree • being an extremal degree bFn or t˜
F
n (see Prop. 3.11), the module πf×ε
appears in H•!!(S
G
Kf
,M˜λ,E) with multiplicity one. We fix an arithmetic identification T
ε
arith(λ, πf )
between the occurrences of πf⊗ε and πf⊗−ε in degree b
F
n ; see (5.6). Then, we go to a transcendental
level via ι : E → C, and fix an identification T εtrans(
ιλ, ιπf ) between the occurrences of
ιπf ⊗ ε and
ιπf ⊗ −ε in cuspidal cohomology in degree b
F
n by a map described purely in terms of the relative
Lie algebra cohomology groups at infinity; see § 5.2.2. We define a nonzero complex number, which
we call a relative period, as the discrepancy between these two identifications:
Ωε(ιλ, ιπf )T
ε
trans(
ιλ, ιπf ) = T
ε
arith(λ, πf )⊗E,ι 1.
Varying ι, the family of relative periods attached to πf , gives a well-defined element of (E⊗C)×/E×.
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As a second application of strongly-inner cohomology, we go back to boundary cohomology and
prove a strong form of the Manin–Drinfeld principle, by showing that a certain E-subspace of
H•(∂SGKf ,M˜λ,E) splits off as an isotypical Hecke-module; see Thm. 5.32. To explain this result,
take N = n + n′ and now let G = ResF/Q(GLN/F ), and P be the maximal parabolic subgroup
with Levi quotient MP = Gn ×Gn′ := ResF/Q(GLn/F )×ResF/Q(GLn′/F ). Let Q be the associate
parabolic subgroup of P with Levi quotient MQ = Gn′ × Gn. Take pure weights µ and µ
′ for
Gn and Gn′ ; see § 3.1.2. Let σf ∈ Coh!!(Gn, µ) and σ
′
f ∈ Coh!!(Gn′ , µ
′). We make a crucial
combinatorial assumption on the weights µ and µ′, that there is a Kostant representative w ∈WP
such that its length l(w) is dim(UP )/2, and w
−1 · (µ ⊗ µ′) is dominant as a weight for G. An
obvious necessary condition for the existence of such a w is that dim(UP ) = nn
′ is even. Without
loss of generality we will take n even and n′ of any parity. This condition on µ and µ′ has other
equivalent formulations which are captured by our combinatorial lemma; see § 7.2.3. This lemma is
proved by Uwe Weselmann in Appendix 1. A consequence is that the representation algebraically
(un-normalized) parabolically induced from σf ⊗ σ
′
f appears in boundary cohomology:
aInd
G(Af )
P (Af )
(σf ⊗ σ
′
f ) →֒ H
bFN (∂PS
G,M˜λ,E),
where bFN is a special degree corresponding to the bottom-most degrees; see § 5.3.6. Pick a level
structure Kf ⊂ G(Af ) so that the induced representation has Kf -fixed vectors to get a Hecke-
stable k-dimensional subspace (for some k) in Hb
F
N (∂PS
G,M˜λ,E)
Kf . Denote this k-dimensional
space as ISb (σf , σ
′
f , ε
′)
Kf
P,w, where w is coming from the combinatorial lemma, and ε
′ is a signature
discussed in (5.31). The element w ∈ WP has an associate w′ ∈ WQ which is also balanced in
the sense that l(w′) = dim(UQ)/2. Another consequence is that
aInd
G(Af )
Q(Af )
(σ′f (n) ⊗ σf (−n
′)) →֒
Hb
F
N (∂QS
G,M˜λ,E), and taking Kf -invariants we get a k-dimensional Hecke-stable subspace, de-
noted ISb (σf , σ
′
f , ε
′)
Kf
Q,w′ , in H
bFN (∂QS
G,M˜λ,E)
Kf . Thm. 5.32 states that the 2k-dimensional space
ISb (σf , σ
′
f , ε)
Kf
P,w ⊕ I
S
b (σf , σ
′
f , ε)
Kf
Q,w′
splits off as an isotypical Hecke-summand inside Hb
F
N (∂SG,M˜λ,E)
Kf . Furthermore, the duals of
these modules splits off as an isotypical summand inside H t˜
F
N−1(∂SG,M˜λv,E)
Kf , where the degree
t˜FN − 1 is coming from the top-degrees; see § 5.3.6. For this introduction, we let
R : Hb
F
N (∂SG,M˜λ,E)
Kf → ISb (σf , σ
′
f , ε)
Kf
P,w ⊕ I
S
b (σf , σ
′
f , ε)
Kf
Q,w′
denote this Hecke-projection in bottom-degree.
We now come to our main result on rank-one Eisenstein cohomology; see Thm. 6.9. It states
that the image of full cohomology under the composition of the maps R ◦ r∗ as in:
Hb
F
N (SGKf ,M˜λ,E)
r∗
−→ Hb
F
N (∂SGKf ,M˜λ,E)
R
−→ ISb (σf , σ
′
f , ε
′)
Kf
P,w ⊕ I
S
b (σf , σ
′
f , ε
′)
Kf
Q,w′
is a k-dimensional E-subspace of the 2k-dimensional target-space. There are two-aspects to the
proof: (i) One aspect is purely cohomological which says that the Eisenstein part of boundary
cohomology is an isotropic subspace under Poincare´ duality (Prop. 6.7) bounding the dimension of
the image by k; see § 6.2.2.2. (ii) The other aspect of the proof is transcendental and appeals to the
theory of automorphic forms; it also gives information about the internal structure of this image.
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Base-change to C via an embedding ι : E → C, and then use Langlands’s constant term theorem,
recalled in Thm. 6.15, which says that the constant term relative to Q of an Eisenstein series built
from a section f of an induced representation from P is the same as the standard intertwining
operator Tst applied to f . For the interpretation of Langlands’s theorem in cohomology, the reader
should compare the diagrams (6.26) and (6.27). This interpretation implies in particular that the
required image contains all classes of the form (ξ, T ∗stξ); see (6.28), i.e., the image is at least a
k-dimensional subspace in a 2k-dimensional vector space. It is helpful to think about a situation
when k = 1, then the image is a line in a two-dimensional space, and we will see later, that the
‘slope’ of this line carries arithmetic information about ratios of L-values. Putting both the aspects
together, we conclude that
Image(R ◦ r∗) =
{(
ξ, TPEis(ξ)
)
: ξ ∈ ISb (σf , σ
′
f , ε
′)
Kf
P,w
}
,
for an operator TPEis : I
S
b (σf , σ
′
f , ε
′)
Kf
P,w → I
S
b (σf , σ
′
f , ε
′)
Kf
Q,w′ defined over E. It is of course possible
that the Eisenstein series constructed from a section f picks up a pole at the point of evaluation
which happens to be s = −N/2, but in this case we prove in Prop. 6.20, that the relevant Eisenstein
series built from a section of the appropriate induced representation from Q is holomorphic at its
point of evaluation which is s = N/2. The proof of this proposition uses the combinatorial lemma
which says that existence of a balanced w ∈WP as above is equivalent to the fact that the points
s = −N/2 and s = 1−N/2 being critical for the Rankin–Selberg L-function L(s, ισ×ισ′v), where ισ′v
denotes the contragredient representation of ισ′; the proof also uses Shahidi’s results on local factors.
In this case, the image would consist of classes of the form (TQEis(ψ), ψ) with ψ ∈ I
S
b (σf , σ
′
f , ε
′)
Kf
Q,w′ .
Our main result on special values of L-functions, see Thm. 7.36, follows from considering the
‘slope’ mentioned above, i.e., we analyze classes of the form (ξ, TPEis(ξ)), or of the form (T
Q
Eis(ψ), ψ).
Passing to a transcendental level, we rewrite such a class in terms of the standard intertwining
operator which is given by an integral. Normalizing the local standard intertwining operator using
appropriate L-values we get an operator denoted Tloc. At finite places one checks that it is nonzero
and holomorphic using results of Mœglin–Waldspurger [38], and further more that it is rational.
At an archimedean place, using Speh’s results (see, for example, [37, Theorem 10b]) on reducibility
for induced representations for GLN (R), one sees that the induced representations at hand are
irreducible; next, using Shahidi’s results [52] on local factors and the fact that −N/2 and 1−N/2
are critical, we deduce that the standard intertwining operator is both holomorphic and nonzero;
and therefore induces an isomorphism at the level of relative Lie algebra cohomology groups which
are one-dimensional, and after making certain careful choice of generators, this scalar turns out to
be a power of (2πi) as shown in Harder [20]. Then we descend down to an arithmetic level via
the relative periods and the arithmetic identification mentioned earlier. This exercise gives us a
rationality result for such a ratio of L-values divided by the relative periods. Before stating the
result, let us mention that the L-functions at hand may be thought of from different points of view:
(i) as motivic L-functions attached to the tensor product of the pure motives M(σf ) and M(σ
′
f )
that are conjecturally attached to σf and σ
′
f ; (ii) as cohomological L-functions attached to σf
and σ′f , and this is entirely from the perspective of Hecke action on the cohomology of arithmetic
groups; (iii) as automorphic Rankin–Selberg L-functions attached to a pair of cuspidal automorphic
representations. The interplay between these three points of view is reviewed in §7.1. For the rest of
this introduction we will talk in terms of the completed cohomological L-function Lcoh(ι, σ×σ′v, s)
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attached to σf , σ
′
f and ι : E → C. Suppose n is even and n
′ is odd then Thm. 7.36 says:
1
Ωε′(ισf )
Lcoh (ι, σ × σ′v,m0)
Lcoh (ι, σ × σ′v, 1 +m0)
∈ ι(E),
and moreover this ratio of L-values divided by the period is well-behaved under the absolute Galois
group of Q. On the other hand, if both n and n′ are even, then we have
Lcoh (ι, σ × σ′v,m0)
Lcoh (ι, σ × σ′v, 1 +m0)
∈ ι(E),
which is also well-behaved under Galois automorphisms. The point of evaluation m0 (which cor-
responds to the point −N/2 for the automorphic L-function) is given in § 7.2.3.3, where we also
discuss an important point concerning the combinatorial lemma: we may replace σf , say, by Tate
twists σf (k) for k ∈ Z, and try to get other ratios of L-values; the lemma however imposes some
restrictions on the set of such permissible k, and it turns out that we get a rationality result for
exactly all the successive pairs of critical values, no more and no less.
At some other occasion we will take the integral structure on the cohomology into account.
Then a slight refinement of our reasoning implies that the periods Ωε
′
(ισf ) are well defined modulo
a group of units O×E,S where we inverted primes out of a small well controlled set S of primes. Then
we can speak of the prime factorization of the above expression and ask whether primes dividing
the above expression are visible in the structure of the cohomology. A first instance of such an
event is discussed in [19]. In this note the choice of the periods was simply an educated guess. This
issue is also addressed in [18].
The above results on critical values are compatible with Deligne’s conjecture [9] on the critical
values of motivic L-functions. This compatibility is proved in Bhagwat–Raghuram [2] by proving
an appropriate period relation for the ratio c+/c− of Deligne’s periods for the tensor product motive
M(σf ) ⊗M(σ
′
f ). See also Bhagwat [1]. It is interesting to note that such period relations exist
for all possible combinations of parities of n and n′. However, the methods of this article seem to
break-down when n and n′ are both odd. In Appendix 2, Bhagwat and the second author show that
the analogue of the combinatorial lemma does not hold: if we ask for a situation where we have two
successive critical values then it is shown in Prop. 7.63 that there does not exist an element of the
Weyl group, let alone a Kostant representative, which would be needed to arrange for an induced
module to appear in boundary cohomology.
To conclude the introduction, in summary, the principal result of this article is:
• An algebraicity theorem for ratios of critical values. See Thm. 7.36.
Towards this result on L-values, the other highlights are:
• An arithmetic characterization of cuspidal cohomology. See Thm. 5.4.
• Definition of the relative periods. See Def. 5.14.
• A Manin-Drinfeld principle for boundary cohomology. See Thm. 5.32.
• The image of Eisenstein cohomology via the constant term theorem. See Thm. 6.9.
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2. Cohomology of arithmetic subgroups of GLn
2.1. The ade`lic locally symmetric space.
2.1.1. The base field. Let F be a totally real number field of degree r = rF = [F : Q]. By a number
field we mean a finite extension of Q. Let OF be the ring of integers of F . Let S∞ = Hom(F,R)
denote the set of archimedean places. Let Q¯ be the field of algebraic numbers in C. We identify
the sets: ΣF := Hom(F, Q¯) = Hom(F,C) = Hom(F,R) = S∞.
2.1.2. The groups. Let G0 = GLn/F , and put G = RF/Q(G0) = RF/Q(GLn/F ). An F -group
will be denoted by G0,H0, etc., and the corresponding Q-group, via Weil restriction of scalars,
will be denoted by the same letter without the subscript. For any Q-algebra A, we have G(A) =
G0(A ⊗Q F ) = GLn(A ⊗Q F ). Let B0 stand for the standard Borel subgroup of G0 consisting of
all upper triangular matrices, T0 the standard torus of all diagonal matrices, and U0 the unipotent
radical of B0. The center of G0 will be denoted by Z0. These groups define the corresponding
Q-groups G ⊃ B = TU ⊃ T ⊃ Z. Let S be the maximal Q-split torus in Z; we identify S ∼= Gm/Q,
by sending x ∈ Gm( ) to the diagonal matrix with all entries equal to x.We have the norm character
NF/Q : Z → Gm, and if we restrict to S then it becomes x 7→ x
r. The character group X∗(Gm) = Z,
with the character x 7→ xk denoted by [k].
Let G
(1)
0 stand for the group SLn/F and G
(1) = RF/Q(G
(1)
0 ). The superscript (1) will mean that
we have intersected with SLn; for example, T
(1) = T ∩ SLn.
2.1.3. The symmetric space. For any topological group G, let G0 stand for the connected com-
ponent of the identity, and π0(G) = G/G
0 stand for the group of connected components. Note
that G(R) =
∏
v∈S∞
GLn(R). Similarly, Z(R) ∼=
∏
v∈S∞
R×, where each copy of R× consists of
nonzero scalar matrices in the corresponding copy of GLn(R). The subgroup S(R) of Z(R) con-
sists of R× diagonally embedded in
∏
v∈S∞
R×. The group K(1)∞ :=
∏
v∈S∞
SO(n) is a maximal
compact subgroup of G(1)(R) and the corresponding Cartan involution Θ on G(1)(R) is given by
g 7→ tg−1 on each factor. Similarly, C∞ :=
∏
v∈S∞
O(n) is a maximal compact subgroup of G(R).
Let K∞ = C∞S(R) = C∞S(R)0, and so K0∞ = K
(1)
∞ × S(R)0. The torus T (1) ×Q R is the maxi-
mal split torus which is invariant under Θ. Let T [2] denote the 2-torsion subgroup of T (R), then
K∞ = K
0
∞ ·T [2]. Inclusion induces a canonical identification π0(K∞) = π0(G(R)) which is isomor-
phic to an r-fold product of Z/2Z. The (generalized) symmetric space is defined as: X := G(R)/K0∞.
On this space we have an action of T [2] which acts transitively on the set of connected components.
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2.1.4. The ade`lic locally symmetric space. Let A be the ring of ade`les of Q, which we de-
compose into its infinite and its finite part: A = R × Af . The group of ade`les is given by
G(A) = G(R) × G(Af ). Elements in the ade`lic group are denoted by underlined letters g, h,
etc., and the decomposition of an element g into its finite and its infinite part will be denoted
g = g∞ × gf . Let Kf =
∏
pKp ⊂ G(Af ) be an open compact subgroup. The ade`lic symmetric
space is:
G(A)/K∞Kf = X × (G(Af )/Kf ) = G(R)/K
0
∞ × (G(Af )/Kf ).
It is a product of the symmetric space X = G(R)/K0∞ and an infinite discrete set G(Af )/Kf . On
this space G(Q) acts properly discontinuously and we get a quotient
(2.1) π : G(R)/K0∞ ×G(Af )/Kf −→ G(Q)\
(
G(R)/K0∞ ×G(Af )/Kf
)
.
The target space, called the ade`lic locally symmetric space of G with level structure Kf , is denoted:
SGKf := G(Q)\G(A)/K
0
∞Kf .
To get an idea of what this space looks like, consider the action of G(Q) on the discrete space
G(Af )/Kf . It follows from classical finiteness results that this quotient is finite; let {g
(i)
f }
i=m
i=1 be a
finite set of representatives. The stabilizer of the coset g
(i)
f Kf/Kf in G(Q) is equal to
Γi := Γ
g
(i)
f := G(Q) ∩ g(i)
f
Kf (g
(i)
f
)−1
which is an arithmetic subgroup of G(Q) that acts properly discontinuously on X. We say Kf is
neat if all the subgroups Γg
(i)
f are torsion free. For any choice of Kf we can pass to a subgroup K
′
f
of finite index in Kf which is neat; we may take K
′
f to be normal in Kf . We have the following
decomposition of SGKf :
SGKf
∼=
m∐
i=1
Γi\G(R)/K
0
∞,
Let g = g∞ × gf ∈ G(A); there is a unique index i such that gfKf = γg
(i)
f Kf for some γ ∈ G(Q);
the map which sends G(Q) g K0∞Kf in S
G
Kf
to Γiγ
−1g∞K
0
∞ sets up the required homeomorphism.
2.2. Highest weight modules Mλ and their associated sheaves M˜λ.
2.2.1. The character module of T/Q. Let E/Q be a Galois extension such that Hom(F,E) 6= 0.
We denote this set of embeddings by {τ : F → E} on which we have a transitive action of the
Galois group Gal(E/Q). The base change T ×Q E is a split torus; more precisely (we drop the
subscript Q) we have T × E =
∏
τ :F→E T0 ×F,τ E =
∏
τ :F→E T0. Often, the field E will be taken
to be large enough (so that, for example, some module can be split off over E) and we will analyze
the behavior of objects as we change E to a field E′ always subject to the condition of being Galois
over Q and containing an isomorphic copy of F . We also allow E = C.
We consider the group of characters of the torus T over E: X∗(T × E) = Hom(T × E,Gm), on
which there is a natural action of Gal(E/Q). Since T = RF/Q(T0), we have:
(2.2) X∗(T × E) =
⊕
τ :F→E
X∗(T0 ×τ E) =
⊕
τ :F→E
X∗(T0),
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and any element λ ∈ X∗(T ) is of the form λ = (λτ )τ :F→E, with λ
τ ∈ X∗(T0 ×τ E) a character
of the split torus T0 ×τ E (since, under our hypothesis on E, we have F ⊗Q E =
∏
τ :F→E E). Any
η ∈ Gal(E/Q) acts on λ ∈ X∗(T × E) by permutations:
(2.3) ηλ = ((ηλ)τ )τ :F→E = (λ
η−1◦τ )τ :F→E.
It is easy to see that η1η2λ = η1(η2λ) for all η1, η2 ∈ Gal(E/Q).
Given λ ∈ X∗(T × E), define its rationality field E(λ) as
E(λ) := E{η∈Gal(E/Q) :
ηλ=λ},
i.e., it is the subfield of E which is fixed by the subgroup of Gal(E/Q) which fixes λ. It is easy to
see that E(λ) is the subfield of E generated by the values of λ on T (Q).
2.2.2. The Weyl group and the pairing on X∗(T (1)). The normalizer N(T ) of the maximal
torus is a subgroup of G/Q whose connected component of the identity is T/Q. The quotient
N(T )/T =W is a finite algebraic group scheme over Q. For the base change G×E ⊃ N(T )×E ⊃
T × E we have W(E) = N(T )(E)/T (E) and W(E) =: W will be the absolute Weyl group which
is a product W =
∏
τ :F→EW
τ
0 with each W
τ
0 isomorphic to W0 the symmetric group in n letters
which is the Weyl group of G0/F with respect to T0/F. The Galois group Gal(E/Q) acts on W by
permutations as in (2.3) above. There is a positive definite symmetric pairing
〈 , 〉 : X∗(T (1) × E) × X∗(T (1) × E) −→ R,
which is invariant under the action of W. The direct sum decomposition (2.2) for T (1) is orthogonal
with respect to this pairing, and on each summand it is unique up to a scalar. Restriction of
characters gives an inclusion X∗(T × E) ⊂ X∗(T (1) × E) ⊕X∗(Z × E). We extend the form 〈 , 〉
trivially by zero on X∗(Z × E); and the Weyl group action is also trivial on this summand.
2.2.3. Standard basis and fundamental basis for the group of characters. For the moment
we only consider T0/F. The character module X
∗(T0) is a free abelian group on {e1, . . . , en},
where, for any t = diag(t1, . . . , tn) ∈ T0(A), with A an F -algebra, we have ei(t) = ti ∈ A
×. For
integers b1, . . . , bn, the character λ = (b1, . . . , bn) :=
∑
biei is given by λ(t) =
∏
i t
bi
i . We will call
{e1, . . . , en} the standard basis for X
∗(T0). For example, the determinant character is given by
δn := det = (1, . . . , 1) =
∑n
i=1 ei. The simple roots for SLn or GLn are given by {α1, . . . ,αn−1}
where αi = ei − ei+1.
The fundamental weights {γ1, . . . ,γn−1} in X
∗
Q(T0) := X
∗(T0)⊗Q are defined by:
2〈γi,αj〉
〈αj,αj〉
= δij ,
and the restriction of each γi to Z0 is zero. (This only makes sense if γi is inX
∗
Q(T0) := X
∗(T0)⊗Q.)
In terms of the standard basis the fundamental weights are given by:
γi = (e1 + · · ·+ ei)−
i
n
δn =
(
1−
i
n
, . . . , 1−
i
n
,−
i
n
, . . . ,−
i
n
)
.
The basis for X∗Q(T0) given by {γ1, . . . ,γi, . . . ,γn−1,δn} will be called the fundamental basis. This
basis respects the decomposition T0 = T
(1)
0 · Z0 (up to isogeny), i.e., restriction of characters gives
an inclusion X∗(T0) ⊂ X
∗(T
(1)
0 )⊕X
∗(Z0) and after tensoring by Q this becomes an isomorphism:
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X∗Q(T0)
∼= X∗Q(T0
(1))⊕X∗Q(Z0). The restriction to T
(1)
0 of the fundamental weights {γ1, . . . ,γn−1}
span X∗(T
(1)
0 ), and the determinant character δn spans X
∗
Q(Z0).
For example, half the sum of positive roots for G0 or G
(1)
0 , is in X
∗
Q(T
(1)
0 ), and is given by
ρn :=
n−1∑
i=1
γi =
(
n− 1
2
,
n− 3
2
, . . . ,
−(n− 1)
2
)
.
Given λ ∈ X∗Q(T0) we will write
λ =
n−1∑
i=1
(ai − 1)γi + d · δn.
The (ai − 1) might seem strange here, but has the virtue that it will simplify expressions later
on. (See, for example, the discussion below on motivic weight.) The above expression for λ is the
same as writing λ+ ρn =
∑n−1
i=1 aiγi + d · δn. We will denote λ
(1) =
∑
i(ai − 1)γi and call it the
semi-simple part of λ, and similarly, λab = d · δn will be called the abelian part of λ.
We describe the dictionary between the standard and the fundamental bases. Let λ ∈ X∗Q(T0)
be written as λ =
∑n−1
i=1 (ai − 1)γi + d · δn. Formally, as a ‘character’ of T0, it may be written as:
t = diag(t1, . . . , tn) 7→ λ(t) = t
a1+a2+···+an−1−(n−1)
1 · t
a2+···+an−1−(n−2)
2 · · · t
an−1−1
n−1 · (t1 · · · tn)
rλ ,
where
rλ := (nd−
n−1∑
i=1
i(ai − 1))/n.
In the standard basis if λ = (b1, . . . , bn) then
b1 = a1 + a2 + · · · + an−1 − (n− 1) + rλ,
b2 = a2 + · · ·+ an−1 − (n− 2) + rλ,
...
bn−1 = an−1 − 1 + rλ,
bn = rλ.
Conversely,
ai − 1 = bi − bi+1, for 1 ≤ i ≤ n− 1, and
d = (b1 + · · ·+ bn)/n.
All the above notations are adapted for characters of T/Q = RF/Q(T0). Hence, for λ = (λ
τ )τ :F→E
in X∗Q(T × E), we have:
(2.4) λτ =
n−1∑
i=1
(aτi − 1)γi + d
τ · δn = (b
τ
1 , . . . , b
τ
n).
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We define ρn = (ρn)τ :F→E then we can form λ+ ρn and get
(2.5) (λ+ ρn)
τ =
n−1∑
i=1
aτi γi + d
τ · δn
We also put δn = (δn)τ :F→E; actually we are only interested in the case that d
τ = d for all τ, and
in this case we write λ = λ(1) + dδn; see Lem. 2.10 below.
2.2.4. Integral weights. Let λ =
∑n−1
i=1 (ai− 1)γi+ d · δn = (b1, . . . , bn) ∈ X
∗
Q(T0). We say that λ
is an integral weight if and only if λ ∈ X∗(T0), which is the same as saying that bi ∈ Z for all i. In
terms of the fundamental basis: λ ∈ X∗Q(T0) is integral if and only if
(2.6) λ ∈ X∗(T0) ⇐⇒

ai ∈ Z, 1 ≤ i ≤ n− 1,
nd ∈ Z,
nd ≡
∑n−1
i=1 i(ai − 1) (mod n).
This implies that rλ = (nd −
∑n−1
i=1 iai)/n ∈ Z. A weight λ = (λ
τ )τ :F→E ∈ X
∗
Q(T × E) is integral
if and only if each λτ is integral.
2.2.5. Dominant integral weights. Let λ = (b1, . . . , bn) =
∑n−1
i=1 (ai − 1)γi + d · δ ∈ X
∗(T0) be
an integral weight. Then λ is dominant, for the choice of the Borel subgroup being the standard
upper triangular subgroup B0, if and only if b1 ≥ b2 ≥ · · · ≥ bn, or equivalently,
(2.7) λ is dominant ⇐⇒ ai ≥ 1 for 1 ≤ i ≤ n− 1. (There is no condition on d.)
A weight λ = (λτ )τ :F→E ∈ X
∗
Q(T × E) is dominant-integral if and only if each λ
τ is dominant-
integral. Denote the set of dominant integral weights for T0 (resp., T ) byX
+(T0) (resp., X
+(T×E)).
2.2.6. The representation (ρλ,Mλ). Let λ ∈ X
+(T × E) be a dominant integral weight and
(ρλ,Mλ) be the absolutely irreducible finite-dimensional representation of G × E(λ) of highest
weight λ. We can get hold of Mλ after going to a large enough Galois extension E/Q and descend
down to E(λ). Put
Mλ,E =
⊗
τ :F→E
Mλτ ,
whereMλτ /E is the absolutely irreducible finite-dimensional representation ofG0×τE = GLn/F×τ
E with highest weight λτ . If necessary, we will write (ρλτ ,Mλτ ) for this representation. We can
produce a descent data and show that Mλ,E is defined over E(λ), and an E(λ)-structure, which
will be unique up to homotheties by E×, will be denoted Mλ. The group G(Q) = GLn(F ) acts on
Mλ,E diagonally, i.e., γ ∈ G(Q) acts on a pure tensor ⊗τmτ via:
(2.8) γ · (⊗τmτ ) = ⊗τ (τ(γ) ·mτ ).
For an alternative constructive description of Mλ using an algebraic version of Borel-Weil-Bott
theorem, take the flag variety of all Borel subgroups B\G, which works over Z. (See, for example,
Demazure-Grothendieck [10, XXII, 5.8].) Let w0 be the element of the Weyl group of longest
length which is represented by an element of G(Q). The weight w0(λ) gives a line bundle Lw0(λ)
on B\G × E(λ). The line bundle Lw0(λ) has global sections if and only if λ is dominant; the
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representation space of Mλ can be taken as the E(λ)-vector space H
0(B\G,Lw0(λ)) of global
sections. Let A(G) be the algebra of regular functions on G/Q. Then
Mλ = H
0(B\G,Lw0(λ))
= {f ∈ A(G)⊗ E(λ) : f(bg) = w0(λ)(b)f(g), ∀b ∈ B(E(λ)),∀g ∈ G(E(λ))}.
The ρλ-action of g ∈ G(E(λ)) on any f ∈ Mλ is by right-shifts: (ρλ(g)(f))(g
′) = f(g′g) for all
g, g′ ∈ G(E(λ)). The highest/lowest weight vector can be explicitly written down; see [18].
2.2.7. The sheaf M˜λ and algebraic dominant-integral weights. Let M be a finite dimen-
sional Q-vector space and ρ : G/Q → GL(M) be a rational representation of the algebraic group
G/Q. This representation ρ provides a sheaf M˜ of Q-vector spaces on SGKf : the sections over an
open subset V ⊂ SGKf are given by
(2.9) M˜(V ) =
{
s : π−1(V )→M | s locally constant and s(γv) = ρ(γ)s(v), γ ∈ G(Q)
}
,
where π is as in (2.1). Take M = Mλ,E as in §2.2.6; it is explained in [22, Chap. 3] that the
cohomology H•(SGKf ,M˜λ,E) = 0 if the central character of ρλ is not the type of an algebraic Hecke
character of F. (See, also, [16, 1.1.3].) In our situation this looks as follows:
Lemma 2.10. Let λ ∈ X+(T × E), and say λ = (λτ )τ :F→E with λ
τ =
∑n−1
i=1 (a
τ
i − 1)γi + d
τ · δ.
If there exist τ1 and τ2 in Hom(F,E) such that d
τ1 6= dτ2 then M˜λ = 0. Equivalently, if M˜λ 6= 0
then λτ1ab = λ
τ2
ab.
Proof. If some dτ1 6= dτ2 then consider the central character of ρλ on a suitable congruence subgroup
of the units in the diagonal center: O×F ≃ S(OF ) ⊂ GLn(F ) = G(Q) to see that every stalk is zero,
and hence the sheaf is the zero sheaf. 
Define X+alg(T × E) to be the subset of those dominant-integral weights which satisfy the alge-
braicity condition that dτ1 = dτ2 for all τ1 and τ2 in Hom(F,E), i.e.,
X+alg(T × E) := {λ ∈ X
+(T × E) : λτ1ab = λ
τ2
ab, ∀τ1, τ2 ∈ Hom(F,E)}.
Henceforth, we will only consider such algebraic, dominant-integral highest weights λ. Algebraicity
means that the central character ωλ ∈ X
∗(T × E) factors via the norm character NF/Q, i.e.,
(2.11) ωλ(x) = NF/Q(x)
d,
and it’s restriction to S = Gm is given by
(2.12) ωλ(y) = y
rnd.
If Kf is neat then every stalk of M˜λ is isomorphic to Mλ and the sheaf M˜λ is a local system.
Note that M˜λ is a sheaf of E(λ)-vector spaces, and the base change Mλ,E =Mλ ⊗E(λ) E gives a
sheaf M˜λ,E of E-vector spaces on S
G
Kf
.
2.3. Cohomology of the sheaves M˜λ. A fundamental problem is to understand the arithmetic
information contained in the sheaf cohomology groups H•(SGKf ,M˜λ,E).
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2.3.1. Functorial properties upon changing the level structure and Hecke action. An
inclusion K1,f ⊂ K2,f of open-compact subgroups gives a canonical map H
•(SGK2,f ,M˜λ,E) →
H•(SGK1,f ,M˜λ,E). Pass to the limit over all open compact subgroups Kf and define:
H•(SG,M˜λ,E) := lim−→
Kf
H•(SGKf ,M˜λ,E).
On this limit, there is an action of π0(G(R)) × G(Af ), which we now describe. An element x∞ ∈
π0(G(R)) = π0(K∞) is represented by an element of T [2] and so normalizes K∞. Let xf ∈ G(Af )
and put x = x∞×xf . Right multiplication by x, i.e., g 7→ gx, induces a mapmx : S
G
Kf
−→ SG
x−1f Kfxf
.
This gives a canonical map in cohomology:
m•x : H
•(SG
x−1f Kfxf
,mx,∗ M˜λ,E) −→ H
•(SGKf ,M˜λ,E).
We have mx,∗ M˜λ,E = M˜λ,E as sheaves on S
G
x−1f Kfxf
. Hence, any x gives a canonical map
m•x : H
•(SG
x−1f Kfxf
,M˜λ,E) −→ H
•(SGKf ,M˜λ,E).
Passing to the limit over all Kf gives the action of x on H
•(SG,M˜λ,E). The cohomology for the
spaces with level structure can then be retrieved by taking invariants:
H•(SGKf ,M˜λ,E)
∼= H•(SG,M˜λ,E)
Kf .
Let HGKf = C
∞
c (G(Af )/Kf ) be the Hecke-algebra consisting of all locally constant and compactly
supported bi-Kf -invariant Q-valued functions on G(Af ); the algebra structure is given by convo-
lution of functions where we take the Haar measure on G(Af ) to be the product of local Haar
measures, and for every prime p, the local measure is normalized so that vol(G(Zp)) = 1. We have
a canonical action of π0(G(R)) ×HGKf on H
•(SGKf ,M˜λ,E).
2.3.2. Functorial properties upon changing the field E. Consider another field E′, also Galois
over Q with an injection ι : E → E′. Then ι induces an isomorphism X∗(T × E) −→ X∗(T × E′)
written as λ 7→ ιλ. (The map τ 7→ ι ◦ τ is a bijection from Hom(F,E) onto Hom(F,E′). Hence any
τ ′ ∈ Hom(F,E′) is of the form τ ′ = ι ◦ τ for a unique τ ∈ Hom(F,E) and we put τ = ι−1 ◦ τ ′. If
λ = (λτ )τ :F→E then
ιλ = (λι◦τ )ι◦τ :F→E′.) We get an identification ι
∗ : Mλ,E ⊗E,ι E
′ ∼−→ Mιλ,E′ .
This yields an identification M˜λ,E ⊗E,ι E
′ ∼−→ M˜λ,E′ of sheaves which induces an isomorphism:
ι• : H•(SGKf ,M˜λ,E)⊗E,ι E
′ ∼−→ H•(SGKf ,M˜ιλ,E′).
The map ι• is a π0(G(R)) × HGKf -equivariant, since it came from a morphism of sheaves whereas
the Hecke action on these cohomology groups was intrinsic to the space SGKf .
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We may assume E = E′ then ι is an element of the Galois group. If η1, η2 ∈ Gal(E/Q) then it
is clear that (η1 ◦ η2)
∗ = η∗1 ◦ η
∗
2 , and hence (η1 ◦ η2)
• = η•1 ◦ η
•
2, i.e.,
H•(SGKf ,M˜λ,E)
η•2 //
(η1◦η2)•
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
H•(SGKf ,M˜η2λ,E)
η•1

H•(SGKf ,M˜η1◦η2λ,E)
We say that the system of cohomology groups {H•(SGKf ,M˜ηλ,E)}η∈Gal(E/Q) is defined over Q.
2.3.3. The fundamental long exact sequence. Let S¯GKf be the Borel–Serre compactification
of SGKf , i.e., S¯
G
Kf
= SGKf ∪ ∂S
G
Kf
, where the boundary is stratified as ∂SGKf = ∪P∂PS
G
Kf
with P
running through the G(Q)-conjugacy classes of proper parabolic subgroups defined over Q. (See
Borel–Serre [6].) The sheaf M˜λ,E on S
G
Kf
naturally extends, using the definition of the Borel–Serre
compactification, to a sheaf on S¯GKf which we also denote by M˜λ,E. Restriction from S¯
G
Kf
to SGKf ,
in cohomology, induces an isomorphism H•(S¯GKf ,M˜λ,E)
∼
−→ H•(SGKf ,M˜λ,E). The cohomology
of the boundary H•(∂SGKf ,M˜λ,E) and the cohomology with compact supports H
•
c (S
G
Kf
,M˜λ,E) are
naturally modules for π0(G(R)) × HGKf ; the Hecke action on these other cohomology groups are
described exactly as in Sect. 2.3.1. Our basic object of interest is the following long exact sequence
of π0(G(R)) ×HGKf -modules:
· · · −→ H ic(S
G
Kf
,M˜λ,E)
i∗
−→ H i(S¯GKf ,M˜λ,E)
r∗
−→ H i(∂SGKf ,M˜λ,E) −→ H
i+1
c (S
G
Kf
,M˜λ,E) −→ · · ·
The image of cohomology with compact supports inside the full cohomology is called inner or
interior cohomology and is denoted H•! := Image(i
∗) = Im(H•c → H
•). The theory of Eisenstein
cohomology is designed to describe the image of the restriction map r∗. Our considerations in
Sect. 2.3.2 apply verbatim to the cohomology groups H•? (S
G
Kf
,M˜λ,E), where ? ∈ {empty, , c, !, ∂};
by H•∂(S
G
Kf
,M˜λ,E) we mean the cohomology of the boundary H
•(∂SGKf ,M˜λ,E).
2.3.4. Inner cohomology and the inner spectrum Coh!(G,λ). Inner cohomology is a semi-
simple module for the Hecke-algebra. (See Harder [22, Chap. 3].) After taking E/Q to be a
sufficiently large finite Galois extension there is an isotypical decomposition:
H•! (S
G
Kf
,Mλ,E) =
⊕
πf∈Coh!(G,Kf ,λ)
H•! (S
G
Kf
,Mλ,E)(πf ),
where πf is an isomorphism type of an absolutely irreducible H
G
Kf
-module, i.e., there is an E-vector
space Vπf with an absolutely irreducible action πf of H
G
Kf
. Let HGKp = C
∞
c (G(Qp)/Kp) be the local
Hecke-algebra consisting of all locally constant and compactly supported bi-Kp-invariant Q-valued
functions on G(Qp). The local factors HGKp are commutative outside a finite set S = SKf of primes
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and the factors for two different primes commute with each other. For p 6∈ S the commutative
algebra HGKp acts on Vπf by a homomorphism πp : H
G
Kp
→ E. Let Vπp be the one dimensional
vector space E with basis 1 ∈ E with the action πp on it. Then Vπf = ⊗p∈SVπp ⊗
′
p 6∈S Vπp . The
set Coh!(G,Kf , λ) of isomorphism classes which occur in the above decomposition is called the
inner spectrum of G with λ-coefficients and level structure Kf . The inner spectrum of G with
λ-coefficients is:
Coh!(G,λ) =
⋃
Kf
Coh!(G,Kf , λ).
Going back to functorial properties upon changing the field E via ι : E → E′, note that the map
ι•, since it came from a morphism of sheaves, preserves inner cohomology:
ι• : H•! (S
G
Kf
,M˜λ,E) −→ H
•
! (S
G
Kf
,M˜ιλ,E′).
Given πf ∈ Coh!(G,Kf , λ), we deduce
ιπf ∈ Coh!(G,Kf ,
ιλ) and that the πf -isotypic component
is mapped by ι• onto the ιπf -isotypic component. Furthermore, given any character ε of π0(G(R))
we have
ι•
(
H•! (S
G
Kf
,M˜λ,E)(πf × ε)
)
= H•! (S
G
Kf
,M˜ιλ,E′)(
ιπf × ε),
which, via an abuse of notation, we may write as ι•(πf × ε) =
ιπf × ε.
If E is large enough so that the πf -isotypic component can be split off from inner cohomology,
then we can define of the rationality field of πf as:
E(πf ) := E
{η∈Gal(E/Q) : ηπf=πf}.
One may see, using strong multiplicity one for GLn/F , that the field E(πf ) is the subfield of E
generated by values of πp for p /∈ S.
3. Analytic tools
We will now go to the transcendental level, i.e., take an embedding ι : E → C and extend the
ground field to C. For all of Sect. 3, we will work over C and therefore we suppress the subscript C.
Starting from Sect. 4 we will return to working at an arithmetic level, i.e., over a Galois extension
E/Q which contains a copy of the totally real base field F, but for now, we work over C.
3.1. Cuspidal parameters and the representation Dλ at infinity.
3.1.1. Lie algebras and relative Lie algebra cohomology. Let g denote the Lie algebra of
G/Q. Similarly, let g(1), b, t, z and s be the Lie-algebras of G(1)/Q, B/Q, T/Q, Z/Q and S,
respectively. Let g∞ be the Lie algebra of G(R), and k∞ that of K0∞.
We consider Harish-Chandra modules, also called (g∞,K
0
∞)-modules, (π, V ), where V is the
space of smooth K0∞-finite vectors of a reasonable representation (π,V) of G(R). For example, if
(π,V) is essentially unitary (i.e., unitary up to a twist) and irreducible, then the space of K0∞-finite
vectors are automatically smooth. Given a (g∞,K
0
∞)-module (π, V ) by H
•(g∞,K
0
∞;V ) we mean
the cohomology of the complex HomK0∞(Λ
•(g∞/k∞), V ). (See Borel–Wallach [5].) If (π,V) is a
(reasonable) representation of G(R), then by H•(g∞,K0∞;V), we mean H
•(g∞,K
0
∞;V ) with V as
above. It will be important later on to stay as far as possible at a ‘rational’ level. Note: g∞ = g⊗QR.
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Similarly, let k(1) be the Lie algebra of the Q-group
∏
τ :F→R SO(n), then k∞ = (s⊕k
(1))⊗QR. Given
a (g∞,K
0
∞)-module (π, V ), using connectedness of K
0
∞, we have:
HomK0∞(Λ
•(g∞/k∞), V ) = HomK0∞(Λ
•(g/k), V ) = Homk(Λ
•(g/k), V ).
We will consider modules (π, V ) with a Q-structure, i.e., V = V0 ⊗Q C, and then
(3.1) H•(g∞,K
0
∞;V ) = H
•(g,K0∞;V ) = H
•(g, k;V0)⊗ C.
See [20].
3.1.2. Pure dominant integral weights. Not all algebraic dominant integral weights can support
inner cohomology. We have the following purity condition:
Lemma 3.2 (Purity Lemma). Let λ ∈ X+alg(T × C) be an algebraic dominant integral-weight; and
say λ = (λν)ν:F→C, with λ
ν =
∑n−1
i=1 (a
ν
i − 1)γi + d · δ. Suppose there is an irreducible essentially
unitary representation V of G(R) such that H•(g,K0∞;V⊗Mλ) 6= 0. Then λ is essentially self-dual,
i.e., for each ν, we have aνi = a
ν
n−i.
Proof. This is a consequence of Wigner’s Lemma. See, for example, [22, Chap. 3]. 
An algebraic dominant-integral essentially self-dual weight λ will be called a pure weight. Let’s
summarize the restrictions on all the ingredients going into λ if it is a pure weight:
Lemma 3.3. Let λ ∈ X∗alg(T × E) be an algebraic weight. Suppose that λ = (λ
τ )τ :F→E, with
λτ =
∑n−1
i=1 (a
τ
i − 1)γi + d · δ = (b
τ
1 , . . . , b
τ
n), is dominant, integral and pure. Then:
(1) Integrality:
• aτi ∈ Z for all τ and all i, nd ∈ Z, and rλτ ∈ Z, i.e., nd ≡
∑
i(aτi − 1) (mod n);
• bτi ∈ Z for all τ and all i.
(2) Dominance:
• aτi ≥ 1 for all τ and all i;
• bτ1 ≥ b
τ
2 ≥ · · · ≥ b
τ
n.
(3) Purity:
• aτi = a
τ
n−i and 2d ∈ Z. In particular, if n is odd, then d ∈ Z;
• there exists w ∈ Z such that bτi + b
τ
n−i+1 = w for all τ and all i. Indeed, w = 2d.
Proof. For integrality and dominance see Sect. 2.2.4 and Sect. 2.2.5, respectively. Under purity, we
need to show that 2d ∈ Z. Recall: by integrality rλτ ∈ Z and, by definition, nd =
∑n−1
i=1 i(a
τ
i − 1) +
nrλτ . The purity condition (essentially self-dual) implies
2nd = nd+ nd =
n−1∑
i=1
i(aτi − 1) +
n−1∑
i=1
(n− i)(aτi − 1) + 2nrλτ = n
n−1∑
i=1
(aτi − 1) + 2nrλτ .
Hence we have
(3.4) 2d =
n−1∑
i=1
(aτi − 1) + 2rλτ .
This implies that 2d ∈ Z. Furthermore, if n is odd then d ∈ Z, since we already had nd ∈ Z by
integrality. In terms of the standard basis, the condition aτi = a
τ
n−i translates to b
τ
i − b
τ
i+1 + 1 =
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bτn−i − b
τ
n−i+1 + 1, which is the same as b
τ
i + b
τ
n−i+1 = b
τ
i+1 + b
τ
n−i. In other words, b
τ
i + b
τ
n−i+1 is
independent of i; say, bτi + b
τ
n−i+1 = w
τ . Then
2nd = nd+ nd =
n∑
i=1
bτi + b
τ
n−i+1 = nw
τ ,
or that wτ = 2d is independent of τ ; hence bτi + b
τ
n−i+1 = 2d for all i and τ. 
Denote by X∗0 (T ×E) the set of pure weights. For λ ∈ X
∗
0 (T ×E), with the notations as above,
we shall call the integer 2d the purity weight of λ; furthermore, if we write λ = λ(1) + dδ, then
note that the dual weight of λ is given by λv = λ(1) − dδ, i.e., λv = λ − 2dδ, which implies
Mvλ = Mλ ⊗ (det)
−2d.
3.1.3. Motivic weight. Let λ ∈ X∗0 (T ×E) be as above. The motivic weight of λ is defined to be
the integer:
wλ := max{wλτ | τ : F → E}, where wλτ =
n−1∑
i=1
aτi .
From (3.4) we get the parity conditions
(3.5) wλτ ≡ 2d+ n− 1 (mod 2), ∀τ, hence wλ ≡ 2d+ n− 1 (mod 2).
In particular, if n is odd then wλ ≡ 0 (mod 2). These parity conditions play an important role in
the numerology concerning cuspidal parameters, Hodge pairs, critical points, etc.
3.1.4. Cuspidal parameters and the representation at infinity. Let λ ∈ X∗0 (T × C) with
λ = (λν)ν:F→C. By Wigner’s Lemma, the infinitesimal character of an irreducible admissible
(g,K0∞)-module π∞ such that H
•(g,K0∞;π∞ ⊗ Mλ) 6= 0 is uniquely determined by λ. Hence,
up to isomorphism, there are only finitely many such π∞. We denote this finite set by Coh∞(G,λ).
Amongst this finite set of possible (g,K0∞)-modules, exactly one, up to twisting by sign characters
(see below), is generic, i.e., admits a Whittaker model. Only this representation can appear as the
representation at infinity of a global cohomological cuspidal representation.
Let λν =
∑n−1
i=1 (a
ν
i −1)γi+d ·δn. The cuspidal parameter of λ is defined as ℓ = (ℓ
ν)ν:F→C, where
ℓν = (ℓν1 , . . . , ℓ
ν
n) and
(3.6)
ℓν1 := a
ν
1 + a
ν
2 + a
ν
3 + · · · + a
ν
n−1 = a
ν
1 + a
ν
2 + a
ν
3 + · · · + a
ν
n−1 = wλν
ℓν2 := −a
ν
1 + a
ν
2 + a
ν
3 + · · · + a
ν
n−1 = a
ν
2 + a
ν
3 + · · ·+ a
ν
n−2
ℓν3 := −a
ν
1 − a
ν
2 + a
ν
3 + · · · + a
ν
n−1 = a
ν
3 + · · ·+ a
ν
n−3
...
ℓνn := −a
ν
1 − a
ν
2 − · · · − a
ν
n−1 = −wλν
The integers ℓνj , are also called as the cuspidal parameters of λ. Observe that:
• ℓ depends only on the semi-simple part λ(1) and not on the abelian part λab of λ, i.e., ℓ
depends only on the aνi ’s, and not on the purity weight 2d.
• ℓν1 > ℓ
ν
2 > · · · > ℓ
ν
[n/2] > 0 and ℓ
ν
i = −ℓ
ν
n−i+1.
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• ℓν = (wλν , wλν − 2a
ν
1 , wλν − 2a
ν
1 − 2a
ν
2 , . . . , −wλν ). It readily follows that
(3.7) ℓνi ≡ wλ ≡ 2d+ n− 1 (mod 2),
i.e., every cuspidal parameter has the same parity as the motivic weight. Furthermore, if
n is odd, then all the cuspidal parameters, the motivic weight and the purity weight are
even; however, if n is even, then all the cuspidal parameters and the motivic weight have
the same parity which is opposite to the parity of the purity weight.
For any integer ℓ ≥ 1, letDℓ be the discrete series representation of GL2(R) of lowest non-negative
K-type corresponding to ℓ+ 1 and with central character sgnℓ+1. The Langlands parameter of Dℓ
is IndWRC× (χℓ), whereWR is the Weil group of R, and χℓ is the character of C
× sending z to (z/z¯)ℓ/2,
or χℓ(re
it) = eiℓt. The infinitesimal character of Dℓ is (ℓ/2,−ℓ/2). For example, a holomorphic
cuspidal modular form of weight k generates Dk−1 as the representation at infinity. (For more
details see Raghuram–Tanabe [45, §3.1.2–§3.1.5].)
Let Rn stand for the standard parabolic subgroup of GLn of type (2, 2, . . . , 2) if n is even, and
of type (2, 2, . . . , 2, 1) if n is odd. For λ = (λν)ν:F→C ∈ X
∗
0 (T × C), define
(3.8) Dλν :=

Ind
GLn(R)
Rn(R)
(
(Dℓν1 ⊗ | · |
−d
R )⊗ · · · ⊗ (Dℓνn/2 ⊗ | · |
−d
R )
)
, if n is even;
Ind
GLn(R)
Rn(R)
(
(Dℓν1 ⊗ | · |
−d
R )⊗ · · · ⊗ (Dℓν(n−1)/2 ⊗ | · |
−d
R )⊗ | · |
−d
R
)
, if n is odd,
where Ind
GLn(R)
Rn(R)
denotes normalized parabolic induction. Identify the set S∞ of infinite places with
the set ΣF ; say, v ∈ S∞ corresponds to νv ∈ ΣF . Define:
(3.9) Dλ =
⊗
v∈S∞
Dλνv .
We will now discuss twisting by sign characters. Identify the sign-character sgn : R× → {±1}
with −1, and the trivial character of R× with +1. Let ε = (εv)v∈S∞ be an r-tuple of signs, i.e.,
εv ∈ {±1}. Then ε gives a character of order 2 on
∏
v∈S∞
R×, and via the determinant map, ε gives
of a character of G(R)/G(R)0 = π0(G(R)).
(1) If n is even then Dλ ⊗ ε ∼= Dλ for every ε. However,
(2) if n is odd, then for every nontrivial ε we have Dλ⊗ε 6∼= Dλ. This may be seen by computing
central characters. The central character ωDλνv⊗εv of the v-th component of Dλ ⊗ ε is:
ωDλνv⊗εv = sgn
(n−1)
2 · | |−nd · εv.
(We have used the fact that ℓνj is even when n is odd.)
We collect some basic properties of Dλ in the following
Proposition 3.10. Let λ ∈ X∗0 (T × C) and Dλ be as in (3.9). Let ε = (εv)v∈S∞ be any r-tuple of
signs. Then:
(1) Dλ ⊗ ε is an irreducible essentially tempered representation.
(2) Dλ ⊗ ε admits a Whittaker model.
(3) H•(g,K0∞; (Dλ ⊗ ε)⊗Mλ) 6= 0.
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Proof. These are well-known results for GLn(R); we refer the reader to the very useful survey
articles of Knapp [33] and Mœglin [37] and to the references therein. (Irreduciblity follows from
Speh’s results. A representation irreducibly induced from essentially discrete series representation
is essentially tempered. Admitting a Whittaker model is a hereditary property and an essentially
discrete series representation of GL2(R) has a Whittaker model. Nonvanishing of cohomology
follows from Delorme’s Lemma; see below.) 
3.1.5. The cohomology degrees. The relative Lie algebra cohomology group in Prop. 3.10 can
be computed using Delorme’s Lemma; see, for example, Borel–Wallach [5, Thm. III.3.3]. We sum-
marize what we need about these cohomology groups in the following
Proposition 3.11. Let λ ∈ X∗0 (T × C), Dλ and ε be as above. Then
H•(g,K0∞; (Dλ ⊗ ε)⊗Mλ) 6= 0 ⇐⇒ b
F
n ≤ • ≤ t˜
F
n ,
where the bottom degree bFn and the top degree t˜
F
n are defined as:
bQn := ⌊n
2/4⌋, bFn := rF b
Q
n ,
tQn := b
Q
n + ⌈n/2⌉ − 1, t
F
n := rF t
Q
n , t˜
F
n := t
F
n + rF − 1,
where, recall that rF = [F : Q], and for any real number x, ⌊x⌋ denotes the greatest integer less than
or equal to x, and ⌈x⌉ = −⌊−x⌋ is the least integer greater than or equal to x. Furthermore, the
cohomology group Hq(g,K0∞; (Dλ ⊗ ε)⊗Mλ), as a module over K∞/K
0
∞ = π0(K∞) = π0(Gn(R)),
in the extreme degrees q = bFn or q = t˜
F
n is given by:
(1) If n is even, then Dλ ⊗ ε = Dλ for all ε, and
Hq(g,K0∞;Dλ ⊗Mλ) =
⊕
ε∈ ̂π0(Gn(R))
ε.
(2) If n is odd then
Hq(g,K0∞; (Dλ ⊗ ε)⊗Mλ) = (−1)
d+(n−1)/2ε.
Proof. We just make a few comments, as all of this is well-known. First of all, observe that
g/k = g(1)/k(1) ⊕ z/s, and hence Λ•(g/k) = Λ•(g(1)/k(1))⊗ Λ•(z/s). This implies:
HomK0∞(Λ
•(g/k), (Dλ ⊗ ε)⊗Mλ) = HomK(1)∞
(Λ•(g(1)/k(1)), (Dλ ⊗ ε)⊗Mλ)⊗Hom(Λ
•(z/s),C)
since the Lie algebra z acts trivially on (Dλ ⊗ ε) ⊗Mλ. The group H•(g(1),K
(1)
∞ ; (Dλ ⊗ ε) ⊗Mλ)
is calculated in Clozel [7, Lem. 3.14]; in particular one sees that it is nonvanishing if and only if
bFn ≤ • ≤ t
F
n . For (g,K
0
∞)-cohomology we need to go up to t˜
F
n = t
F
n+rF−1 since the dimension of z/s
is rF−1. If n is odd then O(n)/SO(n) is represented by {±1n}, where 1n is the identity n×n-matrix.
So, in case (2), it simply boils down to computing the central character of (Dλ ⊗ ε)⊗Mλ. 
3.2. Square-integrable cohomology.
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3.2.1. de Rham complex. For a level structure Kf ⊂ G(Af ), in what follows, we consider various
spaces of functions on G(Q)\G(A)/Kf which are naturally G(R)-modules. Assume for the moment
that Kf is a neat subgroup. Consider a pure weight λ ∈ X
∗
0 (T × C). The sheaf M˜λ on S
G
Kf
, as
constructed in Sect. 2.2.7, is a local system of C-vector spaces. The cohomology H•(SGKf ,M˜λ) is
the cohomology of the de Rham complex. We have the isomorphism between the de Rham complex
and the relative Lie algebra complex
Ω•(SGKf ,M˜λ) = HomK0∞(Λ
•(g/k), C∞(G(Q)\G(A)/Kf , ω
−1
λ |S(R)0)⊗Mλ),
where C∞(G(Q)\G(A)/Kf , ω
−1
λ |S(R)0) consists of all smooth functions φ : G(A) → C such that
φ(γ g kf a∞) = ω
−1
λ (a∞)φ(g), for all g ∈ G(A), γ ∈ G(Q), kf ∈ Kf and a∞ ∈ S(R)
0. (See, for
example, [22, Chap. 3].) We will abbreviate ω−1λ |S(R)0 = ω
−1
∞ .
3.2.2. Definition of square-integrable cohomology. Inside the space of smooth functions lies
the subspace C∞2 (G(Q)\G(A)/Kf , ω
−1
∞ ) of smooth square-integrable functions, which are functions
φ ∈ C∞(G(Q)\G(A)/Kf , ω−1∞ ) satisfying∫
S(R)0G(Q)\G(A)
|(φ)(g)|2|det(g)|2dF dg <∞,
where the integrand being trivial on S(R)0 follows from (2.12). Define H•(2)(S
G
Kf
,M˜λ) as the
submodule of H•(SGKf ,M˜λ) consisting of those cohomology classes which can be represented by
square-integrable forms, i.e., by closed forms in
HomK0∞(Λ
•(g/k), C∞2 (G(Q)\G(A)/Kf , ω
−1
∞ )⊗Mλ).
3.2.3. A result of Borel and Garland. We know from the fundamental work of Langlands [36]
that we have a decomposition into essentially unitary G(R)-modules:
L2(G(Q)\G(A)/Kf , ω
−1
∞ ) = L
2
disc(G(Q)\G(A)/Kf , ω
−1
∞ ) ⊕ L
2
cont(G(Q)\G(A)/Kf , ω
−1
∞ ),
where the first summand in the right hand side is the closure of the direct sum of irreducible
subspaces. Hence, ω ∈ HomK0∞(Λ
•(g/k), C∞2 (G(Q)\G(A)/Kf , ω
−1
∞ ) ⊗ Mλ) may be written as
ω = ωdisc⊕ωcont. It follows from [4] that ωcont goes to zero in cohomology. (See also [22, Chap. 3].)
We say that the square-integrable cohomology comes from the discrete spectrum. To be more
precise, we define Coh
(2)
∞ (G,λ) to be the finite set of isomorphism classes of essentially unitary
G(R)-modules having nontrivial cohomology with Mλ-coefficients. For each π∞ ∈ Coh
(2)
∞ (G,λ)
choose a representative Vπ∞ , and let Vπ∞ be the resulting Harish-Chandra module of K∞-finite
vectors. Then, we put:
W (2)π∞ = HomG(R)
(
Vπ∞, L
2(G(Q)\G(A)/Kf , ω
−1
∞ )
)
= HomG(R)
(
Vπ∞, L
2
disc(G(Q)\G(A)/Kf , ω
−1
∞ )
)
.
It is clear that any Φ ∈ W
(2)
π∞ sends Vπ∞ to C
∞
2 (G(Q)\G(A)/Kf , ω
−1
∞ ). The theorem of Borel–
Garland says that the induced map
(3.12)
⊕
π∞∈Coh
(2)
∞ (G,λ)
W (2)π∞ ⊗H
•(g,K0∞;Vπ∞ ⊗Mλ) −→ H
•
(2)(S
G
Kf
,M˜λ)
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is surjective. We can also take the action of the Hecke algebra into account; it’s action via convolu-
tion on L2disc(G(Q)\G(A)/Kf , ω
−1
∞ ) is self-adjoint. For each isomorphism class π∞ ∈ Coh
(2)
∞ (G,λ),
take Vπ∞ as above, and similarly, for each isomorphism class πf of absolutely irreducible H
G
Kf
-
module choose a representative Vπf for πf , and define:
W
(2)
π∞⊗πf
= HomG(R)×HGKf
(
Vπ∞ ⊗ Vπf , L
2
disc(G(Q)\G(A)/Kf , ω
−1
∞ )
)
.
Define Coh(2)(G,λ,Kf ) to be the set of those πf for which there exists a π∞ such thatW
(2)
π∞⊗πf
6= 0.
Then we get the refined decomposition:
(3.13)
⊕
π∞×πf
W
(2)
π∞⊗πf
⊗H•(g,K0∞;Vπ∞ ⊗Mλ)⊗ Vπf −→
⊕
πf∈Coh(2)(G,λ,Kf )
H•(2)(S
G
Kf
,M˜λ)(πf ),
which is a surjective map onto H•(2)(S
G
Kf
,M˜λ), and the summand on the right hand side indexed
by πf is in fact the πf -isotypic component. This implies that square-integrable cohomology is a
semi-simple module under the action of the Hecke algebra, hence so is inner cohomology. It is a
delicate question to compute the kernel of the above map. We will return to this in Sect. 4.3.
Note that, by the multiplicity one theorem for the discrete spectrum for GLn (proved in a special
case by Jacquet [25], and in general by Mœglin–Waldspurger [38]), dim(W
(2)
π∞⊗πf
) = 1.
3.3. Cuspidal cohomology.
3.3.1. The cohomological cuspidal spectrum. The space of square-integrable functions con-
tains the space of smooth cusp forms
C∞cusp(G(Q)\G(A)/Kf , ω
−1
∞ ) ⊂ C
∞
(2)(G(Q)\G(A)/Kf , ω
−1
∞ ).
This inclusion, induces an inclusion in cohomology, and we define cuspidal cohomology by:
H•cusp(S
G
Kf
,M˜λ) := H
•
(
g,K0∞; C
∞
cusp(G(Q)\G(A)/Kf , ω
−1
∞ )⊗Mλ
)
.
For π∞ ∈ Coh∞(G,λ) and πf ∈ Coh(G,λ,Kf ), define:
W cuspπ∞⊗πf := Hom(g,K∞)⊗HGKf
(
Vπ∞ ⊗ Vπf , C
∞
cusp(G(Q)\G(A)/Kf , ω
−1
∞ )
)
.
Define Cohcusp(G,λ,Kf ) as the set of those πf ∈ Coh(G,λ,Kf ) for which we can find a π∞ ∈
Coh∞(G,λ) such that W
cusp
π∞⊗πf
6= 0. We have a surjective map⊕
πf∈Coh(G,λ,Kf )
⊕
π∞∈Coh∞(G,λ)
W cuspπ∞⊗πf ⊗H
•(g,K0∞;Vπ∞ ⊗Mλ)⊗ Vπf −→ H
•
cusp(S
G
Kf
,Mλ),
which is in fact an isomorphism by a theorem of Borel [3].
3.3.2. Consequence of multiplicity one and strong multiplicity one. By multiplicity one
for the cuspidal spectrum ([25], [38]) for G = RF/Q(GLn/F ) if W
(cusp)
π∞⊗πf
is non-zero then it is
of dimension one. Furthermore, from strong multiplicity one for cuspidal representations due to
Jacquet and Shalika [30], it follows that πf is determined by the restriction π
S
f of πf to the central
subalgebra HG,S = ⊗v/∈SH
G
Kp
of HGKf .
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3.3.3. The character of the component group I. Since a cuspidal automorphic representation
has a global Whittaker model it follows that the representation at infinity π∞ is isomorphic to
Dλ ⊗ ε for some sign character ε, because these are the only π∞ ∈ Coh∞(G,λ) which have a
local Whittaker model. Applying the isomorphism mentioned in Sect. 3.3.1, and the cohomology
of Dλ ⊗ ε as described in Prop. 3.11 for extreme degrees q ∈ {bFn , t˜
F
n }, we conclude the following
decomposition of cuspidal cohomology as a π0(G(R))×HGKf -module:
(3.14) Hqcusp(S
G
Kf
,M˜λ) =

⊕
πf∈Cohcusp(G,λ,Kf )
⊕
ε∈ ̂π0(Gn(R))
ε× πf , if n is even,
⊕
πf∈Cohcusp(G,λ,Kf )
ε(πf )× πf , if n is odd,
where, the canonical character ε(πf ) that πf can pair with (when n is odd) is given by:
(3.15) ε(πf ) = (ε(πf )v)v∈S∞ , ε(πf )v(−1) = (−1)
dωπv(−1),
where ωπv is the central character of πv. This last assertion when n is odd may be seen as follows:
given πf ∈ Cohcusp(G,λ,Kf ), by strong multiplicity one, there is a unique π∞ that it can pair
with to give a cuspidal automorphic representation π = π∞ ⊗ πf . Suppose, π∞ = ⊗v∈S∞πv. By
Prop. 3.11, (2), we also see that Hq(g,K0v ;πv ⊗Mλv ), as a Kv/K
0
v = O(n)/SO(n)-module, is the
sign character whose value at −1 is ωπv(−1)(−1)
d. To justify the notation ε(πf ), we note that ωπv
is completely determined by ωπf by automorphy of the central character ωπ = ωπ∞⊗ωπf . To parse
it further, observe that ωπ = | |
−nd ⊗ ω0π where ω
0
π is a character of finite order. Fix v ∈ S∞,
and apply weak approximation to choose an a ∈ F× (which will depend on v) such that a < 0 as
an element of Fv and a > 0 as an element of Fw for all w ∈ S∞ − {v}; then ωπv(−1) = ω
0
πf
(a).
Similarly, we also have (when n is odd):
(3.16) π∞ = Dλ ⊗ ε∞(πf ); ε∞(πf ) = (ε∞(πf )v)v∈S∞ ; ε∞(πf )v(−1) = (−1)
(n−1)/2ωπv(−1).
The reader is also referred to the discussion in Gan–Raghuram [12, § 3].
3.3.4. A bit of linear algebra. Let V be a finite-dimensional E-vector space which is also a
module for a commutative Q-algebra A. Let us assume that all absolutely irreducible subquotients
are one-dimensional (i.e., all eigenvalues lie in E). Define SpecA(V ) to be the set of isomorphism
classes of absolutely irreducible A-modules over E which appear as irreducible sub-quotients of V.
Let W be an A-stable E-subspace of V such that
SpecA(W ) ∩ SpecA(V/W ) = ∅.
Then there is an A-equivariant projection πW : V → W , i.e., we have a splitting V ≃W ⊕ V/W of
A-modules.
3.3.5. A filtration. We now drop the assumption that we are working over C and go back to our
coefficient system Mλ,E defined over E. An embedding ι : E → C gives a chain of subspaces
H•cusp(S
G
Kf
,M˜ιλ,C) ⊂ H
•
! (S
G
Kf
,M˜ιλ,C) ⊂ H
•
(2)(S
G
Kf
,M˜ιλ,C) ⊂ H
•(SGKf ,M˜λ,E)⊗E,ι C
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Since the Hecke module H•! (S
G
Kf
,M˜ιλ,C) = H
•
! (S
G
Kf
,M˜λ,E)⊗E,ιC is a submodule of a semi-simple
module it is also semi-simple. But then already the E-module H•! (S
G
Kf
,M˜λ,E) is semi-simple and
if E is large enough we get an isotypical decomposition
H•! (S
G
Kf
,M˜λ,E)⊗E,ι C =
⊕
πf∈Coh!(G,λ,Kf )
H•! (S
G
Kf
,M˜λ,E)(πf )⊗E,ι C,
where the πf are absolutely irreducible.
We have to understand the discrepancies between these spaces, especially the difference between
the cuspidal and the square integrable cohomology. This issue may become very delicate for a
general reductive group, but for GLn the situation is relatively simple. Take πf in Coh!(G,λ,Kf ).
Then, for any ι : E → C, the module ιπf = πf ⊗E,ι C ∈ Coh(2)(G,λ,Kf ). By definition, there
is a ιπ∞ such that W
(2)
ιπ∞⊗ιπf
is one-dimensional. We have to find criteria to decide whether
W cuspιπ∞⊗ιπf = 0 or W
cusp
ιπ∞⊗ιπf
=W
(2)
ιπ∞⊗ιπf
. We will show later that
(3.17) the isomorphism type ιπf ∈ Coh(2)(G,λ,Kf ) is cuspidal ⇐⇒
H•! (S
G
Kf
,M˜λ,E)(πf )⊗E,ι C = H
•
(2)(S
G
Kf
,M˜λ,E ⊗E,ι C)(
ιπf ).
4. Boundary cohomology
We will be very brief in this section; our aim is only to set up notations concerning the cohomology
of the boundary of the Borel–Serre compactification of the locally symmetric space SGKf . The reader
should consult [17, 1.1] and [22, Chap. 3] for more details and proofs.
4.1. A spectral sequence converging to boundary cohomology. Recall from Sect. 2.3.3 the
Borel–Serre compactification of SGKf and the associated long exact sequence. We would like to
understand the cohomology of the boundary: H•(∂SGKf ,M˜λ,E). There is a spectral sequence built
out of the cohomology of the boundary strata ∂PS
G
Kf
which converges to the cohomology of the
boundary.
4.1.1. The spectral sequence at an arithmetic level. For 1 ≤ i ≤ n − 1, let P0,i be the
standard maximal parabolic subgroup of G0 = GLn/F obtained by deleting the simple root αi.
(See Sect. 2.2.3.) Let Pi = RF/Q(P0,i). Then Pi is a standard maximal parabolic subgroup of G;
note that Pi is not absolutely maximal. Consider a simplex ∆G whose vertices are {1, 2, . . . , n− 1}
where i is identified with Pi. Any standard parabolic subgroup P corresponds to the simplex ∆P
whose set of vertices is the set of all Pi containing P . Define d(P ) := dim(∆P ). For example,
d(Pi) = 0 and d(B) = n− 2. If P ⊃ Q then ∆P ⊂ ∆Q and by the Borel–Serre construction we have
an embedding ∂QS
G
Kf
→֒ ∂PSGKf which gives a restriction map in cohomology:
rP,Q : H
•(∂PS
G
Kf
,M˜λ,E) ≃ H
•(∂PSGKf ,M˜λ,E) −→ H
•(∂QS
G
Kf
,M˜λ,E).
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From this we get a spectral sequence converging to H•(∂SGKf ,M˜λ,E) whose E
p,q
1 term is:
Ep,q1 :=
⊕
d(P )=p
Hq(∂PS
G
Kf
,M˜λ,E).
The boundary map d1 : E
p,q
1 → E
p+1,q
1 is given by:
(4.1) d1(ξP ) =
∑
Q⊂P
d(Q)=p+1
(−1)σ(P,Q)rP,Q(ξP )
for any ξP ∈ H
q(∂PS
G
Kf
,M˜λ,E) with d(P ) = p, and σ(P,Q) is the place of the vertex defining P
in the ordered set of vertices defining Q.
4.1.2. The spectral sequence at a transcendental level. Take an ι : E → C and define
ΩqP (Mιλ) := HomK0∞
(
Λq(g/k), C∞(P (Q)\G(A)/Kf , ω
−1
∞ )⊗Mιλ
)
.
Also, define
ΩqP (Mιλ)
(0) := HomK0∞
(
Λq(g/k), C∞(P (Q)UP (A)\G(A)/Kf , ω
−1
∞ )⊗Mιλ
)
.
We have the inclusion ΩqP (Mιλ)
(0) ⊂ ΩqP (Mιλ) and taking the constant term F
P along P gives a
projection on to that subspace; recall that the constant term map
FP : C∞(P (Q)\G(A)/Kf , ω
−1
∞ ) −→ C
∞(P (Q)UP (A)\G(A)/Kf , ω
−1
∞ )
is defined as:
FP (φ)(g) =
∫
UP (Q)\UP (A)
φ(ug) du.
Hence ΩqP (Mιλ)
(0) is a direct summand of ΩqP (Mιλ). Consider the double-complex Ω
•• = Ω••(Mιλ):
0 0 0
0 // Ωn−2,0
OO
// Ωn−2,1
OO
// · · · // Ωn−2,d
OO
// 0
...
OO
...
OO
...
OO
0 // Ω1,0
OO
// Ω1,1
OO
// · · · // Ω1,d
OO
// 0
0 // Ω0,0
OO
// Ω0,1
OO
// · · · // Ω0,d
OO
// 0
0
OO
0
OO
0
OO
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where,
Ωp,q =
⊕
d(P )=p
ΩqP (Mιλ);
the horizontal arrow Ωp,q → Ωp,q+1 is exterior differentiation; the number of columns d is the
dimension of g/k; the vertical arrow Ωp,q → Ωp+1,q is defined exactly as in (4.1), i.e., as an alternating
sum of maps ΩqP → Ω
q
Q for any Q ⊂ P with d(Q) = d(P ) + 1, while using the canonical map
C∞(P (Q)\G(A), ω−1∞ ) → C
∞(Q(Q)\G(A), ω−1∞ ). The associated simple complex made from this
double complex computes the cohomology of the boundary: H•(∂SGKf ,M˜ιλ). All of this remains
true even if we work with the double-sub-complex Ω••(Mιλ)
(0). For the vertical arrows, one uses a
partial constant term map:
FQP : C
∞(P (Q)UP (A)\G(A), ω
−1
∞ )→ C
∞(Q(Q)UQ(A)\G(A), ω
−1
∞ )
given by:
FQP (φ)(g) =
∫
UQ(Q)UP (A)\UQ(A)
φ(u g) du.
4.2. Cohomology of a single boundary stratum.
4.2.1. Cohomology of ∂PS
G as an induced representation. It is clear from the Ep,q1 term of
the spectral sequence in Sect. 4.1.1 that to understand the cohomology of the boundary, we need
to understand the cohomology of a single stratum ∂PS
G
Kf
. It is known ([22, Chap. 3]) that
H•(∂PS
G
Kf
,M˜λ,E) = H
•(P (Q)\G(A)/K0∞Kf ,M˜λ,E).
The space P (Q)\G(A)/K0∞Kf fibers over locally symmetric spaces of MP as we now explain. Let
ΞKf be a complete set of representatives for P (Af )\G(Af )/Kf . Let K
P
∞ = K
0
∞ ∩ P (R), and for
ξf ∈ ΞKf , let K
P
f (ξf ) = P (Af ) ∩ ξfKfξ
−1
f . Then
P (Q)\G(A)/K0∞Kf =
∐
ξf ∈ΞKf
P (Q)\P (A)/KP∞K
P
f (ξf ).
Let κP : P → P/UP = MP be the canonical map, and define K
MP
∞ = κP (K
P
∞), and for ξf ∈ ΞKf ,
let KMPf (ξf ) = κP (K
P
f (ξf )). Define
SMP
K
MP
f (ξf )
:= MP (Q)\MP (A)/K
MP
∞ K
MP
f (ξf ).
The underline is to emphasize that we have divided out by KMP∞ which is not connected; see
Sect. 4.2.2 below. Let KUPf (ξf ) = UP (Af ) ∩ ξfKf ξ
−1
f . We have the fibration:
UP (Q)\UP (A)/K
UP
f (ξf ) →֒ P (Q)\P (A)/K
P
∞K
P
f (ξf ) ։ S
MP
K
MP
f (ξf )
.
The corresponding Leray-Serre spectral sequence degenerates at E2-level. See, for example, the
discussion in Schwermer’s articles [48, Sec. 7] and [47, Thm. 2.7]. The cohomology of the total
space is given in terms of the cohomology of the base with coefficients in the cohomology of the
fiber. For the cohomology of the fiber, one uses a classical theorem due to van Est: if uP be the Lie
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algebra of UP then the cohomology of the fiber is the same as the unipotent Lie algebra cohomology
group H•(uP ,Mλ,E), which is naturally an algebraic representation of MP ; the associated sheaf
on SMP
K
MP
f (ξf )
is denoted by putting a tilde on top. Putting all this together, we get:
(4.2) H•(∂PS
G
Kf
,M˜λ,E) =
⊕
ξf ∈ΞKf
H•
(
SMP
K
MP
f (ξf )
, ˜H•(uP ,Mλ,E)
)
.
It is convenient to pass to the limit over all open compact subgroups Kf and define:
H•(∂PS
G,M˜λ,E) := lim−→
Kf
H•(∂PS
G
Kf
,M˜λ,E).
Let SMP := MP (Q)\MP (A)/KMP∞ . Now we can rewrite (4.2) as:
H•(∂PS
G,M˜λ,E)
Kf =
⊕
ξf ∈ΞKf
H•
(
SMP , ˜H•(uP ,Mλ,E)
)KMPf (ξf )
.
It is clear (using Mackey theory) that the right hand side is the Kf -invariants of an algebraically
induced representation. We have the important result:
Proposition 4.3. The cohomology of ∂PS
G is given by:
H•(∂PS
G,M˜λ,E) =
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
H•(SMP , ˜H•(uP ,Mλ,E))
)
.
The notation aInd stands for algebraic, or un-normalized, induction.
The process of induction from π0(P (R)) to π0(G(R)) is important and needs some explanation.
4.2.2. Induction from π0(P (R)) to π0(G(R)). The parabolic subgroup P is of the form P =
RF/Q(P0) for a parabolic subgroup P0/F of G0 = GLn/F . Since F is totally real, we identify the set
of infinite places S∞ with ΣF = Hom(F,R), andG(R) =
∏
τ∈ΣF
GLn(R) and P (R) =
∏
τ∈ΣF
P τ0 (R),
where P τ0 = P0 ×F,τ R. Furthermore, suppose, P0 corresponds to the partition n = n1 + · · · + nk
with k ≥ 2 and nj ≥ 1, then MP0 = GLn1 × · · · ×GLnk/F. We have
KMP∞ = κP (P (R) ∩K
0
∞)
= κP
(
P (R) ∩ (S(R)0 ·
∏
τ
SO(n))
)
= κP
(
S(R)0 ·
∏
τ
(P τ0 (R) ∩ SO(n))
)
= κP
(
S(R)0 ·
∏
τ
S(O(n1)× · · · ×O(nk))
)
≃ S(R)0 ·
∏
τ
S(O(n1)× · · · ×O(nk)).
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Note that π0(P (R)) has order 2rk and π0(KMP∞ ) has order 2
r(k−1). (Recall, r = [F : Q].) Inclusion
of components induces a canonical surjective map π0(P (R)) → π0(G(R)) giving a short exact
sequence:
(4.4) 1 −→ π0(K
MP
∞ ) −→ π0(P (R)) −→ π0(G(R)) −→ 1.
In the definition of SMP we have divided out by KMP∞ . For S
MP we divide only by KMP ,0∞ , the
connected component of the identity in KMP∞ . Hence, for any sheaf M˜ coming from an algebraic
representation M of MP /Q we have:
H•(SMP ,M˜) = H•(SMP ,M˜)π0(K
MP
∞ ).
This means that H•(SMP , ˜H•(uP ,Mλ,E)) is a module for π0(P (R)) × P (Af ) on which π0(KMP∞ )
acts trivially and so is naturally a module for π0(G(R)) × P (Af ), which is then induced up to get
a module for π0(G(R)) ×G(Af ). See also Rem. 4.7 below.
4.2.3. Kostant’s theorem on unipotent cohomology. The structure of the unipotent coho-
mology group H•(uP ,Mλ,E) is well-known by results of Kostant [32], and we briefly describe these
results in our situation.
The calculation of the unipotent cohomology group is over the field E. Recall that we are dealing
with the split group G× E =
∏
τ :F→EG
τ
0 where G
τ
0 = G0 ×F,τ E.
Let∆G0 stand for the set of roots of G0 and∆
+
G0
the subset of positive roots (for choice of Borel
subgroup being the upper triangular subgroup). Let ΠG0 be the set of simple roots. The notations
∆Gτ0 , ∆
+
Gτ0
and ΠGτ0 are clear. Let P = RF/Q(P0) be a parabolic subgroup of G as above, and we
let P τ0 := P0 ×τ E. The Weyl group factors as W =
∏
τ :F→EW
τ
0 with each W
τ
0 isomorphic to the
permutation group Sn on n-letters.
Let WP be the set of Kostant representatives in the Weyl group W of G corresponding to the
parabolic subgroup P which is defined as: WP = {w = (wτ ) : wτ ∈W τ0
P τ0 }, where,
W τ0
P τ0 := {wτ ∈W τ0 : (w
τ )−1α > 0, ∀α ∈ ΠMPτ0
}.
(Here ΠMPτ
0
⊂ ΠGτ0 denotes the set of simple roots in the Levi quotient MP τ0 of P
τ
0 .)
For w ∈ W , and in particular for w ∈ WP , and for λ ∈ X∗(T ), by w · λ we mean the twisted
action of w on the weight λ, i.e., w · λ = (wτ · λτ )τ :F→E and
wτ · λτ = wτ (λτ + ρn)− ρn.
Since w ∈ WP , the weight w · λ is dominant and integral as a weight for MP × E and we can
consider the irreducible finite-dimensional representation Mw·λ of MP × E. Kostant’s theorem
asserts that as MP × E-modules, one has a multiplicity-free decomposition:
(4.5) Hq(uP ,Mλ,E) ≃
⊕
w∈WP
l(w)=q
Mw·λ,E.
The reader should bear in mind that the above result of Kostant can be parsed further since
everything in sight factors over the set of embeddings τ : F → E. We have:
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Hq(uP ,Mλ,E) =
⊕
∑
qτ=q
⊗
τ :F→E
Hqτ (uP τ0 ,Mλτ ,E) (Ku¨nneth theorem)
=
⊕
∑
qτ=q
⊗
τ :F→E
⊕
wτ∈W τ0
Pτ0
l(wτ )=qτ
Mwτ ·λτ ,E (Kostant for each uP τ0 )
=
⊕
∑
qτ=q
⊕
wτ∈W τ0
Pτ0
l(wτ )=qτ
⊗
τ :F→E
Mwτ ·λτ ,E (tensoring commutes with direct sum)
=
⊕
w∈WP
l(w)=q
Mw·λ,E (since w = (w
τ ) and l(w) =
∑
τ l(w
τ )).
Applying Kostant’s theorem (4.5) to the boundary cohomology as in Prop. 4.3, while using the
description of the action of π0(P (R)) in Sect. 4.2.2, we get
Proposition 4.6. The cohomology of ∂PS
G is given by:
Hq(∂PS
G,M˜λ,E) =
⊕
w∈WP
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
Hq−l(w)(SMP ,M˜w·λ,E)
π0(K
MP
∞ )
)
.
Remark 4.7. Suppose we have an irreducible MP (Af )-module πf such that for some λ ∈ X∗(T )
and some w ∈WP , we have πf ∈ Coh(MP , w · λ). Let ε be a character of π0(MP (R)) = π0(P (R)).
Then the induction to π0(G(R))×G(Af ) of ε× πf will contribute to H•(∂PSG,M˜λ,E) if and only
if ε is trivial on π0(K
MP
∞ ).
4.3. The residual cohomology. In this subsection we come back to the claim made in (3.17).
Towards this, we start by giving a complete description of the square integrable classes in terms
of the cuspidal classes for the reductive quotients of certain parabolic subgroups, i.e., we give a
much more explicit version of the decomposition in (3.13). We work at a transcendental level: our
coefficient systems are C-vector spaces. The following is explained in [22, Chap. 3] in greater detail.
4.3.1. An injectivity result in cohomology. Write N = uv. Take a parabolic subgroup P0 of
G0 containing the standard Borel subgroup, and with reductive quotientM0 = GLu×· · ·×GLu.We
write P = RF/Q(P0),M = RF/Q(M0). To such a decomposition N = uv, we also have a Θ-stable
parabolic subgroup P∨ with reductive quotient M∨ = GLv × GLv × · · · × GLv. Take a highest
weight λ whose τ -component is given by
λτ = aτ1γv + a
τ
2γ2v + · · ·+ a
τ
u−1γ(u−1)v + dδN
where in addition we have aτi = a
τ
b−i. The γiv are the dominant characters on P
∨, let q be the
Lie algebra of P∨. To this datum Vogan and Zuckerman [56] attach an irreducible Harish-Chandra
module Aq(λ), which has nontrivial cohomology with coefficients in Mλ. This module contains
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a lowest K∞ type Θ(q, λ) with highest weight µq(λ) which is given by the formula [56, (5.2)].
Furthermore,
H•(g,K0∞;Aq(λ)⊗Mλ) = HomK0∞(Λ
•(g/k), Aq(λ)⊗Mλ))
= HomK0∞(Λ
•(g/k), Aq(λ)(Θ(q, λ)) ⊗Mλ);
and especially the differentials in the complex on the right all vanish.
The absolute Weyl group is
∏
τ :F→CW0. We choose a specific Kostant representative wu,v ∈W
P
whose τ -component is the permutation in the letters 1, 2, . . . , n given by the following rule: write
ν = i+(j−1)v with 1 ≤ i ≤ u then wu,v(ν) = j+(i−1)v. The element w(λ+ρN )−ρN ∈ X
∗(T×E)
and we get for its τ component
(wu,v(λ+ ρN )− ρN )
τ = (aτ1 + u− 1)γ
M
1 + (a
τ
2 + u− 1)γ
M
2 + · · ·+ (a
τ
b−1 + u− 1)γ
M
v−1 + γv
+(aτ1 + u− 1)γ
M
1+v + (a
τ
2 + u− 1)γ
M
2+v + · · ·+ (a
τ
b−1 + u− 1)γ
M
2v−1 + γ2v + . . .(4.8)
The length of this Kostant representative is
l(wu,v) = n(u− 1)(v − 1)/4.
Let wP be the longest Kostant representative which sends all the roots in UP to negative roots.
Then we define the (reflected) Kostant representative w′u,v by wu,v = wPw
′
u,v. We get
w′u,v(λ+ ρ)− ρ = µ = (a
τ
1 + u− 1)γ
M
1 + (a
τ
2 + u− 1)γ
M
2 + · · ·+ (a
τ
v−1 + u− 1)γ
M
v−1+
+(aτ1 + u− 1)γ
M
1+v + (a
τ
2 + u− 1)γ
M
2+u + · · · + (a
τ
v−1 + u− 1)γ
M
2v−1 + . . .
−(v + 1)(γv + γ2v + · · ·+ γ(u−1)v).(4.9)
We write the maximal torus T ⊂M as product T1×T2×· · ·×Tu where the factors are canonically
identified to Gvm. Let δi be the determinant on the i-th factor. Then the characters X
∗(T ) can be
written as arrays:
wu,v(λ+ ρN )− ρN = (. . . , µ
(1) + diδi, . . . ),
w′u,v(λ+ ρN )− ρN = (. . . , µ
(1) + d′iδi, . . . ),
i.e., the semi-simple component is always the same: The τ -component is µ(1) = (aτ1 + u− 1)γ
M
1 +
(aτ2 + u− 1)γ
M
2 + · · · + (a
τ
v−1 + u− 1)γ
M
v−1 and for the coefficients of the δi terms we have
di − di+1 = 1, d
′
i − d
′
i+1 = −1.(4.10)
We see that w′u,v(λ+ ρN )− ρN is in the negative chamber. On the i-th factor of GLu we have the
module Dµ(1)+diδi and we define Dµ = ⊗Dµ(1)+diδi and accordingly Dµ′ .
Theorem 4.11. We have a nonzero intertwining operator : T (loc)(Dµ) : aInd
G(R)
P (R)Dµ′ →
aInd
G(R)
P (R)Dµ
and get a diagram
aInd
G(R)
P (R)Dµ′
T (loc)(Dµ)
−→ Aq(λ)
↓
aInd
G(R)
P (R)Dµ
(4.12)
30 GU¨NTER HARDER AND A. RAGHURAM
The horizontal arrow is surjective, and the vertical arrow is injective. The map induced by the
vertical arrow in cohomology
Hq(g,K∞;Aq(λ)⊗Mλ) −→ H
q(g,K∞;
aInd
G(R)
P (R)Dµ ⊗Mλ)
is a bijection in the lowest degree of nonzero cohomology; this lowest degree is
q = v
[
u2
4
]
+
n(u− 1)(v − 1)
4
.
Proof. From the description of aInd
G(R)
P (R)Dµ as an induced module we can compute its lowest K∞
type. The highest weight of this lowest K∞ type is equal to the highest weight µq(λ) of the lowest
K∞ type in Aq(λ). Then it follows from Delorme’s computation that the complexes
HomK0∞(Λ
•(g/k), Aq(λ)⊗Mλ))→ HomK0∞(Λ
•(g/k), Ind
G(R)
P (R)Dµ ⊗Mλ)
are zero in degree • < q and are nonzero in degree q. Hence we get injectivity for cohomology in
this degree. (For more details we refer to [22, Chap. 3].) 
In the extremal case u = n, v = 1 the parabolic subgroup P is all of G and Aq(λ) = Dλ. In this
case, and only this case, the representation Aq(λ) is tempered.
4.3.2. Cuspidal spectrum is disjoint from boundary spectrum. We go back to the global
situation, and in the following we put w = wu,v, w
′ = w′u,v. The parabolic subgroup P and its
reductive quotient M will be as above. We consider an isotypical σf in the cuspidal cohomology
H•cusp(S
M
KMf
,Dµ′⊗Mw·λ). The Ku¨nneth formula yields that we can write σf = σ1,f×σ2,f×· · ·×σv,f
where all the σi,f occur in the cuspidal cohomology of GLu, hence they may be compared. The
relation (4.10) needs us to require that σi+1,f = σi,f ⊗|δ|. We say that σf is a segment. We assume
v 6= 1 and hence P 6= G. We analyze the constant term in the Eisenstein series (see [22, Chap. 3]):
FP ◦ Eis(σ ⊗ s) : f 7→ f + C(σ, s)T loc(σ, s)(f).
We know that under the assumption that σf is a segment (and only under this assumption) the
factor C(σ, s) has a simple pole along the lines si = 0. The operator T
loc(σ, s) is a product of local
operators at all places
T loc(σ, s) = T loc∞ (σ∞, s)×
∏
p
T locp (σp, s),
and the local factors are holomorphic as long as ℜ(si) ≥ 0. We can evaluate the local operators at
s = 0 then T loc∞ (σ∞, 0) = T
(loc)(σ∞) and at the finite places we get homomorphisms
T locp (σp, 0) :
aInd
G(Qp)
P (Qp)
Vσp → Jσp(4.13)
where the Jσp are essentially unitary, for almost all places J
Kp
σp is one-dimensional and at these
places the homomorphism T locp (σp, 0) is an isomorphism. We get a diagram
Aq(λ)⊗ J
Kf
σf →֒ L
2(G(Q)\G(A)/Kf , ω
−1
Mλ
|S(R)0)
↓ ↓ FP
(aInd
G(A)
P (A)Vσ)
Kf →֒ A(P (A)\G(A)/Kf )
(4.14)
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We have the inclusion HomK∞(Λ
•(g/k), (aInd
G(A)
P (A)Vσ)
Kf ⊗Mλ) →֒ H
•(∂PS
G
Kf
,Mλ) and hence we
get a nontrivial contribution
Hq(g,K∞;Aq(λ)⊗Mλ)⊗ J
Kf
σf →֒ H
q(∂PS
G
Kf
,Mλ)(4.15)
where q is the number in Thm. 4.11 above. Hence we can conclude
Theorem 4.16. An isotypical subspace H•(2)(S
G
Kf
,Mλ)(πf ) in the square integrable cohomology is
cuspidal if and only if it’s restriction to boundary cohomology
H•(2)(S
G
Kf
,Mλ)(πf ) −→ H
•(∂SGKf ,Mλ)
is the zero map, or what amounts to the same, we have H•! (S
G
Kf
,Mλ)(πf ) = H
•
(2)(S
G
Kf
,Mλ)(πf ).
Combining the results of Borel–Garland [4] and Mœglin–Waldspurger [38] we get that the ho-
momorphism ⊕
u|n
⊕
σf :segment
H•(g,K∞;Aq(λ)⊗Mλ)⊗ Jσf → H
•
(2)(S
G
Kf
,Mλ)(4.17)
is surjective. This gives us the decomposition into isotypical spaces of H•(2)(S
G
Kf
,Mλ). We separate
the cuspidal part (v = 1) from the residual part and get
H•(2)(S
G
Kf
,Mλ) =
⊕
πf :cuspidal
H•cusp(S
G
Kf
,Mλ)(πf ) ⊕
⊕
u|n
u<n
⊕
σf :segment
H•(g,K∞;Aq(λ)⊗Mλ)⊗ Jσf ,
where the bar on top means we have gone to its image via the map in (4.17). It follows from the
theorem of Jacquet–Shalika [30] that there are no intertwining operators between the summands.
In the extremal case u = n, v = 1 the parabolic subgroup P is all of G and Aq(λ) = Dλ. In this
case and only this case the representation Aq(λ) is tempered, and the lowest degree of nonvanishing
cohomology is the number bFn . An easy computation shows that in the case v > 1 the number q < b
F
n .
Then (4.15) implies that in degree q
Hq(g,K∞;Aq(λ)⊗Mλ)⊗ Jσf → H
q(SGKf ,Mλ)
is injective. This has also been proved by Grobner [13]. The above result, which we announced
earlier (3.17), can be sharpened as in the following theorem. During the induction argument we
use Thm. 4.16 for the reductive quotients M of the parabolic subgroups.
Theorem 4.18. If πf is cuspidal then πf does not occur as an isomorphism type in the Jordan–
Ho¨lder filtration of H•(∂SGKf ,M˜λ).
Proof. Let πf be cuspidal and if possible let Vπf ⊂ H
•(∂SGKf ,Mλ)(πf ) be an irreducible submodule.
It follows from the spectral sequence considered in Sect. 4.1.1 and Sect. 4.1.2 that it occurs a sub-
module in some Hq−l(w)(SMP ,M˜w·λ,E)
π0(K
MP
∞ ) and if we restrict even further we may assume that
it occurs in the inner cohomology and hence in some H
q−l(w)
! (S
MP ,M˜w·λ,E)
π0(K
MP
∞ )(σf ). If the σf
is not cuspidal then Hq−l(w)(SMP ,M˜w·λ,E)
π0(K
MP
∞ )(σf ) contains a copy of Vσf which survives if we
restrict it to the boundary ∂SMP by Thm. 4.16 above. We can repeat our argument until we find
it as a submodule in the cuspidal cohomology of a boundary stratum, i.e., we may assume our σf
is cuspidal. But since πf is cuspidal it cannot be a submodule of the finite part of a representation
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parabolically induced from a cuspidal representation of a proper parabolic subgroup; such a repre-
sentation cannot be almost everywhere equivalent to a cuspidal representation by the well-known
classification theorem of Jacquet and Shalika [30, Thm. 4.4]. 
5. The strongly inner spectrum and applications
5.1. The strongly inner spectrum: definition and properties.
5.1.1. Identifying the cuspidal spectrum within the inner cohomology. We return to the
arithmetic context, i.e., our coefficient systems are vector spaces over E. Consider the isotypical
decomposition
H•! (S
G
Kf
,Mλ,E) =
⊕
πf∈Coh!(G,λ,Kf )
H•! (S
G
Kf
,Mλ,E)(πf ).
For an embedding ι : E → C, Thm. 4.18 above says that the isomorphism type ιπf is cuspidal if
and only if Hq! (S
G
Kf
,M˜ιλ)(
ιπf ) = H
q(SGKf ,Mιλ)(
ιπf ). This motivates us to define the set
Coh!!(G,λ,Kf ) = {πf ∈ Coh!(G,λ,Kf ) | H
•
! (S
G
Kf
,M˜λ,E)(πf ) = H
•(SGKf ,M˜λ,E)(πf )}
and then define the strongly inner cohomology as
H!!(S
G
Kf
,M˜λ,E) :=
⊕
πf∈Coh!!(G,λ,Kf )
H•(SGKf ,M˜λ,E)(πf ).(5.1)
Then we get an arithmetic characterization of the cuspidal cohomology
H•!!(S
G
Kf
,M˜λ,E)⊗E,ι C = H
•
cusp(S
G
Kf
,M˜ιλ,C).(5.2)
5.1.2. Cuspidality of πf in terms of estimates on the Satake parameters. Let πf ∈
Coh!(G,λ,Kf ). Let S be a finite set of places including all the archimedean places such that for
any p /∈ S, we have Kp = GLn(Op). Consider the local factor πp at p, which is an algebra homo-
morphism πp : HKp → E of the local Hecke algebra HKp = C
∞
c (GLn(Fp)/GLn(Op)). Let ̟p be a
uniformizer at p and qp the cardinality of the residue field Op/pOp. The Satake isomorphism says
that πp is obtained from a homomorphism ϑp : T (Fp) → E¯
×, which is unique modulo the action
of the Weyl group. For 1 ≤ i ≤ n, we have the cocharacter ηi : Gm → T0 given by the diagonal
matrix ηi(t) = diag(1, 1, . . . , t, . . . , 1), where the t is in the i-th place. Then ϑp is determined by
the values ϑi,p = ϑp(ηi(̟p)). The Satake parameter of πp is the diagonal matrix
ϑp(πp) = ϑp =

ϑ1,p
. . .
ϑi,p
. . .
ϑn,p

modulo conjugation by the Weyl group. The parameters ϑi,p, for a fixed p, lie in some finite algebraic
extension E˜/E of E. Let E¯ be an algebraic closure of E. Cuspidality of πf can be recognized by
the size of the Satake parameters:
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Proposition 5.3. Let πf ∈ Coh!(G,λ,Kf ) and ι : E → C. The following are equivalent:
(1) ιπf is cuspidal.
(2) For all p 6∈ S, any ι¯ : E¯ → C extending ι : E → C, and any i we have
q
d− 1
2
p < |ι¯(ϑi,p)| < q
d+ 1
2
p .
Proof. (1) =⇒ (2) follows from the well-known estimates, due to Jacquet and Shalika [29, Cor. 2.5],
for the Satake parameters of a unitary cuspidal automorphic representation of GLn over a number
field; note that ιπf ⊗ | |
d would be the finite part of a unitary cuspidal representation.
For (2) =⇒ (1), we prove the contrapositive statement as follows: Since πf ∈ Coh!, we know that
ιπf ∈ Coh(2); hence from the discussion in Sect. 3.2.3,
ιπf ⊗ | |
d is the finite part of an automorphic
representation appearing in the discrete spectrum. Suppose ιπf is not cuspidal then by Mœglin-
Waldspurger [38], there exists a, b with n = ab and b > 1, a unitary cuspidal representation σ
of RF/Q(GLa/F ) such that
ιπf ⊗ | |
d is the finite part of the unique irreducible quotient of the
representation of G(A) parabolically induced from
σ[(b− 1)/2] × σ[(b− 3)/2] × · · · × σ[−(b− 1)/2].
(Here, σ[s] := σ ⊗ |det|s.) For p /∈ S, let the Satake parameter of σp be the diagonal matrix
ϑp(σp) = diag(ϑ1,p, . . . , ϑa,p). Since σ is unitary cuspidal, by Jacquet and Shalika loc. cit. , we have
q
− 1
2
p < |ϑi,p| < q
1
2
p . Then the Satake parameter for
ιπf is a block-diagonal matrix of the form:
ϑp(σp)q
−(b−1)/2+d
p
ϑp(σp)q
−(b−3)/2+d
p
. . .
ϑp(σp)q
(b−1)/2+d
p
 .
If for some j we have |ϑj,p| < 1 then for the parameter at the j-th place in first block above, we
have the inequality: ∣∣∣ϑj,p q−(b−1)/2+dp ∣∣∣ < q−(b−1)/2+dp < q−1/2+dp .
On the other hand, if for every j we have |ϑj,p| ≥ 1, then for any of the parameters in the last block
we have: ∣∣∣ϑj,p q(b−1)/2+dp ∣∣∣ ≥ q(b−1)/2+dp ≥ q1/2+dp .
Hence the estimates in (2) are always violated. 
5.1.3. Cuspidal cohomology for GLn. Consider the cohomology group H
•
? (S
G
Kf
,M˜λ), where
? = {c, !, empty, ∂}. Define Coh(H•? (S
G
Kf
,M˜λ)) to be the set of isomorphism classes of absolutely
irreducible HGKf -modules which occur in a Jordan-Ho¨lder series; this definition makes sense even if
the module is not semi-simple. For an isomorphism class πf let π
(S)
f be the restriction to the central
subalgebra H
(S)
Kf
. The various criteria for πf to be cuspidal are collected together in the following
Theorem 5.4. Let λ ∈ X∗0 (T ) be a pure weight and πf ∈ Coh(H
•
! (S
G
Kf
,Mλ,E)) = Coh!(G,λ,Kf ).
The following are equivalent:
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(1) There exists ι : E → C such that ιπf is cuspidal.
(2) For all ι : E → C, ιπf is cuspidal.
(3) The isomorphism type π
(S)
f does not occur in Coh(H
•(∂SGKf ,M˜λ,E)).
(4) We have H•(SGKf ,M˜λ,E)(πf ) 6= (0) if and only if b
F
n ≤ • ≤ t
F
n .
(5) There exists an ι : E → C such that (Dιλ ⊗ ε∞(ιπf ))⊗ ιπf is automorphic; see (3.16).
(6) For ι : E → C and any ι¯ : E¯ → C extending ι, the Satake parameters satisfy the estimates
q
d− 1
2
p < |ι¯(ϑi,p)| < q
d+ 1
2
p .
The equivalence of (1) and (2) is a theorem of Clozel [7].
5.1.4. A Manin–Drinfeld principle for global cohomology. We consider the global coho-
mology H•(SGKf ,M˜λ,E) as a module under the commutative Hecke H
(S)
Kf
. Then the linear algebra
recalled in Sect. 3.3.4 gives that strongly inner cohomology splits off within global cohomology, i.e.,
we have a canonical decomposition
H•(SGKf ,M˜λ,E) = H
•
!!(S
G
Kf
,M˜λ,E)⊕H
•
Eis(S
G
Kf
,M˜λ,E),(5.5)
which defines the Eisenstein cohomology denoted H•Eis(S
G
Kf
,M˜λ,E). Such a decomposition, and a
finer one at that, is also given by Franke–Schwermer [11]; but their decomposition is only given at
a transcendental level.
5.2. Definition of the relative periods. In this Sect. 5.2 we will only consider the group G =
RF/Q(GLn/F ) when n is an even positive integer. The purpose of this section then is to define
and analyze the relative periods Ωε(ιπf ) ∈ C×, where λ = (λτ )τ :F→E is a pure weight, πf ∈
Coh!!(G,Kf , λ) for some level structure Kf , ι : E → C and ε = (εv)v∈S∞ is a character of π0(G(R)).
5.2.1. The arithmetic identification. Consider inner cohomology in bottom degree bFn , and
take the field E large enough so that πf appears paired with every possible sign character ε; this
is assured by (3.14). Fix an E-linear isomorphism of HGKf -modules
T εarith(λ, πf ) : H
bFn
! (S
G
Kf
,M˜λ,E)(πf × ε) −→ H
bFn
! (S
G
Kf
,M˜λ,E)(πf ×−ε),
which we call an arithmetic identification between these modules; they are both abstractly iso-
morphic to πf . The choice of T
ε
arith(λ, πf ) is well-defined up to E(πf )
×-multiplies. We may and
will ask that these isomorphisms be compatibly chosen, i.e., for any ι : E → E′ we ask for the
commutativity of
(5.6) H
bFn
! (S
G
Kf
,M˜λ,E)(πf × ε)
T εarith(λ, πf ) //
ι•

H
bFn
! (S
G
Kf
,M˜λ,E)(πf ×−ε)
ι•

H
bFn
! (S
G
Kf
,M˜ιλ,E′)(
ιπf × ε)
T εarith(
ιλ, ιπf ) // H
bFn
! (S
G
Kf
,M˜ιλ,E′))(
ιπf ×−ε)
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5.2.2. The transcendental identification. Given the isomorphism type πf ∈ Coh!!(G,Kf , λ),
it follows from from Thm. 5.4 that for any ι : E → C there is a unique (up to isomorphism)
irreducible admissible (g∞,K∞)-module Dιλ so thatW
cusp
Dιλ⊗ιπf
6= 0; see Sect. 3.3.1. Appealing to the
multiplicity one result for cusp forms for GLn/F , fix a basis:
(5.7) W cuspDιλ⊗ιπf = C · Φ(λ, πf , ι).
Define the map Φε(λ, πf , ι) as the compositum of the three maps:
(5.8)
Vπf ⊗E,ι C −−−−−−→
(
Hb
F
n
(
g∞,K
0
∞;Dιλ ⊗Mιλ,C
)
(ε)
)
⊗ Vπf ⊗E,ι C
−−−−−−→ Hb
F
n
(
g∞,K
0
∞;
(
Dιλ ⊗ (Vπf ⊗E,ι C)
)
⊗Mιλ,C
)
(ε)
Φ(λ,πf ,ι)
•
−−−−−−→ Hb
F
n
(
g∞,K
0
∞; C
∞
cusp
(
G(Q)\G(A)/Kf , ω−1∞
)
⊗Mιλ,C
)
(ε),
where,
(i) the first map is the isomorphism given by tensoring byHb
F
n
(
g∞,K
0
∞;Dιλ ⊗Mιλ,C
)
(ε) which
is a one-dimensional space; this map therefore depends on a choice of a basis for this one-
dimensional space: Hb
F
n
(
g∞,K
0
∞;Dιλ ⊗Mιλ,C
)
(ε) = Cwε(λ); see Sect. 5.2.2.1 below for a
special choice of wε(λ);
(ii) the second map is tautological; and
(iii) the third is an injection, since there are only finitely-many irreducible (g∞,K∞) × H
G
Kf
-
summands in C∞cusp
(
G(Q)\G(A)/Kf , ω−1∞
)
and relative Lie algebra cohomology commutes
with direct sums.
Hence, Φε(λ, πf , ι) gives an isomorphism from Vπf ⊗E,ι C onto the image of Φ(λ, πf , ι)
• and we
denote this as:
(5.9) Φε(λ, πf , ι) : Vπf ⊗E,ι C
≈
−−−−→ Hb
F
n
cusp(S
G
Kf
,M˜ιλ,C)(
ιπf × ε).
Now define
(5.10) T εtrans(
ιλ, ιπf ) := Φ
−ε(λ, πf , ι) ◦ Φ
ε(λ, πf , ι)
−1
which is an isomorphism defined at a transcendental level, i.e., after going to C via ι:
T εtrans(
ιλ, ιπf ) : H
bFn
cusp(S
G
Kf
,Mιλ,C)(
ιπf × ε) −→ H
bFn
cusp(S
G
Kf
,Mιλ,C)(
ιπf ×−ε).
5.2.2.1. Interlude on T εtrans(
ιλ, ιπf ) being independent of choice of basis w
ε(λ). We will now
discuss the choice of basis wε(ιλ). Suppose, as before, ιλ = (ιλτ )τ :F→E = (λ
ν)ν:F→C; here ν = ι ◦ τ.
Since n is even, the restriction to GLn(R)0 of Dλν breaks up as Dλν = D
+
λν ⊕D
−
λν , and the nontrivial
element of π0(GLn(R)) switches these two summands. Implicit in the proof of Prop. 3.11, is the
fact that Hbn(gln,SO(n)R
×
+; D
+
λν ⊗Mλν ) is one-dimensional, and we fix a basis for this space, say
w+(λν). Apply Ku¨nneth theorem, to get that w++(ιλ) = ⊗ν w
+(λν) generates the one-dimensional
space Hb
F
n (g,K0∞; D
++
ιλ ⊗Mιλ), where D
++
ιλ = ⊗νD
+
λν . For any character ε of π0(Gn(R)), our chosen
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basis element for Hb
F
n
(
g,K0∞; Dιλ ⊗Mιλ,C
)
(ε) is given by:
(5.11) wε(ιλ) =
∑
a∈π0(Gn(R))
ε(a)a · w++(ιλ).
Consider the linear map of one-dimensional spaces
(5.12) T ε(ιλ) : Cwε(ιλ) −→ Cw−ε(ιλ)
defined by
(5.13) T ε(ιλ)(wε(ιλ)) = irn/2w−ε(ιλ).
It is clear that T ε(ιλ) is independent of the choice of basis w++(ιλ); because, if we change w++(ιλ)
by a nonzero scalar, then from (5.11), the same scalar appears in both w±ε(ιλ). The scaling factor of
irn/2 in the right hand side of (5.13) makes T ε(ιλ) defined over Q; see [20]. Since the transcendental
identification may be parsed as:
Vπf ⊗E,ι Cw
ε(ιλ)
1⊗T ε(ιλ)

// H
bFn
cusp(SGKf ,Mιλ,C)(
ιπf × ε)
T εtrans(
ιλ,ιπf )

Vπf ⊗E,ι C
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥
((PP
PP
PP
PP
PP
PP
P
Vπf ⊗E,ι Cw
−ε(ιλ) // H
bFn
cusp(SGKf ,Mιλ,C)(
ιπf ×−ε),
we deduce that T εtrans(
ιλ, ιπf ) is independent of any choice of basis elements.
5.2.3. The relative periods. Consider the diagram of irreducible HGKf × π0(G(R))-modules/C:
H
bFn
cusp(SGKf ,Mιλ,C)(
ιπf × ε)
T εtrans(
ιλ,ιπf )

≈ // H
bFn
! (S
G
Kf
,M˜λ,E)(πf × ε)⊗E,ι C
T εarith(λ,πf )⊗E,ι1

Vπf ⊗E,ι C
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
H
bFn
cusp(SGKf ,Mιλ,C)(
ιπf ×−ε)
≈ // H
bFn
! (S
G
Kf
,M˜λ,E)(πf ×−ε)⊗E,ι C
Definition 5.14. There exists Ωε(ιλ, ιπf ) ∈ C× such that
Ωε(ιλ, ιπf )T
ε
trans(
ιλ, ιπf ) = T
ε
arith(λ, πf )⊗E,ι 1.
If we change the choice of T εarith(λ, πf ) to αT
ε
arith(λ, πf ) for an α ∈ E(πf )
× then Ωε(ιλ, ιπf ) changes
to ι(α)Ωε(ιλ, ιπf ), i.e., we have an array of nonzero complex numbers
{. . . ,Ωε(ιλ, ιπf ), . . . }ι:E→C
well-defined up to multiplication by E(πf )
×.
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In other words, we have defined a period Ωε(λ, πf ) ∈ (E⊗C)×/E(πf )×. Sometimes, we suppress
the λ in the notation, and will just write Ωε(πf ).
The reader is referred to Raghuram [41] to see how the relative periods Ωε(ιπf ) are related to
other periods attached to ιπf which have played an important role in recent results on the special
values of L-functions.
5.2.4. Period relations under Tate twists. The periods Ωε(ιπf ) have a simple behavior under
Tate twists. For the moment, let n be any positive integer. Let λ = (λτ )τ :F→E be a pure weight,
where, as before, λτ =
∑n−1
i=1 (a
τ
i − 1)γi + d · δn = (b
τ
1 , . . . , b
τ
n). For m ∈ Z, define a pure weight
λ−mδn := (λ
τ −mδn)τ :F→E, where
λτ −mδn =
n−1∑
i=1
(aτi − 1)γi + (d−m) · δn = (b
τ
1 −m, . . . , b
τ
n −m).
Also, let mδn stand for the weight (mδn)τ :F→E. We have a class eδn ∈ H
0(SGKf ,Q[δn]) (see [22,
Chap. 3]) and the cup product by this class yields an isomorphism
T •Tate(m) : H
•
? (S
G
Kf
,Mλ,E)
∪eδmn−→ H•? (S
G
Kf
,Mλ−mδn,E)
called the m-th Tate twist. If πf ∈ Coh?(G,λ,Kf ) with ? ∈ {!, !!} then it is clear that
(5.15) T •Tate(m)(πf × ε) = πf (m)× (−1)
mε,
where, πf (m) := πf ⊗ | |
m stands for g
f
7→ |det(g
f
)|mπf (gf ), and ε is a character of π0(G(R)).
For later use, we introduce the notation T εTate(λ, πf ,m) for the m-th Tate twist on the module
πf × ε appearing in Coh!!(G,Kf , λ).
Proposition 5.16. If πf ∈ Coh!!(G,Kf , λ) then πf (m) ∈ Coh!!(G,Kf , λ − mδn) for m ∈ Z.
Assume now that n is even, then, for any ε we have
Ωε(ιπf (m)) = Ω
(−1)mε(ιπf ).
Proof. Follows from Thm. 5.4, Def. 5.14 and (5.15). 
5.3. The strongly inner cohomology of the boundary.
5.3.1. The restriction to the maximal strata. We have the restriction from the cohomology
of the boundary to the cohomology of the maximal boundary strata
H•(∂SGKf ,M˜λ,E) −→
⊕
P :maximal
H•(∂PS
G
Kf
,M˜λ,E)(5.17)
and for the cohomology of each boundary strata ∂PS
G
Kf
, after passing to the limit over all Kf , from
Prop. 4.6 we have:
H•(∂PS
G,M˜λ,E) =
⊕
w∈WP
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
H•−l(w)(SMP ,M˜w·λ,E).
Our previous results applied to the quotients MP yield a decomposition
H•−l(w)(SMP ,M˜w·λ,E) = H
•−l(w)
!! (S
MP ,M˜w·λ,E) ⊕ H
•−l(w)
Eis (S
MP ,M˜w·λ,E)
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and therefore we get homomorphisms between Hecke modules
(5.18) rmax : H
•(∂SG,M˜λ,E) −→
⊕
P
⊕
w∈WP
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
H
•−l(w)
!! (S
MP ,M˜w·λ,E)
)
⊕ aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
H
•−l(w)
Eis (S
MP ,M˜w·λ,E)
)
.
On the right hand side we project to the first set of summands to get
rmax,! : H
•(∂SG,M˜λ,E) −→
⊕
P
⊕
w∈WP
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
H
•−l(w)
!! (S
MP ,M˜w·λ,E).
This homomorphism is now surjective because the right hand side is in the kernel of all differentials
in the spectral sequence. Take Kf -invariants and if S is the finite set of places outside of which Kf is
the full maximal compact, then we restrict the action of the Hecke algebra HGKf to the commutative
subalgebra HG,S = ⊗p/∈SH
G
Kp
. Then, as in the proof of Thm. 4.18, once again applying Jacquet and
Shalika [30, Thm. 4.4], we have:
(5.19) SpecHG,S
⊕
P
⊕
w∈WP
(
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
H
•−l(w)
!! (S
MP ,M˜w·λ,E)
)Kf
∩ SpecHG,S
(
ker(rmax,!)
Kf
)
= ∅.
5.3.2. An interlude on Kostant’s representatives. Let the notations be as in Sect. 4.2.3, but
take P0 to be a maximal parabolic subgroup of G0. Let ΠMP0 = ΠG0 − {αP0}. Let wP0 be the
unique element of W0 = WG0 such that wP0(ΠMP0 ) ⊂ ΠG0 and wP0(αP0) < 0, it is the longest
Kostant representative for WP0 . Let Q0 be the parabolic subgroup associate to P0; we have
(i) wP0(ΠMP0 ) = ΠMQ0 ;
(ii) wP0(∆UP0 ) = −∆UQ0 .
(Here∆UP0 is the set of those positive roots whose root spaces are in UP0 ; similarly, ∆UQ0 .)
For (ii), observe that if α ∈ ∆UP0 then in the expression for α in terms of simple roots, the root
αP has to appear with a positive integral coefficient, and since wP0(αP ) < 0, there is a negative
coefficient in the expression for wP0(α); but all coefficients have the same sign, hence wP0(α) < 0.
Lemma 5.20. With notations as above, we have:
(1) The map w 7→ w′ := wPw gives a bijection W
P → WQ. If w = (wτ )τ :F→E, then by
definition, wPw = (wP0w
τ )τ :F→E.
(2) This bijection has the property that l(wτ ) + l(wτ ) = dim (UP τ0 ). Hence l(w) + l(w
′) =
dim(UP ).
Proof. There are several ways to prove this lemma. We briefly sketch a proof below and for another
proof the reader is referred to [22, Chap. 3]. The proof is the same for every component indexed
by τ. We will suppress τ from the notation and just work over the group G0/F and its subgroups.
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Let w0 ∈W0. (In our simplified notation, this w0 is any of the w
τ for the original w in (1) above.)
To prove the first statement of the lemma:
wP0w0 ∈W
Q0 ⇐⇒ w−10 w
−1
P0
(β) > 0, ∀β ∈ ΠMQ0 (now put β = wP0α which is possible by (i))
⇐⇒ w−10 (α) > 0, ∀α ∈ ΠMP
⇐⇒ w0 ∈W
P0 .
To prove l(w0) + l(w
′
0) = dim (UP0), partition ∆UP0 as ∆
+
UP0 ,w
−1
0
∪∆−
UP0 ,w
−1
0
, the union being
disjoint, where ∆+
UP0 ,w
−1
0
:= {α ∈∆UP0 : w
−1
0 (α) > 0} and ∆
−
UP0 ,w
−1
0
:= {α ∈∆UP0 : w
−1
0 (α) < 0}.
Since w0 ∈ W
P0 , it follows that {α ∈ ∆+G0 : w
−1
0 α < 0} = {α ∈ ∆UP0 : w
−1
0 α < 0} = ∆
−
UP0 ,w
−1
0
.
Hence, l(w0) = l(w
−1
0 ) = |∆
−
UP ,w
−1
0
|. Next, one observes that the map α 7→ −wP0α gives a bijection
∆+
UP0 ,w
−1
0
→∆−
UQ0 ,w
′−1
0
since w′−10 (−wP0(α)) = −w
′−1
0 wP0(α) = −w
−1
0 α < 0. We have
dim (UP0) = |∆UP0 | = |∆
−
UP0 ,w
−1
0
|+ |∆+
UP0 ,w
−1
0
|
= |∆−
UP0 ,w
−1
0
|+ |∆−
UQ0 ,w
′−1
0
|
= l(w−10 ) + l(w
′−1
0 ) = l(w0) + l(w
′
0).

Like the bijection between WP and WQ that was described in Lem. 5.20 above, similarly, we
have the following self-bijection of WP .
Lemma 5.21. Let the notations be as in Lem. 5.20. Let wG be the element of longest length in the
Weyl group WG of G, and similarly, let wMP be the element of longest length in the Weyl group
WMP of the Levi quotient MP of P . Then:
(1) The map w 7→ wv := wMP wwG gives a bijection W
P →WP .
(2) This bijection has the property that l(w) + l(wv) = dim(UP ).
Proof. Similar to the proof of Lem. 5.20. 
If Mλ is a highest weight module and Mλv is its dual, the we have a nondegenerate pairing
Hq(uP ,Mλ,E) × H
dU−q(uP ,Mλv,E) −→ E.(5.22)
If we decompose the two cohomology modules according to (4.5) then the pairing becomes a
direct sum over w ∈WP of nondegenerate pairings
Mw·λ,E × Mwv·λv,E −→ E.(5.23)
5.3.3. The strongly inner cohomology of the boundary. We define
H•!!(∂S
G,M˜λ,E) =
⊕
P :maximal
⊕
w∈WP
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
H
•−l(w)
!! (S
MP ,M˜w·λ,E)
)
where each term decomposes further into isotypic components:
H
•−l(w)
!! (S
MP ,M˜w·λ,E) =
⊕
σ˜f∈Coh!!(MP ,w·λ)
H
•−l(w)
!! (S
MP ,M˜w·λ,E)(σ˜f ).
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Given two maximal parabolic subgroups P and Q, with reductive quotients MP and MQ, re-
spectively, we have to understand under what conditions we have nontrivial intertwining operators
between the induced modules
(5.24) aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
H
•−l(w)
!! (S
MP ,M˜w·λ,E)(σ˜f ) and
aInd
π0(G(R))×G(Af )
π0(Q(R))×Q(Af )
H
•−l(w1)
!! (S
MQ ,M˜w1·λ,E)(σ˜f,1),
where w ∈ WP , w1 ∈ W
Q, σf ∈ Coh!!(MP , w · λ) and σ˜f,1 ∈ Coh!!(MQ, w1 · λ). It is again the
theorem of Jacquet–Shalika which tells us that this will almost never be the case unless we are in
a special situation which is summarized in the
Proposition 5.25. We have a nontrivial intertwining between two such modules as in (5.24) if
and only if
(1) P = Q or P and Q are associate, and furthermore, if this condition is fulfilled, then
(2) under the bijection w 7→ w′ from WP → WQ (Lem. 5.20) which gives a bijection σ˜f → σ˜
′
f
between Coh!!(MP , w · λ) and Coh!!(MQ, w
′ · λ), we have w1 = w
′ and (σ˜f,1) = σ˜
′
f .
Therefore we see that the strongly inner cohomology of the boundary has an isotypical decom-
position
(5.26) H•!!(∂S
G,M˜λ,E) =
⊕
{P,Q}
⊕
{w,w′}
⊕
{σ˜f ,σ˜
′
f}
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(H
•−l(w)
!! (S
MP ,M˜w·λ,E)(σ˜f )
⊕ aInd
π0(G(R))×G(Af )
π0(Q(R))×Q(Af )
H
•−l(w′)
!! (S
MQ ,M˜w′·λ,E)(σ˜
′
f ).
Observe that in the above decomposition the cohomology in the two summands is possibly living
in different degrees because of the shifts by l(w) and l(w′). This motivates the
Definition 5.27. An w = (wτ )τ :F→E ∈ W is called a balanced Kostant representative for P if
w ∈WP and
l(wτ ) = dim (UP0)/2, ∀τ : F → E.
It follows from Lem. 5.20 that if w is a balanced Kostant representative for P then w′ is also
balanced as a Kostant representative for Q. An obvious necessary condition for the existence of
balanced elements in WP is that dim (UP0) = nn
′ is even. In this paper we are only interested in
the contribution coming from balanced Kostant representatives.
5.3.4. Interlude on induced representations. Let σ˜f ∈ Coh!!(MP , w · λ) be as above. Write
MP = Gn × Gn′ , σ˜f = σf ⊗ σ
′
f with σf ∈ Coh!!(Gn, µ) and σ
′
f ∈ Coh!!(Gn′ , µ
′) with pure weights
µ and µ′ such that w · λ = µ ⊗ µ′. We will henceforth assume that µ and µ′ are such that there is
a balanced w ∈ WP for which w−1(µ ⊗ µ′) is a dominant weight. This condition on the weights
µ and µ′ has many interesting and crucial consequences which are captured by the combinatorial
lemma; see Sect. 7.2.3.
Consider now the associate parabolic subgroup Q with reductive quotient MQ = Gn′ ×Gn. The
Kostant representative w′ ∈WQ given as in Lem. 5.20 is also balanced, and furthermore it is easy
to see that
w′ · λ = w′ · (w−1 · (µ⊗ µ′)) = (µ′ − nδn′)⊗ (µ + n
′δn).
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If σf ∈ Coh!!(Gn, µ) then σf (−n
′) ∈ Coh!!(Gn, µ+ n
′δn), and similarly, σ
′
f ∈ Coh!!(Gn′ , µ
′) implies
σ′f (n) ∈ Coh!!(Gn′ , µ
′ − nδn′). Hence the module σ˜
′
f is nothing but σ
′
f (n)× σf (−n
′). Consider the
corresponding algebraically induced representations appearing as in (5.26)
(5.28) aInd
G(Af )
P (Af )
(
σf ⊗ σ
′
f
)
and aInd
G(Af )
Q(Af )
(
σ′f (n)⊗ σf (−n
′)
)
.
By Jacquet and Shalika [30, (4.3)], they are weakly-equivalent. Take any open-compact subgroup
Kf , and an associated finite set of finite places S such that Kf is unramified outside S, and consider
the Kf -invariants as an H
G,S-module. There is only one isomorphism type of simple HG,S-module
in the Kf -invariants of the induced representations in (5.28); denote this particular isomorphism
type as IS(σf , σ
′
f ).
Taking contragredients we have:
(5.29) aInd
G(Af )
P (Af )
(
σf ⊗ σ
′
f
)v
= aInd
G(Af )
P (Af )
(
σvf (n
′)⊗ σ′vf (−n)
)
,
and σvf (n
′) ∈ Coh!!(Gn, µ
v − n′δn), and similarly, σ
′v
f (−n) ∈ Coh!!(Gn′ , µ
′v + nδn′). As a notational
artifice, given weights µ ∈ X∗(Tn) and µ
′ ∈ X∗(Tn′), we will denote the weight µ ⊗ µ
′ ∈ X∗(TN )
also as:
µ⊗ µ′ =
[
µ
µ′
]
.
Note that the inducing data σvf (n
′)⊗σ′vf (−n) for the contragredient representation considered above
has cohomology with respect to the weight[
µv − n′
µ′v + n
]
.
Lemma 5.30. Let µ ∈ X∗0 (Tn) be a pure weight, and similarly, µ
′ ∈ X∗0 (Tn). Assume that there
exists a balanced Kostant representative w ∈ WP such that λ := w−1 · (µ ⊗ µ′) is dominant. Let
wv ∈WP be the Kostant representative associated to w given by Lem. 5.21. Then wv is also balanced
and furthermore
wv · λv =
[
µv − n′
µ′v + n
]
.
Proof. That wv is balanced follows from Lem. 5.21. The rest of the proof may be parsed over the
embeddings τ : F → E and for each τ it is the same calculation, and so we just suppress τ from
notation. Next, as a notational artifice, let wN be the element of longest length in the Weyl group
of G0 := GLN/F . As a permutation matrix, we have wN (i, i) = δi,N−j+1. For τ : F → E, let
wτN be the same element but now thought of as the element of longest length in G0 ×F,τ E. Then,
wG = (w
τ
N )τ :F→E. Similarly, representing MP0 as block diagonal matrices, permits us to think of
wMP as an array indexed by τ with each entry being the block diagonal matrix:
wMP0 =
(
wn
wn′
)
,
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where wn(i, j) = δi,n−j+1, etc. Note that −wNλ = λ
v, −wnµ = µ
v and −wn′µ
′ = µ′v. We have:
wv · λv =
((
wn
wn′
)
wwN
)
· (−wNλ)
=
((
wn
wn′
)
w
)
· (−λ− 2ρN )
=
(
wn
wn′
)
·
([
−µ
−µ′
]
− 2ρN
)
=
[
µv
µ′v
]
−
(
wn
wn′
)
ρN − ρN
=
[
µv − n′
µ′v + n
]
.

Again, there is only one isomorphism type of simple HG,S-module in the Kf -invariants of the
induced representation in (5.29) and let IS(σf , σ
′
f )
v stand for corresponding isomorphism type of
HG,S-module.
5.3.5. The character of the component group II. The assumption of wanting a balanced
Kostant representative necessitates nn′ to be even. Without loss of generality, we take n to be even
and let n′ be any positive integer. Given σf ∈ Coh!!(Gn, µ) and σ
′
f ∈ Coh!!(Gn′ , µ
′) we begin by
taking a character ε′ of π0(Gn′(R)) as:
(5.31) ε′ =
{
ε(σ′f ) if n
′ is odd, and
any character of π0(Gn′(R)) if n′ is even,
where ε(σ′f ) is as in (3.15). Note that ε(σ
′
f (n)) = ε(σ
′
f ) since n is an even integer. Now take any
character ε of π0(Gn(R)). From the short exact sequence of the group of connected components in
(4.4) it follows that:
The character ε× ε′ of π0(P (R)) is trivial on π0(KMP∞ ) ⇐⇒ ε = ε
′.
Hence (ε′×σf )× (ε
′×σ′f ) →֒ H
•
!!(S
MP ,M˜µ⊗µ′,E)
π0(K
MP
∞ ). The character ε′× ε′ of π0(P (R)) maps
to ε′ on π0(G(R)). From Sect. 4.2.2 it follows that:
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
(ε′ ⊗ σf )⊗ (ε
′ ⊗ σ′f )
)
= ε′ ⊗ aInd
G(Af )
P (Af )
(
σf ⊗ σ
′
f
)
.
5.3.6. A summary of our notation with some simplifications. The ambient group will be
G = RF/Q(GLN/F ). Let n and n
′ be positive integers so that N = n + n′. Let G0 = GLN/F
and let P0 be the standard maximal parabolic subgroup of G0 of type (n, n
′), UP0 its unipotent
radical and MP0 = P0/UP0 = GLn×GLn′/F is the Levi quotient. Let Q0 be the standard maximal
parabolic subgroup of G0 of type (n
′, n), and UQ0 and MQ0 are similarly defined. Let G, P , UP ,
MP , Q, UQ, and MQ be the restriction of scalars from F to Q of G0, P0, UP0 , MP0 , Q0, UQ0 , and
MQ0 , respectively. If n = n
′ then Q0 = P0, Q = P , etc.; we will call this the self-associate case.
Let µ ∈ X∗0 (Tn) be a pure weight, and similarly, µ
′ ∈ X∗0 (Tn′). Assume there exists a balanced
Kostant representative w ∈ WP such that λ := w−1 · (µ ⊗ µ′) is dominant. So nn′ is even, and
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without loss of generality, we take n to be even, and n′ may be even or odd. (See Appendix 2 for
the case nn′ is odd.) Let wv ∈ WP correspond to w as in Lem. 5.21. Let w′ (resp., wv ′) be in WQ
corresponding to w (resp., wv) via Lem. 5.20. All the elements w,w′, wv and wv ′ are balanced, i.e.,
their lengths are dim(UP )/2 = dim(UQ)/2. In the self-associate case (n = n
′, P = Q), we note that
w′ 6= w and wv 6= wv′.
Let σf ∈ Coh!!(Gn, µ) and σ
′
f ∈ Coh!!(Gn′ , µ
′). Take a large enough finite set of finite places S
containing all the places where either σf or σ
′
f is ramified. Take Kf =
∏
pKp an open-compact
subgroup of G(Af ) such that Kp = GLN (Op) for p /∈ S. By HG,S we mean the product of local
spherical Hecke-algebras outside of S.
Take ε′ as in (5.31), and for brevity, we also denote ε˜′ for the character ε′ ⊗ ε′ of π0(MP (R)) or
of π0(MQ(R)).
In the bottom degree, we observe bFn + b
F
n′ +
1
2 dim(UP ) = b
F
N , and write
ISb (σf , σ
′
f , ε)P,w :=
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
H
bFn+b
F
n′
!! (S
MP ,M˜w·λ,E)
π0(K
MP
∞ )(ε˜′ ⊗ (σf ⊗ σ
′
f ))
)Kf
,
and similarly
ISb (σf , σ
′
f , ε)Q,w′ :=
aInd
π0(G(R))×G(Af )
π0(Q(R))×Q(Af )
(
H
bFn+b
F
n′
!! (S
MQ ,M˜w′·λ,E)
π0(K
MQ
∞ )(ε˜′ ⊗ (σ′f (n)⊗ σf (−n
′))
)Kf
.
In top-degree we work with the contragredient modules. The module σvf (n
′)⊗σ′vf (−n) is strongly
inner for MP with respect to the weight w
v ·λv. Likewise, σvf
′⊗ σvf is strongly inner for MQ for the
weight wv′ · λv. We also have t˜Fn + t˜
F
n′ +
1
2 dim(UP ) = t˜
F
N − 1. In this case we write:
ISt (σf , σ
′
f , ε
′)vP,wv :=
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
H
t˜Fn+t˜
F
n′
!! (S
MP ,M˜wv·λv,E)
π0(K
MP
∞ )(ε˜′ ⊗ (σvf (n
′)⊗ σ′vf (−n)))
)Kf
,
and similarly
ISt (σf , σ
′
f , ε
′)vQ,wv′ :=
aInd
π0(G(R))×G(Af )
π0(Q(R))×Q(Af )
(
H
t˜Fn+t˜
F
n′
!! (S
MQ ,M˜wv′·λv,E)
π0(K
MQ
∞ )(ε˜′ ⊗ (σ′vf ⊗ σ
v
f ))
)Kf
.
5.3.7. A strong form of Manin–Drinfeld principle. Our main theorem on the structure of
boundary cohomology as a Hecke module is the following theorem which is a culmination of the
entire discussion in this section.
Theorem 5.32. Let the notations be as in Sect. 5.3.6. Then:
(1) The π0(G(R)) × HG,S-modules ISb (σf , σ
′
f , ε
′)P,w and I
S
b (σf , σ
′
f , ε
′)Q,w′, and similarly, the
modules ISt (σf , σ
′
f , ε
′)vP,wv and I
S
t (σf , σ
′
f , ε
′)vQ,wv′ are finite-dimensional E-vector spaces, all
of which have the same dimension; denote this common dimension as k.
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(2) The sum
ISb (σf , σ
′
f , ε
′)P,w ⊕ I
S
b (σf , σ
′
f , ε
′)Q,w′
is a 2k-dimensional E-vector space that is isotypic in Hb
F
N (∂SG,M˜λ,E)
Kf . (When P = Q,
note that w′ 6= w.) Furthermore, there is a π0(G(R))×HG,S-equivariant projection:
Rbσf ,σ′f ,ε
: Hb
F
N (∂SG,M˜λ,E)
Kf −→ ISb (σf , σ
′
f , ε
′)P,w ⊕ I
S
b (σf , σ
′
f , ε
′)Q,w′.
(3) The sum
ISt (σf , σ
′
f , ε
′)vP,wv ⊕ I
S
t (σf , σ
′
f , ε
′)vQ,wv′
is a 2k-dimensional E-vector space that is isotypic in H t˜
F
N−1(∂SG,M˜λv,E)
Kf . (When P =
Q, note that wv′ 6= wv.) Furthermore, there is a π0(G(R)) ×HG,S-equivariant projection:
Rtσf ,σ′f ,ε
: H t˜
F
N−1(∂SG,M˜λv,E)
Kf −→ ISt (σf , σ
′
f , ε
′)vP,wv ⊕ I
S
t (σf , σ
′
f , ε
′)vQ,wv′ .
6. Eisenstein cohomology
Recall from Sect. 2.3.3 the long exact sequence of π0(G(R)) ×HGKf -modules:
· · · −→ H•c (S
G
Kf
,M˜λ,E)
i∗
−→ H•(S¯GKf ,M˜λ,E)
r∗
−→ H•(∂SGKf ,M˜λ,E)
d∗
−→ H•+1c (S
G
Kf
,M˜λ,E) −→ · · ·
Eisenstein cohomology is defined as:
(6.1) H•Eis(∂S
G
Kf
,M˜λ,E) := Image
(
H•(S¯GKf ,M˜λ,E)
r∗
−→ H•(∂SGKf ,M˜λ,E)
)
.
We may pass to the limit over all Kf and also look at π0(G(R))×G(Af )-modules
(6.2) H•Eis(∂S
G,M˜λ,E) := Image
(
H•(S¯G,M˜λ,E)
r∗
−→ H•(∂SG,M˜λ,E)
)
.
The reader should note the subtle difference between H•Eis(∂S
G,M˜λ,E) as above, and a comple-
ment to strongly inner cohomology in global cohomology denoted H•Eis(S
G,M˜λ,E). Since strongly
inner cohomology does not intertwine with boundary cohomology, we get a surjective map:
H•Eis(S
G,M˜λ,E) // // H
•
Eis(∂S
G,M˜λ,E).
6.1. Poincare´ duality and maximal isotropic subspace of boundary cohomology.
6.1.1. Poincare´ duality. Let the notations be as in Sect. 5.3.6. Let d := dFN = dim(S
G
Kf
). We
have the following Poincare´ duality pairing for sheaf cohomology on SGKf :
(6.3) H•(SGKf ,M˜λ,E)×H
d−•
c (S
G
Kf
,M˜λv,E) −→ E.
The boundary ∂SGKf is a compact manifold with corners with dim(∂S
G
Kf
) = d− 1. We have:
(6.4) H•(∂SGKf ,M˜λ,E)×H
d−1−•(∂SGKf ,M˜λv,E) −→ E
We will denote either of the two dualities simply by ( , ). (The reader is referred to [22, Chap. 3]
for a discussion of Poincare´ duality for manifolds with corners.)
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6.1.2. Compatibility of duality isomorphisms with connecting homomorphism. Consider
the following diagram:
(6.5) H•(SGKf ,M˜λ,E)
r∗

× Hd−•c (S
G
Kf
,M˜λv,E) −→ E
H•(∂SGKf ,M˜λ,E) × H
d−1−•(∂SGKf ,M˜λv,E)
d∗
OO
−→ E
where the horizontal arrows are the Poincare´ duality pairings (6.3) and (6.4), and the vertical
arrows r∗ and d∗ are as in the long exact sequence. For any class ξ ∈ H•(SGKf ,M˜λ,E) and any
ς ∈ Hd−1−•(∂SGKf ,M˜λv,E) we have (see [22, Chap. 3]):
(6.6) (r∗(ξ), ς) = (ξ, d∗(ς)).
6.1.3. Maximal isotropic subspaces. The following proposition says that Eisenstein cohomology
is a maximal isotropic subspace of boundary cohomology under Poincare´ duality.
Proposition 6.7. Under the duality pairing (6.4) for boundary cohomology, we have:
H•Eis(∂S
G
Kf
,M˜λ,E) = H
d−1−•
Eis (∂S
G
Kf
,M˜λv,E)
⊥.
Proof. This is an exercise in using (6.6). Let r∗(ξ) ∈ H•Eis(∂S
G
Kf
,M˜λ,E). Then
(r∗(ξ), r∗(ς ′)) = (ξ, d∗r∗(ς ′)) = (ξ, 0) = 0, ∀r∗(ς ′) ∈ Hd−1−•Eis (∂S
G
Kf
,M˜λv,E).
Hence the left hand side is contained in the right hand side. For the reverse inclusion, suppose
ξ′ ∈ H•(∂SGKf ,M˜λ,E) is orthogonal to H
d−1−•
Eis (∂S
G
Kf
,M˜λv,E), then
0 = (ξ′, r∗(ς ′)) = (d∗(ξ′), ς ′), ∀ς ′ ∈ Hd−1−•(SGKf ,M˜λv,E).
Nondegeneracy of the duality pairing (6.3) in degree d−1−• implies ξ′ ∈ Ker(d∗) = Im(r∗). Hence,
ξ′ ∈ H•Eis(∂S
G
Kf
,M˜λ,E). 
6.2. The main result on rank-one Eisenstein cohomology. Notations are as in Thm. 5.32.
Consider the following maps starting from global cohomology Hb
F
N (SG,M˜λ,E)
Kf and ending with
an isotypic component in boundary cohomology:
(6.8) Hb
F
N (SG,M˜λ,E)
Kf
r∗

Hb
F
N (∂SG,M˜λ,E)
Kf
Rb
σf ,σ
′
f
,ε′

ISb (σf , σ
′
f , ε
′)P,w ⊕ I
S
b (σf , σ
′
f , ε
′)Q,w′
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Recall, from Thm. 5.32, that the target space ISb (σf , σ
′
f , ε
′)P,w ⊕ I
S
b (σf , σ
′
f , ε
′)Q,w′ is a E-vector
space of dimension 2k. In the self-associate case just change the Q to P . Our main result on
Eisenstein cohomology (see Thm. 6.9 below) says that the image of H
bFN
Eis(∂S
G,M˜λ,E)
Kf = Im(r∗)
under Rbσf ,σ′f ,ε′
is a middle-dimensional (i.e., k-dimensional) subspace of this 2k-dimensional space.
(It helps to have a mental picture of when k = 1, i.e., of a line in an ambient two-dimensional space;
we will see later that the “slope” of this line contains arithmetic information about L-values.) The
proof of this main result also needs the analogue of (6.8) in top-degree. We now state and prove
this main result on Eisenstein cohomology.
6.2.1. The image of Eisenstein cohomology under R•σf ,σ′f ,ε′
.
Theorem 6.9. Let the notations be as in 5.3.6. Furthermore, for brevity, let
Ib(σf , σ
′
f , ε
′) := Rbσf ,σ′f ,ε′
(H
bFN
Eis(∂S
G,M˜λ,E)
Kf ),
It(σf , σ
′
f , ε
′)v := Rtσf ,σ′f ,ε′
(H
t˜FN−1
Eis (∂S
G,M˜λv,E)
Kf ).
(1) In the non-self-associate cases (n 6= n′) we have:
(a) Ib(σf , σ
′
f , ε
′) is a k-dimensional E-subspace of ISb (σf , σ
′
f , ε
′)P,w ⊕ I
S
b (σf , σ
′
f , ε
′)Q,w′.
(b) It(σf , σ
′
f , ε
′)v is a k-dimensional E-subspace of ISt (σf , σ
′
f , ε
′)vP,wv ⊕ I
S
t (σf , σ
′
f , ε
′)vQ,wv′ .
(2) In the self-associate case (n = n′) the same assertions hold by putting Q = P.
6.2.2. Proof of Thm. 6.9. The proof of (2) is almost identical to the proof of (1), and so we give
the details only for (1). The proof of (1) involves two steps:
(i) The first step is to show that both Ib(σf , σ
′
f , ε
′) and It(σf , σ
′
f , ε
′)v are at least k-dimensional;
this is achieved by going to a transcendental level and appealing to Langlands’s constant
term theorem and producing enough cohomology classes in the image.
(ii) The second step, after invoking properties of the Poincare´ duality pairing, is to show that
both Ib(σf , σ
′
f , ε
′) and It(σf , σ
′
f , ε
′)v have dimension exactly k.
We take up these two arguments in the paragraphs 6.2.2.1 and 6.2.2.2 below.
6.2.2.1. The cohomological meaning of the constant term theorem of Langlands. Take
an embedding ι : E → C and pass to a transcendental level via ι. To show that Ib(σf , σ′f , ε
′) or
It(σf , σ
′
f , ε
′)v has dimension at least k as an E-vector space, it suffices to show that their base-
change to C via ι has dimension at least k as a C-vector space, i.e., we would like to show:
(6.10) dimC
(
Rbισf ,ισ′f ,ε
′(H
bFN
Eis(∂S
G,M˜ιλ)
Kf )
)
≥ k and
dimC
(
Rtισf ,ισ′f ,ε
′(H
t˜FN
Eis(∂S
G,M˜ιλ)
Kf )
)
≥ k.
In Sect. 6.3 we briefly introduce the L-functions at hand, recall the celebrated theorem of Lanlgands
on the constant term of an Eisenstein series, and then we will come back to the proof of this part
in Sect. 6.3.9.
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6.2.2.2. Application of Poincare´ duality. The proofs of (1)(a) and (1)(b), assuming that we
have proved (6.10), is an exercise involving properties of Poincare´ duality; especially that it is non-
degenerate, Hecke-equivariant, and that the Eisenstein part is maximal isotropic. The bare-bones
linear algebra looks like: suppose we have decompositions V = VP ⊕ VQ and W = WP ⊕ WQ,
where VP , VQ,WP , and WQ are all k-dimensional vector spaces over E; suppose also that we have
a non-degenerate pairing ( , ) : V ×W → E such that (VP ,WQ) = (VQ,WP ) = 0 and the pairing
is non-degenerate on VP ×WP and VQ ×WQ; furthermore, suppose we are given subspaces I ⊂ V
and J ⊂ W such that dimE(I) ≥ k, dimE(J) ≥ k, and (I,J) = 0. Then it is easy to see that
dimE(I) = k = dimE(J).
This concludes the proof of Thm. 6.9 under the assumption that we have proved (6.10).
6.3. A theorem of Langlands on the constant term of an Eisenstein series. We will need
some details from the Langlands–Shahidi method in our context. The reader is referred to Kim
[31] and Shahidi [53] [54] for details, proofs and further references.
6.3.1. αP , γP , ρP , δP . Let the notations be as in Sect. 5.3.6. In particular, P0 = MP0UP0 is the
standard (n, n′) parabolic subgroup of GLN/F, and P = RF/Q(P0), etc. We write
MP0 =
{
m = diag(h, h′) =
(
h 0
0 h′
)
: h ∈ GLn, h
′ ∈ GLn′
}
,
and let
AP0 := ZMP0 =
{
a =
(
t1n 0
0 t′1n′
)
: t, t′ ∈ GL1
}
.
Fix an identification X∗(AP0) = Z
2, by letting (k, k′) ∈ Z2 correspond to the character that
sends a to tkt′k
′
. We have
X∗(AP × E) =
⊕
τ :F→E
X∗(AP0 ×τ E) =
⊕
τ :F→E
Z2.
Similarly, fix X∗(MP0) = Z
2, by letting (k, k′) ∈ Z2 correspond to the character that sends
diag(h, h′) to det(h)kdet(h′)k
′
. Restriction from MP0 to AP0 gives an inclusion X
∗(MP0) →֒
X∗(AP0) which is given by (k, k
′) 7→ (nk, n′k′). Clearly, X∗(MP0) ⊗Q = X(AP0) ⊗Q, which fixes
an identification X∗(MP0)⊗Q = Q
2 via X(AP0)⊗Q = Q
2. Similarly, X∗(MP0)⊗R = X
∗(AP0)⊗R
and fix X∗(MP0)⊗ R = R
2. This fixes X∗(MP )⊗ R = ⊕τ :F→ER2.
Let ρP0 be half the sum of positive roots whose root spaces appear in UP0 . The restriction of ρP0
to AP0 is in X
∗(AP0)⊗Q →֒ a
∗
P0
:= X(AP0)⊗R = X
∗(MP0)⊗R and under the above identification
of the latter with R2, one has ρP0 = (n
′/2,−n/2), or using the notations of 2.2.3, we have
ρP0 =
1
2
∑
1≤i≤n
n+1≤j≤N
ei − ej =
n′
2
(e1 + · · ·+ en)−
n
2
(en+1 + · · ·+ en+n′).
And ρP = (ρP τ0 )τ :F→E, with each ρP τ0 given as above.
Let αP0 = αn = en − en+1 be the unique simple root of G0 that is not amongst the roots
of MP0 . Consider the corresponding fundamental weight γP0 = γn = 〈ρP0 ,αP0〉
−1ρP0 . Identify
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X∗(TN,0)⊗R with RN using the ei’s, and let ( , ) be the usual euclidean inner product on RN . It
is easy to see that 〈ρP0 ,αP0〉 =
2(ρP0 ,αP0 )
(αP0 ,αP0 )
= N/2, and hence
γP0 =
2
N
ρP0 .
We also have αP = (αP τ0 )τ :F→E and γP = (γP τ0 )τ :F→E, with N γP τ0 = 2ρP τ0 .
Let δP0 be the modular character of MP0(k), where k is any local field (such as k = R or k = Fv
any p-adic completion of F ), which is defined as δP0(m) = |det(AduP (m))| for m ∈ MP0(k). If
m = diag(h, h′) with h ∈ GLn(k) and h
′ ∈ GLn′(k) then
δP0(diag(h, h
′)) = |det(h)|n
′
|det(h′)|−n.
Note that that |2ρP0(·)| = δP0(·). Also, δP the modular character ofMP (k), for k = R or k = Qp, is
defined via the various completions of F over that place; for example, δP on MP (Qp) is
∏
p|p δP0,p,
where by δP0,p we mean the character as above on MP0(Fp).
6.3.2. Induced representations. Let σ (resp., σ′) be a cuspidal automorphic representation of
Gn(A) (resp., Gn′(A)). The relation with our previous ‘arithmetic’ notation is that given σf ∈
Coh!!(Gn, µ) and given ι : E → C, think of ισf to be the finite part of a cuspidal automorphic
representation ισ, etc. The ι is fixed, and we suppress it until otherwise mentioned. Consider the
induced representation IGP (s, σ ⊗ σ
′) consisting of all smooth functions f : G(A) → Vσ ⊗ Vσ′ such
that
(6.11) f(mug) = δP (m)
1
2δP (m)
s
N (σ ⊗ σ′)(m) f(g)
for all m ∈ MP (A), u ∈ UP (A), and g ∈ G(A); where Vσ (resp., Vσ′) is the subspace inside the
space of cusp forms on Gn(A) (resp., Gn′(A)) realizing the representation σ (resp., σ′). In other
words,
IGP (s, σ ⊗ σ
′) = Ind
G(A)
P (A)((σ ⊗ | |
n′
N
s)⊗ (σ′ ⊗ | |
−n
N
s)),
where IndGP denotes the normalized parabolic induction. In terms of algebraic or un-normalized
induction, we have
(6.12) IGP (s, σ ⊗ σ
′) = aInd
G(A)
P (A)((σ ⊗ | |
n′
N
s+n
′
2 )⊗ (σ′ ⊗ | |
−n
N
s−n
2 )).
6.3.3. Standard intertwining operators. There is an element wP0 ∈ WG, the Weyl group of
G, which is uniquely determined by the property wP0(ΠG − {αP }) ⊂ ΠG and wP0(α) < 0. This
element looks like wP0 = (w
τ
P0
)τ :F→E, where for each τ , as a permutation matrix in GLN , we have
wτP0 =
[
1n
1n′
]
.
The parabolic subgroup Q, which is associate to P , corresponds to wP0(ΠG − {αP }). Since
wτP0
−1diag(h, h′)wτP0 = diag(h
′, h) for all diag(h, h′) ∈ MP τ0 , we get wP0(σ ⊗ σ
′) = σ′ ⊗ σ as a
representation of MQ(A). The global standard intertwining operator:
TPQst (s, σ ⊗ σ
′) : IGP (s, σ ⊗ σ
′) −→ IGQ(−s, σ
′ ⊗ σ)
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is given by the integral
(TPQst (s, σ ⊗ σ
′)f)(g) =
∫
UQ(A)
f(w−1P0 ug) du.
Often, we will abbreviate TPQst (s, σ⊗σ
′) as Tst(s, σ⊗σ
′). The global standard intertwining operator
factorizes as a product of local standard intertwining operators: Tst(s, σ ⊗ σ
′) = ⊗vTst(s, σv ⊗ σ
′
v)
where the local operator
Tst(s, σv ⊗ σ
′
v) : I
G
P (s, σv ⊗ σ
′
v) −→ I
G
Q(−s, σ
′
v ⊗ σv)
is given by a similar local integral.
6.3.4. Ratios of L-functions. A fundamental observation of Langlands [35] says that if v is a
finite place of F where both σ and σ′ are unramified, and suppose f0v (resp., f˜
0
v ) is the normalized
spherical vector of IGP (s, σv ⊗ σ
′
v) (resp., I
G
Q(−s, σ
′
v ⊗ σv)) then
Tst(s, σv ⊗ σ
′
v)f
0
v =
L(s, σv × σ
′v
v )
L(s+ 1, σv × σ′vv )
f˜0v .
If diag(ϑ1,v, . . . , ϑn,v) (resp., diag(ϑ
′
1,v, . . . , ϑ
′
n′,v)) is the Satake parameter of σv (resp., σ
′
v) then the
local ‘Rankin–Selberg’ L-function above is given by:
L(s, σv × σ
′v
v ) =
∏
1≤i≤n
1≤j≤n′
(1− ϑi,vϑ
′−1
j,v q
−s
v )
−1.
Now, if f ∈ IGP (s, σ ⊗ σ
′) is a pure-tensor f = ⊗vfv, with fv = f
0
v outside a finite set S of places
including the archimedean ones, then
(6.13) Tst(s, σ ⊗ σ
′)f =
LS(s, σ × σ′v)
LS(s + 1, σ × σ′v)
⊗v/∈S f˜
0
v ⊗v∈S Tst(s, σv ⊗ σ
′
v)fv,
where LS(s, σ × σ′v) =
∏
v/∈S L(s, σv × σ
′v
v ) is the partial L-function.
Starting from 7.1, we will work with the cohomological L-function which is better adapted for
studying arithmetic properties of L-values. To contrast then the above L-function will be referred
to as ‘automorphic’ L-function.
6.3.5. Eisenstein series. Let f ∈ IGP (s, σ × σ
′) be as in (6.11). For g ∈ G(A), the value f(g) is
a cusp form on MP (A). By the defining equivariance property of f , the complex number f(g)(m)
determines and is determined by f(mg)(1) for any m ∈ MP (A). Henceforth, we identify f ∈
IGP (s, σ × σ
′) with the complex valued function g 7→ f(g)(1), i.e., we have embedded:
IGP (s, σ × σ
′) →֒ C∞
(
UP (A)MP (Q)\G(A), ω
−1
∞
)
⊂ C∞
(
P (Q)\G(A), ω−1∞
)
,
where ω−1∞ is a simplified notation for the central character of σ ⊗ σ
′ restricted to S(R)◦. If σf ∈
Coh(Gn, µ), σ
′
f ∈ Coh(Gn′,µ
′) and ι : E → C then ω∞ is the product of the central characters
ωMιµωMιµ′ restricted to S(R).
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Given f ∈ IGP (s, σ × σ
′), thought of as a complex-valued function on P (Q)\G(A), define the
corresponding Eisenstein series EisP (s, f) ∈ C
∞
(
G(Q)\G(A), ω−1∞
)
by averaging over P (Q)\G(Q):
(6.14) EisP (s, f)(g) :=
∑
γ∈P (Q)\G(Q)
f(γg),
as a formal sum, and we will discuss below holomorphy of this Eisenstein series at a particular
point of evaluation.
6.3.6. Constant term of an Eisenstein series. For the parabolic subgroupQ, recall the constant
term map from Sect. 4.1.2 denoted FQ : C∞(G(Q)\G(A), ω−1∞ ) → C
∞(MQ(Q)UQ(A)\G(A), ω−1∞ ),
and given by:
FQ(φ)(g) =
∫
UQ(Q)\UQ(A)
φ(u g) du.
Consider the following diagram of maps:
IGP (s, σ × σ
′) 
 //
Tst(s,σ×σ′)

C∞
(
P (Q)\G(A), ω−1∞
)
EisP

C∞
(
G(Q)\G(A), ω−1∞
)
FQ

IGQ(−s, σ
′ × σ) 
 // C∞
(
Q(Q)\G(A), ω−1∞
)
Theorem 6.15 (Langlands). Let f ∈ IGP (s, σ × σ
′).
(1) In the non-self-associate cases (n 6= n′), we have:
(a) FP ◦ EisP (s, f) = f.
(b) FQ ◦ EisP (s, f) = Tst(s, σ × σ
′)(f).
(2) In the self-associate cases (n = n′ and P = Q), we have:
FP ◦ EisP (s, f) = f + Tst(s, σ × σ
′)(f).
Using (6.13), for f = ⊗fv ∈ I
G
P (s, σ × σ
′), we get in the non-self-associate cases (n 6= n′):
(6.16) FQ(EisP (s, f)) =
LS(s, σ × σ′v)
LS(s+ 1, σ × σ′v)
⊗v/∈S f˜
0
v ⊗v∈S T
PQ
st (s, σv ⊗ σ
′
v)fv.
For future reference, let’s record the same statement if we started from a representation induced
from Q. Let f˜ = ⊗f˜v ∈ I
G
Q(w, σ
′ × σ), we get
(6.17) FP (EisQ(w, f˜ )) =
LS(w, σ′ × σv)
LS(w + 1, σ′ × σv)
⊗v/∈S f
0
v ⊗v∈S T
QP
st (w, σ
′
v ⊗ σv)f˜v.
We leave it to the reader to formulate a similar statement in the self-associate case.
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6.3.7. Evaluating at s = −N/2 and w = N/2. Recall the induced representations which appear
in boundary cohomology as in Sect. 5.3.6, and recall also how the complex variable s appears in an
induced representation as in (6.12). Putting the two together, we see:
aInd
G(A)
P (A)
(
σ ⊗ σ′
)
= IGP (s, σ ⊗ σ
′)|s=−N/2.
Similarly, we have
aInd
G(A)
Q(A)
(
σ′(n)⊗ σ(−n′)
)
= IGQ(w, σ
′ ⊗ σ)|w=N/2.
It might be helpful to bear in mind the following picture:
aInd
G(A)
P (A) (σ ⊗ σ
′)
TPQst (s,σ⊗σ
′)|s=−N/2
##
aInd
G(A)
Q(A) (σ
′(n)⊗ σ(−n′))
TQPst (w,σ
′⊗σ)|w=N/2
cc
6.3.8. Holomorphy of one of the Eisenstein series at point of evaluation. The aim of this
section is to show that it is not possible for EisP (s, f) to have a pole at s = −N/2 and EisQ(w, f˜ )
to have a pole at w = N/2. But before stating the result (see Prop. 6.20 below) we need to briefly
review some well-known analytic properties of Rankin–Selberg L-functions.
6.3.8.1. An interlude on analytic properties of Rankin–Selberg L-functions. (We refer
the reader to Shahidi’s book [54, 10.1] for further details and references.) Let σ (resp., σ′) be a
cuspidal automorphic representation of Gn(A) (resp., Gn′(A)). For any place v the local L-function
L(s, σv × σ
′v
v ) is defined as a local Artin L-function via the local Langlands correspondence. For a
finite unramified place v we gave this definition in Sect. 6.3.4 using the Satake parameters. There are
other ways of defining the local factor, for example, via the approach of zeta integrals and integral
representations; it is a fact that we end up with the same local factor; see loc. cit. The global L-
function is defined for ℜ(s)≫ 0 as an Euler product: L(s, σ×σ′v) =
∏
v L(s, σv×σ
′v
v ). For any finite
set of places S, the partial L-function is defined for ℜ(s)≫ 0 as LS(s, σ×σ′v) =
∏
v/∈S L(s, σv×σ
′v
v ).
These Euler products, defined a priori only in a half-plane, admit a meromorphic continuation to
all of C. We need the following important results (see [54, Thm. 10.1.1]):
Theorem 6.18. Let σ (resp., σ′) be a cuspidal automorphic representation of Gn(A) (resp.,
Gn′(A)).
(1) Suppose n 6= n′ then L(s, σ × σ′v) extends to an entire function of s.
(2) Suppose n = n′ then L(s, σ × σ′v) extends to an entire function of s, unless σ ≃ σ′, and in
which case L(s, σ × σv) extends to a meromorphic function of s with only one pole, which
is located at s = 1 and is a simple pole.
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(3) Functional equation: L(s, σ × σ′v) = ε(s, σ × σ′v)L(1 − s, σv × σ′). (The epsilon factor on
the right hand side is an exponential function.)
(4) Suppose that σ and σ′ are unitary then for any finite set of places S we have:
LS(s, σ × σ′v) 6= 0, ℜ(s) ≥ 1.
Let us also recall the following definition adapted from Deligne [9]. Given σ, we can write the
representation at infinity as σ∞ = ⊗v∈S∞σv; the tensor product is over all the archimedean places
of F. The L-factor at infinity is L(s, σ∞ × σ
′
∞) =
∏
v∈S∞
L(s, σv × σ
′
v) is a product of Γ-factors
times exponential functions.
Definition 6.19. Let σ (resp., σ′) be a cuspidal automorphic representation of Gn(A) (resp.,
Gn′(A)). Assume they are of cohomological type, i.e., σf ∈ Coh(Gn, µ) for some µ ∈ X∗0 (Tn)
(resp., σ′f ∈ Coh(Gn′ , µ
′) for some µ′ ∈ X∗0 (Tn′)).
(1) If n ≡ n′ (mod 2) then take m ∈ Z.
(2) If n 6≡ n′ (mod 2) then take m ∈ 12 + Z.
We say that such an m is critical for the Rankin–Selberg L-function L(s, σ × σ′v) if the local
factors at infinity on both sides of the functional equation are regular (holomorphic) at s = m, i.e.,
L(s, σ∞ × σ
′v
∞) and L(1− s, σ
v
∞ × σ
′
∞) are finite at s = m.
At this moment the reader can ignore the possibly half-integral nature of the critical point m
which is caused by the so-called motivic normalization; see Sect. 7.2.2.3. This amongst several
related arithmetic issues will be discussed in Sect. 7.1 and Sect. 7.2 on cohomological L-functions
and effective motives.
6.3.8.2. Statement of holomorphy concerning certain Eisenstein series.
Proposition 6.20. Notations are as in Sect. 5.3.6. Let σ ∈ Coh(Gn, µ) (resp., σ
′ ∈ Coh(Gn′ , µ
′))
be a cohomological cuspidal automorphic representation of Gn(A) (resp., Gn′(A)). Suppose nn′ is
even. Assume that the points −N/2 and 1 − N/2 are critical for the Rankin–Selberg L-function
L(s, σ × σ′v). Let f = ⊗fv ∈ I
G
P (s, σ × σ
′) and f˜ = ⊗f˜v ∈ I
G
Q(w, σ
′ × σ). Then:
(1) If N2 + d− d
′ ≤ 0 then EisP (s, f) is holomorphic at s = −N/2,
(2) If N2 + d− d
′ ≥ 0 then EisQ(w, f˜ ) is holomorphic at w = N/2.
Proof of Prop. 6.20. The proof needs a few lemmas: 6.21, 6.21 and 6.23. We first state these lemmas
and then prove them.
6.3.8.3. Some lemmas.
Lemma 6.21. If EisP (s, f) has a pole at s = −N/2 then L
S(1− N2 , σ×σ
′v) = 0, where S = S∞∪Sf
is a finite set of places which is the union of the set S∞ of all the archimedean places and the set
Sf of all the finite places where either σ or σ
′ is ramified.
Lemma 6.22. If EisQ(w, f˜ ) has a pole at w = N/2 then L
S(1 + N2 , σ
′ × σv) = 0, where S is as in
the previous lemma.
Lemma 6.23. Let v be a finite place of F , and let π and π′ be irreducible admissible unitary
generic representations of GLn(Fv) and GLn′(Fv), respectively. Suppose L(s, π × π
′) has a pole at
s = t0 ∈ R, then t0 < 1.
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6.3.8.4. Proofs of Lemmas 6.21 and 6.22. Recall (6.16)
FQ(EisP (s, f)) =
LS(s, σ × σ′v)
LS(s+ 1, σ × σ′v)
⊗v/∈S f˜
0
v ⊗v∈S Tst(s, σv ⊗ σ
′
v)fv.
The constant term map FQ is an integration over a compact space and will not affect the analytic
discussion below. If EisP (s, f) has a pole at s = −N/2, then looking at the right hand side, either
(1) LS(s, σ × σ′v)/LS(s+ 1, σ × σ′v) has a pole at −N/2, or
(2) for some v ∈ S, the local standard intertwining operator Tst(s, σv⊗σ
′
v) has a pole at −N/2.
In case (1), since the numerator LS(s, σ × σ′v) is entire, the only way the ratio can have a pole
is if the denominator vanishes at that point, i.e., LS(1−N/2, σ × σ′v) = 0.
In case (2), if Tst(s, σv ⊗ σ
′
v) has a pole at s = −N/2 of order kv ≥ 0, and if k =
∑
v∈S kv, then
we claim that the numerator LS(s, σ × σ′v) will have a zero of order at least k, i.e., all the poles
of the local standard intertwining operators at bad places will cancel against zeros of the partial
L-function appearing in the numerator; hence the only way EisP (s, f) can have a pole at s = −N/2
is when LS(1−N/2, σ × σ′v) = 0, which will prove the lemma.
For the proof of the claim made above: suppose Tst(s, σv ⊗ σ
′
v) has a pole at s = −N/2 of order
kv ≥ 0. We appeal to Shahidi’s results on local constants, which we briefly review here. Fix a
nontrivial additive character ψv of the base field and let λψv (s, σv ×σ
′
v) be the standard Whittaker
functional (defined as a certain integral) on I(s, σv ⊗ σ
′
v). We are using the fact here that cuspidal
representations of GLn are globally generic, and hence locally generic everywhere. We know that
λψv(s, σv × σ
′
v) extends to an entire function which is nonzero for all v; see Shahidi [50, Prop. 3.1]
for archimedean v and [51, Prop. 3.1] for finite v. By multiplicity one for Whittaker models there
is a complex number Cψv (s, σv × σ
′
v), called a ‘local constant’, such that
(6.24) Cψv(s, σv × σ
′
v)
(
λψv(−s, σ
′
v × σv) ◦ Tst(s, σv ⊗ σ
′
v)
)
= λψv(s, σv × σ
′
v).
Furthermore, the local constant is related to local L- and ε-factors as:
(6.25) Cψv(s, σv × σ
′
v) = ε(s, ψv , σv × σ
′v
v )
L(1− s, σvv × σ
′
v)
L(s, σv × σ′vv )
.
See Shahidi [54, (5.1.4)]. Back to our proof of the above claim: suppose Tst(s, σv ⊗ σ
′
v) has a pole
at s = −N/2 of order kv ≥ 0, since the right hand side of (6.24) is holomorphic, the local constant
Cψv(s, σv × σ
′
v) has a zero at s = −N/2 of order kv. The epsilon factor is an exponential function
(hence entire and nonvanishing), and local L-factors are nowhere vanishing, hence the denominator
of the right hand side of (6.25), i.e., L(s, σv×σ
′v
v ) has a pole at s = −N/2 of order kv . We conclude
that LS(s, σ × σ
′v) =
∏
v∈S L(s, σv × σ
′v
v ) has a pole at s = −N/2 of order k =
∑
v∈S kv . But,
L(s, σ × σ′v) = LS(s, σ × σ
′v)LS(s, σ × σ′v) is entire (Thm. 6.18), hence LS(s, σ × σ′v) must have
a zero at s = −N/2 of order at least k to cancel against the pole at s = −N/2 of order k of
LS(s, σ × σ
′v)–as claimed above. Proof of Lem. 6.22 is identical to the above proof of Lem. 6.21.
6.3.8.5. Proof of Lemma 6.23. This is well-known and follows from the theory of zeta integrals.
For example, in the case n 6= n′, see Prop. 6.2(i) and Prop. 6.3 in Cogdell [8]. More generally, it is
embedded in the work of Jacquet, Piatetskii-Shapiro and Shalika [28].
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6.3.8.6. Conclusion of proof of Prop. 6.20. To prove (1), suppose −N/2 + d − d′ ≤ 0, and if
possible suppose also that EisP (s, f) has a pole at s = −N/2. From Lem. 6.21 we know that
LS(1− N2 , σ × σ
′v) = LS(1− (N2 + d− d
′), ◦σ × ◦σ′v) = 0,
where σ = | |−d⊗ ◦σ with ◦σ being a unitary cuspidal representation; and similarly, σ′ = | |−d
′
⊗ ◦σ′.
Since N/2+ d− d′ ≤ 0, from Lem. 6.23, for any place v we know that L(1− (N2 + d− d
′), ◦σv ×
◦σ′vv )
is finite. Hence, for the completed L-function we get L(1− (N2 + d− d
′), ◦σ × ◦σ′v) = 0; but this is
not possible by (4) of Thm. 6.18 since 1− (N/2 + d− d′) ≥ 1; whence we conclude that EisP (s, f)
is finite at s = −N/2. The proof of (2) is identical, and is left to the reader. 
6.3.9. Conclusion of proof of Thm. 6.9. We now prove the claim made in Sect. 6.2.2.1. The
notations are now as in the statement of Thm. 6.9, and we would like to show
dimE(I
b(σf , σ
′
f , ε
′)) ≥ k and dimE(I
t(σf , σ
′
f , ε
′)v) ≥ k.
The argument for top-degree is the same as that for the bottom degree, so we give the details of
the proof only in bottom-degree. Take an embedding ι : E → C and pass to a transcendental
level via ι. To show dimE(I
b(σf , σ
′
f , ε
′)) ≥ k, it suffices to show that its base-change to C via ι has
dimension at least k, i.e., it suffices to prove
dimC(I
b(ισf ,
ισ′f , ε
′)) ≥ k,
where, for brevity, we have
Ib(ισf ,
ισ′f , ε
′) := Rbισf ,ισ′f ,ε′
(H
bFN
Eis(∂S
G,M˜ιλ)
Kf ).
Given ι, we know that ισf (resp.,
ισ′f ) is the finite part of a cuspidal automorphic representation
ισ (resp., ισ′) of Gn(A) (resp., Gn′(A)). Suppose T
PQ
st (s,
ισ⊗ ισ′) is holomorphic at s = −N/2, which
is the same as saying that EisP (s, f) is holomorphic at s = −N/2 for an f ∈ I
G
P (s,
ισ ⊗ ισ′). Then,
consider the following diagram:
(6.26)
C∞
(
G(Q)\G(A), ω−1∞
)
FP⊕FQ

C∞
(
P (Q)\G(A), ω−1∞
)
EisP
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
  // C∞
(
P (Q)\G(A), ω−1∞
)
⊕ C∞
(
Q(Q)\G(A), ω−1∞
)
C∞
(
Q(Q)\G(A), ω−1∞
)
? _oo
IGP (−N/2,
ισ ⊗ ισ′)
?
OO
Tst(−N/2,
ισ⊗ισ′) // IGQ(N/2,
ισ′ ⊗ ισ)
?
OO
where, for brevity, we denote ω−1∞ for the inverse of the central character ofMιλ restricted to S(R)
0.
Tensor the above diagram by M˜ιλ and take cohomology, i.e., apply the functorH
bFN (g,K0∞;−). Then
take the ε′-isotypic component for the action of π0(K∞) and also take Kf -invariants to get:
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(6.27) Hb
F
N (SG,M˜ιλ)
Kf
(FP⊕FQ)∗

H
bFN
!! (∂PS
G,M˜ιλ)
Kf
Eis∗P
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
  // Hb
F
N
!! (∂PS
G,M˜ιλ)
Kf ⊕H
bFN
!! (∂QS
G,M˜ιλ)
Kf H
bFN
!! (∂QS
G,M˜ιλ)
Kf? _oo
ISb (
ισf ,
ισ′f , ε
′)P,ιw
?
OO
Tst(−N/2,
ισ⊗ισ′,ε′)∗ // ISb (
ισf ,
ισ′f , ε
′)Q,ιw′
?
OO
Also the map (FP ⊕ FQ)∗ is the same as the restriction r∗ to boundary cohomology followed by
a projection afforded by the Manin–Drinfeld principle. It is clear now that the required image
Ib(ισf ,
ισ′f , ε
′) contains the image of (FP ⊕FQ)∗ ◦ Eis∗P , i.e., after applying Thm6.15 we see that
(6.28) Ib(ισf ,
ισ′f , ε
′) ⊃
{(
ξ , Tst(−
N
2 ,
ισ ⊗ ισ′)∗ξ
)
: ξ ∈ ISb (
ισf ,
ισ′f , ε
′)P,ιw
}
.
Hence dimC(I
b(ισf ,
ισ′f , ε
′)) ≥ dimC(I
S
b (
ισf ,
ισ′f , ε
′)P,ιw) = k.
Suppose EisP (s, f) has a pole at s = −N/2 then we start from the parabolic subgroup Q while
bearing in mind that necessarily EisQ(w, f˜) and T
QP
st (w, σ
′ × σ) are holomorphic at w = N/2, by
Prop. 6.20. In this case, we get
(6.29) Ib(ισf ,
ισ′f , ε
′) ⊃
{(
Tst(N/2,
ισ′ ⊗ ισ)∗ξ˜ , ξ˜
)
: ξ˜ ∈ ISb (
ισf ,
ισ′f , ε
′)Q,ιw′
}
.
Hence, dimC(I
b(ισf ,
ισ′f , ε
′)) ≥ dimC(I
S
b (
ισf ,
ισ′f , ε
′)Q,ιw′) = k. This concludes the proof of Thm. 6.9.
7. L-functions
7.1. Cohomological L-functions and effective motives. There is a well-known conjectural
dictionary between cohomological cuspidal automorphic representations of GLn and pure rank n
motives. We briefly review this dictionary while recasting it in the the context of strongly inner
Hecke summands on the one hand and pure effective motives on the other. In the discussion below,
we consider the motives only via their Betti, de Rham and ℓ-adic realizations as in Deligne [9].
Let λ ∈ X∗0 (Tn × E) be a pure weight and σf ∈ Coh!!(Gn, λ) be a strongly inner absolutely
irreducible Hecke module. Recall that we have a Galois extension E/Q which contains a copy of
F ; furthermore, λ = (λτ )τ :F→E and E/Q is taken large enough so that σf is defined over E. Then
it is conjectured that we can attach a motive M(σf ) which is defined over F has coefficients in
E(σf ). There is also an effective motive Meff(σf ) which is a Tate twist of M(σf ). This Tate twist
is chosen so that the eigenvalues of the Frobenius Φ−1p in any l−adic realization Meff(σf )e´t,l are
algebraic integers. The motivic L-function attached toMeff(σf ) is the same as a the cohomological
L-function attached to σf .
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7.1.1. Langlands parameters and Hodge pairs for effective motives. Fix ι : E → C,
then ισ := ισf ⊗
ισ∞ is a cohomological cuspidal automorphic representation. Identify the sets
Hom(F,C) = Hom(F,R) = S∞; say, v ∈ S∞ corresponds to ν ∈ Hom(F,C); we also write v 7→ νv
or ν 7→ vν . As in 2.3.2, the map τ 7→ ι ◦ τ identifies Hom(F,E) with Hom(F,C), and the weight
ιλ ∈ X∗0 (Tn × C) is written as
ιλ = (ιλν)ν:F→C where
ιλν = λι
−1◦ν . The representation ισ∞ factors
as: Dιλ = ⊗v∈S∞Dιλνv up to a signature character ǫ∞(σf ) which is relevant when n is odd. For each
ν, let ̺(ιλν) := ̺(Dιλν ) be the Langlands parameter of Dιλν , which is an n-dimensional semi-simple
representation of the Weil group WR of R, as given by the local Langlands correspondence for
GLn(Fvν ) = GLn(R); see Knapp [33]. The restriction to C
× ≃WC ⊂WR up to a half-integral twist
(see (7.2) below) is given by:
| |
(1−n)
2 ̺(ιλν)|C× =
n⊕
j=1
(z 7→ zp
τ
j z¯q
τ
j ), pτj = pj(
ιλν), qτj = qj(
ιλν).
(Here τ = ι−1 ◦ ν.) When we restrict from WR to WC the signature ǫ∞(σf ) disappears. One can
read off the pτj and q
τ
j from the cuspidal parameters; we have:
(7.1) pτj =
ℓτj − 2d+ 1− n
2
, qj =
−ℓτj − 2d+ 1− n
2
The parity condition in (3.7) gives that pτj , q
τ
j ∈ Z.
On the other hand, for ι : E → C, we have a rank n motive ιM =M(ισ) over F with coefficients
in ι(E) ⊂ C. For ν : F → C, the Betti realization HB(ν, ιM) is an n-dimensional ι(E)-vector space
together with a Hodge decomposition:
HB(ν,
ιM)⊗ι(E) C =
⊕
(p,q)∈Hod(ν,ιM)
Hp,q(ν, ιM),
which is a representation of WC = C×, where z ∈ C× acts on Hp,q(ν, ιM) via z−pz¯−q. The set of
Hodge pairs for ιM is
Hod(ιM) =
⋃
ν:F→C
Hod(ν, ιM).
The motiveM(σf ) is pure, i.e., there exists an integer w˜ such that for any ι if (p, q) ∈ Hod(
ιM) then
p+ q = w˜. (If ιM is a piece of H•(X, ι(E)) for a variety X/F , then HB(ν,
ιM) is the corresponding
piece in H•Betti(X ×ν C, ι(E)).)
Under the conjectural correspondence σf ↔M(σf ), the exponents in the Langlands parameter,
up to a specific half-integral twist, and the Hodge numbers determine each other:
(7.2) | |
(1−n)
2 ̺(ιλν)|C× ≃ HB(ν,
ιM)⊗ι(E) C,
where the isomorphism is as representations of WC. Now (7.1) and (7.2) give the Hodge pairs:
Hod(ν, ιM) =
{(
ℓτ1 + 2d+ n− 1
2
,
−ℓτ1 + 2d+ n− 1
2
)
,
(
ℓτ2 + 2d+ n− 1
2
,
−ℓτ2 + 2d+ n− 1
2
)
, . . .
. . . ,
(
ℓτn + 2d+ n− 1
2
,
−ℓτn + 2d+ n− 1
2
)}
.
(7.3)
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The purity weight w˜ of M(σf ) is given by
w˜ = 2d+ n− 1.
We will consider a suitable Tate twist of M(σf ) to make it effective. (Suppose a motive M
defined over F with coefficients in E is effective then for some ι : E → C and ν : F → C the Hodge
pairs in Hod(ν, ιM) are of the form {(w, 0), (w − a1, a1), (w − a1 − a2, a1 + a2), . . . , (0,w)}, where
w = a1 + · · · + an−1 with aj ≥ 1.) For m ∈ Z, let M(m) := M ⊗ Q(m) where Q(m) is a Tate
motive; see, for example, [42, § 2.1].
If (p, q) is a Hodge pair forM then (p−m, q−m) is a Hodge pair forM(m). Recall the definition
of the motivic weight from 3.1.3: wλ = max{wλτ | τ : F → E}, where wλτ = a
τ
1 + · · ·+ a
τ
n−1 = ℓ
τ
1 .
Define:
(7.4) Meff(σf ) = M(σf )
(
2d+ n− 1−wλ
2
)
.
Suppose τ0 is such thatwλ = wλτ0 . Take any ι and ν as above. The Hodge pairs inHod(ν,
ιMeff (σf ))
are of the form:{(
ℓτ1 + ℓ
τ0
1
2
,
−ℓτ1 + ℓ
τ0
1
2
)
,
(
ℓτ2 + ℓ
τ0
1
2
,
−ℓτ2 + ℓ
τ0
1
2
)
, . . . ,
(
ℓτn + ℓ
τ0
1
2
,
−ℓτn + ℓ
τ0
1
2
)}
,
where τ = ι−1 ◦ ν. In particular, for a pair ι0 and ν0 such that ι
−1
0 ◦ ν0 = τ0 we get:
Hod(ν0,
ι0Meff(σf )) = {(wλ, 0), (wλ − a
τ0
1 , a
τ0
1 ), (w − a
τ0
1 − a
τ0
2 , a
τ0
1 + a
τ0
2 ), . . . , (0,wλ)}.
Let’s record a consequence of (7.2) for the behavior of the correspondences σf ↔ M(σf ) and
σf ↔ Meff (σf ) under taking duals. Given σf ∈ Coh!!(Gn, λ), the contragredient module σ
v
f is in
Coh!!(Gn, λ
v), where λv = −wGn(λ) is the dual weight. Further, the local Langlands correspon-
dence commutes with taking contragredients. On the motivic side, given a motive M over F with
coefficients in E, the dual motiveMv is also defined over F with coefficients in E whose realizations
are the respective duals of the realizations of M. In particular, if (p, q) is a Hodge pair for M then
(−p,−q) is a Hodge pair for Mv. Putting these observations together with (7.2), we leave it to the
reader to check that:
(7.5) M(σvf ) = M(σf )
v(1− n).
For effective motives, from (7.4) and (7.5), we get:
(7.6) Meff(σ
v
f ) = Meff (σf )
v(−wλ).
(The reader who wishes to check this will need to use that d(λv) = −d(λ) and wλv = wλ.)
7.1.2. Motivic L-functions. Let M be a motive defined over F with coefficients in E. Its ℓ-adic
realization Hℓ(M) admits an action of the absolute Galois group of F , and for each ι : E → C, we
can take the associated Artin L-function. The coefficients appearing in the local Euler factors at all
finite places initially take values in El for l|ℓ; the usual expectation of ℓ-independence make them
take values in E, and after applying ι we get a C-valued local L-function. Taking the Euler product
over all finite places, we get the finite part of the L-function which we denote as Lf (ι,M, s). (See
Deligne [9, 2.2] for a precise definition.)
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At the archimedean places there is a recipe given by Serre to define the local factors, which we
will discuss in detail in 7.2, and this gives the L-factor at infinity L∞(ι,M, s) and L∞(M, s). The
completed L-function defined as:
L(ι,M, s) := L∞(ι,M, s)Lf (ι,M, s),
conjecturally extends to a meromorphic function to all of C and satisfies a functional equation of
the form
L(ι,M, s) = ε(ι,M, s)L(ι,Mv , 1− s),
where the ε-factor on the right hand side is a nonzero constant times an exponential function.
Taking the product over all ι we define L(M, s) and it has a similar functional equation. All these
comments will be applied to L-functions for M(σf ) and Meff(σf ).
On the other hand, for ι : E → C we have the standard automorphic L-function of the cuspidal
automorphic representation ισ. This may be defined in terms of integral representations as, for
example, in Jacquet [24], or may be defined as Langlands L-functions as in 6.3.8.1. It is known
that one gets the same L-function irrespective of which definition is used. The product of lo-
cal L-functions over all finite places is denoted Lautf (s,
ισ) = Laut(s, ισf ), and the product over
all archimedean places giving the L-factor at infinity is denoted Laut∞ (s,
ισ) = Laut(s, ισ∞). The
completed L-function is defined as:
Laut(s, ισ) = Laut∞ (s,
ισ)Lautf (s,
ισ).
For automorphic L-functions it is known that Laut(s, ισ) admits an analytic continuation to an
entire function (unless n = 1 and σf is the trivial representation whence the L-function is the
Dedekind zeta function of F which has a pole at s = 1), and satisfies a functional equation:
Laut(s, ισ) = ε(s, ισ)Laut(1− s, ισv).
As with motivic L-functions, take the product over all ι to define:
Lautf (s, σ) =
∏
ι:E→C
Lautf (s,
ισ).
Similarly, Laut∞ (s, σ) and L
aut(s, σ) := Laut∞ (s, σ)L
aut
f (s, σ).
The key point in the expected comparison between the motivic L-functions and automorphic
L-function is that there is an analogue at finite places of (7.2), i.e., for any rational prime p and a
prime ideal p of F above p, the Langlands parameter ̺(ισp) (which is an n-dimensional semi-simple
representation of the Weil group WFp of Fp) is related to the local Galois representation at p on
the ℓ-adic realization Hℓ(
ιM(σf )) via:
(7.7) | |
(1−n)
2 ̺(ισp) ≃ Hℓ(
ιM(σf )).
Taking the corresponding Artin L-factors on both sides and then taking a product over all p gives:
(7.8) L (ι,M(σf ), s) = L
aut
(
s+ 1−n2 ,
ισf
)
.
Using (7.4) we get:
(7.9) L (ι,Meff (σf ), s) = L
aut
(
s+ 2d−w2 ,
ισf
)
.
We have similar relations for L-functions by taking a product over all ι. The shift (2d − w)/2 in
the s-variable can be seen by working intrinsically in the context of the cohomology of arithmetic
groups by considering a cohomological L-function attached to σf which we now discuss.
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7.1.3. Cohomological L-functions. We briefly review certain characteristic properties of the
cohomological L-functions while referring the reader to Harder [22, Chap. 3] for the precise definition
and further details.
For simplicity we deal with the special case of F = Q. Given σf ∈ Coh!!(GLn/Q, λ), let p be a
rational prime where σf is unramified. The weight λ gives an integral sheaf Mλ,Z and we consider
the integral cohomology by which we mean the image of the cohomology ofMλ,Z in the cohomology
ofMλ. Let χ : Gm → T be a dominant co-character also thought of as a dominant character of the
dual torus T∨. The characteristic function of GLn(Zp)χ(p)GLn(Zp), denoted ch(χ), is an element
of the local Hecke algebra which does not in general preserve integral cohomology, however,
p〈χ,λ
(1)〉−〈χ,λab〉ch(χ)
does indeed preserve the integral cohomology; the exponent of p appearing above is optimal for
this purpose. Let rχ be the algebraic irreducible representation of the dual group G
∨ = GLn(C)
with highest weight χ. Let ϑp ∈ T
∨ ⊂ G∨ be the Satake parameter of σp. There is a well-known
expression for rχ(ϑp) in terms of dominant characters χ
′ < χ of T∨ from which it follows that the
polynomial appearing in the denominator of an Euler factor at p can be normalized so that we see
only integral coefficients:
(7.10) det(Id− pc(χ,λ)rχ(ϑp)X) ∈ OE [X], where c(χ, λ) := 〈χ, λ
(1)〉 − 〈χ, λab〉+ 〈χ,ρn〉.
One defines the local Euler factor at p for the cohomological L-function to be the formal expression:
(7.11) Lcohp (σf , rχ, s) =
1
det(Id− pc(χ,λ)rχ(ϑp)p−s)
.
Any ι : E → C induces an embedding ι : OE [X] →֒ C[X] giving an honest-to-goodness complex
valued function:
(7.12) Lcohp (ι, σf , rχ, s) =
1
ι(det(Id− pc(χ,λ)rχ(ϑp)X))|X=p−s
.
We now explicate the relation between the cohomological L-function and the automorphic L-
function. We are interested in only the standard L-function of GLn which corresponds to the
standard representation of the dual group GLn(C) whose highest weight is e1 (see 2.2.3). It is easy
to see that
(7.13) c(e1, λ) = 〈e1, λ
(1)〉 − 〈e1, λab〉+ 〈e1,ρn〉 =
w + 1− n
2
− d+
n− 1
2
=
w − 2d
2
.
For the standard L-function of GLn, in the notations for the data going in to defining the L-function,
we drop the representation of the dual group rχ = re1 . From (7.13) we get that the entries in the
diagonal matrix
p
w−2d
2 ϑ(σp)
are in OE . We deduce:
p
n−1
2 ϑ(σp) = p
n−1−w+2d
2 p
w−2d
2 ϑ(σp) ∈ p
ZOE ⊂ E.
Hence it makes sense to apply the embedding ι : E → C to p(n−1)/2ϑ(σp). Next, it is well-known
that taking the Satake parameter of an unramified (generic) representation σp is rational up to a
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half-integral twist stemming from the fact that such normalized parabolic induction is not a rational
operation due to the presence of ρn (see, for example, Gross [15]); we have:
ι
(
p
n−1
2 ϑ(σp)
)
= p
n−1
2 ϑ(ισp).
It follows that
ι
(
p
w−2d
2 ϑ(σp)
)
= ι
(
p
w−2d+1−n
2 p
n−1
2 ϑ(σp)
)
= p
w−2d+1−n
2 ι
(
p
n−1
2 ϑ(σp)
)
= p
w−2d+1−n
2 p
n−1
2 ϑ(ισp) = p
w−2d
2 ϑ(ισp).
We then get the following relation between the standard cohomological L-function and the standard
automorphic L-function:
Lcohp (ι, σf , s) = det
(
Id− ι
(
p
w−2d
2 ϑ(σp)
)
p−s
)−1
= det
(
Id− p
w−2d
2 ϑ(ισp)p
−s
)−1
= det
(
Id− ϑ(ισp)p
−(s+
2d−w
2 )
)−1
= Lautp
(
s+ 2d−w2 ,
ισf
)
.
(7.14)
When σf is ramified at p, we define the cohomological L-function by (7.14), i.e.,
Lcohp (ι, σf , s) := L
aut
p
(
s+ 2d−w2 ,
ισf
)
, when σp is ramified.
Similarly, at any archimedean place v ∈ S∞ we define
Lcohv (ι, σ, s) := L
aut
v
(
s+ 2d−w2 ,
ισv
)
.
All the local factors are pieced together to deduce the following relation between L-functions:
(7.15) Lcohf (ι, σf , s) = L
aut
(
s+ 2d−w2 ,
ισf
)
.
Similarly, we get the following relation between the completed L-functions:
(7.16) Lcoh(ι, σ, s) = Laut
(
s+ 2d−w2 ,
ισ
)
.
From (7.9) and (7.15) we get that the cohomological L-function attached to σf and the motivic
L-function attached to Meff(σf ) coincide:
(7.17) Lcohf (ι, σf , s) = L (ι,Meff(σf ), s) .
Similarly, for the completed L-functions.
A fundamental property about the cohomological L-function is that it is invariant under Tate
twists, i.e., suppose σf ∈ Coh!!(Gn, λ) and m ∈ Z, then σf (m) ∈ Coh!!(Gn, λ−mδn). and
(7.18) Lcohf (ι, σf (m), s) = L
coh
f (ι, σf , s).
This may be seen using (7.15) after noting that d(λ−mδn) = d(λ)−m and wλ−mδn = wλ.
Finally, let’s comment that the above discussion of cohomological L-functions was when the
base field was Q, however, everything goes through mutatis mutandis for a totally real field F. In
particular, (7.15), (7.16) and (7.17) are true for a totally real F.
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7.2. Critical points and the combinatorial lemma. In this subsection we write down the set
of critical points of Rankin–Selberg L-functions for Gn ×Gn′ . The discussion about critical points
may be carried out by working entirely in the automorphic set-up, or granting the dictionary
between motives and automorphic representations, the same discussion may be carried out working
entirely in the motivic world. We present both the approaches. We also see that the condition on
highest weights about the existence of a balanced Kostant representative, which guaranteed that
a certain induced representation appeared in boundary cohomology in a special degree, turns out
to be exactly equivalent to the condition that the L-values which intervene in rank-one Eisenstein
cohomology to be critical values; this we state as a combinatorial lemma.
7.2.1. The motivic Γ-factors at infinity and the critical set. We briefly present the calcula-
tion of the critical set of motivic Rankin–Selberg L-functions.
7.2.1.1. Serre’s Γ-factors. Suppose M is a pure regular rank n motive defined over F with coef-
ficients in E. Let w = w(M) be the purity weight of M, i.e., for any Hodge type (p, q) of M we
have p + q = w. By regularity we mean that any nonzero Hodge number is 1. Fix ι : E → C. For
any ν : F → C suppose the Hodge types are:
Hod(ν, ιM) = {(pτ1 , q
τ
1 ), . . . , (p
τ
n, q
τ
n)}, (τ = ι
−1 ◦ ν : F → E).
Further, we suppose that there is no middle Hodge type, i.e., for every τ and j, pτj 6= w/2. In this
situation, the Γ-factor at the infinite place vν corresponding to ν is given by:
Lvν (ι,M, s) =
∏
pτj<
w
2
ΓC(s − p
τ
j ).
See Serre [49, (25)]; except that for us ΓC(s) = 2(2π)
−sΓ(s). Taking the product over all the
archimedean places, we get:
(7.19) L∞(ι,M, s) =
∏
ν:F→C
∏
pτj<
w
2
ΓC(s − p
τ
j ) =
∏
τ :F→E
∏
pτj<
w
2
ΓC(s− p
τ
j ).
7.2.1.2. Γ-factors and functional equations. Continuing with the notations above, supposing
M = hi(X,E)(m) by which we mean cohomology in degree i with coefficients in E of a smooth
projective variety X over F together with a Tate twist by an integer m. Then M is pure of weight
w = i−2m. By Poincare´ duality and the hard Lefschetz theorem, which are known to be true in all
the three realizations, we get: Mv(1) = M(w + 1); see, for example, Nekova´r [39, (1.3.1)]. This
kind of an essential self-duality of M is however not true for a general pure motive: for example, it
is known by Ramakrishnan and Wang [46] that there is a cohomological cuspidal representation of
GL6/Q which is not essentially self-dual; hence the corresponding motive could not possibly satisfy
the above relation. However, the Betti realization does satisfy an analogous relation which may be
checked using the Hodge types, and in particular, we have:
L∞(ι,M
v, 1− s) = L∞(ι,M
v(1),−s) = L∞(ι,M(w + 1)− s) = L∞(ι,M,w + 1− s).
The functional equation may be written as:
L∞(ι,M, s)Lf (ι,M, s) = ε(ι,M, s)L∞(ι,M,w + 1− s)Lf (ι,M
v, 1− s).
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7.2.1.3. The critical set for motivic L-functions. An integer m is said to be critical for
L(ι,M, s) if the Γ-factors on either side of the functional equation are regular, i.e., do not have
poles at s = m. This means that both
L∞(ι,M, s) and L∞(ι,M,w + 1− s)
are regular at s = m. Define
(7.20) pmax := max{p
τ
j : p
τ
j < w/2}, and qmin = w − pmax = min{q
τ
j : q
τ
j > w/2}.
It is an easy exercise using (7.19) to see that
The critical set for L(ι,M, s) = {m ∈ Z : pmax < m ≤ qmin}
= {pmax + 1, pmax + 2, . . . , qmin − 1, qmin}.
(7.21)
The critical set is centered around (w + 1)/2 and has qmin − pmax integers. The assumption that
there is no middle Hodge type assures us that the critical set is nonempty. The length qmin− pmax
of the critical set may also be interpreted as the smallest possible positive difference between the
holomorphic and anti-holomorphic parts of the Hodge types, i.e.,
qmin − pmax = min{ |p − q| : (p, q) ∈ Hod(
ιM)}.
It follows from (7.20) and (7.21) that the critical set for L(ι,M, s) is independent of ι.
7.2.1.4. The critical set for L(ι,Meff (σf ) × Meff(σ
′v
f ), s). Let σf ∈ Coh!!(Gn, µ) and σ
′
f ∈
Coh!!(Gn′ , µ
′), with µ = (µτ )τ :F→E and µ
′ = (µ′τ )τ :F→E. Then σ
′v
f ∈ Coh!!(Gn′ , µ
′v). Let the
motivic weights be w = w(µ) and w′ = w(µ′) = w(µ′v). Similarly, let the cuspidal parameters for
µ be ℓ = (ℓτ )τ :F→E with ℓ
τ = (ℓτi )1≤i≤n. The cuspidal parameters for µ
′ are the same as the cuspi-
dal parameters for dual weight µ′v and these we denote by ℓ′ = (ℓ′τ )τ :F→E with ℓ
′τ = (ℓ′j
τ )1≤j≤n′ .
For ι : E → C and ν : F → C, the Hodge types are given by:
Hod(ν, ιMeff(σf )) =
{(
ℓτi +w
2
,
−ℓτi +w
2
)
1≤i≤n
}
.
Similarly,
Hod(ν, ιMeff(σ
′v
f )) =
{(
ℓ′j
τ +w′
2
,
−ℓ′j
τ +w′
2
)
1≤j≤n′
}
.
The Hodge types of the tensor product motive are given by:
(7.22) Hod(ν, ιMeff(σf )⊗
ιMeff (σ
′v
f )) =

(
ℓτi + ℓ
′
j
τ +w +w′
2
,
−ℓτi − ℓ
′
j
τ +w +w′
2
)
1≤i≤n
1≤j≤n′
 .
We would like to see under what condition there is no middle Hodge type in such a tensor product
motive. This begets the
Definition 7.23. We say that σf ∈ Coh!!(Gn, µ) and σ
′
f ∈ Coh!!(Gn′ , µ
′) have disjoint cuspidal
parameters if ℓτi 6= ℓ
′
j
τ for all 1 ≤ i ≤ n, 1 ≤ j ≤ n′ and τ : F → E. Also, we define the cuspidal
width between σf and σ
′
f to be
ℓ(σf , σ
′
f ) = ℓ(µ, µ
′) = min{ |ℓτi − ℓ
′
j
τ | : 1 ≤ i ≤ n, 1 ≤ j ≤ n′, and τ : F → E}.
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Note that the cuspidal parameters are disjoint if and only if ℓ(σf , σ
′
f ) > 0. Also, the cuspidal
width depends only on the semi-simple parts of the weights, and furthermore, since the cuspidal
parameters of a weight and its dual weight are equal, we deduce:
ℓ(µ, µ′) = ℓ(µ(1), µ′(1)) = ℓ(µ, µ′v), etc.
Proposition 7.24. The tensor product motive ιMeff(σf )⊗
ιMeff (σ
′v
f ) has no middle Hodge type if
and only if σf and σ
′
f have disjoint cuspidal parameters. Furthermore, cuspidal parameters being
disjoint implies that nn′ is even.
Proof. The weight of the tensor product motive is w +w′; hence there is a middle Hodge type if
and only if ℓτi + ℓ
′
j
τ = 0 or that ℓ′j
τ = ℓτn−i+1 for some i, j, τ. Suppose n and n
′ are both odd, then
for each τ , we have ℓτi = 0 for i = (n+1)/2 and ℓ
′
j
τ = 0 for j = (n′+1)/2; hence ℓ(σf , σ
′
f ) = 0. 
For the next proposition, let’s note the parity condition: ℓ(µ, µ′) ≡ w +w′ (mod 2).
Proposition 7.25. Suppose σf ∈ Coh!!(Gn, µ) and σ
′
f ∈ Coh!!(Gn′ , µ
′) have disjoint cuspidal
parameters. Then the critical set for L(ι,Meff (σf )×Meff(σ
′v
f ), s) is the finite set:{
m ∈ Z :
−ℓ(µ, µ′) +w +w′
2
< m ≤
ℓ(µ, µ′) +w +w′
2
}
.
The critical set is centered around (1 +w+w′)/2 and the number of critical points is the cuspidal
width ℓ(µ, µ′).
Proof. From (7.22) it follows that pmax = (−ℓ(µ, µ
′) +w+w′)/2 and qmin = (ℓ(µ, µ
′) +w+w′)/2.
The rest is clear from the discussion in 7.2.1.3. 
7.2.2. The automorphic Γ-factors at infinity and the critical set. We briefly present the
calculation of the critical set of automorphic Rankin–Selberg L-functions.
7.2.2.1. The Rankin–Selberg Γ-factors. Suppose σf ∈ Coh!!(Gn, µ) and σ
′
f ∈ Coh!!(Gn′ , µ
′).
Assume that n is even. For ι : E → C, we know from Thm. 5.4 that the representations at infinity
of ισ (resp., ισ′) are given by Dιµ (resp., Dιµ′ up to a signature character when n′ is odd). For each
archimedean place v and corresponding νv : F → C we know the local archimedean Langlands
parameters ̺(ισv) = ̺(
ιµνv) (resp., ̺(ισ′v) = ̺(
ιµνv)). For notational brevity, for any integer k, let’s
denote by I(k) the 2-dimensional irreducible representation ofWR obtained by inducing the unitary
character z 7→ (z/z¯)k/2, i.e., the character reiθ 7→ eikθ, of C× = WC. Using the local Langlands
correspondence for GLn(R) and GLn′(R) we have:
(7.26)
̺(ισv) =
n/2⊕
i=1
I(ℓτi )⊗| |
−d, and ̺(ισ′vv ) =

⊕(n′−1)/2
j=1 I(ℓ
′
j
τ )⊗ | |d
′
⊕ sgnǫ
′
v | |d
′
, if n′ is odd,
⊕n′/2
j=1 I(ℓ
′
j
τ )⊗ | |d
′
, if n′ is even.
(Here ι◦ τ = νv.) The following properties are readily checked: (i) I(k) is irreducible for k 6= 0, and
I(0) = 1⊕sgn; (ii) I(k) ≃ I(−k); (iii) I(k)⊗sgn ≃ I(k); and (iv) I(k)⊗I(k′) = I(k+k′)⊕I(|k−k′|).
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Under the assumption that σf and σ
′
f have disjoint cuspidal parameters, if n
′ is odd then
(7.27)
̺(ισv)⊗ ̺(
ισ′vv ) =
n/2⊕
i=1
I(ℓτi )⊗ | |
d′−d
⊕
1≤i≤n/2
1≤j≤(n′−1)/2
(
I(ℓτi + ℓ
′
j
τ )⊗ | |d
′−d ⊕ I(|ℓτi − ℓ
′
j
τ |)⊗ | |d
′−d
)
,
and if n′ is even then
(7.28) ̺(ισv)⊗ ̺(
ισ′vv ) =
⊕
1≤i≤n/2
1≤j≤n′/2
(
I(ℓτi + ℓ
′
j
τ )⊗ | |d
′−d ⊕ I(|ℓτi − ℓ
′
j
τ |)⊗ | |d
′−d
)
.
From the matching up of local L-factors on either side of the local Langlands correspondence
(see Knapp [33, (3.6), (3.8)]), if n′ is odd then from (7.27) we get
Lv(s, ι, σ × σ
′v) =
n/2∏
i=1
ΓC
(
s+ d′ − d+
ℓτi
2
)
·
∏
1≤i≤n/2
1≤j≤(n′−1)/2
ΓC
(
s+ d′ − d+
ℓτi+ℓ
′
j
τ
2
)
ΓC
(
s+ d′ − d+
|ℓτi −ℓ
′
j
τ |
2
)
,
(7.29)
and if n′ is even then from (7.28) we get:
(7.30) Lv(s, ι, σ × σ
′v) =
∏
1≤i≤n/2
1≤j≤n′/2
ΓC
(
s+ d′ − d+
ℓτi +ℓ
′
j
τ
2
)
ΓC
(
s+ d′ − d+
|ℓτi−ℓ
′
j
τ |
2
)
.
7.2.2.2. The critical set for automorphic Rankin–Selberg L-functions.
Proposition 7.31. Suppose σf ∈ Coh!!(Gn, µ) and σ
′
f ∈ Coh!!(Gn′ , µ
′) have disjoint cuspidal
parameters. Assume that nn′ is even. If N = n + n′ then let ǫN ∈ {0, 1} be such that N ≡ ǫN
(mod 2). Then the critical set for L(s, ι, σf × σ
′v
f ) is the finite set of half-integers:{
m ∈ ǫN2 + Z :
2− ℓ(µ, µ′) + 2(d− d′)
2
≤ m ≤
ℓ(µ, µ′) + 2(d− d′)
2
}
.
The critical set is centered around 12 +d−d
′ and has cardinality equal to the cuspidal width ℓ(µ, µ′).
Proof. The parity issue is dictated by Def. 6.19. We remind the reader that ℓi ≡ 2d+n−1 (mod 2),
hence ℓ(µ, µ′) + 2(d − d′) ≡ ǫN (mod 2).
The proof follows from (7.29) and (7.30); we briefly sketch the details in the case n is even and
n′ is odd, leaving the other case to the reader. Then ǫN = 1. Suppose m =
1
2 +m0. Note that
L∞(s, ι, σ × σ
′v) is regular at 12 +m0 if and only if for all τ : F → E, and for all indices i, j with
1 ≤ i ≤ n/2 and 1 ≤ j ≤ (n′ + 1)/2, bearing in mind that ℓ′(n′+1)/2 = 0, we have:
1+2m0+2(d′−d)+ℓτi +ℓ
′
j
τ
2 ≥ 1 ⇐⇒ 2m0 − 2(d− d
′) + ℓτi + ℓ
′
j
τ ≥ 1, and
1+2m0+2(d′−d)+|ℓτi −ℓ
′
j
τ |
2 ≥ 1 ⇐⇒ 2m0 − 2(d− d
′) + |ℓτi − ℓ
′
j
τ | ≥ 1;
putting both together we have
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L∞(s, ι, σ × σ
′v) is regular at 12 +m0 ⇐⇒ 2m0 − 2(d− d
′) + ℓ(µ, µ′) ≥ 1.
Similarly,
L∞(1− s, ι, σ
v × σ′) is regular at 12 +m0 ⇐⇒ −2m0 + 2(d− d
′) + ℓ(µ, µ′) ≥ 1.
Putting both conditions together concludes the proof. 
Corollary 7.32. Suppose σf ∈ Coh!!(Gn, µ) and σ
′
f ∈ Coh!!(Gn′ , µ
′) have disjoint cuspidal param-
eters. Assume that nn′ is even, and let N = n + n′. The points −N2 and 1 −
N
2 are critical for
L(s, ι, σf × σ
′v
f ) if and only if
−
N
2
+ 1−
ℓ(µ, µ′)
2
≤ (d− d′) ≤ −
N
2
− 1 +
ℓ(µ, µ′)
2
.
Proof. Follows easily from Prop. 7.31. 
Corollary 7.33. The ratio of local L-values at any archimedean place v ∈ S∞ is given by:
Lv
(
−N2 , ι, σ × σ
′v
)
Lv
(
1− N2 , ι, σ × σ
′v
) = (2pi)nn′2∏n/2
i=1
∏n′
j=1
(
−N+2(d′−d)+|ℓτi −ℓ
τ
j |
2
) .
In particular, the ratio of L-values at infinity is given by:
L∞
(
−N2 , ι, σ × σ
′v
)
L∞
(
1− N2 , ι, σ × σ
′v
) ≈Q× pi[F :Q]nn′/2 = pidim(UP )/2,
where ≈Q× means up to a nonzero rational number.
Proof. Follows from (7.29) and (7.30), and the well-known relation: Γ(s+ 1) = sΓ(s). 
This ratio of L-values will be relevant in the discussion around Thm. 7.45.
7.2.2.3. Comments about shifts in the s-variable. The relation (7.9) can be rewritten as a
relation between cohomological Rankin–Selberg L-functions or the L-function of the tensor product
of effective motives and the automorphic Rankin–Selberg L-functions as:
(7.34) L
(
ι,Meff (σf )⊗Meff(σ
′v
f ), s
)
= Laut
(
s+ 2(d−d
′)−w−w′
2 ,
ισf ×
ισvf
)
.
The reader may verify that Prop. 7.25 and Prop. 7.31 are compatible with the above shift in the
s-variable.
Note that ισ ⊗ | |d =: ◦ισ is a unitary cuspidal automorphic representation. The critical set for
the L-function attached to the unitary representations
L(s, ι, ◦σ × ◦σ′v) = L(s, ◦ισ × ◦ισ′v) = L(s+ d− d′, ι, σ × σ′v)
would be centered around 12 .
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7.2.3. A combinatorial lemma. Suppose σf ∈ Coh!!(Gn, µ) and σ
′
f ∈ Coh!!(Gn′ , µ
′). Assume
that nn′ is even. Let N = n + n′. Recall, from Sect. 5.3.6 that the assumption on the existence
of a balanced Kostant representative w ∈ WP such that λ := w−1 · (µ ⊗ µ′) is dominant implies
that the induced representation aInd
G(Af )
P (Af )
(σf ⊗σ
′
f ) appears in H
bFN
!! (∂PS
G,M˜λ,E), and for the par-
abolic subgroup Q that is associate to P , the representation aInd
G(Af )
Q(Af )
(σ′f (n)⊗σf(−n
′)) appears in
H
bFN
!! (∂QS
G,M˜λ,E). Furthermore, the same assumption also implies that the duals of these induced
representations appear in boundary cohomology in degree t˜FN − 1. The lemma below character-
izes the existence of such a balanced Kostant representative as a purely combinatorial condition
involving the cuspidal parameters and the abelian parts of µ and µ′. Amazingly, the same combi-
natorial condition also characterizes the fact that the L-values which intervene in (the proof of)
the main theorem on Eisenstein cohomology Thm. 6.9 are critical values. We further elaborate on
the arithmetic content of this lemma in Sect. 7.2.3.3 below.
Lemma 7.35. Suppose σf ∈ Coh!!(Gn, µ) and σ
′
f ∈ Coh!!(Gn′ , µ
′) have disjoint cuspidal param-
eters. (From Prop. 7.24, necessarily nn′ is even.) Let µ ⊗ µ′ ∈ X∗(TN ). Then the following are
equivalent:
(1) There is a balanced Kostant representative w ∈WP such that w−1 · (µ⊗ µ′) is a dominant
integral weight.
(2) −N2 + 1−
ℓ(µ,µ′)
2 ≤ (d− d
′) ≤ −N2 − 1 +
ℓ(µ,µ′)
2 .
(3) The points −N2 and 1 −
N
2 are critical for the automorphic Rankin–Selberg L-function
L(s, ι, σf × σ
′v
f ).
Proof. The equivalence (1) ⇐⇒ (2) was conjectured in our announcement [23], and was later
proved by Uwe Weselman; his proof is given in Appendix 1. The equivalence (2) ⇐⇒ (3) is
exactly the statement of Cor. 7.32 above. 
7.2.3.1. Sufficiently large cuspidal width. Note that a necessary condition for the inequalities
in (2) to hold is that the cuspidal width is at least 2, i.e., ℓ(µ, µ′) ≥ 2. For L-functions for G2×G1,
i.e., for L-functions for Hilbert modular forms twisted by algebraic Hecke characters of F , in the
notations of 7.3.4, the condition ℓ(µ, µ′) ≥ 2 translates to k0 = min(kτ ) ≥ 3.
7.2.3.2. Comparison of notations with [23]. The combinatorial lemma, especially (1) ⇐⇒ (2),
was conjectured by us [23, Conj. 5.1] in our announcement, and was proved by Uwe Weselmann;
see the appendix for his proof. In this short paragraph we just point to some notational differences:
The quantity p(µ) of [23] is the largest critical point of the cohomological L-function which is the
same the motivic L-function for the effective motives. From Prop. 7.25 we can see that p(µ) is equal
to our (ℓ(µ, µ′)+w+w′)/2. It should now be clear that the above formulation of the combinatorial
lemma is the same as in [23].
7.2.3.3. An arithmetic consequence of the combinatorial lemma. This article is about an
application of Eisenstein cohomology to prove rationality results for ratios of successive L-values.
The combinatorial lemma says that we can prove such rationality results for a ratio of L-values
when these are critical values, and furthermore, the lemma also says that every ratio of critical
values is captured by these techniques, and if either of the L-values is not critical then our methods
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do not apply. This may be justified as follows: Applying the lemma, and as should be clear from
the proof of Thm. 6.9, we are able to prove a rationality result for the ratio
Laut
(
−N2 , ι, σf × σ
′v
f
)
Laut
(
1− N2 , ι, σf × σ
′v
f
) = Lcoh
(
ι, σf × σ
′v
f ,−
N
2 +
(w+w′)
2 − (d− d
′)
)
Lcoh
(
ι, σf × σ′vf , 1−
N
2 +
(w+w′)
2 − (d− d
′)
) .
For brevity, let
m0 := −
N
2 +
(w+w′)
2 − (d− d
′).
Now, given σf ∈ Coh!!(Gn, µ) and σ
′
f ∈ Coh!!(Gn′ , µ
′), let’s take all possible Tate twists. Note
that this means, we have fixed the semi-simple parts µ(1) and µ′(1) and we are letting d and d′,
i.e., the abelian parts µab = dδn µ
′
ab = d
′δn′ , to vary. The inequalities in (2) of Lem. 7.35 bounds
(d − d′) since the cuspidal width ℓ(µ, µ′) = ℓ(µ(1), µ′(1)) depends only on the semi-simple parts
of the weights. As (d − d′) varies between its lower bound −N2 + 1 −
ℓ(µ,µ′)
2 to its upper-bound
−N2 − 1 +
ℓ(µ,µ′)
2 , one may check using Prop. 7.25, that m0 varies from one less than the largest
critical point to the lowest critical point, i.e., the ratio
Lcoh
(
ι, σf × σ
′v
f ,m0
)
Lcoh
(
ι, σf × σ′vf , 1 +m0
)
runs exactly over all possible successive critical values; no more and no less!
7.3. The main result on special values of L-functions.
7.3.1. The main result on L-values.
Theorem 7.36. Let µ ∈ X∗0 (Tn) (resp., µ
′ ∈ X∗0 (Tn′)) be a pure weight. Suppose σf ∈ Coh!!(Gn, µ)
and σ′f ∈ Coh!!(Gn′ , µ
′) have disjoint cuspidal parameters; in particular nn′ is even. Assume that
there is a balanced Kostant representative w ∈ WP such that λ := w−1 · (µ ⊗ µ′) is a dominant
integral weight. Let m0 = −
N
2 +
(w+w′)
2 − (d− d
′). Let the rest of the notations be as in Sect. 5.3.6.
(1) Suppose that n is even and n′ is odd. For ι : E → C we have
1
Ωε
′
(ισf )
Lcoh (ι, σ × σ′v,m0)
Lcoh (ι, σ × σ′v, 1 +m0)
∈ ι(E).
Moreover, for any τ ∈ Gal(Q¯/Q) we have:
τ
(
1
Ωε′(ισf )
Lcoh (ι, σ × σ′v,m0)
Lcoh (ι, σ × σ′v, 1 +m0)
)
=
1
Ω
τε′
(τ◦ισf )
Lcoh (τ ◦ ι, σ × σ′v,m0)
Lcoh (τ ◦ ι, σ × σ′v, 1 +m0)
.
(2) Suppose that both n and n′ are even. For ι : E → C we have
Lcoh (ι, σ × σ′v,m0)
Lcoh (ι, σ × σ′v, 1 +m0)
∈ ι(E).
Moreover, for any τ ∈ Gal(Q¯/Q) we have:
τ
(
Lcoh (ι, σ × σ′v,m0)
Lcoh (ι, σ × σ′v, 1 +m0)
)
=
Lcoh (τ ◦ ι, σ × σ′v,m0)
Lcoh (τ ◦ ι, σ × σ′v, 1 +m0)
.
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7.3.2. Proof of Thm. 7.36 in the case n is even and n′ is odd. The notations are as in
Sect. 5.3.6. If −N/2 + d− d′ ≤ 0 then we go from P to Q as suggested by Prop. 6.20, and we will
present the details of the proof below. The case when −N/2 + d− d′ ≥ 0 is absolutely similar and
we will leave the details to the reader. Recall from Thm. 6.9 that Ib(σf , σ
′
f , ε
′), which is the image
of global cohomology in the 2k-dimensional E-vector space ISb (σf , σ
′
f , ε
′)P,w ⊕ I
S
b (σf , σ
′
f , ε
′)Q,w′, is
a k-dimensional E-subspace; and furthermore, from the proof of this theorem, it is clear that we
get an intertwining operator:
(7.37) TEis(σ, σ
′, ε′) : ISb (σf , σ
′
f , ε
′)P,w −→ I
S
b (σf , σ
′
f , ε
′)Q,w′,
defined over E, such that
Ib(σf , σ
′
f , ε
′) =
{(
ξ, TEis(σ, σ
′, ε′)(ξ)
)
| ξ ∈ ISb (σf , σ
′
f , ε
′)P,w
}
.
The idea of the proof is to take TEis(σ, σ
′, ε′) to a transcendental level, use the constant term
theorem which gives L-values, and after introducing the relative periods, to descend down to an
arithmetic level, giving a rationality result for the said L-values divided by the relative periods.
7.3.2.1. The Eisenstein operator at a transcendental level. Consider the Eisenstein operator
in (7.37), and pass to C via an embedding ι : E → C. Recall the part of the proof of the main
theorem on Eisenstein cohomology, where we used Langlands’s constant term theorem after going
to a transcendental level; we get
(7.38) TEis(σ, σ
′, ε′)⊗E,ι 1C = Tst(−
N
2 ,
ισ ⊗ ισ′)•(ε′),
where the right hand side is the map induced at the level of relative Lie algebra cohomology
(Sect. 6.3.9) by the global standard intertwining operator (Sect. 6.3.3), i.e., Tst(−
N
2 ,
ισ ⊗ ισ′)•(ε′) is
the intertwining operator
(7.39) Hb
F
N (g,K0∞,
aInd
G(A)
P (A)(
ισ ⊗ ισ′)Kf ⊗Mιλ,C)(ε
′) −→
Hb
F
N (g,K0∞,
aInd
G(A)
Q(A)(
ισ′(n)⊗ ισ(−n′))Kf ⊗Mιλ,C)(ε
′).
Since the global standard intertwining operator is a product of local operators we get
(7.40) Tst(−
N
2 ,
ισ × ισ′)•(ε′) = Tst(−
N
2 ,
ισ∞ ×
ισ′∞)
•(ε′)⊗ Tst(−
N
2 ,
ισf ×
ισ′f ).
7.3.2.2. The local operator at infinity. We begin by showing that Tst(−
N
2 ,
ισ∞ ×
ισ′∞)
•(ε′) is a
nonzero isomorphism between one-dimensional vector spaces.
Proposition 7.41. The induced representations
aInd
G(R)
P (R)(
ισ∞ ⊗
ισ′∞) and
aInd
G(R)
Q(R)(
ισ′∞(n)⊗
ισ∞(−n
′))
are irreducible representations of G(R). The operator Tst(−
N
2 ,
ισ× ισ′)∞ is an isomorphism between
these two induced representations, and hence induces an isomorphism Tst(−
N
2 ,
ισ×ισ′)•∞(ε
′) between
the one-dimensional C-vector spaces:
Hb
F
N (g,K0∞,
aInd
G(R)
P (R)(
ισ∞ ⊗
ισ′∞)⊗Mιλ,C)(ε
′) −→
Hb
F
N (g,K0∞,
aInd
G(R)
Q(R)(
ισ′∞(n)⊗
ισ∞(−n
′))⊗Mιλ,C)(ε
′).
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Proof. Irreducibility of the induced representations follows by applying results of Birgit Speh; see
[37, Thm. 10b]. We briefly sketch the details in one case. (Let’s introduce some convenient and
well-known notation. For any local field F, suppose π1 and π2 are representations of GLn1(F)
and GLn2(F), then by π1 × π2 we denote the representation of GLn1+n2 obtained by normalized
parabolical induction from the representation π1 ⊗ π2 of the Levi subgroup GLn1(F) × GLn2(F).)
Translating to normalized induction, and using transitivity of normalized parabolic induction, we
may write aInd
G(R)
P (R)(
ισ∞ ⊗
ισ′∞) as:
Dιℓ1(−d−
n′
2 )× · · · × Dιℓn/2(−d−
n′
2 )× Dιℓ′1(−d
′ − n2 )× · · · × Dιℓ(n′−1)/2(−d
′ − n2 )×
ιε′(−d′ − n2 ).
To check irreducibility, by (ii) and (iii) of [37, Thm. 10b], we need to check, for 1 ≤ i ≤ n/2 and
1 ≤ j ≤ (n′ + 1)/2, that
−
|ιℓi −
ιℓ′j|
2
+ |d− d′ + N2 | /∈ {1, 2, 3, . . . }.
We leave it to the reader to see that this follows from the inequalities in (ii) of Lem.7.35. It is also
easy to see along the same lines that the irreducibility holds if both n and n′ are even.
Now, we have the standard intertwining operator Tst(−
N
2 ,
ισ × ισ′)∞ between two irreducible
representations. To show it is an isomorphism, it suffices to show that it is nonzero. But, suppose
Tst(−
N
2 ,
ισ × ισ′)∞ = 0. Then using Shahidi’s results [50] on local factors (see (6.24) and (6.25)),
we deduce that Cψ∞(s, σ∞ × σ
′
∞) has a pole at s = −N/2. Since local L-factors are nonvanishing
everywhere, we further deduce that L(1 + N/2, σv∞ × σ
′
∞) is a pole; but this is not possible since
−N/2 is a critical point. Hence, Tst(−
N
2 ,
ισ × ισ′)∞ 6= 0; whence an isomorphism. The rest is clear
since any functor takes an isomorphism to an isomorphism. 
The reader should appreciate the point that the conditions of the combinatorial lemma are crucial
in the proof of the above proposition.
7.3.2.2.1. Choice of bases at infinity. Delorme’s Lemma (see [5, Thm. III.3.3]) describes the rel-
ative Lie algebra cohomology of a parabolically induced representation in terms of the cohomology
of the inducing data. This allows us to make the following identifications:
(7.42) Hb
F
N (gN ,K
0
N,∞,
aInd
G(R)
P (R)(
ισ∞ ⊗
ισ′∞)⊗Mιλ,C)(ε
′) ∼=
Hb
F
n (gn,K
0
n,∞,
ισ∞ ⊗Mιµ,C)(ε
′)⊗Hb
F
n′ (gn′ ,K
0
n′,∞,
ισ′∞ ⊗Mιµ′,C)(ε
′),
and
(7.43) Hb
F
N (gN ,K
0
N,∞,
aInd
G(R)
Q(R)(
ισ′∞(n)⊗
ισ∞(−n
′))⊗Mιλ,C)(ε
′) ∼=
Hb
F
n (gn,K
0
n,∞,
ισ∞(−n
′)⊗Mιµ+n′δn,C)(ε
′)⊗Hb
F
n′ (gn′ ,K
0
n′,∞,
ισ′∞(n)⊗Mιµ′−nδn′ ,C)(ε
′).
In the above identifications, the balanced Kostant representative w ∈WP and its associate w′ ∈WQ
have played an important role, since ιw · ιλ = ιµ⊗ ιµ′ and ιw′ · ιλ = (ιµ′ − nδn′)⊗ (
ιµ+ n′δn).
Recall that we fixed a basis element wε
′
(ιµ) of the one-dimensional space Hb
F
n (gn,K
0
n,∞,
ισ∞ ⊗
Mιµ,C)(ε
′) in (5.11), and recall also the map T ε
′
(ιµ) in (5.12) which sends wε
′
(ιµ) to w−ε
′
(ιµ). We
have the map
(7.44) TTate(−n
′, ισ∞,−ε
′) ◦ T ε
′
(ιµ)
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which takes wε
′
(ιµ) to wε
′
(ιµ+ n′δn); we have used n
′ is odd. Similarly, we have
TTate(n,
ισ′∞, ε
′)
which identifies Hb
F
n′ (gn′ ,K
0
n′,∞,
ισ′∞ ⊗Mιµ′,C)(ε
′) with Hb
F
n′ (gn′ ,K
0
n′,∞,
ισ′∞(n)⊗Mιµ′−nδn′ ,C)(ε
′),
since n is even. Hence, we get a map
TTate(−n
′, ισ∞,−ε
′) ◦ T ε
′
(ιµ)⊗ TTate(n,
ισ′∞, ε
′)
identifying the right hand side of (7.42) with the right hand side of (7.43); this defines the corre-
sponding isomorphism of the left hand sides which we denote Tloc(
ισ∞,
ισ′∞)(ε
′).
7.3.2.2.2. The quantity c(ισ∞,
ισ′∞). Observe that both the operators Tst(−
N
2 ,
ισ∞ ⊗
ισ′∞)
•(ε′)
and Tloc(
ισ∞,
ισ′∞)(ε
′) are isomorphisms between the same one-dimensional C-vector spaces. This
defines a nonzero complex number c(ισ∞,
ισ′∞) as:
Tst(−
N
2 ,
ισ∞ ⊗
ισ′∞)
•(ε′) = c(ισ∞,
ισ′∞)Tloc(
ισ∞,
ισ′∞)(ε
′).
The following theorem is due to Harder [20]:
Theorem 7.45.
c∞(
ισ∞,
ισ′∞) ≈Q× (ipi)
[F :Q]nn′/2,
where ≈Q× means equality up to a nonzero rational number.
From Cor. 7.33, this may be stated in terms of cohomological L-factors at infinity as
c∞(
ισ∞,
ισ′∞) ≈Q× i
rnn′/2 ·
Lcoh∞ (ι, σ × σ
′v,m0)
Lcoh∞ (ι, σ × σ
′v, 1 +m0)
.
(Recall, r = rF = [F : Q].) In particular, we have:
(7.46) Tst(−
N
2 ,
ισ∞ ⊗
ισ′∞)
•(ε′) ≈Q× i
rnn′/2 ·
Lcoh∞ (ι, σ × σ
′v,m0)
Lcoh∞ (ι, σ × σ
′v, 1 +m0)
Tloc(
ισ∞,
ισ′∞)(ε
′).
7.3.2.3. The local operator at finite places. We define an operator Tloc(−
N
2 ,
ισ × ισ′)v at any
finite place as:
(7.47) Tloc(−
N
2 ,
ισ × ισ′)v :=
(
L(−N2 ,
ισv ×
ισ′vv )
L(1− N2 ,
ισv × ισ′vv )
)−1
Tst(−
N
2 ,
ισ ⊗ ισ′)v.
By [38, Prop. I.10], we know that Tloc(−
N
2 ,
ισ×ισ′)v is finite and nonzero. (In [38], the normalization
factor on the right hand side also involves the local epsilon-factor, but this doesn’t matter to us, since
the epsilon-factor is an exponential function which is holomorphic and nonvanishing everywhere.)
Langlands’s calculation (see Sect. 6.3.4) about the standard intertwining operator at any unramified
place says that Tloc(−
N
2 ,
ισ × ισ′)v takes the normalized spherical vector f
0
v to the normalized
spherical vector f˜0v .
At a ramified place we have basically the same. We have the HGKv×E module I
G
P (−N/2, σv⊗σ
′
v),
and we have the base extension
IGP (s, σv ⊗ σ
′
v) = I
G
P (σv ⊗ σ
′
v)⊗E,ι C⊗ |γP |
s
v.
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It will be shown in Harder [21] that the evaluation of Tloc(s,
ισ × ισ′)v at s = −
N
2 is the base
extension of an operator over E:
Tloc(−
N
2 ,
ισ × ισ′)v : I
G
P (−N/2, σv ⊗ σ
′
v)
Kv −→ IGQ (N/2, σ
′
v ⊗ σv)
Kv .
This operator is nonzero provided Kv is sufficiently small. (In general, it may not be sufficient to
simply have IGP (−N/2, σv ⊗ σ
′
v)
Kv 6= 0 to guarantee nonvanishing of the operator.) The reason for
this rationality result is that the integral defining the intertwining operator can be written as a
finite sum of geometric series.
Putting (7.40), (7.46) and (7.47) together, while keeping Thm. 6.15 and Prop. 6.20 in mind, we
deduce:
(7.48) Tst(−
N
2 ,
ισ × ισ′)•(ε′) ≈Q×
irnn
′/2 ·
Lcoh (ι, σ × σ′v,m0)
Lcoh (ι, σ × σ′v, 1 +m0)
(
Tloc(
ισ∞,
ισ′∞)(ε
′)⊗ Tloc(−
N
2 ,
ισ × ισ′)f
)
.
7.3.2.4. The operator Tloc. From the definitions of Tloc(
ισ∞,
ισ′∞)(ε
′) and Tloc(−
N
2 ,
ισ × ισ′)f , the
definition of Ttrans in Sect. 5.2.2 and TTate in Sect. 5.2.4, and after identifying MP with MQ, it is
clear that:
(7.49) Tloc(
ισ∞,
ισ′∞)(ε
′)⊗ Tloc(−
N
2 ,
ισ × ισ′)f =
1
irn/2
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
(T−ε
′
Tate(
ιµ, ισf ,−n
′) ◦ T ε
′
trans(
ιµ, ισf )) ⊗ T
ε′
Tate(
ιµ′, ισ′f , n)
)
.
Using the definition (Def. 5.14) of the relative period Ωε(ισf ), we can rewrite (7.49) as:
(7.50) Tloc(
ισ∞,
ισ′∞)(ε
′)⊗ Tloc(−
N
2 ,
ισ × ισ′)f =
1
irn/2Ωε(ισf )
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
(T−ε
′
Tate(
ιµ, ισf ,−n
′) ◦ T ε
′
arith(
ιµ, ισf )) ⊗ T
ε′
Tate(
ιµ′, ισ′f , n)
)
.
Finally, we use the fact that both TTate and Tarith are defined over E, and furthermore, the process
of algebraic induction is also rationally defined; hence we may take the ι out:
(7.51) aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
(T−ε
′
Tate(
ιµ, ισf ,−n
′) ◦ T ε
′
arith(
ιµ, ισf )) ⊗ T
ε′
Tate(
ιµ′, ισ′f , n)
)
=
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
(T−ε
′
Tate(µ, σf ,−n
′) ◦ T ε
′
arith(µ, σf )) ⊗ T
ε′
Tate(µ
′, σ′f , n)
)
⊗E,ι 1C.
Putting (7.49), (7.50) and (7.51) together, we have:
(7.52) Tloc(
ισ∞,
ισ′∞)(ε
′)⊗ Tloc(−
N
2 ,
ισ × ισ′)f =
1
irn/2Ωε(ισf )
aInd
π0(G(R))×G(Af )
π0(P (R))×P (Af )
(
(T−ε
′
Tate(µ, σf ,−n
′) ◦ T ε
′
arith(µ, σf )) ⊗ T
ε′
Tate(µ
′, σ′f , n)
)
⊗E,ι 1C.
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7.3.2.5. The concluding step in the proof. From (7.38), (7.48) and (7.52) it follows that:
(7.53) TEis(σ, σ
′, ε′)⊗E,ι 1C ≈ι(E)×
1
Ωε(ισf )
Lcoh (ι, σ × σ′v,m0)
Lcoh (ι, σ × σ′v, 1 +m0)
aInd
pi0(G(R))×G(Af )
pi0(P (R))×P (Af )
(
(T−ε
′
Tate(µ, σf ,−n
′) ◦ T ε
′
arith(µ, σf )) ⊗ T
ε′
Tate(µ
′, σ′f , n)
)
⊗E,ι 1C,
where, we have used that irn(n
′−1)/2 is just ±1 which gets subsumed into ι(E)×. We deduce
(7.54)
1
Ωε(ισf )
Lcoh (ι, σ × σ′v,m0)
Lcoh (ι, σ × σ′v, 1 +m0)
∈ ι(E).
Furthermore, Galois equivariance is also clear from (7.53) since we know the behavior of all the
objects as we change ι.
7.3.3. Proof of Thm. 7.36 in the case when both n and n′ are even. The proof is almost
identical, but for some minor variations which we now explain: since n′ is even, the operator in
(7.44) simplifies to TTate(−n
′, ισ∞,−ε
′). Hence, the operator Tloc(
ισ∞,
ισ′∞)(ε
′)⊗Tloc(−
N
2 ,
ισ× ισ′)f
in (7.49) is already rationally defined; in particular, the step taken in (7.50) is not needed in this
situation, i.e., there is no need to introduce any period. Furthermore, the term irnn
′/2 as in (7.46)
is just ±1 and so can be absorbed into ι(E). The rest of the argument is the same eventually giving
us the result that
(7.55)
Lcoh (ι, σ × σ′v,m0)
Lcoh (ι, σ × σ′v, 1 +m0)
∈ ι(E).
It is worth commenting that if n = n′ is even, i.e., if we are in the self-associate situation, then in
(7.37) change Q to P and everything else goes through exactly as above giving the result in (7.55).
7.3.4. Example of Hilbert modular forms. Let k = (kτ )τ :F→E be a rF -tuple of integers. Let
k0 = max{kν}. Let m ∈ Z. Consider the weight λ ∈ X∗(T2 × E) given by
λ = (λτ ), λτ = (kτ − 2)ρ2 + (−m−
k0
2 )δ2
Then λ is dominant if kτ ≥ 2 and is integral if kτ ≡ k0 (mod 2), and furthermore, by definition, it
satisfies the algebraicity condition and clearly λ is also pure. Let σf ∈ Coh!!(G2, λ). Take ι : E → C.
There is a holomorphic Hilbert modular cusp form ιf of weight k, such that if π(ιf) is the associated
cuspidal automorphic representation of GL2(AF ) then
ισ = π(ιf)⊗ | |m+
k0
2 .
(This can be seen from Raghuram-Tanabe [45, Thm. 1.4].) The cuspidal parameters of σf are
ℓ = (ℓτ ) with ℓτ = (ℓτ1 , ℓ
τ
2) with ℓ
τ
1 = kτ − 1 and ℓ
τ
2 = −ℓ
τ
1 = 1 − kτ . The motivic weight of λ is
w = wλ = k0 − 1. The abelian part of λ is d = dλ = −m− k0/2.
Let M(σf ) be the motive attached to σf . It’s Hodge types are:
Hod(ν, ιM(σf )) =
{(
kτ − k0 − 2m
2
,
2− kτ − k0 − 2m
2
)
,
(
2− kτ − k0 − 2m
2
,
kτ − k0 − 2m
2
)}
,
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where τ = ι−1 ◦ ν. The weight of M(σf ) is w˜ = 2d + n − 1 = −2m− k0 + 1. The effective motive
Meff(σf ) attached to σf has Hodge types:
Hod(ν, ιMeff (σf )) =
{(
kτ + k0 − 2
2
,
−kτ + k0
2
)
,
(
−kτ + k0
2
,
kτ + k0 − 2
2
)}
,
which are independent of the abelian part of λ. The weight of Meff (σf ) is the motivic weight
w = k0 − 1 of λ. To compute the critical set, let’s denote k
0 = min(kτ ) and observe that
pmax =
k0 − k
0
2
, qmin =
k0 + k
0
2
− 1.
The critical set for L(ι,Meff (σf ), s) is:{
m ∈ Z :
k0 − k
0
2
< m <
k0 + k
0
2
}
.
For ι : E → C, we can see that the motivic L-function attached to ι and the effective motive
Meff(σf ) is the Hecke-Shimura L-function, L
Hecke(s, ιf), attached to ιf :
L(ι,Meff (σf ), s) = L
aut
(
s+
2d−w
2
, ισf
)
= Lautf
(
s+
−k0 − 2m− (k0 − 1)
2
, π(ιf)⊗ | |m+
k0
2
)
= Lautf
(
s−
k0 − 1
2
, π(ιf)
)
= LHecke(s, ιf),
where the last equality follows from [45, Thm. 1.4, (1)]. The moral is that irrespective of the integer
m, we always end up with same L-function for the effective motive.
The reader should work out the case of GL2×GL1 (resp., GL2×GL2) explicating our Thm. 7.36
using the well-known results of Shimura on the special values of the standard L-function attached
to a Hilbert modular form and a Hecke character of F [55, Thm. 4.3] (resp., the special values of
the Rankin–Selberg L-function attached to a pair of Hilbert modular forms [55, Thm. 4.2]). Some
more explicit examples may be produced using symmetric power transfers of Hilbert modular forms
and special value results in Raghuram [40], [43], and the examples in Grobner–Raghuram [14, § 8].
Appendix 1: Proof of the combinatorial lemma.
by Uwe Weselmann
The aim of this appendix is to prove the combinatorial Lem. 7.35. In the following we use
the notations of the main article without further comment, but with some minor modifications
explained below. Let us suppose, that the assumptions of Lem. 7.35. are satisfied. So n denotes
an even integer, n′ an arbitrary positive integer, and N = n + n′. For simplicity we will start to
work inside the character group X∗Q(T0×τ E) for a fixed embedding τ : F →֒ E. Since this can and
will be identified with Qn = X∗Q(T0), we will drop the τ from all notations until the final proof.
In X∗Q(T0) the half sum of the positive weights on GLn will be denoted by ρn, the determinant by
δn = detn and the i-th standard basis vector by ei. Write
µ+ ρn = (b¯1, . . . , b¯n) ∈ Q
n = X∗Q(T0), i.e. b¯i = bi +
n+ 1
2
− i
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with the bi from Sect. 2.2.3. Recall that the γi, which are extensions of the fundamental weights,
may be written in the form
γi =
i∑
j=1
ej −
i
n
·
n∑
j=1
ej for i = 1, . . . , n− 1.
Thus
µ+ ρn =
n−1∑
i=1
aiγi + d · δn =
n∑
j=1
n−1∑
i=j
ai
 ej +
(
−
n−1∑
i=1
i
n
ai + d
)
·
n∑
j=1
ej .
If µ+ ρn is essentially self dual, we have an−i = ai and thus
n−1∑
i=1
i
n
ai =
1
2
·
(
n−1∑
i=1
i
n
ai +
n−1∑
i=1
i
n
an−i
)
=
1
2
·
(
n−1∑
i=1
i
n
ai +
n−1∑
i=1
n− i
n
ai
)
=
1
2
·
(
n−1∑
i=1
ai
)
.
We deduce b¯j = βj + d, where
βj =
n−1∑
i=j
ai −
1
2
·
(
n−1∑
i=1
ai
)
=
1
2
·
n−1∑
i=j
aj −
j−1∑
i=1
aj
 .
Thus βj =
lj
2 in the notations of (3.6). The weight being essentially self dual now means
βn+1−j = −βj . Observe ai = βi − βi+1 and β1 > β2 > . . . > βn.
Similarly write µ′ + ρn′ = (b¯
′
1, . . . , b¯
′
n′) ∈ Q
n′ with b¯′i = β
′
i + d
′ and β′n′+1−i = −β
′
i.
The motivic weights are w = 2β1 and w
′ = 2β′1. The Hodge numbers of the effective motives
are
(β1 + βi, β1 − βi) i = 1, . . . , n for Meff
(β′1 + β
′
j, β
′
1 − β
′
j) j = 1, . . . , n
′ for M′eff .
Then Meff ⊗M
′
eff has the Hodge numbers
(β1 + β
′
1 + βi + βj , β1 + β
′
1 − βi − βj) for (i, j) ∈ S, where
S = {1, . . . , n} ×
{
1, . . . , n′
}
.
In the following the characters of the split torus of GLN will be written as pairs λ˜ = (λ, λ
′) ∈
Zn × Zn
′
, especially we write µ˜ = (µ, µ′). We introduce the half integer
p˜(µ˜) := min
{
βi + β
′
j > 0 | (i, j) ∈ S
}
= min
{
ν > 0 | hβ1+β
′
1+ν,β1+β
′
1−ν 6= 0
}
.
With the integer p(µ˜) = min{p > w+w
′
2 | h
p,w+w′−p 6= 0} from [23, 3] we have
p˜(µ˜) = p(µ˜)−
w +w′
2
= p(µ˜)− β1 − β
′
1.
Recall that it is an assumption of Lem. 7.35., that σf and σ
′
f have disjoint cuspidal parameters.
This is equivalent, by Prop. 7.24, to the fact that the middle Hodge number of the tensor motive
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is zero, which means βi + β
′
j 6= 0 for all (i, j) ∈ S. In view of the symmetries βn+1−j = −βj and
β′n′+1−i = −β
′
i we thus get
p˜(µ˜) = min
(i,j)∈S
|βi − β
′
j | = min
(i,j)∈S+
|βi − β
′
j |, where(7.56)
S+ =
{
(i, j) ∈ S | 1 ≤ i ≤
n+ 1
2
, 1 ≤ j ≤
n′ + 1
2
}
=
{
(i, j) ∈ S | βi ≥ 0, β
′
j ≥ 0
}
.
We have
µ˜+ ρN = (µ, µ
′) + ρN =
(
µ+ ρn +
n′
2
· δn, µ
′ + ρn′ −
n
2
· δn′
)
,
and if we write µ˜+ ρN = (b˜1, . . . , b˜N ), then we get
b˜i = b¯i +
n′
2
= βi + d˜ with d˜ = d+
n′
2
for 1 ≤ i ≤ n and
b˜j+n = b¯
′
j −
n
2
= β′j + d˜
′ with d˜′ = d′ −
n
2
for 1 ≤ j ≤ n′.
Let
a˜(µ˜) = (d− d′) +
n+ n′
2
= d˜− d˜′.
Lemma 7.57. If we have |a˜(µ˜)| = |βi−β
′
j| for some (i, j) ∈ S
+, then there does not exist w ∈WP
such that µ˜+ ρN is of the form w(λ+ ρN ) with a dominant weight λ.
Proof. If |a˜(µ˜)| = |βi − β
′
j | then either d˜ − d˜
′ = βi − β
′
j which is equivalent to b˜n+1−i = d˜ − βi =
d˜′ − β′j = b˜N+1−j or we have d˜
′ − d˜ = βi − β
′
j , which is equivalent to b˜i = b˜n+j. Thus at least two
entries of µ˜ + ρN coincide. But if λ is dominant, then λ+ ρN has strictly decreasing entries, and
all entries of w(λ+ ρN ) are different for every w ∈W
P . 
Lemma 7.58. Assume |a˜(µ˜)| 6= |βi − β
′
j | for all (i, j) ∈ S
+. Then there exists a unique w ∈ WP ,
such that µ˜+ ρN = w(λ + ρN ) with a dominant weight λ ∈ Z
N .
(a) If |a˜(µ˜)| < p˜(µ˜), then l(w) = dim(UP )2 ;
(b) If a˜(µ˜) > p˜(µ˜), then l(w) < dim(UP )2 ;
(c) If a˜(µ˜) < −p˜(µ˜), then l(w) > dim(UP )2 .
Proof. The assumption implies, by the arguments of Lem. 7.57, that the entries of µ˜ + ρN are
pairwise different. Therefore there exists a unique permutation w ∈ W such that w−1(µ˜ + ρN )
is regular dominant (i.e. the entries form a strictly decreasing sequence). Since the entries differ
by integers, we get an equation µ˜ + ρN = w(λ + ρN ) with a dominant λ. Since we already know
b˜1 > . . . > b˜n and b˜n+1 > . . . > b˜N , we have w ∈W
P .
Since the Weyl group W is the symmetric group W = SN , the length can be computed by the
formula:
l(w) = #
{
(i, j) ∈ N× N | 1 ≤ i < j ≤ N, b˜i < b˜j
}
.
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But since the first n entries are already in a decreasing order as are the last n′ entries, l(w) is the
cardinality of the set
S< =
{
(i, j) ∈ S | b˜i < b˜n+j
}
, where S = {1, . . . , n} ×
{
1, . . . , n′
}
.
Observe #(S) = n ·n′ = dim(UP ). To calculate l(w) we will determine the intersections Qi,j ∩S< ,
where
Qi,j =
{
(i, j), (n+ 1− i, j), (i, n′ + 1− j), (n+ 1− i, n′ + 1− j)
}
for (i, j) ∈ S+. Observe that S =
⋃
(i,j)∈S+ Qi,j is a disjoint partition in subsets of order 4 (for
j < n
′+1
2 ) respectively of order 2 for j =
n′+1
2 . Observe that i 6=
n+1
2 for all i, since n is assumed
to be even.
(a) If |a˜(µ˜)| < p˜(µ˜) we have |d˜ − d˜′| < |βi − β
′
j | for all (i, j) ∈ S
+. In the case βi > β
′
j ≥ 0 this
means
β′j − βi < d˜− d˜
′ < βi − β
′
j and consequently
d˜− βi = b˜n+1−i < b˜n+n′+1−j = d˜
′ − β′j ≤ b˜n+j = d˜
′ + β′j < b˜i = d˜+ βi.
Therefore Qi,j ∩ S< = {(n + 1 − i, j), (n + 1 − i, n
′ + 1 − j)}. Thus #(Qi,j ∩ S<) =
1
2 ·#(Qi,j).
(This means 2 = 12 · 4 in the case j < n
′ + 1− j and 1 = 12 · 2 in the case βj = 0⇔ j = n
′ + 1− j.)
In the case β′j > βi > 0 we get similarly
βi − β
′
j < d˜− d˜
′ < β′j − βi and therefore b˜n+n′+1−j < b˜n+1−i < b˜i < b˜n+j.
Thus we have Qi,j ∩S< = {(i, j), (n+1− i, j)} in this case, and again #(Qi,j ∩S<) =
1
2 ·#(Qi,j).
Summing up over all indices we get
l(w) = #(S<) =
∑
(i,j)∈S+
#(Qi,j ∩ S<) =
1
2
∑
(i,j)∈S+
#(Qi,j) =
1
2
#(S) =
1
2
dim(UP ).
(b) In this case we have d˜ − d˜′ > |βi − β
′
j | for at least one pair (i, j) ∈ S
+. Consequently
d˜− d˜′ > βi − β
′
j and d˜− d˜
′ > β′j − βi. This implies b˜i > b˜n+j ≥ b˜n+n′+1−j and b˜n+1−i > b˜n+n′+1−j .
Thus #(Qi,j ∩ S<) ⊂ {(n + 1− i, j)} in case β
′
j > 0 and #(Qi,j ∩ S<) = ∅ in case β
′
j = 0. In both
cases we get
#(Qi,j ∩ S<) <
1
2
·#(Qi,j).
For those pairs (i, j) ∈ S+ for which we do not have d˜ − d˜′ > |βi − β
′
j |, we must have d˜ − d˜
′ =
|d˜− d˜′| < |βi − β
′
j | and get #(Qi,j ∩ S<) =
1
2 ·#(Qi,j) by the calculations in (a). Summing up we
conclude l(w) = #(S<) <
1
2#(S) =
1
2 dim(UP ).
(c) This case is dual to (b): If we have d˜− d˜′ < −|βi − β
′
j | for some pair (i, j) ∈ S, then we get
Qi,j ∩ S< ⊃ {((i, j), (n + 1− i, n
′ + 1− j), (n + 1− i, j)}, and thus
#(Qi,j ∩ S<) >
1
2
·#(Qi,j).
Since for all other pairs we have #(Qi,j ∩ S<) ≥
1
2 ·#(Qi,j) by the same reasoning respectively by
(a), we conclude l(w) = #(S<) >
1
2#(S) =
1
2 dim(UP ). 
EISENSTEIN COHOMOLOGY AND L-VALUES 77
Proposition 7.59. The existence of w ∈ WP of length l(w) = dim(UP )2 , such that µ˜ + ρN =
w(λ+ ρN ) with a dominant weight λ ∈ Z
N , is equivalent to
−p˜(µ˜) + 1 ≤ a˜(µ˜) ≤ p˜(µ˜)− 1.
Proof. This is an immediate consequence of the two lemmas, once we have proved that |a˜(µ˜)| < p˜(µ˜)
is equivalent to the inequality in the proposition. But this follows from the fact that the difference
between the half integers a˜(µ˜) and p˜(µ˜) is an integer: Observe 2d = 2b¯1− 2β1 = 2b1 + n− 1−w ≡
n−1−w mod 2, which implies 2a˜(µ˜) = 2d−2d′+N ≡ n−1−w−(n′−1−w′)+n+n′ ≡ w+w′ mod
2. Furthermore 2p˜(µ˜) = 2p(µ˜)− (w+w′) ≡ w+w′ mod 2, since p(µ˜) is an integer. Consequently
2a˜(µ˜) ≡ 2p˜(µ˜) mod 2. 
Corollary 7.60. The conditions (1) and (2) of Lem. 7.35. are equivalent.
Proof. One has to apply the proposition to all embeddings τ : F → E. Write µ˜ = (µ, µ′) =
(µ˜τ )τ :F→E ∈
∏
τ X
∗(T0 ×τ E). Condition (1) means (compare 5.3.7.) that for each embedding
τ : F → E there exists wτ ∈ WP of length dim(UP0)/2 such that (w
τ )−1(µ˜τ + ρN ) − ρN is
dominant.
After adding N2 to the inequality (2) it reads: −
ℓ(µ,µ′)
2 + 1 ≤ a˜(µ˜) ≤
ℓ(µ,µ′)
2 − 1. The relations
βτi =
ℓτi
2 imply, in view of (7.56) and Def. 7.23, that
ℓ(µ,µ′)
2 = minτ :F→E p˜(µ˜
τ ), so that the condition
(2) is equivalent to
−p˜(µ˜τ ) + 1 ≤ a˜(µ˜) ≤ p˜(µ˜τ )− 1 for all τ : F → E.

Corollary 7.61. Conjecture 5.1. of [23] is true.
Proof. This is clear from the proposition and the preceeding corollary. Observe that we have
a˜(µ˜) = a(µ˜) + N2 , where a(µ˜) = d− d
′ in the notations of [23]. 
Remark 7.62. It should be noted that the sets Φ = {β1, . . . , βn} and Φ
′ = {β′1, . . . , β
′
n} are
characteristic sets in the sense of [57]: The set Φ is either of type B∗ (half integers) or of type D∗
(integers). If n = 2g, then the weight satisfies w = 2β1 ≡ ag mod 2. Thus for ag even we have a
characteristic set of type Dg, and for ag odd the characteristic set is of type Bg.
If n′ is odd, the set Φ′ is of type C∗ (i.e., 0 ∈ Φ
′). If n′ is even it may be of type B∗ or of type
D∗. If n
′ is odd and if the representations σ and σ′ are self equivalent, then the central Eisenstein
class in Theorem 5.2 of [23] (i.e., where the usual Rankin–Selberg L-function is evaluated at s = 0
and at s = 1) is a twisted lift of an endoscopic L-packet on SpN−1 by the results of [57].
UWE WESELMAN: Mathematisches Institut, Im Neuenheimer Feld 288, D-69121 Heidelberg
Email address: weselman@mathi.uni-heidelberg.de
78 GU¨NTER HARDER AND A. RAGHURAM
Appendix 2: The case of GLn ×GLn′ when both n and n
′ are odd
by Chandrasheel Bhagwat and A. Raghuram
After the announcement [23], the authors of this appendix proved certain period relations in [2]
for the periods of a tensor product M ⊗M′ of two pure motives of with ranks n and n′. If the
parities of n and n′ are different then these period relations together with Deligne’s conjecture [9]
exactly predicts the main result on L-values Thm. 7.36, (1). It was already observed by Yoshida [58]
that if n and n′ are both even, then the two periods c± of Deligne for the tensor product motive are
equal; this predicts Thm. 7.36, (2). In the case when both n and n′ are odd, in [2], an interesting
period relation for the ratio c+/c− forM⊗M′ is proved; this suggests that there should be a result
analogous to Thm. 7.36, however, it turns out that the methods of the paper break down in this
situation. The aim of this second appendix is to discuss the combinatorial lemma (Lem. 7.35) in
the situation when the Levi subgroup is GLn×GLn′ with both n and n
′ being odd positive integers.
We will see that certain simple combinatorial conditions on the highest weights µ and µ′ assure us
of the existence of two successive critical points, however, the same conditions will give that there
is no element of the Weyl group which makes the character µ⊗ µ′ dominant. This is already seen
when the base field F = Q, and so we will work over Q for notational simplicity.
Proposition 7.63. Let σ ∈ Coh(GLn, µ) and σ
′ ∈ Coh(GLn′ , µ
′) for pure weights µ and µ′ respec-
tively. Assume that n and n′ are odd positive integers. Let ǫ, ǫ′ ∈ {0, 1} be such that σ∞ = Dµ⊗sgnǫ
and σ′∞ = Dµ′ ⊗ sgn
ǫ′ . Put ǫ0 = ǫ + ǫ
′ (mod 2). Let ℓi and ℓ
′
j denote the cuspidal parameters as
in (3.6); recall that all the ℓi and ℓ
′
j are even, and ℓ(n+1)/2 = ℓ
′
(n′+1)/2 = 0; and because of the last
property, we modify the definition the cuspidal width as
ℓ+(µ, µ′) := min{|ℓi − ℓ
′
j| : 1 ≤ i ≤ (n− 1)/2, 1 ≤ j ≤ (n
′ − 1)/2}.
Then we have:
(1) If ℓ+(µ, µ′) = 0 then L(s, σ × σ′v) has no critical points.
(2) If ℓ := ℓ+(µ, µ′) > 0 and ǫ = ǫ′, i.e., ǫ0 = 0, then the critical set of integers for L(s, σ× σ
v)
is given by:{
(d− d′)− [ ℓ2 ]e − 1, . . . , (d− d
′)− 3, (d− d′)− 1 ; (d− d′) + 2, (d− d′) + 4, . . . , (d− d′) + [ ℓ2 ]e
}
,
where [ℓ/2]e is the largest even integer less than or equal to ℓ/2.
(3) If ℓ = ℓ+(µ, µ′) > 0 and ǫ 6= ǫ′, i.e., ǫ0 = 1, then the critical set of integers for L(s, σ × σ
v)
is given by:{
(d− d′)− [ ℓ2 ]o − 1, . . . , (d− d
′)− 2, (d− d′) ; (d− d′) + 1, (d− d′) + 3, . . . , (d− d′) + [ ℓ2 ]o
}
,
where [ℓ/2]o is the largest odd integer less than or equal to ℓ/2.
(4) The points −N2 and 1−
N
2 are critical for L(s, σ × σ
′v) if and only if ℓ+(µ, µ′) > 0, ǫ 6= ǫ′
and d− d′ = −N2 .
(5) Suppose d−d′ = −N/2 then there does not exist an element w ∈W such that w−1 · (µ⊗µ′)
is dominant.
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Proof. For the proofs of (1), (2) and (3), recall that the critical set for the Rankin-Selberg L-function
L(s, σ × σ′v) is the set of all integers m such that for both L∞(s, σ × σ
′v) and L∞(1 − s, σ
v × σ′)
are regular at s = m. The Langlands parameters for σ∞ and σ
′
∞ are given by
ρ(σ) =
(n−1)/2⊕
i=1
I(ℓi)⊗ | |
−d ⊕ sgnǫ ⊗ | |−d, and ρ(σ′) =
(n′−1)/2⊕
j=1
I(ℓ′j)⊗ | |
−d′ ⊕ sgnǫ
′
⊗ | |−d
′
.
If ℓ+(µ, µ′) > 0 then the local L-factor at infinity for σ × σ′v is given by:
L∞(s, σ × σ
′v) = ΓR (s+ ǫ0 + d
′ − d)
(n−1)/2∏
i=1
ΓC
(
s+ d′ − d+
ℓi
2
) (n′−1)/2∏
j=1
ΓC
(
s+ d′ − d+
ℓ′j
2
)
·
∏
1≤i≤(n−1)/2
1≤j≤(n′−1)/2
ΓC
(
s+ d′ − d+
ℓi + ℓ
′
j
2
)
ΓC
(
s+ d′ − d+
|ℓi − ℓ′j|
2
)
.
Now, L∞(s, σ × σ
′∨) is regular at s = m if and only if for all indices 1 ≤ i ≤ (n + 1)/2, 1 ≤ j ≤
(n′ + 1)/2 (except when i = (n+ 1)/2, j = (n′ + 1)/2), we have:
m− (d− d′) + |ℓi − ℓ
′
j|/2 ≥ 1,
m− (d− d′) + ǫ0 /∈ {0,−2,−4,−6, . . . }.
(7.64)
Similarly, the factor L∞(1 − s, σ
v × σ′) is regular at s = m if and only if for all indices 1 ≤ i ≤
(n+ 1)/2, 1 ≤ j ≤ (n′ + 1)/2 (except when i = (n+ 1)/2, j = (n′ + 1)/2), we have:
−m+ (d− d′) + |ℓi − ℓ
′
j|/2 ≥ 0,
1−m+ d− d′ + ǫ0 /∈ {0,−2,−4,−6, . . . }.
(7.65)
We leave it to the reader to check that (2) and (3) follow from (7.64) and (7.64). For (1), suppose
ℓ+(µ, µ′) = 0 then ℓi = ℓ
′
j for some i, j; the local factor at infinity for σ × σ
′v will have factors
Γ((s + d − d′)/2)Γ((s + d − d′ + 1)/2) and it is easy to see then that there are no critical points.
Also, (4) easily follows from (1), (2) and (3).
We now prove (5). Suppose µ = (µ1, µ2, . . . , µn) and µ
′ =
(
µ′1, µ
′
2, . . . , µ
′
n′
)
with non-increasing
sequences µi and µ
′
j. By definition, we have
µ⊗ µ′ =
(
µ1, µ2, . . . , µn, µ
′
1, µ
′
2, . . . , µ
′
n′
)
.
Let ρN =
(
N−1
2 ,
N−3
2 , . . . ,
1−N
2
)
be the half sum of positive roots. It is clear that
(
µ⊗ µ′ + ρN
)
j
=
{
µj +
N+1
2 − j if 1 ≤ j ≤ n,
µ′j−n +
N+1
2 − j if 1 + n ≤ j ≤ N.
By definition of the twisted action of the Weyl group we have w ·(µ⊗µ′) := w(µ⊗µ′+ρN )−ρN .
The weight w−1 · (µ ⊗ µ′) is dominant if and only if
(w−1 · (µ ⊗ µ′))j ≥ (w
−1 · (µ⊗ µ′))j+1 ∀ j ≥ 1.
Equivalently,
(w−1(µ ⊗ µ′ + ρN ))j ≥ (w
−1(µ⊗ µ′ + ρN ))j+1 + 1 ∀ j ≥ 1.
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In particular, for w−1 · (µ⊗ µ′) to be dominant, it is necessary that (µ⊗ µ′ + ρN )j are all distinct
as 1 ≤ j ≤ N . However, observe that
(µ ⊗ µ′ + ρN )n+1
2
= d+ n′/2 = d′ − n/2 = (µ ⊗ µ′ + ρN )n+n′+1
2
,
since µ(n+1)/1 = d, µ
′
(n′+1)/1 = d
′, and by hypothesis d − d′ = −N/2. In other words, there is no
element w of the Weyl group W so that the weight w−1 · (µ⊗ µ′) is dominant. 
If we hope to use the theory of Eisenstein cohomology to prove a result on successive L-values,
it is clear from the main body of this article that we need the points −N/2 and 1 − N/2 to
be critical. However, in the situation when n and n′ are odd, the conditions (given in part (4)
of the above proposition) which ensure criticality of these two points also say (in part (5)) that
the relevant induced representation does not occur in the boundary cohomology of GLN for any
coefficient system λ; because, if there were such a dominant integral weight λ, then we would need
µ ⊗ µ′ = w · λ for some Kostant representative w ∈ WP , but then this would mean w−1 · (µ ⊗ µ′)
is dominant contradicting (5) above.
References
[1] C.Bhagwat, On Deligne’s periods for tensor product motives. C.R.Math. Acad. Sci. Paris 353 (2015), no. 3, 191–
195.
[2] C.Bhagwat and A.Raghuram, Ratios of periods for tensor product motives. Math.Res. Lett., 20 (2013) No. 4,
615–628.
[3] A.Borel, Regularization theorems in Lie algebra cohomology. Applications. Duke Math. J. 50 (1983), no. 3, 605–
623.
[4] A.Borel and H.Garland, Laplacian and the discrete spectrum of an arithmetic group. Amer. J.Math. 105 (1983),
no. 2, 309–335.
[5] A.Borel and N.Wallach, Continuous cohomology, discrete subgroups, and representations of reductive groups.
Second edition. Mathematical Surveys and Monographs, 67. American Mathematical Society, Providence, RI,
2000.
[6] A.Borel and J.-P. Serre, Corners and arithmetic groups, Commen. Math. Helvetici 48 (1973), 436-491.
[7] L.Clozel, Motifs et formes automorphes: applications du principe de fonctorialite´. Automorphic forms, Shimura
varieties, and L-functions, Vol. I (Ann Arbor, MI, 1988), 77–159, Perspect. Math., 10, Academic Press, Boston,
MA, 1990.
[8] J. Cogdell, Lectures on L-functions, Converse Theorems, and Functoriality for GL(n). Lectures on automorphic
L-functions. Fields Institute Monographs, 20. American Mathematical Society, Providence, RI, 2004.
[9] P.Deligne, Valeurs de fonctions L et pe´riodes d’inte´grales (French), With an appendix by N. Koblitz and A.
Ogus. Proc. Sympos. Pure Math., XXXIII, Automorphic forms, representations and L-functions (Proc. Sympos.
Pure Math., Oregon State Univ., Corvallis, Oregon, 1977), Part 2, pp. 313–346, Amer. Math. Soc., Providence,
R.I., 1979.
[10] M.Demazure and A.Grothendieck, Structure des sche´mas en groupes re´ductifs. SGA 3, TOME III, Lecture Notes
in Math., 153, Springer-Verlag, Berlin 1970.
[11] J. Franke and J. Schwermer, A decomposition of spaces of automorphic forms, and the Eisenstein cohomology of
arithmetic groups, Math. Ann., 311 (1998), pp. 765–790
[12] W.T.Gan and A.Raghuram, Arithmeticity for periods of automorphic forms, In “Automorphic Representations
and L-functions,” 187–229, Tata Inst. Fundam. Res. Stud. Math., 22, Tata Inst. Fund. Res., Mumbai, 2013.
[13] H.Grobner, A cohomological injectivity result for the residual automorphic spectrum of GL(n). Pacific J.Math.,
268 (2014), no. 1, 33–46.
[14] H.Grobner and A.Raghuram, On the arithmetic of Shalika models and the critical values of L-functions for
GL(2n). With an appendix by Wee Teck Gan. Amer. J.Math. 136 (2014), no. 3, 675–728.
[15] B.Gross, On the Satake isomorphism. Galois representations in arithmetic algebraic geometry (Durham, 1996),
223–237, London Math. Soc. Lecture Note Ser., 254, Cambridge Univ. Press, Cambridge, 1998.
EISENSTEIN COHOMOLOGY AND L-VALUES 81
[16] G.Harder, Eisenstein cohomology of arithmetic groups. The case GL2. Invent. Math. 89, no. 1, 37–118 (1987).
[17] G.Harder, Some results on the Eisenstein cohomology of arithmetic subgroups of GLn, in Cohomology of arith-
metic groups and automorphic forms (ed. J.-P. Labesse and J. Schwermer), Springer Lecture Notes in Mathe-
matics, vol. 1447, pp. 85–153 (1990).
[18] G.Harder, Interpolating coefficient systems and p-ordinary cohomology of arithmetic groups. Groups Geom.Dyn.,
5 (2011), no. 2, 393–444.
[19] G. Harder Harder, G. A congruence between a Siegel and an Elliptic Modular Form The 1-2-3 of Modular Forms,
Springer Unitext
[20] G.Harder, Arithmetic Harish-Chandra modules. Preprint (2014).
[21] G.Harder, Rationality properties of local intertwining operators. Manuscript in preparation.
[22] G.Harder, Cohomology of arithmetic groups, Book in preparation. Preliminary version available at
http://www.math.uni-bonn.de/people/harder/Manuscripts/buch/
[23] G.Harder and A.Raghuram, Eisenstein cohomology and ratios of critical values of Rankin–Selberg L-functions.
C.R.Math. Acad. Sci. Paris 349 (2011), no. 13-14, 719–724.
[24] H. Jacquet, Principal L-functions of the linear group. Automorphic forms, representations and L-functions (Proc.
Sympos. Pure Math., Oregon State Univ., Corvallis, Ore., 1977), Part 2, pp. 6386, Proc. Sympos. Pure Math.,
XXXIII, Amer. Math. Soc., Providence, R.I., 1979.
[25] H. Jacquet, On the residual spectrum of GL(n). Lie group representations, II (College Park, Md., 1982/1983),
185208, Lecture Notes in Math., 1041, Springer, Berlin, 1984.
[26] H. Jacquet, A correction to Conducteur des repre´sentations du groupe line´aire. Pacific J.Math. 260 (2012), no.
2, 515–525.
[27] H. Jacquet, I. Piatetski-Shapiro and J. Shalika. Conducteur des representations du groupe lineaire. Math. Ann.,
256, no. 2, 199–214 (1981).
[28] H. Jacquet, I. Piatetski-Shapiro and J. Shalika. Rankin–Selberg convolutions. Amer. J.Math. 105 (1983), no. 2,
367–464.
[29] H. Jacquet and J.A. Shalika, On Euler products and the classification of automorphic representations. I.
Amer. J.Math. 103 (1981), no. 3, 499–558.
[30] H. Jacquet and J.A. Shalika, On Euler products and the classification of automorphic forms. II. Amer. J. Math.
103 (1981), no. 4, 777–815.
[31] H.Kim, Automorphic L-functions. Lectures on automorphic L-functions, 97–201, Fields Inst. Monogr., 20, Amer.
Math. Soc., Providence, RI, 2004.
[32] B.Kostant, Lie algebra cohomology and the generalized Borel-Weil theorem Annals of Math., Vol 74, No. 2 (1961)
329–387.
[33] A.Knapp, Local Langlands correspondence: the Archimedean case, Motives (Seattle, WA, 1991), 393–410, Proc.
Sympos. Pure Math., 55, Part 2, Amer. Math. Soc., Providence, RI, 1994.
[34] S.S.Kudla, The local Langlands correspondence: the non-Archimedean case. Motives (Seattle, WA, 1991), 365–
391, Proc. Sympos. Pure Math., 55, Part 2, Amer. Math. Soc., Providence, RI, 1994.
[35] R. Langlands, Euler products, Yale University Press (1971).
[36] R. Langlands, On the functional equations satisfied by Eisenstein series. Lecture Notes in Mathematics, Vol. 544.,
Springer-Verlag, Berlin-New York, 1976.
[37] C.Mœglin, Representations of GL(n) over the real field. Representation theory and automorphic forms (Edin-
burgh, 1996), 157–166, Proc. Sympos. Pure Math., 61, Amer. Math. Soc., Providence, RI, 1997.
[38] C.Mœglin and J.-L.Waldspurger, Le spectre re´siduel de GL(n). (French) [The residual spectrum of GL(n)]
Ann. Sci. E´cole Norm. Sup. (4) 22 (1989), no. 4, 605–674.
[39] J.Nekova´r, Beilinson’s conjectures. Motives (Seattle, WA, 1991), 537570, Proc. Sympos. Pure Math., 55, Part
1, Amer. Math. Soc., Providence, RI, 1994.
[40] A.Raghuram, On the special values of certain Rankin-Selberg L-functions and applications to odd symmetric
power L-functions of modular forms, Int.Math.Res. Not., Vol. (2010) 334–372, doi:10.1093/imrn/rnp127.
[41] A.Raghuram, Comparison results for certain periods of cusp forms on GL(2n) over a totally real number
field. The legacy of Srinivasa Ramanujan, 323–334, Ramanujan Math. Soc., Lect. Notes Ser., 20, Ramanujan
Math. Soc., Mysore, 2013.
[42] A.Raghuram, Special values of the Riemann zeta function: some results and conjectures. To appear in the
proceedings of the Pune workshop on “The Bloch–Kato conjecture for the Riemann zeta function.”
82 GU¨NTER HARDER AND A. RAGHURAM
[43] A.Raghuram, Critical values of Rankin–Selberg L-functions for GLn×GLn−1 and the symmetric cube L-functions
for GL2. To appear in Forum Math., 2015.
[44] A.Raghuram and F. Shahidi, On certain period relations for cusp forms on GLn, Int. Math. Res. Not. Vol.
(2008), doi:10.1093/imrn/rnn077.
[45] A.Raghuram and N.Tanabe, Notes on the arithmetic of Hilbert modular forms. J. Ramanujan Math. Soc. 26
(2011), no. 3, 261–319.
[46] D.Ramakrishnan and S.Wang, A cuspidality criterion for the functorial product on GL(2) × GL(3) with a
cohomological application. Int.Math. Res.Not. 2004, no. 27, 1355–1394.
[47] J. Schwermer, Kohomologie arithmetisch definierter Gruppen und Eisensteinreihen. (German) [Cohomology of
arithmetically defined groups and Eisenstein series] Lecture Notes in Mathematics, 988. Springer-Verlag, Berlin,
1983. iv+170 pp.
[48] J. Schwermer, Cohomology of arithmetic groups, automorphic forms and L-functions. Cohomology of arithmetic
groups and automorphic forms (Luminy-Marseille, 1989), 1–29, Lecture Notes in Math., 1447, Springer, Berlin,
1990.
[49] J.-P. Serre, Facteurs locaux des fonctions zeta des varie´te´s alge´briques (de´finitions et conjectures), in Se´minaire
Delange-Pisot-Poitou, 1969/70, Collected Papers II, vol. 19, p. 581–592.
[50] F. Shahidi, Whittaker models for real groups. Duke Math. J. 47 (1980), no. 1, 99–125.
[51] F. Shahidi, On certain L-functions. Amer. J. Math. 103 (1981), no. 2, 297–355.
[52] F. Shahidi, Local coefficients as Artin factors for real groups. Duke Math. J. 52 (1985), no. 4, 973–1007.
[53] F. Shahidi, Langlands–Shahidi method. Automorphic forms and applications, 299–330, IAS/Park City Math. Ser.,
12, Amer. Math. Soc., Providence, RI, (2007).
[54] F. Shahidi, Eisenstein series and automorphic L-functions. American Mathematical Society Colloquium Publi-
cations, 58. American Mathematical Society, Providence, RI, (2010).
[55] G. Shimura, The special values of the zeta functions associated with Hilbert modular forms. Duke Math. J. 45
(1978), no. 3, 637–679.
[56] D.Vogan and G. Zuckerman, Unitary representations with nonzero cohomology. Comp.Math. 53 (1984), no. 1,
51–90.
[57] U.Weselmann, Siegel Modular Varieties and the Eisenstein Cohomology of PGL2g+1, Manuscripta Math. 145
(2014), no. 1-2, 175–220.
[58] H. Yoshida, Motives and Siegel modular forms. Amer. J. Math. 123, no. 6, 1171–1197 (2001).
Gu¨nter Harder: Max Planck Institut fu¨r Mathematik, 7 Vivatsgasse, 53111 Bonn, Germany.
E-mail address: harder@mpim-bonn.mpg.de
A. Raghuram: Department of Mathematics, Indian Institute of Science Education and Research,
Dr. Homi Bhabha Road, Pashan, Pune Maharashtra 411008, India.
E-mail address: raghuram@iiserpune.ac.in
