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Abstract 
Many researchers are currently focusing on the security of wireless sensor networks (WSNs). This type of network is 
associated with vulnerable characteristics such as open-air transmission and self-organizing without a fixed   
infrastructure. Intrusion Detection Systems (IDSs) can play an important role in detecting and preventing security 
attacks. In this paper, we propose a hybrid, lightweight intrusion detection system for sensor networks. Our intrusion 
detection model takes advantage of cluster-based architecture to reduce energy consumption.  This model uses 
anomaly detection based on support vector machine (SVM) algorithm and a set of signature rules to detect malicious 
behaviors and provide global lightweight IDS. Simulation results show that the proposed model can detect abnormal 
events efficiently and has a high detection rate with lower false alarm. 
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1. Introduction 
Wireless sensor networks (WSNs) have become increasingly one of the most interesting research areas over the 
past few years. The different characteristics of wireless sensor networks (energy limited, low-power computing, use 
of radio waves, etc...) expose them to many security threats 1. Cryptography defined as a first line of defense is 
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ineffective when the attacker is located inside the network. Intrusion detection system (IDS) defined as the second line 
of defense, allows detection and prevention of internal and external attacks. The IDSs designed for wired or ad hoc 
networks cannot be implemented directly in the WSN. Therefore, there is a need to design a specific detection system 
for wireless sensor network, which takes in consideration the limitations of WSNs 2. The paper is organized as follows. 
In the next section, we present in related work. Section 3 proposes security architecture for WSNs. Section 4 describes 
the algorithms and the defense methods against routing attacks. In the Section 5, we present performance analyses and 
discussion of our scheme. Finally, the paper ends with a conclusion and future works. 
2. Related Work 
In literature, there are a few works that aim to combine between anomaly-based approach and signature based 
approach (hybrid model) to benefit from the advantages of both detection techniques.  
Yan et al. 3 proposed hierarchical IDS based on clusters. The authors took advantage of this approach and install 
on each cluster-head an IDS agent (core defense). This agent has three modules: a supervised learning module, an 
anomaly detection module based on the rules and decision-making module. The simulation results show that this 
model has a high detection rate and lower false positive rate. However, the main disadvantages of this scheme is: The 
IDS node is static (runs only in the cluster-head), in this case the intruder uses all his strength to attack this hot spot 
(hot point) and subsequently disrupts the network. The implementation of this detection mechanism requires many 
calculations in cluster-heads, which can decrease the network lifetime. 
Hai et al. 4 proposed a hybrid, lightweight intrusion detection system integrated for sensor networks, based on the 
model proposed by Roman et al. 5. Intrusion detection scheme takes advantage of cluster-based protocol to build a 
hierarchical network and provide an intrusion framework based on both anomaly model and misuse techniques. In 
their scheme, IDS agent consists of two detection modules, local agent and global agent. The authors apply their model 
in a process of cooperation between the two agents to detect attacks with greater accuracy (both agents are in the same 
node). However, the disadvantage of this scheme is the sharp increase in signatures, which can lead to an overload of 
the node memory. 
In recent work, Coppolino and al. 6 presented a hybrid, lightweight, distributed IDS for wireless sensor networks. 
This IDS uses both misuse-based and anomaly-based detection techniques. It is composed of a Central Agent (CA), 
which performs highly accurate intrusion detection by using data mining techniques, and a number of Local Agents 
(LA) running lighter anomaly-based detection techniques on the motes.  
Based on these hybrid models. Our contribution in this paper is to propose an efficient and lightweight intrusion 
detection system for sensor network. Our goal in this research is to study and implement a new model of intrusion 
detection that combines the advantages of both techniques anomaly based model and signature based model in cluster 
wireless sensor environment, and surpassing other hybrid models proposed in the literature. 
3. The proposed hybrid model  
The  Hybrid  Intrusion  Detection System (HIDS)  achieves  the  goals of  high detection rate  and low  false  
positive  rate.  The proposed model uses anomaly detection  based  on  SVM  technique  and  a  set  of  attacks 
represented  by  fixed  rules  signatures,  which  are  designed  to validate the  malicious behavior  of  a target  identified 
by  anomaly  detection technique. The detection approach is integrated into a cluster-based topology to increase the 
network lifetime. This is achieved by designating one known node as a leader of the group (cluster-head), that forwards 
nodes packets (data aggregated) to the base station (BS) instead of sending their (nodes) collected data to a remote 
location (base station).  Cluster head acts like a local base station sensor, then clusters elect themselves to be a CH at 
any given time with a certain probability, more details can be found in 7. We propose a cluster-based architecture that 
divides the array of sensors into a plurality of groups, each of which comprises a cluster-head (CH). In  this 
architecture,  every  node  belongs  to  only  one  of  the  clusters which   are   distributed   geographically   across   the   
whole network. Cluster head is used to reduce network energy consumption and to increase its lifetime. As shown in 
Fig. 1, the architecture of proposed hybrid IDS. 
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Fig. 1.  IDS architecture. 
3.1. Cluster election and strategy location of IDS  
CH is elected dynamically according to his energy. The BS announces the process of CH election, the CHs calculate 
residual energy by equation Vi(t) = [Initial – Ei(t)] / r, where Initial is the initial energy, Ei(t) is the residual energy 
and r is the current round of CH selection 8. BS calculates the average value and average deviation, according to 
obtained values. CH announces the CH election procedure for nodes. Old CH broadcasts a message about the 
withdrawal of authority. New CH sends alert messages to the sensors nodes.  CH is responsible for authentication of 
the other members of the cluster, and the base station (BS) is responsible for CH authentication.  Because of limited 
battery life and resources, each agent is only active when needed. 
x Local agent: Local agent module is responsible to monitor the information sent and received by the sensor. 
The node stores in his internal database specific malicious network nodes attacks. When the network first  
organized,  the sensor  nodes  don’t  have  any  knowledge  about  malicious nodes. After the deployment of 
WSNs, the signature database is constructed gradually. The entry in the malicious node database is created 
and propagated to every node by a CH.  
x Global agent: Global agent monitor the communication of its neighbor nodes.  Because  the  broadcast nature  
of  wireless  network,  every  node  can receive  all  the packets going through its radio range. Global agent 
must have the information of its neighbor nodes to monitor the packets. We use local monitoring mechanism 
and pre-defined rules to monitor the packets 9. If the monitor nodes discover  a  possible  breach  of  security  
in  of  their  neighbor nodes,  they  create  and  send  an  alert  to  the  CHs.  The  CHs receive  the  alert  and  
make  the  decision  of  a  suspicious  node through the threshold  X. Both agents are built on application layer. 
Fig. 2 below describes the strategy location of IDS in network. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Strategy location of IDS. 
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3.2 Anomaly detection using SVM 
     Support vector machines (SVMs) are a class of machine learning algorithms, due originally to Vapnik 10, which is 
sorter design method based on the small sample study, which is suitable to the classification of small sample data. 
Therefore, the SVM method is suited to classify the high-dimension data in IDS. During the training phase, which 
takes place offline at a system with abundant resources, data are collected from the physical, medium access control 
(MAC) and network layers. Then the collected training data are pre-processed using a data reduction process, which 
aims at reducing their size in order to be processed by SVM. Classification hyperplane of training data which  may  
be divided by linear classification plane or not via mapping the training data vector to higher dimensional  space with 
some function and transferring the problem to an linear classification problem in that space. After the mapping 
procedure, SVM finds out a linear separating hyperplane with the maximum margin in the space. In 11, 12, Vapnik et 
al. described the problem as finding a solution of convex optimization problem. 
     Suppose the linearly separability sample set (xi , yi)Ǥ Given the training datasets: 
 ݅ ൌ ͳǡǥ ǡ ݊ǡ ݔ א ܴௗǡ ݕ א ሼ൅ͳǡെͳሽ. In our case {1} is normal, and {-1} normal is abnormal. The classify hyperplane 
equation is: 
ݓǤ ݔ ൅ ܾ ൌ Ͳ                (1) 
     Where w is a normal vector and the parameter b is offset. The training samples on the hyperplane are called 
Support Vectors, because they support the optimal classify hyperplane. So our problem can be formulated as follow: 
 
             ݉݅݊׎ሺݓሻ ൌ ଵଶ ȁȁݓȁȁଶ ൌ
ଵ
ଶሺݓǤ ݓሻ        
ݏݑܾ݆݁ܿݐݐ݋ݕ݅ሾሺݓ ڄ ݔ݅ሻ ൅ ܾሿ െ ͳ ൒ Ͳ݅ ൌ ͳǡʹǡ ǥ ǡ ݊ 
       T he classify function can be described as follow: 
       ݂ሺݔሻ ൌ ݏ݃݊ሼሺݓכǤ ݔሻ ൅ ܾכሽ ൌ ݏ݃݊ሼ෌ ߙ௜כݕ௜ሺݔ௜ ή ݔሻ ൅ ܾכ௡௜ୀଵ ሽ                      (3) 
      T he optimal classify function as follow: 
  ݂ሺݔሻ ൌ ሺ෌ ߙ௜כݕ௜݇ሺݔ௜ ή ݔሻ ൅ ܾכ௡௜ୀଵ ሻ              (4) 
 
       ݇ሺݔ݅ǡ ݔ) Here is the kernel function and Di are the Lagrange multipliers. According to the condition of Kuhn-
Tucker (KKT), the xi that corresponding to Di > 0 are called support vectors (SVs). In our context, each node 
communicates its vectors with its neighbor in one hope (one-hop neighbor), once this process is complete, the final 
hyperplane is calculated and all nodes have the same discriminant plan to separate the data into two classes (normal, 
abnormal). Therefore, the SVM method is suited to classify the high-dimension data in IDS. Maintaining the Integrity 
of the Specifications. SVM method provides very good results with less training time compared to neural networks. 
Another advantage of SVM is the low expected probability of generalization errors.  
 
3.3 Signature based model 
     This module uses a discovery protocol based on signatures to detect malicious nodes and prevent network 
disruptions by these nodes. The purpose of this protocol is to classify the behavior of a target as normal or abnormal 
based on a set of rules. In our case, there is four rules for each attack. The rule for detecting the Selective forwarding 
attack is defined by the number of packets dropped (PDR) and a node that is above a certain threshold δsf). The rule 
for detecting the Hello flood attack is the received signal strength (ISSR) at the IDS agent, if it is greater than a certain 
threshold (δissrh). The rule for detecting the Black hole attack is defined by the number of RDP (greater than threshold 
δissrbh) and excess of the signal power (above the threshold δissrbh). Finally, the rule for detecting the wormholes attack 
is the power signal (above the threshold δissrhwh) and none of the neighboring nodes malicious node makes the 
retransmission of packets received from this opponent (PDR bypass the threshold δwh). 
3.4 Decision making model 
(2) 
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     In the collaborative process, the cluster-head applies a simple rules mechanism. In case there  is  no  correspondence 
between intrusions detected by the anomaly detection technique  and  predefined  signatures  attackers,  the  IDS  agent 
sends a report to CH, then it uses a fast rules mechanism to take a final decision about the suspect node. The CH report 
the results to the administrator to help them manage the network and make further corrections. Finally, CH sends a 
message to all IDSs, so they proceed to update their table of signatures.  Fig. 3 illustrates the rules used in decision-
making model 
 
 
 
 
 
 
Fig .3. Rules for decision-making model. 
4. Performance of the hybrid detection model 
In this section, we evaluate the performance of our intrusion detection model using KDDcup'99 database 13. We 
study the variations in detection rate and false positive, when the number of IDS increases in the network. Finally, we 
compare the performance of our model with other hybrid models. To evaluate the effectiveness of the proposed model, 
a set of metrics have been adopted to determine the most efficient intrusion detection model.  
x Detection Rate: Represents the percentage of attacks detected on the total number of attacks.  
x False positive rate (false alarms): This is the ratio between the number classified as an anomaly on the total 
number of normal connections.  
The combination of anomaly detection based on SVM and detection based on attack signatures allows the 
intrusion detection model to achieve a high rate of intrusion detection (almost 98%) with a number very reduces false 
alarms (near 2%) as shown in Table 1 below. 
Table 1. Detection and false positive rate under four attacks. 
Attack Detection rate False positive 
Selective forwarding attack 98,40% 5,13% 
Hello flood attack 97,20% 2,24% 
Black Hole attack 96,80% 3,50% 
Worm Hole attack 98,20% 4,54% 
 
      To determine the effectiveness of our approach, we compared our model with others hybrids models proposed by 
authors Bin et al. 14, Khanum et al. 15, Yuan et al. 16 and Hai et al. 4, analyzing in particular the detection rate and false 
alarms and generated by IDS agents. Fig. 4 below present a performance comparison of some existing intrusion 
detection models for WSN. 
 
 
 
 
 
 
 
If anomaly detection (SVM) 
detects an attack and signature 
model detects attack 
then it is an attack and 
determine the class of attack. 
If anomaly detection (SVM) 
detects an attack and signature 
model does not detect attack 
then it is not an attack and it is 
erroneous classification. 
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Fig. 4. (a) Detection rate; (b) False positive rate. 
      From Fig. 4, the proposed hybrid model has a better efficiency in terms of detecting attacks and false positives 
rates compared to other models. 
5. Conclusion and future works 
In this article, we proposed a hybrid intrusion detection model for WSN. Our IDS uses a learning algorithm based 
on the SVM and a detection technique based on the attack signatures. Indeed, the combination of these two techniques 
to offers an intrusion detection system with a high detection rate and low false positive rate. Our detection approach 
is integrated in a cluster-based topology, to reduce communication costs, which leads to improving the lifetime of the 
network. For our future work, more research on this topic needs to be undertaken with detail simulation of different 
attack scenarios to test the performance of proposed IDS. We expect the result to be available soon in the future. 
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