Abstract. We construct explicitly a large family of Gelfand-Tsetlin modules for an arbitrary finite W -algebra of type A and establish their irreducibility. A basis of these modules is formed by the Gelfand-Tsetlin tableaux whose entries satisfy certain admissible sets of relations. Characterization and an effective method of constructing such admissible relations are given. In the case of the Yangian of gl n we prove the sufficient condition for the irreducibility of the tensor product of two highest weight relation modules and establish irreducibility of any number of highest weight relation modules with generic highest weights. This extends the results of Molev to infinite dimensional highest modules.
Introduction
W -algebras were first introduced in the work of Zamolodchikov in the 80's in the study of two-dimensional conformal field theories. General definition of W -algebras was given in the work of Feigin and Frenkel [FF] via quantized Drinfeld-Sokolov reduction. This was later generalized by Kac, Roan and Wakimoto [KRW] , Kac and Wakimoto [KW] and De Sole and Kac [SK] . For basic representation theory of W -algebras we refer to [A1] and [A2] .
W -algebras can be viewed as affinizations of finite W -algebras. A finite Walgebra is associated to a simple complex finite-dimensional Lie algebra and to its nilpotent elements. Their concept goes back to the papers of Kostant [Ko] , Lynch [L] , Elashvili and Kac [EK] . Finite W -algebras are related to quantizations of the Slodowy slices [P] , [GG] and to the Yangian theory [RS] , [BK1] . In type A, that is for gl n , Brundan and Kleshchev [BK1] , [BK2] showed that finite W -algebras are isomorphic to certain quotients of the shifted Yangians.
If π = π(p 1 , . . . , p n ) is a pyramid with N = p 1 + · · · + p n boxes distributed in n rows with p 1 , . . . , p n boxes in each row respectively (counting from the bottom), then the finite W -algebra W (π) is associated with gl N and the nilpotent matrix in gl N of Jordan type (p 1 , . . . , p n ). In particular, W (π) is the universal enveloping algebra of gl n if the pyramid π has one column with n boxes.
Theory of Gelfand-Tsetlin representations for finite W -algebras of type A was developed in [FMO2] . In such representations the Gelfand-Tsetlin subalgebra of W (π) has a common generalized eigenspace decomposition. For an irreducible representation this is equivalent to require the existence of a common eigenvector for the Gelfand-Tsetlin subalgebra Γ. Such an eigenvector is annihilated by some maximal ideal of Γ. The main problem is to construct explicitly (with a basis and the action of algebra generators) irreducible Gelfand-Tsetlin modules for W (π) generated by a vector annihilated by a fixed maximal ideal of Γ. Recent results of [FGRZ] allow to construct a "universal" cyclic Gelfand-Tsetlin module for W (π) for a fixed maximal ideal of Γ. When this module is irreducible (sufficient condition is given in [FGRZ] ) the problem of explicit construction is solved. On the other hand, even for gl n not all irreducible subquotients of the universal module have a tableaux basis. Hence, this difficult problem of explicit construction of irreducible Gelfand-Tsetlin modules remains open.
A new technique of constructing certain irreducible Gelfand-Tsetlin modules was developed in [FRZ] in the case of the universal enveloping algebra of gl n generalizing the work of Gelfand and Graev [GeG] and the work of Lemire and Patera [LP] . The main objective of this paper is to adapt and apply the technique of [FRZ] in the case of finite W -algebras of type A. We obtain: -Effective removal of relations method (the RR-method) for constructing admissible sets of relations (Theorem 3.4); -Characterization of admissible sets of relations (Theorem 3.14); -Explicit construction of Gelfand-Tsetlin W (π)-modules for a given admissible set of relations (Definition 3.3).
Our main result is the following: Theorem 1.1. For a given admissible set of relations C and any tableau [l] satisfying C, the space V C ([l]) (see Definition 3.2) is a Gelfand-Tsetlin W (π)-module with diagonal action of the Gelfand-Tsetlin subalgebra.
As a consequence we construct a large new family of Gelfand-Tsetlin W (π)-modules with explicit basis and the action the generators of algebra. If C is an admissible set of relations and [l] is any tableau satisfying C, then we have a GelfandTsetlin W (π)-module V C ([l]) which we call the relation module associated with C and [l] . We have the following criterion of irreducibility for the relation modules (Theorem 4.3): Theorem 1.2. The Gelfand-Tsetlin module V C ([l] ) is irreducible if and only if C is the maximal admissible set of relations satisfied by [l] .
Finally, we consider a tensor product of relation modules. If V 1 , . . . , V l are gl nmodules then V 1 ⊗. . .⊗V l is a module for the Yangian Y(gl n ). For finite dimensional gl n -modules the criterion of irreducibility of such tensor product was established in [M1] . We consider tensor product of infinite dimensional highest weight relation modules. We establish irreducibility of any number of highest weight relation modules with generic highest weights (Theorem 6.1) and give sufficient conditions of the irreducibility of two highest weight relation modules (Theorem 6.2). These results extend the results of Molev [M1] and Brundan and Kleshchev [BK2] to infinite dimensional highest weight modules for the Yangians. We observe that we do not fully cover the above mentioned results since not all finite dimensional Y(gl n )-modules are relation modules.
Finite W -algebras
The ground field will be the field of complex numbers C. Fix a tuple (p 1 , . . . , p n ) such that 1 p 1 · · · p n . Associate with this tuple the pyramid π = π(p 1 , . . . , p n ), where p i is the number of unit squares in the ith row of the pyramid counting from the bottom. We will assume that the rows of π are left-justified. From now on we set N = p 1 + · · · + p n .
Given such pyramid π, the corresponding shifted Yangian Y π (gl n ) [BK1] is the associative algebra over C defined by generators
i , i = 1, . . . , n − 1, r p i+1 − p i + 1, subject to the following relations:
i , e
for all possible i, j, r, s, t, where d 
Note that the algebra Y π (gl n ) depends only on the differences p i+1 − p i (see (1)), and our definition corresponds to the left-justified pyramid π, as compared to [BK1] . In the case of a rectangular pyramid π with p 1 = · · · = p n , the algebra Y π (gl n ) is isomorphic to the Yangian Y(gl n ); cf. [M] . Moreover, for an arbitrary pyramid π, the shifted Yangian Y π (gl n ) can be regarded as a natural subalgebra of Y(gl n ).
Following [BK1] , the finite W -algebra W (π), associated with gl N and the pyramid π, can be defined as the quotient of Y π (gl n ) by the two-sided ideal generated by all elements d with r p 1 + 1. In the case of the one-column pyramids π we obtain the universal enveloping algebra of gl n . We refer the reader to [BK1, BK2] for a description and the structure of the algebra W (π), including an analog of the Poincaré-Birkhoff-Witt theorem as well as a construction of algebraically independent generators of the center of W (π).
2.1. Gelfand-Tsetlin modules. Recall that the pyramid π has left-justified rows (p 1 , . . . , p n ). Denote π k the pyramid associated with the tuple (p 1 , . . . , p k ), and let W (π k ) be the corresponding finite W -algebra, k = 1, . . . , n. Then we have the following chain of subalgebras
Denote by Γ the commutative subalgebra of W (π) generated by the centers of the subalgebras W (π k ) for k = 1, . . . , n, which is the Gelfand-Tsetlin subalgebra of W (π) [BK2] . A finitely generated module M over W (π) is called a Gelfand-Tsetlin module (with respect to Γ) if
as a Γ-module, where
and Specm Γ denotes the set of maximal ideals of Γ. Theory of Gelfand-Tsetlin modules for W (π) was developed in [FMO1] , [FMO2] , [FMO3] . In particular, it was shown Theorem 2.1. [ [FMO3] , Theorem II] Given any m ∈ Specm Γ the number F (n) of non-isomorphic irreducible Gelfand-Tsetlin modules M over W (π) with M (m) = 0 is non-empty and finite.
The proof of this result is based on the important fact that the finite W -algebra W (π) is a Galois order [FO] (or equivalently, integral Galois algebra) ([FMO3] , Theorem 3.6). Moreover, in particular cases of one-column pyramids [O] and tworow pyramids [FMO3] , the number F (n) is bounded by p 1 !(p 1 + p 2 )! . . . (p 1 + . . . + p n−1 )!. This remains a conjecture in general.
Finite-dimensional representations of W (π). Set
and denote
, and
, and C i (u), i = 1, . . . , n are polynomials in u, and their coefficients are generators of W (π) [FMO2] . Define the elements a (k) r for r = 1, . . . , n and k = 1, . . . , p 1 + · · · + p r through the expansion
Thus, the elements a (k) r generate the Gelfand-Tsetlin subalgebra Γ of W (π). Fix an n-tuple λ(u) = λ 1 (u), . . . , λ n (u) of monic polynomials in u, where λ i (u) has degree p i . Let L(λ(u) ) denote the irreducible highest weight representation of W (π) with highest weight λ(u). Then L(λ(u) ) is a Gelfand-Tsetlin module generated by a nonzero vector ξ such that
. . , n − 1, and
We assume that the parameters λ
satisfy the conditions
The explicit construction of a family of finite-dimensional irreducible representations of W (π) was given in [FMO2] . As it will play an important role in the arguments of this paper. We recall below this construction.
2.3. Gelfand-Tsetlin basis for finite-dimensional representations. Consider a family of finite-dimensional representations of W (π) by imposing the condition
for all i, j and all k = m on a highest weight λ(u). The standard Gelfand-Tsetlin tableau µ(u) associated with the highest weight λ(u) is an array of rows (λ r1 (u), . . . , λ rr (u)) of monic polynomials in u for r = 1, . . . , n, where
i , such that the top row coincides with λ(u), and λ
r+1,i+1 ∈ Z ≥0 for k = 1, . . . , p i and 1 i r n − 1.
The following result was shown in [FMO2] .
Theorem 2.2. The representation L(λ(u)) of the algebra W (π) allows a basis {ξ µ } parametrized by all standard tableaux µ(u) associated with λ(u) such that the action of the generators is given by the formulas
for r = 1, . . . , n, and
ri ± 1, while the vector ξ µ is set to be zero if µ(u) is not a standard tableau.
The action of the operators B r (u) and C r (u) for an arbitrary value of u can be calculated using the Lagrange interpolation formula.
For convenience we denote ξ µ by [l] . and set
r+1,i+1 ∈ Z >0 for k = 1, . . . , p i and 1 i r n − 1.
Then λ ri (u) = l ri (u + i − 1). The Gelfand-Tsetlin formulas can be rewritten as follows:
ri ± 1, while the vector [l] is set to be zero if it does not satisfies (5).
By the Lagrange interpolation formula we have
It is easy to see that d r (u) = a
Note that the polynomials l r1 (u) · · · l rr (u) and (u−r+1)
have the same degree p 1 +· · ·+p r . Hence lr1(u)...lrr (u) (u−r+1) pr lr−1,1(u)...lr−1,r−1(u) can be written as the following formal series in u:
r,i and l
the action of e r and f r is given by
r,j ) are polynomials of degree p 1 + · · · + p r , we can write the two rational functions in (9) as follows:
where b
r and f (t) r can be expressed as follows:
(10)
Admissible sets of relations
In this section we discuss admissible sets of relations and obtain their characterization. Each such set defines an infinite family of Gelfand-Tsetlin modules over W (π).
Let a, b ∈ C, from now on whenever we write a ≥ b (respectively a > b) we will
From now on when we write a triple (k, i, j) we assume that 1 ≤ j ≤ i ≤ n, 1 ≤ k ≤ p j without mentioning this restriction.
will be called a loop.
Set R = R 1 ∪ R 2 , where
From now on we will consider sets of relations C which are subsets of R and always assume that they do not contain a loop in the top row, that is the sets of relations do not contain any subset of the form
Given C, denote by V(C) the set of all triples (k, i, j) in V involved in some relation of C.
Let C 1 and C 2 be two subsets of C. We say that C 1 and C 2 are disconnected if V(C 1 ) ∩ V(C 2 ) = ∅, otherwise we say that C 1 and C 2 are connected. A subset C ⊆ R is called decomposable if it can be decomposed into the union of two disconnected subsets of R, otherwise C is called indecomposable. Clearly, any subset of R is a union of disconnected indecomposable sets, moreover, such decomposition is unique.
Definition 3.2. Let C be a subset of R, and [l] a Gelfand-Tsetlin tableau.
kj ∈ Z only if they are in the same indecomposable subset.
We call a tableau
) the complex vector space spanned by B C ([l]). 5. Let C 1 , C 2 be noncritical sets of relations. We say that C 1 implies C 2 if any tableau that satisfies C 1 also satisfies C 2 . We say that C 1 is equivalent to C 2 if C 1 implies C 2 and C 2 implies C 1 .
We say that a tableau [l] is standard if and only if [l] satisfies all the relations in S and l
Using Definition 3.2 the basis in Theorem 2.2 containing a standard GelfandTsetlin tableau [l] can be described as B S ([l]).
Definition 3.3. Let C be any subset of R. We call C admissible if for any [l] satisfying C, the vector space V C ([l]) has a structure of a W (π)-module, endowed with the action of W (π) given by the formulas (8).
It follows from Theorem 2.2 that S is admissible. Hence, our goal is to determine admissible sets of relations.
Let C be a subset of R and (k, i, j) ∈ V(C). We call (k, i, j) maximal (with respect to C) if there is no (r, s, t) ∈ V(C) such that (r, s, t) ≥ (or >) (k, i, j). Minimal triples are defined similarly.
Description of admissible sets is a difficult problem. Nevertheless, the relations removal method (RR-method for short), developed in [FRZ] can be applied in the case of finite W -algebras and provides an effective tool of constructing admissible subsets of R.
Let C be any admissible subset of R and (k, i, j) ∈ V(C) be maximal or minimal. Denote by C \{(k, i, j)} the set of relations obtained from C by removing all relations that involve (k, i, j). We say that C ⊆ C is obtained from C by the RR-method if C is obtained from C by a sequence of such removings of relations for different indexes. That is, there exist
Let Ω n be the free abelian group generated by the Kronecker delta's δ
We can identify Ω n with the set of integral tableaux with zero top rows.
Theorem 3.4. Let C 1 be any admissible subset of R and suppose that C 2 is obtained from C 1 by the RR-method, then C 2 is admissible.
Proof. Suppose C 2 is obtained from C 1 by removing the relations involving (k, i, j). To show C 2 is admissible it is sufficient to prove that for any [l] satisfying C 2 and any defining relation g = 0 of W (π) we have g[l] = 0. The proof of this fact generalizes the argument of the proof of Theorem 4.7 in [FRZ] .
Assume (k, i, j) to be maximal (resp. minimal) and m some positive (resp. negative) integer with |m| > 3. Let [γ] be a tableau satisfying the relations C 1 and γ
where A ⊂ Ω n is such that [γ+mδ 
is a module for infinitely many values of m and g w ([γ +mδ (l) ij ]) are rational functions in the variable m, we conclude that g w ([l + w]) = 0 for all w ∈ A and, hence, C 2 is admissible.
Since empty set can be obtained from S applying the RR-method finitely many times, Theorem 3.4 immediately implies:
Corollary 3.5. Empty set is admissible. In particular, let [l] be a tableau with Z-independent entries (i.e. the differences of entries on the same row are non-
) is a W (π)-module with the action of generators given by the formulas (8).
If we denote by R i the number of entries of the form l (k) ij on a tableau. We have a natural action of G := S R1 × · · · × S Rn on Gelfand-Tsetlin tableaux by permutation of elements of the same row of the tableau. Since the Gelfand-Tsetlin formulas (8) are G-invariant, we immediately have:
To visualize the relations we will draw an arrow down-right to indicate the relation ≥ and an arrow up-right to indicate the relation >.
Example 3.7. The following sets are admissible by Theorem 2.2 and Theorem 3.4.
It follows from Lemma 3.6 that the permutations of these sets are also admissible.
Example 3.8. The following sets are not admissible.
Hence, the permutations of these sets are not admissible either by Lemma 3.6.
Definition 3.9. Let C be an indecomposable noncritical subset of R. A subset of C of the form {(k, i, j) > (k, i + 1, t), (k, i + 1, s) ≥ (k, i, r)} with j < r and s < t will be called a cross.
Proposition 3.10. Let C be an indecomposable noncritical subset of R. If C contains a cross, then it is not admissible.
Proof. Indeed, assume that C is admissible and contains a cross. Then, applying the RR-method to C we will obtain a set of relations from Example 3.8 (see details in [FRZ] ). Therefore C is not admissible.
Definition 3.11. Let C be any noncritical set of relations. We call C reduced if for every (k, i, j) ∈ V(C) the following conditions are satisfied:
Any relation in the top row is not implied by other relations.
The following important result follows from [FRZ] , Theorem 4.17.
Theorem 3.12. Any noncritical set of relations is equivalent to an unique reduced set of relations.
Definition 3.13. Let C be any subset of R. Given (k, i, j), (r, s, t) ∈ V(C) we will write: (11), with one of the inequalities being >.
Let C be an indecomposable set and ≺ be the lexicographical order. We say that C is pre-admissible if the following conditions are satisfied:
(i) C is noncritical; (ii) (k, i, j) ≻ C (r, i, t) and only if (k, j) ≺ (r, t) for i = 1, . . . , n − 1; (iii) (k, n, j) C (r, n, t) and only if (k, j) ≺ (r, t) for i = 1, . . . , n − 1; (iv) C does not contain crosses.
An arbitrary set C is pre-admissible if every indecomposable subset of C is preadmissible. From now on we will only consider pre-admissible sets, since any admissible set is pre-admissible (see [FRZ] Section 4). Denote by F the set of all indecomposable sets C which satisfy the following condition: for every adjoining triples (k, i, j) and (r, i, s), 1 ≤ i ≤ n − 1, there exist (k 1 , j 1 ) and (k 2 , j 2 ) satisfying one of the following conditions:
The main result of this section is the following theorem which gives a characterization of admissible sets of relations. A detailed proof will be given in Section §6. For the universal enveloping algebra of gl n this result was established in [FRZ] , Theorem 4.27.
Theorem 3.14. A pre-admissible set of relations C is admissible if and only if C is a union of indecomposable sets from F.
For an admissible set of relations C and any [l] which satisfies C, the W (π)-module
) is a Gelfand-Tsetlin module. We will call it a relation module.
irreducibility of relation modules
In this section we establish the criterion of irreducibility of the relation module V C ([l]). We say that a set C is the maximal set of relations for [l] 
it,jt ≥ 0 and
it,jt < 0. Proof. We prove the statement by induction on #V(C). It is obvious if #V(C) = 2. Assume #V(C) = n. Let (k, i, j) be maximal and C ′ be the set obtained from C by RR-method i.e. removing all relations that involve (k, i, j). By induction, there exist sequences (k
The statement is proved. Now we can prove Theorem 1.2. Proof. Suppose C is not the maximal set of relations satisfied by [l] . Then there exist l (s)
r,j ∈ Z and there is not relation between (s, r + 1, i) and (t, r, j).
r+1,i ∈ Z >0 . By Equation (9) one has that ξ is not in the submodule
Conversely, let C be the maximal set of relations satisfied by [l] . By Lemma 4.2, for any tableaux [l] and [γ] , there exit {(k t , i t , j t )} 1 ≤ t ≤ s such that for any
Note that Theorem 4.3 is a generalization of Proposition 5.3 in [FRZ] .
4.1. Highest weight relation modules. Denote by q k the number of bricks in the column k of the pyramid π, k = 1, . . . , l := p n . We have q 1 ≥ · · · ≥ q l > 0, where l = p n is the number of the columns in π. Note that N = q 1 + q 2 + · · · + q l = p 1 + · · · + p n , moreover, if p i−1 < k ≤ p i for some i ∈ {1, . . . , n} (taking p 0 = 0), then q k = n − i + 1. Let g = gl N , p be the standard parabolic subalgebra of g with the Levi factor a = gl q1 ⊕ · · · ⊕ gl q l . Then W (π) is a subalgebra of U (p). We will identify U (a) with U (gl q1 ) ⊗ · · · ⊗ U (gl q l ). Let ξ : U (p) → U (a) be the algebra homomorphism induced by the natural projection p → a. The restriction
of ξ to W (π) is called the Miura transform. By [BK1] , Theorem 11.4,ξ is an injective algebra homomorphism, allowing us to view W (π) as a subalgebra of U (a).
Let M k be a module for the Lie algebra gl q k , k = 1, . . . , l. Then using the Miura transformξ the vector space
can be equipped with a module structure over the algebra W (π). For each i = 1, . . . , n, let C i be an admissible set of relations for gl qi and [L (i) ] be a tableau such that C i is the maximal set of relations satisfied by [L (i) 
) is a gl q1 ⊕ . . . ⊕ gl q l -module and thus a W (π)-module. In the following we describe a family of highest weight modules which can be realized as relation modules V C ([l]) for some admissible sets of relations C.
s ), i = 1, . . . , n. We identify λ i (u) with the tuple (λ
Definition 4.4. We will say that λ k (u) is good if it satisfies the conditions: λ
is good for all k = 1, . . . , n. In this case [L] λ is also called good.
Assume λ(u) is good. For each k = 1, . . . , l let C k be the maximal set of relations satisfied by [l
is the irreducible highest weight gl q k -module with
Proposition 5.7). The following proposition follows from Theorem 3.14 and Theorem 4.3.
In particular, if λ(u) is a good dominant integral highest weight, then L(λ(u)) is a finite dimensional relation module. But we should note that not every finite dimensional W (π)-module is a relation module. For instance, if t = 2, λ
(1) = λ (2) = (5, 1), then we have some equal entries in the first row. Hence, the corresponding finite dimensional module it is not a relation module.
Tensor product of highest weight relation modules
If the tableau π has parameters p 1 = . . . = p n = p then W (π) is a finitely generated Yangian of level p. In this section we consider certain highest weight relation modules for the Yangians. It will be more convenient to work with the full Yangian.
The Yangian Y(n) = Y(gl n ), is the complex associative algebra with the generators t
(1) ij , t (2) ij , . . . where 1 ≤ i, j ≤ n, and the defining relations
where
and u is a formal variable. The Yangian Y(n) is a Hopf algebra with the coproduct ∆ :
Given sequences a 1 , . . . , a r and b 1 , . . . , b r of elements of {1, . . . , n} the corresponding quantum minor of the matrix [t ij (u)] is defined by the following equivalent formulas: 
The coefficients of these series generate the algebra Y(n), they are called the Drinfeld generators.
(ii) b m (u)v = 0 for any m ≥ 1.
Let E ij , i, j = 1, . . . , n denote the standard basis elements of the Lie algebra gl n . We have a natural embedding
Moreover, for any a ∈ C the mapping
defines an algebra epimorphism from Y(n) to the universal enveloping algebra U(gl n ) so that any gl n -module can be extended to a Y(n)-module via (16). Consider the irreducible gl n -module L(λ) with highest weight λ = (λ 1 , . . . , λ n ) with respect to the upper triangular Borel subalgebra generated by E ij , i < j. The corresponding Y(n)-module is denoted by L a (λ), and we call it the evaluation module. We keep the notation L(λ) for the module L a (λ) with a = 0. The coproduct ∆ defined by (14) allows one to consider the tensor products
Let L be a gl n -module with finite dimensional weight subspaces,
Then we define the restricted dual to L by
The elements of L * are finite linear combinations of the vectors dual to the basis vectors of any weight basis of L. The space L * can be equipped with a gl n -module structure by
Denote by ω the anti-automorphism of the algebra Y(n) , defined by
Suppose now that the gl n action on L is obtained by the restriction of an action of Y(n). Then the gl n -module structure on L * can be regarded as the restriction of the Y(n)-module structure defined by
For any λ = (λ 1 , . . . , λ n ) we setλ = (−λ n , . . . , −λ 1 ). Then we have
* is isomorphic to the tensor product module
is irreducible. Then any permutation of the tensor factors gives an isomorphic representation of Y(n).
Proof. Denote the tensor product by L. Note that L is a Y (n)-module representation with highest weight (λ 1 (u), . . . , λ n (u)). Consider a representation L ′ obtained by a certain permutation of the tensor factors in (17). The tensor product ζ ′ of the highest vectors of the representations L(λ (i) ) is a singular vector in L ′ whose weight is same as the highest weight of L. This implies that ζ ′ generates a highest weight submodule in L ′ such that its irreducible quotient is isomorphic to L. However, L and L ′ have the same formal character as gl n -modules which implies that L and L ′ are isomorphic.
Irreducibility of tensor product
In this section we discuss the irreducibility of tensor product of relation highest weight modules for the Yangians. We consider the tensor product of gl n -highest weight modules L(λ)'s with good λ's.
Let
n ), i = 1, . . . , l be n-tuples of complex numbers. We will call the set {λ
(1) , . . . , λ (l) } generic if for each pair of indices 1 ≤ i < j ≤ l we have
) the simple gl n -module with highest weight λ (i) , i = 1, . . . , l. Also, by B(λ (i) ) we will denote the basis of tableaux of L(λ (i) ) guarantied by Gelfand-Tsetlin Theorem (see [GT] ). Our first result is the irreducibility of tensor product
Theorem 6.1. Let {λ (1) , . . . , λ (l) } be a generic set with good
is irreducible.
We will say that λ(u) is integral if it is not generic. We will establish the sufficient conditions of irreducibility of the Y(gl n )-module L(λ) ⊗ L(µ) with good integral λ and µ. This extends the result of [M1] to some infinite dimensional highest weight modules, though unlike in [M1] we can not show the necessity of these conditions for the irreducibility of the tensor product, neither can we prove it for any number of tensor factors.
For any pair of indices i < j the set {l j , l j−1 , . . . , l i } is the union of pairwise disjoint sets {l i11 , . . . , l i1m 1 }, {l i21 , . . . , l i2m 2 }, . . . , {l it1 , . . . , l itm t } such that l ira − l i sb / ∈ Z for any r = s, l ira − l i rb ∈ Z and i ra > i rb for a < b.
We shall denote
. . , λ n ) and µ = (µ 1 , . . . , µ n ) are n-tuples of complex numbers. Consider irreducible highest weight gl n -modules L(λ) and L(µ) with highest weights λ and µ respectively.
Theorem 6.2. Let λ and µ be good integral gl n -highest weights. Suppose that for each pair of indices 1 ≤ i < j ≤ n we have
In the following we prove Theorem 6.1 and Theorem 6.2. The proofs closely follow the proof of Theorem 3.1 in [M1] for finite dimensional modules. We include the details for completeness.
6.1. Integral case. We start with the proof of Theorem 6.2. Assume that L(λ) ⊗ L(µ) is not irreducible as Y(n)-module. Let ξ and ξ ′ denote the highest weight vectors of the gl n -modules L(λ) and
Then N must contain a nonzero singular vector ζ. We will show by induction on n that ζ ∈ C · ξ ⊗ ξ ′ . Since λ is good then L(λ) is a relation gl n -module by [FRZ] , Proposition 5.7. We denote by H the Cartan subalgebra of gl n consisting of diagonal matrices. We identify an element w ∈ h * with the n-tuple consisting of values of w on the standard basis of h.
Consider the Gelfand-Tsetlin basis B(λ) of L(λ). The tableau corresponding to the element ξ is of the form [L] = (l ij ) with l ij = λ j − j + 1 for all i = 1, . . . , n, j = 1, . . . , i.
The element ζ can be written uniquely as a finite sum:
as a gl n -module we immediately see that ζ is a weight gl n -singular vector, that is
Given two weights w, w ′ ∈ h * , we shall write w w ′ if w ′ − w is a Z ≥0 -linear combination of the simple roots of gl n . This defines a partial order on the set of weights of gl n .
Denote by supp ζ the set of tableaux [L] ∈ B(λ) for which m L = 0 in (19). Let [L 0 ] be a minimal element in supp ζ with respect to the partial ordering on the weights w(L)'s .
Since t 1···m 1...m−1,m+1 (u)ζ = 0, we have 
] is a Gelfand-Tsetlin tableau of L(λ) with j 1 = j. Choose j such that r(j) is minimal and denote it by r. Also set L ′ = L ′ (r). Since ζ is a singular vector, we have t 1,··· ,n−r 1,··· ,n−r−1,n (u)ζ = 0 and hence, by (15) we have
Following the proof of Lemma 3.5 in [M1] we look at the coefficient of [L ′ ] ⊗ m L 0 in the expansion of the left hand side. It comes from the following two summands in (21):
with a = 0. It will be convenient to use polynomial quantum minors defined by:
On the other hand,
Consider now (23). We have
Let [L] µ be the highest weight tableau of
. . , n − r − 1 and the (n − r − 1)-th row of each patter is (µ 1 , . . . , µ n−r−1 ), we have that j r = n − r and the (n − r)-th row of [L] µ,r is (m 1 , . . . , m n−r−1 , m n−r − 1).
In both cases we have that E n−r,n m L ′ = bm L 0 for some constant b, and so
Combining these results we obtain . This implies l i − m n ∈ Z >0 and m n − l k ∈ Z >0 . Thus m n ∈ l n , l 1 − , which is a contradiction. This completes the proof of the lemma. Lemma 6.3 implies that all tableaux [L] ∈ supp ζ belong to the gl n−1 -submodule L(λ − ) of L(λ) generated by ξ. Note that he module L(λ − ) is irreducible with the highest weight λ − = (λ 1 , . . . , λ n−1 ) by [FRZ] , Proposition 5.3. We have
Hence, E nn m L = µ n m L and the (n − 1)-th row of each tableau m L coincides with (µ 1 , . . . , µ n−1 ). We see that each m L belongs to the gl n−1 -submodule L(µ−) generated by ξ ′ , which is irreducible highest weight module with the highest weight
The Y(n − 1)-module structure on L(λ − ) ⊗ L(µ − ) coincides the with the one obtained by restriction from Y(n) to the subalgebra generated by the t ij (u) with 1 ≤ i, j ≤ n − 1 by (14) and (13). The vector ζ is singular for Y(n − 1) (it is annihilated by b 1 (u), . . . , b n−2 (u)). By the assumption of the theorem, for each pair (i, j) such that 1 ≤ i < j ≤ n − 1 the condition (18) is satisfied. Therefore
ThenÑ is a nonzero (since N = L) submodule of L * . By Proposition 5.3 and above argument,Ñ contains a singular vector ζ. As it was shown above ζ is a scalar multiple of ξ * ⊗ ξ ′ * of the highest weight vectors of L(λ) * and L(µ) * respectively. On the other hand, ξ
This completes the proof of Theorem 6.2.
6.2. Generic highest weight modules. Now we prove Theorem 6.1 by induction on l. The case l = 2 is a consequence of Theorem 6.2, since the conditions of Theorem 6.2 trivially follow from the conditions of Theorem 6.1.
We assume now that l > 2 and denote by K the tensor product 
summed over finitely many Gelfand-Tsetlin tableaux [L] of L(λ (1) ), where m L ∈ K. Following the proof of Theorem 6.2 we choose a minimal element [L 0 ] of the set of tableaux [L] occurring in (25) with respect to the partial ordering on the weights w(Λ). As before [L 0 ] is determined uniquely, m L 0 is a scalar multiple of ξ ′ and for any [L] that occurs in (25) 
We also have an analog of Lemma 6.3
as in the proof of Lemma 6.3. Since ζ is a singular vector, we have 0 = T 1,··· ,n−r
The coefficient of [L ′ ] ⊗ m L 0 in the expansion of the left hand side of (19) is the following
where a = 0 and g(u) is a certain polynomial in u.
Put u = −l 0 n−r,ir − 1. Since a is nonzero, we get m
∈ Z which is a contradiction. The lemma is proved.
It remains to show that ξ ⊗ ξ ′ generates L. The argument is the same as in the proof of Theorem 6.2. This completes the proof of Theorem 6.1.
Proof. By Theorem 6.1 the tensor product
Moreover, this Y(n)-module contains a highest weight vector with weight λ(u) which implies the statement.
Remark 6.6. We can combine Theorem 6.1 and Theorem 6.2 and obtain irreducibility of the tensor product
where λ and µ satisfy the conditions of Theorem 6.2 and ν 1 , . . . , ν s satisfy the conditions of Theorem 6.1 and ν
7. Proof of Theorem 3.14 Let C be a pre-admissible set of relations and [L] a tableau satisfying C. Assume that C is a union of indecomposable sets from F. We will show that for any defining relation g = 0 in W (π) and
is a multiplication by a scalar which is polynomial in l. Also recall that the vector [l ± δ
Note that e (t) r,k,i (l) and f (t) r,k,i (l) are rational functions in the components of [l] and
. Now the action of generators can be written as follows:
We proceed with the verification of defining relations.
The tableaux that appear in the equation (29) are of the form [l + δ Suppose now that |i − j| = 1 and there is no relation between (k 1 , i, u 1 ) and (k 2 , j, u 2 ). Similarly to the case |i − j| > 1, let [v] be a tableau with Z-independent entries. By comparing the coefficients of [l + δ
] on both sides of (29) is equal. Suppose |i − j| = 1 and there is a relation between (k 1 , i, u 1 ) and (k 2 , j, u 2 ). We denote by C ′ the set that consists of this relation. Let [v] be a tableau such that
i,um , m = 1, 2 and all other entries are Z-independent. By Example 3.7
] on both sides of (29) is equal. Suppose i = j and (k 1 , u 1 ) = (k 2 , u 2 ). Then there is no relation between (k 1 , i, u 1 ) and (k 2 , i, u 2 ). Similarly to the case |i − j| > 1, we prove that the coefficient of [l + δ 
i,k ′ ,u ′ (v) = 0. Therefore (30) holds and we complete the proof.
3.
[d (r) i , e To prove that for every [l + δ (k) j,t ] ∈ B C ([l]), the coefficients on both sides of (31) are equal, consider a tableau [v] with Z-independent entries. For [v] the coefficients on both sides of (31) are equal. Taking the limit v → l we obtain the statement.
The Relation (32) can be proved by the same argument.
4.
[e (r) i , e i,t ], (k, s) = (r, t) on both sides of (33) are equal.
Consider a tableau [v] with Z-independent entries. For [v] the coefficients on both sides of (33) are equal. Taking the limit v → l we obtain Equation (33).
The Relation (34) can be proved using the same arguments.
