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We consider inference on the first principal direction of a p-variate elliptical distribution. We
do so in challenging double asymptotic scenarios for which this direction eventually fails to be
identifiable. In order to achieve robustness not only with respect to such weak identifiability
but also with respect to heavy tails, we focus on sign-based statistical procedures, that is, on
procedures that involve the observations only through their direction from the center of the
distribution. We actually consider the generic problem of testing the null hypothesis that the
first principal direction coincides with a given direction of Rp. We first focus on weak identifia-
bility setups involving single spikes (that is, involving spectra for which the smallest eigenvalue
has multiplicity p − 1). We show that, irrespective of the degree of weak identifiability, such
setups offer local alternatives for which the corresponding sequence of statistical experiments
converges in the Le Cam sense. Interestingly, the limiting experiments depend on the degree
of weak identifiability. We exploit this convergence result to build optimal sign tests for the
problem considered. In classical asymptotic scenarios where the spectrum is fixed, these tests
are shown to be asymptotically equivalent to the sign-based likelihood ratio tests available in
the literature. Unlike the latter, however, the proposed sign tests are robust to arbitrarily weak
identifiability. We show that our tests meet the asymptotic level constraint irrespective of the
structure of the spectrum, hence also in possibly multi-spike setups. We fully characterize the
non-null asymptotic distributions of the corresponding test statistics under weak identifiability,
which allows us to quantify the corresponding local asymptotic powers. Finally, Monte Carlo
exercises are conducted to assess the finite-sample relevance of our asymptotic results and a
real-data illustration is provided.
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1. Introduction
Most classical methods in multivariate statistics are based on Gaussian maximum likeli-
hood estimators of location and scatter, that is, on the sample mean and sample covari-
ance matrix. Irrespective of the considered problem (location or scatter problems, multi-
variate regression problems, principal component analysis, canonical correlation analysis,
etc.), these methods exhibit poor efficiency properties when Gaussian assumptions are
violated, particularly when the underlying distributions have heavy tails. Moreover, the
resulting procedures are very sensitive to possible outliers in the data.
To improve on this, many robust procedures were developed. In particular, multivari-
ate sign methods, that is, methods that use the observations only through their direc-
tion from the center of the distribution, have become increasingly popular. For location
problems, multivariate sign tests were considered in Randles (1989), Mo¨tto¨nen and Oja
(1995), Hallin and Paindaveine (2002) and Paindaveine and Verdebout (2016), whereas
sign procedures for scatter or shape matrices were considered in Tyler (1987a), Du¨mbgen
(1998), Hallin and Paindaveine (2006), Du¨rre, Vogel and Fried (2015) and Du¨rre, Fried
and Vogel (2017), to cite only a few. PCA techniques based on multivariate signs (and
on the companion concept of ranks) were studied in Hallin, Paindaveine and Verdebout
(2010), Taskinen, Koch and Oja (2012), Hallin et al. (2013) and Du¨rre, Tyler and Vogel
(2016). Multivariate sign tests were also developed, e.g., for testing i.i.d.-ness against
serial dependence (see Paindaveine, 2009), or for testing for multivariate independence
(see Taskinen, Kankainen and Oja, 2003 and Taskinen, Oja and Randles, 2005). Most
references above actually focus on spatial sign procedures, that is, on procedures that are
based on the signs Ui := Xi/‖Xi‖, i = 1, . . . , n, obtained by projecting the p-variate
observations at hand onto the unit sphere Sp−1 := {x ∈ Rp : ‖x‖2 = x′x = 1} of Rp
(sometimes, the projection is performed on standardized observations in order to achieve
affine invariance). Since they discard the radii ‖Xi‖, i = 1, . . . , n, spatial sign procedures
can deal with arbitrarily heavy tails and are robust to observations that would be far
from the center of the distribution. Furthermore, they are by nature well adapted to
directional or axial data for which these radii are not observed; see, e.g., Mardia and
Jupp (2000) or Ley and Verdebout (2017). For more details on spatial sign methods, we
refer to the monograph Oja (2010).
The present paper considers principal component analysis, or more precisely, inference
on principal component directions. Consider the case where the observations X1, . . . ,Xn
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at hand form a random sample from a centered p-variate elliptical distribution, that
is, a distribution whose characteristic function is of the form t 7→ exp(t′Σt) for some
symmetric positive definite p × p matrix Σ. Assume that the ordered eigenvalues of Σ
satisfy λ1 > λ2 ≥ . . . ≥ λp, so that the leading eigenvector θ1, possibly unlike the
other eigenvectors θj , j = 2, . . . , p, is identifiable (as usual, identifiability is up to an
unimportant sign). We will then throughout consider the problem of testing the null hy-
pothesis H0 : θ1 = θ0 against the alternative hypothesis H1 : θ1 6= θ0, where θ0 is a fixed
unit p-vector. This testing problem has attracted much attention in the past decades, and
the textbook procedure, namely the Anderson (1963) Gaussian likelihood ratio test, has
been extended in various directions. To mention only a few, Jolicoeur (1984) considered
a small-sample test, whereas Flury (1988) proposed an extension to a larger number of
eigenvectors. Tyler (1981, 1983a) robustified the Anderson (1963) test to possible ellip-
tical departures from multinormality (the original likelihood ratio test require Gaussian
assumptions). Schwartzman, Mascarenhas and Taylor (2008) considered extensions to
the case of Gaussian random matrices, and Hallin, Paindaveine and Verdebout (2010)
obtained Le Cam optimal tests for the problem considered.
All asymptotic tests above assume that the eigenvalues λ1 > λ2 ≥ . . . ≥ λp are
fixed, so that the eigenvector θ1 remains asymptotically identifiable. The null asymptotic
distribution of the corresponding test statistics, however, may very poorly approximate
their fixed-n distribution when λ1/λ2 is close to one. In the present work, we therefore
consider general asymptotic scenarios that address this issue. More precisely, we allow for
scatter values Σ = Σn for which the corresponding ratio λn1/λn2(> 1) converges to one
as n diverges to infinity. In such asymptotic scenarios, the leading eigenvector θn1 remains
identifiable for any n but is no longer identifiable in the limit. One then says that θn1
is weakly identifiable. The distributional framework considered here formalizes situations
that are often encountered in practice where two sample eigenvalues are close to each
other so that inference about the corresponding eigenvectors is a priori difficult. Inference
on weakly identified parameters has already been much considered in the literature:
see, e.g., Po¨tscher (2002), Forchini and Hillier (2003), Dufour (2006) and Antoine and
Lavergne (2014). Liu and Shao (2003) and Zhu and Zhang (2006) consider asymptotic
inference under a total lack of identifiability. Recently, Paindaveine, Remy and Verdebout
(2018) considered Gaussian tests on weakly identified eigenvectors. While these tests can
handle weak identifiability, they are based on sample covariance matrices, hence cannot
deal with heavy tails and are very sensitive to possible outliers. In the present work, we
tackle the same problem but develop spatial sign tests that not only inherit the robustness
of sign procedures but also can deal with both heavy tails and weak identifiability.
To ensure that spatial signs are well-defined with probability one, we will restrict to
elliptical distributions that do not attribute a positive probability mass to the symme-
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try center (the symmetry center will be assumed to be known and, without any loss of
generality, to coincide with the origin of Rp—extension to the unknown location case
is straightforward, as we will explain in Section 7). Suitable spatial sign tests are to be
determined in the image of the model by the projection onto the unit sphere Sp−1. Now,
if the random p-vector X is centered elliptical with scatter matrix Σ, then the corre-
sponding spatial sign U := X/‖X‖ follows the angular Gaussian distribution with shape
matrix V := pΣ/tr(Σ); see Tyler (1987b). Since Σ and V share the same eigenvectors, the
induced testing problem is still the problem of testing H0 : θ1 = θ0 against H1 : θ1 6= θ0,
where θ1 is the leading eigenvector of V. Also, since eigenvalues of Σ and V are equal
up to a common positive factor, (weak) identifiability occurs for the original elliptical
problem if and only if it does for the induced angular Gaussian problem. These consid-
erations explain that identifying optimal spatial sign tests under weak identifiability for
the elliptical problem should be done in the setup where one observes triangular arrays
of spatial signs Un1, . . . ,Unn, n = 1, 2, . . ., randomly drawn from the angular Gaussian
distribution with shape matrix Vn.
Accordingly, we consider the problem of testing the null hypothesis H0 : θn1 = θ0 in
an angular Gaussian double asymptotic scenario for which λn1/λn2(> 1) may converge
to one at an arbitrary rate, which provides weak identifiability for the leading principal
direction θn1. We first focus on sequences of single-spike shape matrices (characterized
by spectra of the form λn1 > λn2 = . . . = λnp). We will show that, irrespective of the
rate of convergence of λn1/λn2 to one, there exist suitable local alternatives for which
the corresponding sequence of statistical experiments converges in the Le Cam sense.
Interestingly, the limiting experiment depends on the degree of weak identifiability. This
paves the way, in this single-spike setup, to optimal testing for the problem considered.
Quite nicely, we will actually build tests that are Le Cam optimal in single-spike setups
while remaining valid (in the sense that they meet the asymptotic level constraint) under
general, “multi-spike”, spectra. We will also fully characterize the non-null behavior of
these tests under weak identifiability, which will allow us to extensively quantify their
local asymptotic powers.
The outline of the paper is as follows. In Section 2, we introduce the notation, describe
the sequence of angular Gaussian models to be considered, and derive the aforementioned
results on limiting experiments. This is used to derive a sign test that can deal with weak
identifiability and enjoys nice Le Cam optimality properties. However, (i) since this test
involves nuisance parameters, it is an infeasible statistical procedure. Moreover, (ii) the
optimal sign test requires a single-spike spectrum. In Section 3, we therefore derive a
version of the optimal test that (i) is feasible and (ii) should be able to cope with multi-
spike spectra. We show that, under the null hypothesis, hence also under sequences of
contiguous hypotheses, the infeasible and feasible tests are asymptotically equivalent,
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so that the latter inherits the optimality properties of the former. We also show that,
in classical asymptotic scenarios where one stays away from weak identifiability, the
proposed test is asymptotically equivalent to the likelihood ratio test from Tyler (1987b).
In Section 4, we investigate the asymptotic properties of the proposed sign test. We first
show that, as anticipated above, this test asymptotically achieves the target null size
even when the underlying scatter matrix does not have a single-spike structure. Then, for
any degree of weak identifiability, we derive the asymptotic distribution of the proposed
test statistic under suitable local alternatives. In Section 5, Monte Carlo exercises are
conducted (a) to show that the proposed sign test, unlike its competitors, can deal with
both heavy tails and weak identifiability and (b) to compare the finite-sample powers of
the various tests. A real-data illustration is presented in Section 6. Finally, conclusions
and final comments are provided in Section 7. All proofs are collected in a technical
appendix.
2. Limits of angular Gaussian experiments
In this section, our objective is to derive the form of locally asymptotically optimal tests
for H0 : θn1 = θ0 in asymptotic scenarios under which θn1 is weakly identifiable. To do
so, we study sequences of angular Gaussian experiments indexed by shape matrices Vn
with eigenvalues λn1 > λn2 = . . . = λnp satisfying λn1/λn2 → 1. Since the optimal tests
we will obtain in this section are actually infeasible, we will then construct in Section 3
a practical sign test that achieves the same (null and non-null) asymptotic properties as
the infeasible tests; the present section can therefore be seen as a stepping stone to the
tests proposed in Section 3.
Consider a triangular array of observations Xni, i = 1, . . . , n, n = 1, 2, . . . , such that
for any n, the random p-vectors Xn1, . . . ,Xnn form a random sample from a centered el-
liptical distribution that does not attribute a positive probability mass to the origin of Rp.
For any n, the leading eigenvector θn1 of the corresponding scatter matrix Σn is assumed
to be well identified, up to a sign. In this general setup, we aim at designing suitable sign
tests for the problem of testing the null hypothesis H0 : θn1 = θ0 against the alternative
hypothesis H1 : θn1 6= θ0, where θ0 is a fixed unit p-vector. As explained in the Introduc-
tion, such tests should be determined in the image of the model by the projection of the
model onto the unit sphere Sp−1. For any n, the projected observations Un1, . . . ,Unn,
where Uni = Xni/‖Xni‖ is the spatial sign of Xni, form a random sample from the
p-variate angular Gaussian distribution with shape matrix Vn = pΣn/tr(Σn) (shape
matrices throughout are normalized to have trace p), so that the density of Un1 with
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respect to the surface area measure on Sp−1 is
u(∈ Sp−1) 7→ Γ(
p
2 )
2pip/2(detVn)1/2
(u′V−1n u)
−p/2, (1)
where Γ(·) is Euler’s gamma function; see Tyler (1987b). We will denote the corresponding
hypothesis as P
(n)
Vn
(at places, P
(n)
Vn
will also denote the distribution of a random sample
of size n from the angular Gaussian distribution with shape matrix Vn). In this angular
Gaussian framework, the aforementioned elliptical testing problem induces the problem
of testing the null hypothesis H0 : θn1 = θ0 against the alternative hypothesis H1 :
θn1 6= θ0, where θn1 is the leading eigenvector of Vn (recall that Vn and Σn share the
same eigenvectors). Throughout, λnj and θnj will refer to the (ordered) eigenvalues and
eigenvectors of Vn. In the original elliptical problem, weak identifiability of θn1, meaning
that θn1 is identified for any fixed n but is not in the limit as n → ∞, clearly occurs if
and only if λn1/λn2 → 1.
The goal of this section is to determine optimal sign tests, under possibly weak identi-
fiability of θn1, in the particular case of single-spike spectra, that is, in situations where
the smallest eigenvalue has multiplicity p−1. These tests will result from the asymptotic
study of angular Gaussian log-likelihood ratios in Theorem 2.1 below. We will consider
sequences of null shape matrices of the form
V0n :=
(
1− δnξ
p
)
Ip + δnξθ0θ
′
0, (2)
where ξ > 0 is a locality parameter and δn is a bounded positive sequence that may
be o(1); throughout, we tacitly assume that ξ and δn are chosen so that V0n is positive
definite. It is straigthforward to check that V0n indeed has a single spike: the largest
eigenvalue is λn1 = 1 + (p− 1)δnξ/p, with multiplicity one and corresponding eigenvec-
tor θ0, whereas the remaining eigenvalues are λn2 = . . . = λnp = 1− δnξ/p, j = 2, . . . , p,
with an eigenspace that is the orthogonal complement to θ0. In this setup, weak identi-
fiability of θn1 occurs if and only if δn is o(1).
To discuss optimality issues, we consider local alternatives associated with perturba-
tions θ0 + νnτ n of θ0, where (νn) is a positive sequence and (τ n) is a bounded sequence
in Rp such that θ0 + νnτ n ∈ Sp−1 for any n. It is easy to show that the latter condition
entails that νn and τ n must satisfy
θ ′0τ n = −
νn
2
‖τ n‖2 (3)
for any n. The resulting sequence of alternatives is then associated with the single-spike
shape matrices
V1n :=
(
1− δnξ
p
)
Ip + δnξ(θ0 + νnτ n)(θ0 + νnτ n)
′. (4)
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Our construction of optimal sign tests requires studying the asymptotic behavior, un-
der P
(n)
V0n
, of the log-likelihood ratios Λn := log(dP
(n)
V1n
/dP
(n)
V0n
). To do so, let
γn :=
pδnξ
p+ (p− 1)δnξ and Sn(V) :=
1
n
n∑
i=1
V−1/2UniU′niV
−1/2
‖V−1/2Uni‖2 · (5)
Note that the sequence (γn) is O(δn). We then have the following result.
Theorem 2.1. Fix θ0 ∈ Sp−1. Let (νn) be a positive sequence and (τ n) be a bounded
sequence in Rp such that θ0 + νnτ n ∈ Sp−1 for any n. Let V0n be as in (2). Then, as
n→∞, under P(n)V0n , we have the following:
(i) if δn ≡ 1, then, for νn = 1/(
√
nγn),
Λn = τ
′
n∆
(i)
θ0
− 1
2
τ ′nΓ
(i)
θ0
τ n + oP(1) (6)
as n→∞, where we let
Γ
(i)
θ0
:=
p(p+ (p− 1)ξ)
(p+ 2)(p− ξ) (Ip − θ0θ
′
0),
and where
∆
(i)
θ0
:= p
√
p+ (p− 1)ξ√
p− ξ (Ip − θ0θ
′
0)
√
n
(
Sn(V0n)− 1pIp
)
θ0
is asymptotically normal with mean zero and covariance matrix Γ
(i)
θ0
;
(ii) if δn is o(1) with
√
nδn →∞, then, for νn = 1/(
√
nγn),
Λn = τ
′
n∆
(ii)
θ0
− 1
2
τ ′nΓ
(ii)
θ0
τ n + oP(1) (7)
as n→∞, where we let
Γ
(ii)
θ0
:=
p
p+ 2
(Ip − θ0θ ′0) (8)
and where
∆
(ii)
θ0
:= p(Ip − θ0θ ′0)
√
n
(
Sn(V0n)− 1pIp
)
θ0 (9)
is asymptotically normal with mean zero and covariance matrix Γθ0 ;
(iii) if δn = 1/
√
n, then, for νn = 1/(
√
nγn) (or equivalently νn ≡ 1/ξ),
Λn = τ
′
nΥ
(n)
θ0
θ0 +
1
2ξ
τ ′nΥ
(n)
θ0
τ n − p
2(p+ 2)
(
‖τ n‖2 − 1
4ξ2
‖τ n‖4
)
+ oP(1), (10)
where
Υ
(n)
θ0
:= p
√
n
(
Sn(V0n)− 1pIp
)
is such that vec(Υ
(n)
θ0
) is asymptotically normal with mean zero and covariance
matrix (p/(p+ 2))(Ip2 +Kp + Jp)− Jp;
8 D. Paindaveine, J. Remy and Th. Verdebout
(iv) if
√
nδn → 0, then, even for νn ≡ 1/ξ, we have Λn = oP(1).
Theorem 2.1 shows that the asymptotic behavior of Λn crucially depends on the se-
quence (δn) and identifies four different regimes. A similar phenomenon has been obtained
in Tyler (1983b) when investigating the limiting behavior of eigenvalues of scatter esti-
mators (in particular, the largest eigenvalue of the scatter estimators considered in Tyler
(1983b) shows a limiting behavior that depends on δn and, parallel to what we have in
the present work, δn = 1/
√
n also turns out to be an important threshold there). In the
“classical” regime (i) where δn ≡ 1, standard perturbations with νn ∼ 1/
√
n provide a
sequence of experiments that is locally asymptotically normal (LAN), with central se-
quence ∆
(i)
θ0
and Fisher information Γ
(i)
θ0
. In such a LAN setup, the locally asymptotically
maximin test φ(n) (see, e.g., Section 5.2.3 from Ley and Verdebout (2017) for the concept
of maximin tests) for H0 : θn1 = θ0 against H1 : θn1 6= θ0 rejects the null hypothesis at
asymptotic level α when
Tn(V0n) := (∆
(i)
θ0
)′(Γ(i)θ0 )
−∆(i)θ0 = np(p+ 2)‖(Ip − θ0θ
′
0)Sn(V0n)θ0‖2 > χ2p−1,1−α, (11)
where A− stands for the Moore-Penrose inverse of A and where χ2`,1−α denotes the
upper α-quantile of the chi-square distribution with ` degrees of freedom. In regime (ii),
perturbations with νn ∼ 1/(
√
nδn)—that is, perturbations that are more severe than in
the standard regime (i)—make the sequence of experiments LAN, here with the central
sequence ∆
(ii)
θ0
in (9) and the Fisher information matrix Γ
(ii)
θ0
in (8). Since
(∆
(ii)
θ0
)′(Γ(ii)θ0 )
−∆(ii)θ0 = Tn(V0n),
the test φ(n) is still locally asymptotically maximin in regime (ii).
The situation in regime (iii) is quite different. While the sequence of experiments there
is not LAN nor LAMN (locally asymptotically mixed normal), it still converges in the
Le Cam sense. It is easy to check that, in this regime,
τ ′nΥ
(n)
θ0
θ0 +
1
2ξ
τ ′nΥ
(n)
θ0
τ n
is asymptotically normal with mean zero and variance
p
p+ 2
(
‖τ n‖2 − 1
4ξ2
‖τ n‖4
)
,
so that the Le Cam first lemma entails that the sequences of hypotheses P
(n)
V0n
and P
(n)
V1n
are mutually contiguous in regime (iii), too. As we will show in the next section, the
test φ(n) shows non-trivial asymptotic powers under these contiguous alternatives. Fi-
nally, in regime (iv), Theorem 2.1 shows that no test can discriminate between the null
hypothesis and the alternatives associated with νn ∼ 1, which are the most severe ones
that can be considered.
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3. The proposed sign test
The test φ(n) from the previous section enjoys nice optimality properties. However, (i)
it is unfortunately infeasible (its test statistic Tn(V0n) indeed involves the population
shape matrix V0n, which is of course unknown in practice); moreover, (ii) the test φ
(n)
will in principle meet the asymptotic level constraint only under the, quite restrictive,
single-spike shape structure in (2). In this section, we therefore construct a version φ˜(n)
of φ(n) that (i) is feasible and that (ii) will be able to cope with more general, multi-spike,
shape structures.
To do so, let (V0n) be a sequence of shape matrices associated with the null hy-
pothesis. In other words, we assume that, for any n, the shape V0n admits the spectral
decomposition
V0n = λn1θ0θ
′
0 +
p∑
j=2
λnjθnjθ
′
nj , (12)
where the θnj ’s form an orthonormal basis of the orthogonal complement to θ0 and
where λn1 > λn2 ≥ . . . ≥ λnp. In particular, the p − 1 smallest eigenvalues here do not
need to be equal, so that the number of “spikes” may be arbitrary. With this notation,
it is clear that estimating V0n requires estimating the eigenvalues λn1, . . . , λnp and the
eigenvectors θn2, . . . , θnp. To do so, we consider the Tyler (1987a) M-estimator, that is
defined as the shape matrix satisfying Sn(Vˆn) = (1/p)Ip; see (5). Note that Tn(Vˆn) = 0
almost surely, so that Vˆn cannot be used to estimate Vn0 directly. Decompose then the
M-estimator Vˆn into
Vˆn =
p∑
j=1
λˆnjθˆnjθˆ
′
nj . (13)
The eigenvalues λˆn1, . . . , λˆnp of Tyler’s M-estimator provide estimates of the eigenvalues
in (12). Later asymptotic results, however, will require that the estimators of the eigen-
vectors θnj are orthogonal to the null value θ0 of the first eigenvector θn1, a constraint
that the eigenvectors θˆnj do not meet in general. To correct for this, we will rather
use the estimators θ˜nj , j = 2, . . . , p, resulting from a Gram-Schmidt orthogonalization
of θ0, θˆn2, . . . , θˆnp. In other words, θ˜nj is defined recursively through
θ˜nj :=
(Ip − θ0θ ′0 −
∑j−1
k=2 θ˜nkθ˜
′
nk)θˆnj
‖(Ip − θ0θ ′0 −
∑j−1
k=2 θ˜nkθ˜
′
nk)θˆnj‖
, j = 2, . . . , p, (14)
with summation over an empty collection of indices being equal to zero.
In the rest of the paper, V˜0n will denote the estimator of V0n obtained by substi-
tuting in (12) the Tyler eigenvalues λˆnj and eigenvectors θ˜nj for the λnj ’s and θnj ’s.
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Since Tyler’s M-estimator is normalized to have trace p, the estimator V˜0n also has
trace p, hence is a shape matrix. Further note that if a single-spiked model as in Sec-
tion 2 is assumed, which is a common practice for large p, then V˜0n can be replaced
by λˆn1θ0θ
′
0 + ((p − 1)−1
∑p
j=2 λˆnj)(Ip − θ0θ ′0). Quite nicely, replacing V0n with V˜0n in
the test statistic Tn(V0n) of φ
(n) has no asymptotic impact in probability under the null
hypothesis. More precisely, we have the following result.
Theorem 3.1. Let (V0n) be a sequence of null shape matrices as in (12). Then, un-
der P
(n)
V0n
, Tn(V˜0n) = Tn(V0n) + oP(1) as n→∞.
Based on this result, the sign test we propose in this paper is the test φ˜(n) that rejects
the null hypothesis H0 : θn1 = θ0 at asymptotic level α whenever
Tn(V˜0n) = np(p+ 2)‖(Ip − θ0θ ′0)Sn(V˜0n)θ0‖2 > χ2p−1,1−α. (15)
Unlike φ(n), this new sign test is a feasible statistical procedure. An alternative test for
the same problem is the likelihood ratio test, φ
(n)
Tyl say, that rejects the null hypothesis
at asymptotic level α whenever
Ln :=
np
p+ 2
(
λˆn1θ
′
0Vˆ
−1
n θ0 + λˆ
−1
n1θ
′
0Vˆnθ0 − 2
)
> χ2p−1,1−α, (16)
where Vˆn still stands for Tyler’s M-estimator. The test φ
(n)
Tyl has been proposed in Tyler
(1987b). As shown by the following result, the proposed sign test φ˜(n), in classical asymp-
totic scenarios where one stays away from weak identifiability, is asymptotically equiva-
lent to φ
(n)
Tyl under the null hypothesis.
Theorem 3.2. Let (V0n) be a sequence of null shape matrices as in (12). Assume that
there exists η > 0 such that both leading eigenvalues of V0n satisfy λn1/λn2 ≥ 1+η for n
large enough. Then, under P
(n)
V0n
, Tn(V˜0n) = Ln + oP(1) as n→∞.
From contiguity, this result also entails that φ˜(n) and φ
(n)
Tyl are asymptotically equiva-
lent, hence exhibit the same asymptotic powers under the local alternatives considered in
Theorem 2.1(i). There is no guarantee, however, that this asymptotic equivalence extends
to the weak identifiability situations considered in Theorem 2.1(ii)-(iv). To investigate
the validity of φ˜(n) under such non-standard asymptotic scenarios, we now thoroughly
study the null and non-null asymptotic properties of φ˜(n).
4. Asymptotic properties of the proposed test
We first focus on the null hypothesis. Under the single-spike null hypotheses associated
with the shape matrices V0n in (2), the test statistic Tn(V˜0n) of the feasible test φ˜
(n)
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is asymptotically chi-square with p − 1 degrees of freedom, which easily follows from
the asymptotic equivalence result in Theorem 3.1 and from the fact that Theorem 2.1
implies that Tn(V0n) is asymptotically chi-square with p − 1 degrees of freedom under
such sequences. Since the latter theorem focuses on single-spike shape matrices, there is
no guarantee, however, that this extends to more general shape matrices. The following
result shows that the null asymptotic distribution of Tn(V˜0n) remains asymptotically
chi-square with p− 1 degrees of freedom for arbitrary sequences of null shape matrices.
Theorem 4.1. Let (V0n) be a sequence of null shape matrices as in (12). Then, un-
der P
(n)
V0n
, Tn(V˜0n) is asymptotically chi-square with p− 1 degrees of freedom.
We stress that this result does not only allow for general, multi-spike, null shape
matrices, but also for weakly identifiable eigenvectors θn1. In particular, it applies in each
of the four asymptotic scenarios considered in Theorem 2.1. Since there is no guarantee
that the asymptotic equivalence in Theorem 3.2 holds under weak identifiability, it is
unclear whether or not the Tyler test φ
(n)
Tyl is, like φ˜
(n), robust to weak identifiability. As
we will show through simulations in the next section, it actually turns out that the Tyler
test severely fails to be robust in this sense.
Now, the nice robustness properties above are not sufficient, on their own, to justify
resorting to the proposed sign test, as it might be the case that such robustness is
obtained at the expense of power. To see whether or not this is the case, we turn to the
investigation of the non-null asymptotic properties of φ˜(n). We have the following result.
Theorem 4.2. Fix θ0 ∈ Sp−1. Let (δn) be a positive sequence that is O(1) and take νn =
1/(
√
nγn). Let (τ n) be a sequence converging to τ and such that θ0 + νnτ n ∈ Sp−1 for
any n. Then, under P
(n)
V1n
, with V1n as in (4), we have the following as n→∞:
(i) if δn ≡ 1, then Tn(V˜0n) is asymptotically chi-square with p− 1 degrees of freedom
and non-centrality parameter
p(p+ (p− 1)ξ)
(p+ 2)(p− ξ) ‖τ ‖
2;
(ii) if δn is o(1) with
√
nδn →∞, then Tn(V˜0n) is asymptotically chi-square with p− 1
degrees of freedom and non-centrality parameter
p
p+ 2
‖τ ‖2;
(iii) if δn = 1/
√
n, then Tn(V˜0n) is asymptotically chi-square with p − 1 degrees of
freedom and non-centrality parameter
p
p+ 2
‖τ ‖2
(
1− 1
2ξ2
‖τ ‖2
)2(
1− 1
4ξ2
‖τ ‖2
)
;
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(iv) if δn = 1/
√
n, then, under P
(n)
Vn1
with Vn1 based on δn ≡ 1/ξ, Tn(V˜0n) remains
asymptotically chi-square with p− 1 degrees of freedom.
From contiguity, Theorem 3.1 implies that the test φ˜(n) enjoys the same asymptotic
behavior as φ(n) under the contiguous alternatives of Theorem 2.1(i)-(ii), hence inher-
its the Le Cam optimality properties of the latter test in the corresponding regimes.
Consequently, the local asymptotic powers associated with the non-null results in Theo-
rem 4.2(i)-(ii) are the maximal ones that can be achieved. In regime (iii), Theorem 4.2
entails that the test φ˜(n) is rate-optimal, in the sense that it shows non-trivial asymptotic
powers against the corresponding contiguous alternatives (the non-standard nature of the
limiting experiment in this regime does not allow stating stronger optimality properties,
though). Finally, this test is optimal in regime (iv), but trivially so since Theorem 2.1(iv)
implies that the trivial α-test is also optimal in this regime.
We performed the following simulation to check the validity of Theorem 4.2. For any
combination of ` ∈ {0, 1, 2, 3, 4} and w ∈ {0, 1, 2}, we generated M = 2,500 mutually
independent random samples X
(`,w)
1 , . . . ,X
(`,w)
n of size n = 200,000 from the six-variate
(p = 6) multinormal distribution with mean zero and covariance matrix
Σ(`,w)n :=
(
1− n
−w/6
p
)
Ip + n
−w/6θ(`)n1θ
(`)′
n1 , (17)
with θ0 := (1, 0, . . . , 0)
′ ∈ Rp and θ(`)n1 := (cosαn`, sinαn`, 0, . . . , 0)′ ∈ Rp, where αn` :=
2 arcsin(`νn/2) is based on νn := 1/(
√
nγn); here, γn is as in (5), with the values δn =
n−w/6 and ξ = 1 that are induced by (17). The value w = 0 yields the standard asymp-
totic scenario in Theorem 4.2(i), while w = 1, 2 are associated with weak identifiability
situations covered by Theorem 4.2(ii). The value ` = 0 corresponds to the null hypoth-
esis H0 : θn1 = θ0, whereas ` = 1, 2, 3, 4 provide increasingly severe alternatives of the
form θ
(`)
n1 = θ0 + νnτ n`, where τ n` is some p-vector with norm `; this allows us to obtain
the corresponding asymptotic local powers from Theorem 4.2(i)-(ii). For each sample, we
performed the proposed sign test for H0 : θn1 = θ0 in (15) at nominal level 5%. Clearly,
the resulting rejection frequencies, that are provided in Figure 1, are in agreement with
the theoretical asymptotic powers computed from Theorem 4.2, except maybe for the
case w = 2. Note, however, that at any finite sample size, empirical power curves will
eventually converge to flat power curves at the nominal level α for weak enough identifi-
ability (this follows from Theorem 4.2(iv)), which explains this small deviation observed
for w = 2. The sign nature of the proposed test makes it superfluous to also consider
non-Gaussian elliptical distributions here.
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Figure 1. Rejection frequencies (solid curves), under various null and non-null distributions, of the
proposed sign test in (15) performed at asymptotic level α = 5%; the value w = 0 corresponds to the
classical asymptotic scenario where θn1 remains asymptotically identifiable, whereas w = 1, 2 provide
asymptotic scenarios involving weak identifiability (the lighter the color, the weaker the identifiabil-
ity). Random samples were drawn from six-variate multinormal distributions; see Section 4 for details.
Theoretical asymptotic powers are also shown (dashed curves).
5. Finite-sample comparisons with competing tests
The objective of this section is to compare the proposed sign test to some competitors.
We first focus on empirical size under the null hypothesis. For any w ∈ {0, 1, 2, 3}, we
generated M = 5,000 mutually independent random samples X
(w)
1 , . . . ,X
(w)
n of size n =
400 from the six-variate (p = 6) Gaussian distribution with mean zero and covariance
matrix
Σ(w)n :=
(
1− n
−w/4
p
)
Ip + n
−w/4θ0θ
′
0,
with θ0 = (1, 0, . . . , 0)
′ ∈ Rp. As in the simulation conducted at the end of Section 4,
the value w = 0 is associated with classical situations where θn1 remains asymptotically
identifiable whereas the values w = 1, 2, 3 provide situations where identifiability of θn1
is weaker and weaker. In each replication, we performed four tests for H0 : θn1 = θ0 at
asymptotic level 5% : the classical Gaussian likelihood ratio test from Anderson (1963),
the Tyler (1987b) test in (16), the Gaussian test from Paindaveine, Remy and Verdebout
(2018), and the proposed sign test in (15). The same exercise was repeated with random
samples drawn from multivariate t distributions with 2, 4 and 6 degrees of freedom, in
each case with mean zero and scatter matrix Σ(w)n .
The resulting null rejection frequencies are reported in Figure 2. Clearly, the Anderson
(1963) test meets the nominal level constraint only in the Gaussian, well identified, case.
As expected, the Tyler (1987b) test, which is a sign test, can deal with heavy tails, but
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the results make it clear that this test strongly overrejects the null hypothesis under weak
identifiability. The opposite holds for the Paindaveine, Remy and Verdebout (2018) test,
that resists weak identifiability situations in the Gaussian case but cannot deal with
heavy tails. In line with the theoretical results of the previous sections, the proposed sign
test resists both heavy tails and weak identifiability.
Although the simulation exercise above shows that the proposed sign test is the only
one that meets the asymptotic level constraint under heavy tails and weak identifiability,
we now turn to a power comparison of the various tests. For w ∈ {0, 1, 2}, ` ∈ {0, 1, 2, 3}
and d ∈ {1, 2, 3}, we generated M = 2,500 mutually independent bivariate (p = 2)
random samples X
(d,`,w)
1 , . . . ,X
(d,`,w)
n of size n = 200 with covariance/scatter matrix
Σ(w,`)n :=
(
1− n
−w/8
p
)
Ip + n
−w/8(θ0 + τ `)(θ0 + τ `)′,
where θ0 = (1, 0)
′ and τ ` := (cos(`pi/12)−1, sin(`pi/12))′. The X(1,`,w)i ’s have a Gaussian
distribution with covariance matrix Σ(w,`)n , the X
(2,`,w)
i ’s have a student t4 distribution
with scatter matrix Σ(w,`)n , and the X
(3,`,w)
i ’s have a student t2 distribution with scatter
matrix Σ(w,`)n . Note that the value ` = 0 corresponds to the null hypothesis, while the
values ` = 1, 2, 3 provide increasingly severe alternatives. The parameter w provides
different strengths of identifiability, in the same way as in the previous simulation exercise.
We performed the same four tests for H0 : θn1 = θ0 as above, still at asymptotic level 5%.
The resulting rejection frequencies are plotted in Figure 3. Clearly, the results confirm
that the proposed sign test is the only test that is robust to both weak identifiability
and tail heaviness. It is also seen that this sign test shows power under weakly identified
situations and that this power, as expected, does not depend on the tails of the parent
distribution. Finally, note that the weaker the identifiability, the larger the sample size
needs to be to provide some power, which is quite natural.
6. Real data illustration
We illustrate the practical relevance of the proposed sign test on the famous Swiss ban-
knote dataset, that was also used for illustration in Paindaveine, Remy and Verdebout
(2018), to which we refer for more details. This dataset is available in the R package
uskewfactors (Murray, Browne and McNicholas, 2016) and consists of six measure-
ments on 100 genuine and 100 counterfeit old Swiss 1000-franc banknotes. As in Flury
(1988) (see pp. 41–43), we restrict here to n = 85 counterfeit bills made by the same
forger and focus on four of the six available measurements: the width L of the left side
of the banknote, the width R on its right side, the width B of the bottom margin and
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Figure 2. Null rejection frequencies, under six-variate Gaussian, t6, t4 and t2 densities, of four tests for
the null hypothesis H0 : θn1 = (1, 0, . . . , 0)′(∈ R6), all performed at asymptotic level α = 5%. The tests
considered are the Anderson (1963) test, the Tyler (1987b) test, the Gaussian test from Paindaveine,
Remy and Verdebout (2018), and the proposed sign test; w = 0 corresponds to the classical asymptotic
scenario where θn1 remains asymptotically identifiable, whereas w = 1, 2, 3 provide asymptotic scenarios
involving weaker and weaker identifiability; see Section 5 for details.
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Figure 3. Empirical power curves, under bivariate Gaussian (top), t4 densities (middle) and t2 densities
(bottom), of four tests for the null hypothesis H0 : θn1 = (1, 0)′, all performed at asymptotic level α =
5%. The tests considered are the Anderson (1963) test, the Tyler (1987b) test, the Gaussian test from
Paindaveine, Remy and Verdebout (2018), and the proposed sign test; w = 0 corresponds to the classical
asymptotic scenario where θn1 remains asymptotically identifiable, whereas w = 1 and w = 2 provide
asymptotic scenarios involving weaker identifiability; see Section 5 for details.
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the width T of the top margin, all measured in mm×10−1. The resulting sample covari-
ance matrix has eigenvalues λˆ1 = 101.48, λˆ2 = 12.89, λˆ3 = 10.11 and λˆ4 = 2.63, and
corresponding eigenvectors
θˆ1 =

.032
−.012
.820
−.571
, θˆ2 =

.593
.797
.057
.097
, θˆ3 =

−.015
−.129
.566
.814
, and θˆ4 =

.804
−.590
−.064
−.035
.
Clearly, the first principal component can be interpreted as the vertical position of the
print image on the bill since it is a contrast between B and T . Similarly, the second
principal component could be interpreted as an aggregate of L and R, that is, as the
vertical size of the bill. Yet, Flury refrains from interpreting the second component in
this way as the second and third roots are quite close to each other. Accordingly, he
reports that the corresponding eigenvectors should be considered spherical.
In view of the discussion above, it is natural to test that L and R indeed contribute
equally to the second component and that no other variables contribute to it. In other
words, it is natural to test the null hypothesis H0 : θ2 = θ02, with θ02 := (1, 1, 0, 0)′/
√
2.
While the tests discussed in the present paper address testing problems on the first
eigenvector θ1, obvious modifications of these tests allow performing inference on any
other eigenvector θj , j = 2, . . . , p. In Paindaveine, Remy and Verdebout (2018), the
Anderson test φA and the Gaussian test φPVR proposed in that paper were used to test
the null hypothesis H0 : θ2 = θ02. It is well-known, however, that several observations
in the dataset may be considered as outliers (see, e.g., Salibia´n-Barrera, Van Aelst and
Willems, 2006), which motivates us resorting to robust tests such as the Tyler test φTyl
and our sign test φ˜. When testing the null hypothesis H0 above, these robust tests
provided p-values .609 and .992, respectively, which is to be compared to the p-values .099
and .177, respectively provided by φA and φPVR. This shows that, at level 10%, only the
Anderson test leads to rejection of the null hypothesis. The robustness of our sign test
and the fact that the Anderson test tends to strongly overreject the null hypothesis under
weak identifiability should make practitioners confident that non-rejection is the right
decision in the present case.
To complement the analysis, we performed the same four tests on the 85 subsamples of
size 84 obtained by removing one observation from the sample considered above. Figure 4
provides, for each test, a boxplot of the resulting 85 “leave-one-out” p-values. The results
show that the Anderson test rejects the null hypothesis much more often than the other
tests. It is remarkable that the tests based on spatial signs never led to rejection at any
usual nominal level, which, arguably, is due to the natural robustness of spatial signs and
of the Tyler estimator of shape.
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Figure 4. Boxplots of the 85 “leave-one-out” p-values of the Anderson test (φA), of the Gaussian
Paindaveine, Remy and Verdebout (2018) test (φPVR), of the Tyler (1987b) test (φTyl), and of the
proposed sign test (φ˜), when testing the null hypothesis H0 : θ2 := (1, 1, 0, 0)′/
√
2. More precisely,
these p-values are those obtained when applying the corresponding tests to the 85 subsample of size 84
obtained by removing one observation in the real data set considered in the PCA analysis of Flury
(1988), pp. 41–43.
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7. Conclusions and final comments
In this work, we considered hypothesis testing for principal directions in challenging
asymptotic scenarios involving weak identifiability. Under ellipticity assumptions, we pro-
posed a sign test that, unlike its competitors, meets the asymptotic level constraint both
under heavy tails and under weak identifiability. By resorting to Le Cam’s asymptotic
theory of statistical experiments, we also proved that this test enjoys strong optimality
properties in the class of spatial sign tests (all optimality statements below are relative
to this class of tests). In particular, it is locally asymptotically optimal in classical situa-
tions where θn1 remains asymptotically identifiable. It follows from our results that the
likelihood ratio test from Tyler (1987b) satisfies the same optimality property. Our sign
test, however, shows strong advantages over the Tyler test: not only does our test meet
the level constraint under any weak identifiability situation, but it also remains locally
asymptotically optimal in all cases, but for the case δn ∼ 1/
√
n for which our test is still
rate-optimal.
The following comments are in order. First, our sign test is not only robust to heavy
tails and weak identifiability but also to (some) departures from ellipticity. More precisely,
it should be clear that our sign test only assumes that the spatial signs Uni = Xni/‖Xni‖
follow an angular Gaussian distribution. As a consequence, the spatial signs do not need
be independent of the radii ‖Xni‖, which implies in particular that our sign test can
deal with some skewed distributions. More precisely, the proposed test only requires
that the observations Xni, i = 1, . . . , n, form a random sample from a distribution with
elliptical directions; see Randles (2000). Second, it has been throughout assumed that the
parent elliptical distribution was centered. This was mainly for the sake of readability,
as our results can easily be extended to the unspecified location case. More precisely,
an unspecified-location version of the proposed test can simply be obtained by replacing
the spatial signs Uni = Xni/‖Xni‖ in our sign test with centered versions Uni(µˆn) =
(Xni−µˆn)/‖Xni−µˆn‖, where µˆn is an arbitrary root-n consistent estimator of the center
of the underlying elliptical distribution. A natural choice, that would be root-n consistent
even in the large class of distributions with elliptical directions, is the affine-equivariant
median from Hettmansperger and Randles (2002). Due to the (Fisher) orthogonality
between location and scatter parameters under ellipticity (see Hallin and Paindaveine,
2006), all asymptotic results of this paper readily extend to the resulting unspecified-
location sign test.
While this work provides an overall good procedure to test for principal directions
under weak identifiability, it also opens perspectives for future research. As mentioned
above, the optimality of the proposed test is relative to the class of spatial sign tests.
Restricting to sign tests of course is a guarantee for excellent robustness properties, yet
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it might be so that, if some slightly lower robustness is also acceptable, then higher
asymptotic efficiency could be achieved. In particular, it should be possible to develop
signed rank tests that provide a nice trade-off between efficiency and robustness. It is
expected that such tests can deal with heavy tails and are robust to weak identifiability,
while uniformly dominating, in terms of asymptotic relative efficiencies, parametric Gaus-
sian tests in classical cases where the leading principal direction remains asymptotically
identifiable; see Paindaveine (2006).
Appendix A: Proof of Theorem 2.1
We start with some preliminary lemmas.
Lemma A.1. Consider the shape matrices V0n and Vn1 in (2) and (4). Then, (i) V0n
and Vn1 share the same determinant; (ii) for any real number a, the ath matrix powers
of V0n and Vn1 are given by
Va0n =
(
1− δnξ
p
)a
(Ip − θ0θ ′0) +
(
1 +
(p− 1)δnξ
p
)a
θ0θ
′
0
=
(
1− δnξ
p
)a
Ip + λa,nθ0θ
′
0
and
Va1n =
(
1− δnξ
p
)a
(Ip − (θ0 + νnτ n)(θ0 + νnτ n)′) + λa,n(θ0 + νnτ n)(θ0 + νnτ n)′
=
(
1− δnξ
p
)a
Ip + λa,n(θ0 + νnτ n)(θ0 + νnτ n)
′,
where we let λa,n := (1 + (p− 1)δnξ/p)a − (1− δnξ/p)a.
Proof of Lemma A.1. (i) Letting θn := θ0 + νnτ n, r := 1 − δnξ/p and s := 1 + (p −
1)δnξ/p, rewrite V0n and Vn1 as
V0n = r(Ip − θ0θ ′0) + sθ0θ ′0 and V1n = r(Ip − θnθ ′n) + sθnθ ′n. (18)
Both these matrices have eigenvalues r with multiplicity p − 1 and s with multiplicity
one, hence have determinant rp−1s. (ii) The result directly follows from the spectral
decompositions in (18). 
Lemma A.2. If δn ≡ 1, then limn→∞ pδnξ/γn = p + (p − 1)ξ, where γn is defined in
(5). If δn = o(1), then limn→∞ pδnξ/γn = p.
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Proof of Lemma A.2. Since pδnξ/γn = p+ (p− 1)δnξ, the result follows. 
To state the next result, we first introduce some notation. Denoting as e` the `th vector
of the canonical basis of Rp and by A⊗B the Kronecker product between the matrices A
and B, we let Kp :=
∑p
i,j=1(eie
′
j) ⊗ (eje′i) stand for the p2 × p2 commutation matrix
and define Jp :=
∑p
i,j=1(eie
′
j)⊗ (eie′j) = (vec Ip)(vec Ip)′. Further let
Tn(V) :=
1
n
n∑
i=1
vec
(
Uni(V)U
′
ni(V)
)(
vec
(
Uni(V)U
′
ni(V)
))′
with Uni(V) := V
−1/2Uni/‖V−1/2Uni‖; note that with this notation, Sn(V) in (5)
rewrites
Sn(V) :=
1
n
n∑
i=1
Uni(V)U
′
ni(V).
We then have the following result.
Lemma A.3. Fix an arbitrary sequence of shape matrices (Vn). Then, under P
(n)
Vn
,
(i) Tn(Vn) =
1
p(p+ 2)
(Ip +Kp + Jp) + oP(1)
and
(ii)
√
n vec
(
Sn(Vn)− 1pIp
) D→ N(0, 1
p(p+ 2)
(Ip +Kp + Jp)− 1
p2
Jp
)
as n→∞.
Proof of Lemma A.3. For any n, Un1(Vn), . . . ,Unn(Vn) form a random sample from
the uniform distribution on Sp−1. Therefore, the result follows from (i) the weak law of
large numbers and from (ii) the central limit theorem, by using in both cases Lemma A.2
in Paindaveine and Verdebout (2016). 
Proof of Theorem 2.1. First note that the quantity γn in (5) satisfies
− γn =
(
1− δnξ
p
)
λ−1,n, (19)
where λ−1,n was defined in Lemma A.1. Part (ii) of this lemma therefore yields
U′niV
−1
0nUni =
(
1− δnξ
p
)−1
+ λ−1,n(U′niθ0)
2 =
(
1− δnξ
p
)−1(
1− γn(U′niθ0)2
)
(20)
and, similarly,
U′niV
−1
n1Uni =
(
1− δnξ
p
)−1(
1− γn(U′ni(θ0 + νnτ n))2
)
.
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Recalling the angular density in (1) and using Lemma A.1(i), we then obtain
Λn = −p
2
n∑
i=1
{
log(U′niV
−1
1nUni)− log(U′niV−10nUni)
}
= −p
2
n∑
i=1
{
log(1− γn(U′ni(θ0 + νnτ n))2)− log(1− γn(U′niθ0)2)
}
,
which, by writing γn(U
′
ni(θ0+νnτ n))
2 = γn(U
′
niθ0)
2+2γnνn(U
′
niθ0)(U
′
niτ n)+γnν
2
n(U
′
niτ n)
2,
yields
Λn = −p
2
n∑
i=1
log
(
1− 2γnνn(U
′
niθ0)(U
′
niτ n) + γnν
2
n(U
′
niτ n)
2
1− γn(U′niθ0)2
)
= −p
2
n∑
i=1
log
(
1− γnνn 2(U
′
niθ0)(U
′
niτ n) + νn(U
′
niτ n)
2
1− γn(U′niθ0)2
)
=: −p
2
n∑
i=1
log
(
1− γnνnRni
)
. (21)
A Taylor expansion yields
Λn =
(
pγnνn
2
n∑
i=1
Rni
)
+
(
pγ2nν
2
n
4
n∑
i=1
R2ni
)
+
(
pγ3nν
3
n
6
n∑
i=1
R3ni
(1− γnνnHni)3
)
=: Ln1 + Ln2 + Ln3,
for some Hni between 0 and Rni. Note that, in all cases (i)-(iv) considered in the theorem,
we have that νnγn = O(1/
√
n), νn = O(1) and that there exists η ∈ (0, 1) such that |γn| <
1 − η (recall that, in case (i), ξ is chosen in such a way that V0n is positive definite).
Consequently, the boundedness of the sequence (τ n), along with the fact that ‖Uni‖ = 1
almost surely, ensures that there exists a positive constant C such that |Ln3| ≤ C/
√
n
almost surely, so that Ln3 is oP(1) (all stochastic convergences in this proof are as n→∞
under P
(n)
V0n
).
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Now, using (20), rewrite Ln1 as
Ln1 =
pγnνn
2
n∑
i=1
2(U′niθ0)(U
′
niτ n) + νn(U
′
niτ n)
2
1− γn(U′niθ0)2
= pγnνn
n∑
i=1
τ ′nUniU
′
ni
(
θ0 +
1
2νnτ n
)
1− γn(U′niθ0)2
= pγnνn
(
1− δnξ
p
)−1 n∑
i=1
τ ′nUniU
′
ni
(
θ0 +
1
2νnτ n
)
U′niV
−1
0nUni
=
p2nγnνn
p− δnξ τ
′
nV
1/2
0n Sn(V0n)V
1/2
0n
(
θ0 +
1
2νnτ n
)
.
Note that, using (3), we have
τ ′nV0n
(
θ0 +
1
2νnτ n
)
=
(
1− δnξ
p
)
τ ′n
(
θ0 +
1
2νnτ n
)
+ δnξ(τ
′
nθ0)θ
′
0
(
θ0 +
1
2νnτ n
)
= δnξ(τ
′
nθ0)
(
1 + 12νnθ
′
0τ n
)
= −1
2
νnδnξ‖τ n‖2
(
1 + 12νnθ
′
0τ n
)
,
which yields
Ln1 =
p2nγnνn
p− δnξ τ
′
nV
1/2
0n
(
Sn(V0n)− 1pIp
)
V
1/2
0n
(
θ0 +
1
2νnτ n
)
+
pnγnνn
p− δnξ τ
′
nV0n
(
θ0 +
1
2νnτ n
)
=
p2nγnνn
p− δnξ τ
′
nV
1/2
0n
(
Sn(V0n)− 1pIp
)
V
1/2
0n
(
θ0 +
1
2νnτ n
)− pnγnν2nδnξ
2(p− δnξ) ‖τ n‖
2
(
1 + 12νnθ
′
0τ n
)
,
where, from Lemma A.1, we have
V
1/2
0n θ0 =
(
1 +
(p− 1)δnξ
p
)1/2
θ0 and V
1/2
0n τ n =
(
1− δnξ
p
)1/2
τ n + λ−1/2,n(θ
′
0τ n)θ0.
(22)
Turning to Ln2,
Ln2 =
pγ2nν
2
n
4
n∑
i=1
{2(U′niθ0)(U′niτ n) + νn(U′niτ n)2}2
(1− γn(U′niθ0)2)2
=
pγ2nν
2
n
4
{
4(θ0 ⊗ θ0)′
n∑
i=1
vec(UniU
′
ni)
(
vec(UniU
′
ni)
)′
(1− γn(U′niθ0)2)2
(τ n ⊗ τ n)
+4νn(τ n ⊗ τ n)′
n∑
i=1
vec(UniU
′
ni)
(
vec(UniU
′
ni)
)′
(1− γn(U′niθ0)2)2
(τ n ⊗ θ0)
+ν2n(τ n ⊗ τ n)′
n∑
i=1
vec(UniU
′
ni)
(
vec(UniU
′
ni)
)′
(1− γn(U′niθ0)2)2
(τ n ⊗ τ n)
}
.
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Using (20) again, Lemma A.3(i), and the fact that (v⊗v)′Kp = K1(v⊗v)′ = (v⊗v)′
for any p-vector v, this yields
Ln2 =
npγ2nν
2
n
4
(
1− δnξ
p
)−2{
4((V
1/2
0n θ0)⊗ (V1/20n θ0))′Tn(V0n)((V1/20n τ n)⊗ (V1/20n τ n))
+4νn((V
1/2
0n τ n)⊗ (V1/20n τ n))′Tn(V0n)((V1/20n τ n)⊗ (V1/20n θ0))
+ν2n((V
1/2
0n τ n)⊗ (V1/20n τ n))′Tn(V0n)((V1/20n τ n)⊗ (V1/20n τ n))
}
=
np2γ2nν
2
n
4(p+ 2)(p− δnξ)2
{
4((V
1/2
0n θ0)⊗ (V1/20n θ0))′(2Ip + Jp)((V1/20n τ n)⊗ (V1/20n τ n))
+4νn((V
1/2
0n τ n)⊗ (V1/20n τ n))′(2Ip + Jp)((V1/20n τ n)⊗ (V1/20n θ0)) (23)
+ν2n((V
1/2
0n τ n)⊗ (V1/20n τ n))′(2Ip + Jp)((V1/20n τ n)⊗ (V1/20n τ n)) + oP(1)
}
.
We can now consider the cases (i)–(iv). We start with cases (i)–(ii) and let ζ be equal
to one if case (i) is considered and to zero if case (ii) is. Since νnγn = 1/
√
n in both cases,
we have
Ln1 =
p2
√
n
p− δnξ τ
′
nV
1/2
0n
(
Sn(V0n)− 1pIp
)
V
1/2
0n
(
θ0 +
1
2νnτ n
)
− pδnξ
2γn(p− δnξ) ‖τ n‖
2
(
1 + 12νnθ
′
0τ n
)
=
p2
√
n
p− ζξ τ
′
nV
1/2
0n
(
Sn(V0n)− 1pIp
)
V
1/2
0n
(
θ0 +
1
2νnτ n
)
−p+ ζ(p− 1)ξ
2(p− ζξ) ‖τ n‖
2 + oP(1),
where the last equality follows from Lemma A.3(ii), Lemma A.2, and the fact that νn =
o(1).
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So, using (22), Lemma A.3 again, and the fact that θ ′0τ n = o(1), we obtain
Ln1 =
p2
√
n
p− ζξ
(
1− ζξ
p
)1/2(
1 +
ζ(p− 1)ξ
p
)1/2
τ ′n
(
Sn(V0n)− 1pIp
)
θ0 − p+ ζ(p− 1)ξ
2(p− ζξ) ‖τ n‖
2 + oP(1)
=
p(p+ ζ(p− 1)ξ)1/2√n
(p− ζξ)1/2 τ
′
n
(
Sn(V0n)− 1pIp
)
θ0 − p+ ζ(p− 1)ξ
2(p− ζξ) ‖τ n‖
2 + oP(1)
=
p(p+ ζ(p− 1)ξ)1/2√n
(p− ζξ)1/2 τ
′
n(Ip − θ0θ ′0)
(
Sn(V0n)− 1pIp
)
θ0
−p+ ζ(p− 1)ξ
2(p− ζξ) τ
′
n(Ip − θ0θ ′0)τ n + oP(1). (24)
Now, in cases (i)–(ii), since νn = 1/(
√
nγn) = o(1), (23) becomes
Ln2 =
p2
(p+ 2)(p− ζξ)2 ((V
1/2
0n θ0)⊗ (V1/20n θ0))′(2Ip + Jp)((V1/20n τ n)⊗ (V1/20n τ n)) + oP(1),
which, by using (22), readily yields
Ln2 =
p2
(p+ 2)(p− ζξ)2
(
1 +
(p− 1)δnξ
p
)(
1− δnξ
p
)
(θ0 ⊗ θ0)′(2Ip + Jp)(τ n ⊗ τ n) + oP(1)
=
p+ ζ(p− 1)ξ
(p+ 2)(p− ζξ)
{
2(θ ′0τ n)
2 + ‖τ n‖2
}
+ oP(1)
=
p+ ζ(p− 1)ξ
(p+ 2)(p− ζξ) τ
′
n(Ip − θ0θ ′0)τ n + oP(1). (25)
The results in (6) and (7) then follow from (24)-(25), whereas the asymptotic normality
results for ∆
(i)
θ0
and ∆
(ii)
θ0
are direct corollaries of Lemma A.3(ii).
We turn to case (iii), for which δn = 1/
√
n and νn = 1/(
√
nγn) = 1/ξ+o(1). By using
Lemma A.2, (22) here becomes
Ln1 =
p
p− (ξ/√n) τ
′
nV
1/2
0n Υ
(n)
θ0
V
1/2
0n
(
θ0 +
1
2νnτ n
)− pδnξ
2γn(p− (ξ/
√
n))
‖τ n‖2
(
1 + 12νnθ
′
0τ n
)
= τ ′nV
1/2
0n Υ
(n)
θ0
V
1/2
0n
(
θ0 +
1
2ξτ n
)− 1
2
‖τ n‖2
(
1− 14ξ2 ‖τ n‖2
)
+ oP(1).
Since V0n = Ip + o(1), this yields
Ln1 = τ
′
nΥ
(n)
θ0
θ0 +
1
2ξ
τ ′nΥ
(n)
θ0
τ n − 1
2
‖τ n‖2 + 1
8ξ2
‖τ n‖4 + oP(1). (26)
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Turning to Ln2, (23) provides
Ln2 =
p2
4(p+ 2)(p+ o(1))2
{
4(θ0 ⊗ θ0)′(2Ip + Jp)(τ n ⊗ τ n)
+4ξ−1(τ n ⊗ τ n)′(2Ip + Jp)(τ n ⊗ θ0) + ξ−2(τ n ⊗ τ n)′(2Ip + Jp)(τ n ⊗ τ n)
}
+ oP(1)
=
1
4(p+ 2)
{
8(θ ′0τ n)
2 + 4‖τ n‖2 + 12ξ−1(θ ′0τ n)‖τ n‖2 + 3ξ−2‖τ n‖4
}
+ oP(1).
=
1
p+ 2
‖τ n‖2 − 1
4(p+ 2)ξ2
‖τ n‖4 + oP(1). (27)
Hence, from (26)–(27), we conclude that
Λn = τ
′
nΥ
(n)
θ0
θ0 +
1
2ξ
τ ′nΥ
(n)
θ0
τ n − p
2(p+ 2)
‖τ n‖2 + p
8(p+ 2)ξ2
‖τ n‖4 + oP(1),
as was to be shown. Again, the asymptotic normality result for vec(Υ
(n)
θ0
) easily follows
from Lemma A.3(ii).
Finally, we consider case (iv), under which δn = o(1/
√
n) and νn = O(1). It directly
follows from (22) and (23) that Ln1 and Ln2 are then oP(1), so that Λn also is. 
Appendix B: Proofs of Theorems 3.1–3.2
The proofs of this section require the following preliminary result.
Lemma B.1. Let (V0n) be a sequence of null shape matrices as in (12) and denote
Tyler’s M-estimator of scatter as Vˆn. Then, we have the following under P
(n)
V0n
as n→∞:
(i) letting Gp := Ip2 − 1p+2 (Ip2 +Kp − Jp),
Gp
(
V
−1/2
0n ⊗V−1/20n
)√
n vec(Vˆn −V0n) = p
√
n vec
(
Sn(V0n)− 1pIp
)
+ oP(1);
(ii)
√
n(Vˆn −V0n) is OP(1).
Proof of Lemma B.1. Part (i) of the lemma follows from (3.7)–(3.8) in Tyler (1987a)
and Lemma A.3(i), whereas Part (ii) follows from Part (i) and Lemma A.3(ii). 
In the proofs of this section, all stochastic convergences will be as n→∞ under P(n)V0n .
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Proof of Theorem 3.1. Standard properties of the vec operator provide
1√
n
n∑
i=1
vec
(
V˜
−1/2
0n UniU
′
niV˜
−1/2
0n
U′niV˜
−1
0nUni
− V˜
−1/2
0n UniU
′
niV˜
−1/2
0n
U′niV
−1
0nUni
)
= − 1√
n
n∑
i=1
U′niV˜
−1
0nUni −U′niV−10nUni
(U′niV˜
−1
0nUni)(U
′
niV
−1
0nUni)
vec(V˜
−1/2
0n UniU
′
niV˜
−1/2
0n )
= −
(
1
n
n∑
i=1
vec(V˜
−1/2
0n UniU
′
niV˜
−1/2
0n )(vec(UniU
′
ni))
′
(U′niV˜
−1
0nUni)(U
′
niV
−1
0nUni)
)√
n vec
(
V˜−10n −V−10n
)
= −(M1n +M2n)
√
n vec
(
V˜−10n −V−10n
)
,
where
M1n :=
1
n
n∑
i=1
vec(V˜
−1/2
0n UniU
′
niV˜
−1/2
0n )(vec(UniU
′
ni))
′
(U′niV
−1
0nUni)
2
=
(
(V˜
−1/2
0n V
1/2
0n )⊗ (V˜−1/20n V1/20n )
)
Tn(V0n)
(
V
1/2
0n ⊗V1/20n
)
and
M2n :=
1
n
n∑
i=1
{
1
U′niV˜
−1
0nUni
− 1
U′niV
−1
0nUni
}
vec(V˜
−1/2
0n UniU
′
niV˜
−1/2
0n )(vec(UniU
′
ni))
′
U′niV
−1
0nUni
= − 1
n
n∑
i=1
U′ni(V˜
−1
0n −V−10n )Uni
(U′niV˜
−1
0nUni)(U
′
niV
−1
0nUni)
2
vec(V˜
−1/2
0n UniU
′
niV˜
−1/2
0n )(vec(UniU
′
ni))
′.
The squared Frobenius norm ‖M2n‖2F = tr[M2nM′2n] is
‖M2n‖2F =
1
n2
n∑
i,j=1
(U′ni(V˜
−1
0n −V−10n )Uni)(U′nj(V˜−10n −V−10n )Unj)
(U′niV˜
−1
0nUni)(U
′
niV
−1
0nUni)
2(U′njV˜
−1
0nUnj)(U
′
njV
−1
0nUnj)
2
×(U′niUnj)2(U′niV˜−10nUnj)2,
so that, denoting as ρ(A) the spectral radius of A, the Cauchy-Schwarz inequality yields
‖M2n‖2F ≤
1
n2
n∑
i,j=1
|U′ni(V˜−10n −V−10n )Uni||U′nj(V˜−10n −V−10n )Unj |
(U′niV
−1
0nUni)
2(U′njV
−1
0nUnj)
2
≤ supu∈Sp−1(u
′(V˜−10n −V−10n )u)2
infu∈Sp−1(u′V
−1
0n u)
4
= λ4n1
(
ρ
(
V˜−10n −V−10n
))2
,
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which is oP(1) (note indeed that Lemma B.1(ii) implies that
√
n (V˜0n − V0n), hence
also
√
n (V˜−10n −V−10n ), is OP(1)). Consequently, we have proved that
1√
n
n∑
i=1
vec
(
V˜
−1/2
0n UniU
′
niV˜
−1/2
0n
U′niV˜
−1
0nUni
− V˜
−1/2
0n UniU
′
niV˜
−1/2
0n
U′niV
−1
0nUni
)
= −((V˜−1/20n V1/20n )⊗ (V˜−1/20n V1/20n ))Tn(V0n)(V1/20n ⊗V1/20n )√n vec(V˜−10n −V−10n )+ oP(1).
Still using the fact that
√
n (V˜−10n −V−10n ) is OP(1), we then obtain from Lemma A.3(i)
and the continuous mapping theorem that
1√
n
n∑
i=1
vec
(
V˜
−1/2
0n UniU
′
niV˜
−1/2
0n
U′niV˜
−1
0nUni
− V˜
−1/2
0n UniU
′
niV˜
−1/2
0n
U′niV
−1
0nUni
)
= − 1
p(p+ 2)
(
(V˜
−1/2
0n V
1/2
0n )⊗ (V˜−1/20n V1/20n )
)
(Ip +Kp + Jp) (28)
×(V1/20n ⊗V1/20n )√n vec(V˜−10n −V−10n )+ oP(1).
Now, since V˜
−1/2
0n −V−1/20n is OP(1/
√
n), Lemma A.3(ii) provides
1√
n
n∑
i=1
vec
(
V˜
−1/2
0n UniU
′
niV˜
−1/2
0n
U′niV
−1
0nUni
− V
−1/2
0n UniU
′
niV
−1/2
0n
U′niV
−1
0nUni
)
=
√
n
[(
V˜
−1/2
0n V
1/2
0n ⊗ V˜−1/20n V1/20n
)− Ip2]vec(S(V0n))
=
√
n
p
[(
V˜
−1/2
0n V
1/2
0n ⊗ V˜−1/20n V1/20n
)− Ip2]vec(Ip) + oP(1). (29)
Therefore, (28)–(29) provide
√
n vec
(
Sn(V˜0n)− Sn(V0n)
)
=
1√
n
n∑
i=1
vec
(
V˜
−1/2
0n UniU
′
niV˜
−1/2
0n
U′niV˜
−1
0nUni
− V
−1/2
0n UniU
′
niV
−1
0n
U′niV
−1
0nUni
)
= − 1
p(p+ 2)
(
V˜
−1/2
0n V
1/2
0n ⊗ V˜−1/20n V1/20n
)
(Ip +Kp + Jp)
(
V
1/2
0n ⊗V1/20n
)√
n vec
(
V˜−10n −V−10n
)
+
√
n
p
[(
V˜
−1/2
0n V
1/2
0n ⊗ V˜−1/20n V1/20n
)− Ip2]vec(Ip) + oP(1).
Hence, using the fact that θ0 is an eigenvector of any matrix power of V˜0n and V0n along
with the identity (Ip − θ0θ ′0)θ0 = 0, we then obtain(
θ ′0 ⊗ (Ip − θ0θ ′0)
)√
n vec
(
Sn(V˜0n)− Sn(V0n)
)
= oP(1),
Sign tests for weak principal directions 29
which finally proves that
Tn(V˜0n)− Tn(V0n) = np(p+ 2)
∥∥(θ ′0 ⊗ (Ip − θ0θ ′0))vec(Sn(V˜0n)− Sn(V0n))∥∥2.
is oP(1). 
The proof of Theorem 3.2 still requires the following result.
Lemma B.2. Let (V0n) be a sequence of null shape matrices as in (12) and assume that
there exists η > 0 such that both corresponding leading eigenvalues satisfy λn1/λn2 ≥ 1+η
for n large enough. Then, as n→∞ under P(n)V0n ,
1
λˆn1
p∑
j=2
λˆ−1nj θˆnjθˆ
′
nj =
1
λn1
p∑
j=2
λ−1nj θnjθ
′
nj + oP(1),
where the λˆnj’s and θˆnj’s refer to the spectral decomposition of Tyler’s M-estimator of
scatter as Vˆn in (13).
Proof of Lemma B.2. It follows from Lemma B.1(ii) that Vˆ−1n −V−10n is oP(1) as n→∞
under P
(n)
V0n
. Since λn1/λn2 stays away from one, we also have that θˆn1 − θn1 is oP(1)
under the same sequence of hypotheses. Consequently,
(Ip − θˆn1θˆ
′
n1)Vˆ
−1
n − (Ip − θ0θ ′0)V−10n =
p∑
j=2
λˆ−1nj θˆnjθˆ
′
nj −
p∑
j=2
λ−1nj θnjθ
′
nj
is oP(1) as n→∞ under P(n)V0n . The result then follows from the fact that Lemma B.1(ii)
also implies that λˆn1 − λn1 is oP(1) as n→∞ under P(n)V0n . 
Proof of Theorem 3.2. Since V˜0nθ0 = λˆn1θ0, we have that
Ln =
np
p+ 2
(
λˆn1θ
′
0Vˆ
−1
n θ0 + λˆ
−1
n1θ
′
0Vˆnθ0 − 2
)
=
np
p+ 2
p∑
j=1
(
λˆn1λˆ
−1
nj (θ
′
0θˆnj)
2 + λˆ−1n1 λˆnj(θ
′
0θˆnj)
2 − 2(θ ′0θˆnj)2
)
=
np
(p+ 2)λˆn1
p∑
j=2
λˆ−1nj
{
(λˆnj − λˆn1)(θ ′0θˆnj)
}2
=
np
(p+ 2)λˆn1
p∑
j=2
λˆ−1nj
{
θˆ
′
nj(Vˆn − V˜0n)θ0
}2
.
30 D. Paindaveine, J. Remy and Th. Verdebout
Since Lemma B.1(ii) entails that
√
n(Vˆn− V˜0n) is OP(1) and since both V˜0nθ0 = λˆn1θ0
and V0nθ0 = λn1θ0 are orthogonal to θnj , j = 2, . . . , n, Lemma B.2 then provides
Ln =
np
(p+ 2)λn1
p∑
j=2
λ−1nj (θ
′
nj(Vˆn − V˜0n)θ0)2 + oP(1)
=
np
(p+ 2)λn1
p∑
j=2
λ−1nj (θ
′
nj(Vˆn −V0n)θ0)2 + oP(1),
which, letting Gp := Ip2 − (1/(p+ 2))(Ip2 +Kp − Jp), rewrites
Ln =
p+ 2
p
p∑
j=2
{
p
(p+ 2)
√
λn1λnj
(θ ′0 ⊗ θ ′nj)
√
n vec(Vˆn −V0n)
}2
+ oP(1)
=
p+ 2
p
p∑
j=2
{
(θ ′0 ⊗ θ ′nj)Gp
(
V
−1/2
0n ⊗V−1/20n
)√
n vec(Vˆn −V0n)
}2
+ oP(1).
By using Lemma B.1(i), we therefore conclude that
Ln = p(p+ 2)
p∑
j=2
{
(θ ′0 ⊗ θ ′nj)
√
n vec
(
Sn(V0n)− 1pIp
)}2
+ oP(1)
= np(p+ 2)
(
vec
(
Sn(V0n)− 1pIp
))′(
(θ0θ
′
0)⊗ (Ip − θ0θ ′0)
)
vec
(
Sn(V0n)− 1pIp
)
+ oP(1)
= Tn(V0n) + oP(1),
which, in view of Theorem 3.1, establishes the result. 
Appendix C: Proofs of Theorems 4.1–4.2
Proof of Theorem 4.1. It directly follows from Lemma A.3 that, under P
(n)
V0n
,
Wn :=
(
θ ′0 ⊗ (Ip − θ0θ ′0)
)√
n vec
(
Sn(V0n)
)
=
(
θ ′0 ⊗ (Ip − θ0θ ′0)
)√
n vec
(
Sn(V0n)− 1pIp
)
is asymptotically normal with mean zero and covariance matrix Ip−θ0θ ′0. Since Ip−θ0θ ′0
is idempotent with rank p− 1, this implies that, under the same sequence of hypotheses,
Tn(V0n) = W
′
n(Ip−θ0θ ′0)Wn is asymptotically chi-square with p−1 degrees of freedom.
The result then follows from Theorem 3.1. 
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Proof of Theorem 4.2. The results in (i)–(ii) follow from a routine application of the
Le Cam third lemma. For (iii), the mutual contiguity between P
(n)
V0n
and P
(n)
V1n
—which
follows by applying the Le Cam first lemma to Theorem 2.1(iii)—enables the use of the
same Le Cam third lemma. Using the notation introduced in the proof of Theorem 4.1,
the central limit theorem yields that, under P
(n)
V0n
,(
Wn
τ ′nΥ
(n)
θ0
θ0 +
1
2ξτ
′
nΥ
(n)
θ0
τ n
)
is asymptotically Gaussian with mean zero and covariance matrix(
Ip − θ0θ ′0
√
p√
p+2
(1− 12ξ2 ‖τ ‖2)(Ip − θ0θ ′0)τ√
p√
p+2
(1− 12ξ2 ‖τ ‖2)τ ′(Ip − θ0θ ′0) pp+2‖τ n‖2
(
1− 14ξ2 ‖τ n‖2
) ) .
The Le Cam third lemma therefore ensures that, under the sequence of local alternatives
considered in Part (iii) of the theorem, Wn is asymptotically normal with mean
√
p√
p+2
(1−
1
2ξ2 ‖τ ‖2)(Ip−θ0θ ′0)τ and covariance matrix Ip−θ0θ ′0. It follows that Tn(V0n) = W′n(Ip−
θ0θ
′
0)Wn is asymptotically chi-square with p − 1 degrees of freedom and non-centrality
parameter
p
p+ 2
‖τ ‖2
(
1− 1
2ξ2
‖τ ‖2
)2(
1− 1
4ξ2
‖τ ‖2
)
.
From contiguity, Theorem 3.1 implies that the same holds for Tn(V˜0n), which establishes
the result. Finally, Part (iv) of the result directly follows from Theorem 2.1(iv). 
Acknowledgement
Davy Paindaveine’s research is supported by a research fellowship from the Francqui
Foundation and by the Program of Concerted Research Actions (ARC) of the Uni-
versite´ libre de Bruxelles. Thomas Verdebout’s research is supported by the Cre´dit de
Recherche J.0134.18 of the FNRS (Fonds National pour la Recherche Scientifique), Com-
munaute´ Franc¸aise de Belgique, and by the aforementioned ARC program of the Univer-
site´ libre de Bruxelles.
References
Anderson, T. W. (1963). Asymptotic theory for principal component analysis. Ann.
Math. Statist. 34 122–148.
32 D. Paindaveine, J. Remy and Th. Verdebout
Antoine, B. and Lavergne, P. (2014). Conditional moment models under semi-strong
identification. J. Econometrics 182 59–69.
Dufour, J. M. (2006). Monte Carlo tests with nuisance parameters: a general approach
to finite-sample inference and nonstandard asymptotics. J. Econometrics 133 443–477.
Du¨mbgen, L. (1998). On Tyler’s M-functional of scatter in high dimension. Ann. Inst.
Statist. Math. 50 471–491.
Du¨rre, A., Fried, R. and Vogel, D. (2017). The spatial sign covariance matrix and
its application for robust correlation estimation. Austrian J. Statist. 46 13–22.
Du¨rre, A., Tyler, D. E. and Vogel, D. (2016). On the eigenvalues of the spatial
sign covariance matrix in more than two dimensions. Statist. Probab. Lett. 111 80–85.
Du¨rre, A., Vogel, D. and Fried, R. (2015). Spatial sign correlation. J. Multivariate
Anal. 135 89–105.
Flury, B. (1988). Common Principal Components & Related Multivariate Models. John
Wiley & Sons, Inc., New York.
Forchini, G. and Hillier, G. (2003). Conditional inference for possibly unidentified
structural equations. Econometric Theory 19 707–743.
Hallin, M. and Paindaveine, D. (2002). Optimal tests for multivariate location based
on interdirections and pseudo-Mahalanobis ranks. Ann. Statist. 30 1103–1133.
Hallin, M. and Paindaveine, D. (2006). Semiparametrically efficient rank-based infer-
ence for shape. I. Optimal rank-based tests for sphericity. Ann. Statist. 34 2707–2756.
Hallin, M., Paindaveine, D. and Verdebout, T. (2010). Optimal rank-based testing
for principal components. Ann. Statist. 38 3245–3299.
Hallin, M., Paindaveine, D., Verdebout, T. et al. (2013). Optimal rank-based tests
for common principal components. Bernoulli 19 2524–2556.
Hettmansperger, T. and Randles, R. (2002). A practical affine equivariant multi-
variate median. Biometrika 89 851.
Jolicoeur, P. (1984). Principal components, factor analysis, and multivariate allome-
try: a small-sample direction test. Biometrics 40 685–690.
Ley, C. and Verdebout, T. (2017). Modern Directional Statistics. CRC Press.
Liu, X. and Shao, Y. (2003). Asymptotics for likelihood ratio tests under loss of iden-
tifiability. Ann. Statist. 31 807–832.
Mardia, K. V. and Jupp, P. E. (2000). Directional Statistics. John Wiley & Sons.
Mo¨tto¨nen, J. and Oja, H. (1995). Multivariate spatial sign and rank methods. J.
Nonparametr. Stat. 5 201–213.
Murray, P. M., Browne, R. P. and McNicholas, P. D. (2016). uskewFac-
tors: model-based clustering via mixtures of unrestricted skew-t sactor analyzer
models. R package. https://cran.r-project.org/web/packages/uskewFactors/
index.html.
Sign tests for weak principal directions 33
Oja, H. (2010). Multivariate Nonparametric Methods with R. An Approach Based on
Spatial Signs and Ranks. Springer Science & Business Media.
Paindaveine, D. (2006). A Chernoff–Savage result for shape. On the non-admissibility
of pseudo-Gaussian methods. J. Multivariate Anal. 97 2206–2220.
Paindaveine, D. (2009). On multivariate runs tests for randomness. J. Amer. Statist.
Assoc. 104 1525-1538.
Paindaveine, D., Remy, J. and Verdebout, T. (2018). Testing for Principal Com-
ponent Directions under Weak Identifiability. arXiv preprint arXiv:1710.05291.
Paindaveine, D. and Verdebout, T. (2016). On high-dimensional sign tests. Bernoulli
22 1745–1769.
Po¨tscher, B. M. (2002). Lower risk bounds and properties of confidence sets for ill-
posed estimation problems with applications to spectral density and persistence es-
timation, unit roots, and estimation of long memory parameters. Econometrica 70
1035–1065.
Randles, R. H. (1989). A distribution-free multivariate sign test based on interdirec-
tions. J. Amer. Statist. Assoc. 84 1045–1050.
Randles, R. H. (2000). A simpler, affine-invariant, multivariate, distribution-free sign
test. J. Amer. Statist. Assoc. 95 1263–1268.
Salibia´n-Barrera, M., Van Aelst, S. and Willems, G. (2006). Principal compo-
nents analysis based on multivariate MM estimators with fast and robust bootstrap.
J. Amer. Statist. Assoc. 101 1198–1211.
Schwartzman, A., Mascarenhas, W. F. and Taylor, J. E. (2008). Inference for
eigenvalues and eigenvectors of Gaussian symmetric matrices. Ann. Statist. 36 2886–
2919.
Taskinen, S., Kankainen, A. and Oja, H. (2003). Sign test of independence between
two random vectors. Statist. Probab. Lett. 62 9–21.
Taskinen, S., Koch, I. and Oja, H. (2012). Robustifying principal component analysis
with spatial sign vectors. Statist. Probab. Lett. 82 765–774.
Taskinen, S., Oja, H. and Randles, R. H. (2005). Multivariate nonparametric tests
of independence. J. Amer. Statist. Assoc. 100 916–925.
Tyler, D. E. (1981). Asymptotic inference for eigenvectors. Ann. Statist. 9 725–736.
Tyler, D. E. (1983a). A class of asymptotic tests for principal component vectors. Ann.
Statist. 11 1243–1250.
Tyler, D. E. (1983b). The asymptotic distribution of principal component roots under
local alternatives to multiple roots. Ann. Statist. 11 1232–1242.
Tyler, D. E. (1987a). A distribution-free M-estimator of multivariate scatter. Ann.
Statist. 15 234–251.
Tyler, D. E. (1987b). Statistical analysis for the angular central Gaussian distribution
34 D. Paindaveine, J. Remy and Th. Verdebout
on the sphere. Biometrika 74 579–589.
Zhu, H. and Zhang, H. (2006). Asymptotics for estimation and testing procedures
under loss of identifiability. J. Multivariate Anal. 97 19–45.
