Recently tridiagonalizafion and diagonalization have been proposed as methods to speed the EM algorithm for variance component estimation in restricted maximum likelihood. These methods require approximately the same computing resources, but only if the most efficient strategies are employed. When eigenvectors are explicitly calculated in diagonalization, computing requirements more than double. To avoid this problem, eigenvectors can be calculated implicitly, but this increases storage needs by a quadratic amount. A second solution is not to evaluate eigenvectors explicitly or implicitly but rather to embed appropriate orthogonal transformations in the diagonalization process.
INTRODUCTION
Restricted maximum likelihood of Patterson and Thompson (12) is very popular for estimating variance components due to theoretical arguments (4) . The once complicated methods are now becoming easier because of developments in numerical methods and computing. Computational aspects of REML are discussed fully in papers by Harville (5) and Jensen and Mao (6) .
For models with only one random factor, Dempster et al. (2) showed how to speed the EM algorithm (1) by applying diagonalizafion techniques. This scheme is an elaboration of the usage of eigenvalues and eigenvectors by Patterson and Thompson (12) . Later, Lin (8) sug-For a univariate analysis, say a paternal halfsib analysis, the mixed model equations -with fixed effects absorbed -are given as:
(Z'MZ + txA-1)fi = Z'My where fi is BLUP of n sire effects, A is the relationship matrix, and o~ = t~ E / O~s is the ratio of the residual to sire variance. For simplicity, assume that A is an identity matrix. We lose no generality with this assumption because the model can be reformulated by, definin~ random effects as u* = Lu where L L = A -~ and Vat (u*) = O2A I (10, 15) . In this reformulation, ZL -l is substituted for Z. Three methods of implementing this transformation were presented by Smith (14) . 1Times n -1, where n is length of u. 2°x = Additions and subtractions, x = Multiplicmfiens, / = divisions, and log = logarithms.
To use the EM algorithm to estimate and ~s , methods are needed to evaluate loglZ'MZ + 0/I, tr(Z'MZ + o/) -1, ~',%, and ,vZ'My. The log determinant given is not used directly in the EM algorithm. However, it is used to calculate the log likelihood, which should be monitored in order to determine convergence (7). It is hoped that the maximizing steps lead to a global maximum.
TRSDIAGONAU7.ATION
Tridiagonalization as described by Smith and Graser (15) is implemented by finding, implicitly, an orthogonal matrix P such that P'Z'MZP = T is tridiagonal. Mamx P is a product of n -2 Householder transformations (13, 16) where n is the dimension of T. Tridiagonalization requires 2n3/3 operations. This task is a little larger than the n'3"/2 operations needed to invert a symmeuic matrix. Once tridiagonalization is completed, each step of the EM algorithm requires 9n additions, 6n multiplications, 3n divisions, and n logarithms -call this amount t(n). The units of measure of t(n) are assumed to be in "operations", the time required for one addition and one multiplication. An itemized list of computing costs that make up t(n) is presented in Table 1 . Note that only 2n additions, n multiplications, and n divisions of t(n) are attributable to calculation of tr(Z'MZ + or) -1 = tr(T + al) -1. Hence, computing this trace by the approach of Smith and Graser (15) is not demanding as intuition might suggest.
This strategy is very efficient because the computing time per round of the EM algorithm is negligible compared with the major work. Computing requirements increase substantially if P is formed explicitly rather than implicitly, as proposed by Smith and Graser (15) . In explicit evaluation, every element of P is actually calculated. Matrix P is evaluated implicitly by storing those elements that can be used to find P without physically forming P; because P is a i product of Householder matrices ~ (I + Tiuiui), we only store 7i,ui, i = 1,2 .... n -2. For explicit evaluation, Press et al. [ (13) , page 354] show a doubling of the required computing time; the time needed to multiply the implicit P by the identity matrix is 2n3/3, and the in-core storage requirements double. Because P is not symmea'ic, it cannot be stored by overwriting a half-stored array used to hold Z'MZ. Even if explicit P could be computed with no cost, there would be no advantage in using such a P in matrix multiplication. Evaluating Pv or P'v for some vector v is just as efficient for implicit P as it is for explicit P. Unless P is actually wanted it should not be evaluated explicitly.
DIAGONALIZATION
Lin (8) has proposed diagonalization as an efficient alternative to the tridiagonalization procedure of Smith and Graser (15) . To diagonalize the matrix Z'MZ using a nearly optimum strategy (13), we first evaluate the T and the implicit P given. Next, an orthogonal mau'ix P1 is found (in concept only) such that sMrm AND LtS TABLE 2. Ol~ration counts I for implementing EM algorithm after diagonalization.
Operations 2
Step Pl TP1 = D is diagonal. That is, T is reduced to D by pie-and postmultiplying by a series of matrices. The product of these is Pb but we do not need P1 if all we are interested in is D and PI P'Z'My. The reduction can be done by the QL or QR algorithms, which are iterative procedures requiting on the average 30n 2 operations [ (13), p. 362]. Once the major work is completed, each step of the EM algorithm uses 5n additions, 2n multiplications, 2n divisions, and n logarithms. This amount can be called d(n). An itemized description of d(n) is displayed in Table 2 . The per round computing time is negligible, about half the time used when following Smith and Graser (15) . The issue of implicit or explicit formation is very important for diagonalization as with tridiagonalization. The diagonalization method is, in concept, a problem involving eigenvalues D and eigenvectors E. To evaluate E = PP1 explicitly using a nearly optimum strategy, P is evaluated explicitly at an additional expense of 2n3/3 operations. Further, there can be as many as 3n 3 extra operations used to transform explicit P into explicit E [ (13), p. 362]. Not only are costs for explicit formation larger for diagonalization compared with tridiagonalization, explicit formation is likely for two reasons. First, it is very natural to evaluate E and D physically by using standard computer packages, in fact, it is almost automatic. Second, we know of no reference analogous to Smith and Graser (15) where implicit evaluation of E is proposed in the REML literatare. Forming eigenvectors inJournal of Dairy Science Vo|. 72, No. 12, 1989 curs substantial additional cost and should be avoided unless these vectors are actually wanted.
One method to avoid eigenvector calculation is to use computer routines where P is calculated implicitly from tridiagonalization and a list is used to store elements needed for P1 from the QL algorithm. The elements saved in the list are variables labeled c and s in the code given on page 363 of Press et al. (13) . Because there are 4n operations per c and s involved with wansforming P to E, the length of the double list will average 3n3/4n = .75n 2. Unfortunately, this list is probably too long to be used competitively given the alternative approach of Smith and Graser (15) . Because c and s represent transcendental functions cos(0) and sin(0), the list can be shortened by storing only 0. However, the list will still be 50% of its original size and additional calculations will be needed to interpret implicit P1.
A second method is not to save P1 explicitly or implicitly but to modify lVZ'My simultaneously when diagonalizing T; i.e., apply c and s directly to P'Z'My. There are about 3n 2 operations involved in transforming P'Z'My to PI'P'Z'M y by this approach. This short cut is not completely satisfactory as future transformations with PI, like the inverse transformation to bring transformed sire BLUP back to the original scale, are lost. Inverse transformations are impossible, not only because of chronology, but also because terms representing c and s are computed in the wrong order; to effect the inverse transformation, implicit P1 must be TABLE 3. Number of rotmds aeedeM for the EM algorithm before the overhead of diagonalization is offset by faster per round computing. Number of sires  1  2  5  10  20   50  330  180  90  60  45  100  660  360  180  120  90  200  1320  720  360  240  180  400  2640  1440  720  480  360  g00  5280  2880  1440  960  720  900  5940  3240  1620  1080  810 available in reverse order, we cannot simply diagonalize T a second time. Despite shortcomings, our second solution is the only proposed way to implement diagonalization competitively. As there are various algorithms for evaluating D and E, there may be new approaches that are just as competitive or better. There might be some difficulty in finding preexisting programs that meet the specific requirements for these suggestions.
Number of traits

DISCUSSION
After absorption, the time needed to implement the EM algorithm via tridiagonalization is roughly proportional to 2n3/3 + q(n) + k{t(n)} where term in brackets signifies the withiniteration time, k is the number of EM iterations needed, and q(n) is a quadratic in n that reflects the time needed to transform Z'My using implicit P. If diagonalization is used efficiently the time requirements are 2n3/3 + q(n) + 33n 2 + k{d(n)} where 33n 2 is the time required to dia~onalize T (30n 2) and transform P'Z'My (3n z) using implicit P1. Unless k is greater than 6.6n, tridiagonalization is slightly faster than diagonalization for univariate analyses (taking t(n) -d(n) as 5n operations). Some break-even points defined as k = 6.6n are listed in the first column of Table 3 . The 33n 2 operations representing overhead for diagonalization, is generally larger than the subsequent reduction in operations for k iterations when n is moderate. Moreover, if the size of k is a practical concern, it can be reduced by modifying the EM algorithm (7, 11, 20, 21) . Alternative algorithms, like the derivative-free approach of Graser et al. (3) or Fisher's method of scoring, can also be described from a tridiagonal perspective. For Fisher's method of scoring, an efficient technique for calculating tr(T + txI) -2 is needed and we present a useful approach in Appendix 1.
For multivariate applications, like those described by Taylor et al. (17) , the comparison changes, and perhaps in favor of diagonalization, because the computing time per iteration becomes larger. For r traits the time for tridiagonalization is: 2n3/3 + q(n)r + k{tl(n)r + f(n)r(r + 1)/2 + p(r,n)} where tl(n) is the equivalent time in operations for 7n additions, 4n multiplications, 3n divisions, and n logarithms; f(n) is the time for 2n operations, i.e., 2n additions and 2n multiplications; finally, p(r,n) is a polynomial that is cubic in r and linear in n, and it reflects the time needed to apply Thompson's (18) canonical transformation. Note that f(n)r(r + 1)[2 represents the time to calculate cross products involving solutions and right-hand sides. For comparison we assume p(r,n) = 7r 3 + nr 2, which is in agreement with the implementation described by Jensen and Mao (6) . The time for diagonalization is:
2n3/3 + 30n 2 + 3n2r + q(n)r + k{dl(n)r + f(n)r(r + 1)/2 + p(r,n)} where dl(n) is the time required for 3n additions, 2n divisions, and n logarithms. For moderate r the advantage of diagonalization is diluted, even on a per round comparison, because of the dominating effects of f(n)r(r + 1)(2 and p(r,n): these polynomials occur in both within iteration components. The relative per round lFor one trait, without the canonical transformation, the ratio is 2 for all sire numbers. computing time of tridiagonalization over diagonalization for various n and r are listed in Table 4 . Inspection shows that any advantage that diagonalization might have is slight. Some break even points for the extra overhead of diagonalization are displayed in Table 3 .
We hope that it is obvious that tridiagonalization and diagonalization, when done efficiently, have about the same computing needs. In fact, each method shares the same major work load, tridiagonalizafion, and other differences are negligible. The practitioner can use either method with about equal advantage. There is probably some advantage in using tridiagonalization as it is easy to find routines where P is evaluated implicitly and, indeed, one has been provided (15 elements or pivots encountered in Gaussian elimination (15) . We have the simple recursions: (15) . Equation [19] of (15) gives tx(T + OI)-I as Y-,row m, which is recognized as the first derivative of loglT + oil. Recursions for second derivatives are: 2 tr(T + (xl) -2 = Xm Wm-Vm which is the negative second derivative of 2 loglT + t~ll. The terms tm~_l /dm_ 1 , w m , and dm are by-products of earlier calculations, 2 and 2win_ 1 is calculated as x + x where x = Wm_lWm_ I. Therefore, the trace calculation requires only an extra 4n additions, 2n multiplications, and n divisions.
