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Abstract
Architects must deal with increasing amount of design constraints, which is the
consequence of increasing demands on building’s performance in terms of
sustainability and construction cost. On the other hand, complex geometries has
become common part in architectural projects. Therefore, it is nowadays more
true than before that the building’s qualities depend on architect’s ability to find
the optimal solution for all, often contradicting constraints. This is a task for
which due to the complexity necessitates the use of sophisticated solving
algorithms integrated into the design workflow.
The research proposes an integration of optimization apparatus called “
Cognitive Control System” (CCS) into a parametric design framework.
Cognition or “ knowing ” is here defined in terms of the ability to respond to the
performative criteria of a building by finding optimum solution.
The CCS contains a set of global and local solvers. Its part is also an interface,
the Interactive Graph Control (IGC) by which the user can steer and control the
optimization process in a transparent fashion. This interactive platform presents
the user not only the best optimal solution, but also the whole range of other
possible solution, even if less optimal.
The research examines several types of nonlinear solving algorithms, such as
genetic algorithms, neural networks, and numerical mathematical solvers. The
research reveals their pros and cons and demonstrates how these different types
of algorithms can be integrated into parametric system to enhance the design
process. The thesis presents how to set up an objective function for multiple
objectives and how the function affects the optimization process.
The functionality and usability of the solvers is demonstrated on several case
studies. The case studies are performed on different scale projects with different
solving complexity. The cases cover range of different geometrical and design
topics, such as generating free-form roof structure with certain local height
constraints, optimizing family house towards low energy consumption, daylight
and cost or exploring the design options for museum building.
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Abstrakt
Achitekti se musí vypořádávat při navrhování s mnoha omezeními, které
narůstají jako důsledek zvyšujících se nároků na kvalitu a provoz budov z
hlediska udržitelnosti. Na druhé straně technologický pokrok v oblasti softwaru
usnadňuje návrh složitých geometrií. Proto v současné době platí více než
předtím, že kvalita budovy závisí na schopnostech architekta nalézt optimální
řešení pro všechny často protikladná omezení. Toto je úkol, který s ohledem na
složitost vyžaduje použití sofistikovaných optimalizačních algoritmů
integrovaných do pracovního postupu.
Tento výzkum navrhuje integraci optimalizačního modulu nazvaného
"Kognitivní Kontrolní Systém" (CCS) do parametrického systému. Kognitivnost
je zde formulována jako schopnost systému reagovat na performativní kritéria
budovy tím, že najde její optimální řešení.
CCS obsahuje sadu globálních a lokálních matematických řešitelů. Jeho
součástí je také grafické rozhraní, "Interaktivní Grafová Kontrola" (IGC), pomocí
které může uživatel optimalizační proces řídit a přehledně jím navigovat. Tato
interaktivní platforma prezentuje uživateli nejen nejlepší optimální řešení, ale
zároveň škálu dalších možných řešeních, i když méně optimálních.
Práce zkoumá několik typů nelineárních algoritmů, jako jsou genetické
algoritmy, neuronové sítě, a numerické matematické řešitelé. Výzkum poukazuje
na jejich výhody i nevýhody, a ukazuje, jak mohou být tyto algoritmy začleněni
do parametrického systému, aby zlepšily proces navrhování. Práce demonstruje,
jak nastavit objektivní funkce pro více cílů a jak tato funkce ovlivňuje průběh a
kvalitu optimalizačního procesu.
Funkčnost a použitelnost numerických řešitelů je demonstrována na několika
příkladech. Příklady jsou organizovány podle jejich složitosti řešení. Začínající
jednoduchou studií, každá další studie je složitější s více omezeními a cíli. Příklady
pokrývají řadu různých geometrických a konstrukčních témat, jako je generování
geometricky složité střešní konstrukce, optimalizace rodinného domu směrem k
nízké spotřebě energie, denního osvětlení a nákladů nebo návrh budovy muzea.
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1
Characteristics of the dissertation
1.1 Researched problems and goals
Subject of study is the process of mathematical optimization, solvers and
conditions of their implementation. There are already existing algorithms
implemented into 3D CAD environment, however, the current commercial CAD
systems are not suitable for this optimization process. This thesis focuses on
implementing optimization algorithms into design process in order to help the
architect find optimum solutions to challenging design constraints. Although the
subject are primarily optimization and evaluation techniques, the research is also
conducted in a novel CAD environment.
One of the goals is to test if computational solvers in combination with the
optimization approach have the capability to solve design oriented tasks and if
they can be integrated as part of the design process. The research is evaluated
and validated through several test studies with different level of difficulty to solve
the given problems.
Another goal of the research is to introduce a new module integrated into the
CAD system. The goal of this new module is not only to optimize geometry, but
also to provide an interface for controlling and evaluating the found solutions.
1.2 History of work, gradually achieved results
The first stage of the research is focused on study of different solving algorithms
and CAD process. During this stage the subject of the research also shifted; the
initial intention was to research algorithms that can be electronically integrated
to physically control a building’s operation. However, understanding more the
optimization and design techniques had lead into continuing the research primary
in terms of optimization process during the design process as part of the CAD
system.
It was decided that the research will focus primarily on generic nonlinear
optimization solvers and that the optimization system will be programmed and
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evaluated through different case studies. The research topic is relatively new in
the building industry, therefore, it was necessary to conduct the research in
another fields, such as computer science and informatics. There are also several
scientific journals that deals with artificial intelligence and solvers, such as
Computing and Informatics. However, the found articles mostly described the
syntax of the algorithms, but not their application in building industry. Some
related research was found in conference proceedings, such as the Design
Computing and Cognition, eCAADe and ACADIA, where the presented
research on computational optimization exclusively focused on using only
genetic algorithms.
The research related papers were presented on international conferences
focus on digital design tools (CAAD). The work was published in peer-review
proceedings of conferences CESB (2009), eCAADe (2011,2012,2013,2015),
ACADIA (2011), CAADRIA (2013,2014,2015), S.ARCH. (2015).
I attended and taught also several workshops in order to obtain research
subject related knowledge as well as to test some concepts. For this is worth to
mention the Smart Geometry workshops and conferences (2010,2011,2014).
1.3 Structure of the thesis
The whole research has been organized in this doctoral thesis in several parts
describing the theory, development of supporting digital tools and case studies:
1. Chapter 1
introduces the research topic. The history of the research work is outlined
as well as the structure of the thesis.
2. Chapter 2
provides a general overview and the state of the art about the new
technologies in architectural design. The research problem and hypothesis
are stated, and methods of how to solve the problem are described.
3. Chapter 3
introduces the process of optimization. It describes optimization related to
architectural design on several examples. Basic terminology of optimization
are specified together with issue of multi-objective optimization.
4. Chapter 4
analyses the current computational design approach to optimization.
Thereafter are introduced different optimization algorithms and
computational tools. The chapter more thoroughly describes
computational techniques of few selected methods, that are suitable to be
used for the for the complexity of architectural design.
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Figure 1.1: Diagram of the thesis structure
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5. Chapter 5
proposes improved parametric CAD framework for building design and
optimization, the Augmented Parametrics. The chapter describes the main
parts of the system.
6. Chapter 6
describes Cognitive Control System as the core for the optimization
process. Beside set of solvers connected to the parametric modelling
system the chapter introduces interactive graphical interfaces for
representation of the solution space and lucid navigation through possible
solutions.
7. Chapter 7
demonstrates capabilities of proposed optimization method in different case
scenarios. First case study evaluates optimization system on simple example
in order to evaluate different search methods of the solvers. The second
study evaluates two objectives statical optimization of a shell structure. The
third case study demonstrates optimization of a family house. The fourth
example describes multi-criteria optimization of a aeronautic museum.
8. Chapter 8
is the final concluding chapter of the thesis.
1.4 Programming environment
For the fundamental CAD software platform was used Rhinoceros 3D, a three-
dimensional graphic modeller developed by McNeel. The Rhinoceros’s parametric
plug-in Grasshopper was used for creating test examples and case studies. The
custom tools for Rhino/Grasshopper were programmed in programming language
C# in Microsoft Visual Studio. Open source Java based visual programming
software Processing was used as programming tool for quick initial proof-concept
studies.
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2
Introduction to problem and terminology
2.1 Direction of design
In the last decade architects have become increasingly interested in flexibility of
their design. This interest is the consequence of progression in computer
graphics, especially in the rapidly evolving capabilities of computer aided design
(CAD) software. Nowadays, the non-standard organic forms have become
ordinary and desired part of contemporary architecture. This has been possible
with the accessibility of sophisticated digital tools, such as NURBs based 3D
modelling software and Computer Numerically Controlled (CNC) machinery.
The development of new technologies and the design strategies that the
architects have fostered have allowed two prevalent notions of design practice to
be challenged:
First, architectural documentation no longer needs to be understood as the
sole designer’s tool for a possible built outcome to be realized. Architects more
so than ever have the opportunity to simulate their virtual intentions and test
them prior to actualization. Simulation packages allow for virtual testing, such
as finite element analysis (FEA) and CNC allow for the scaled physical output of
designer’s ideas. These possibilities bring architects in close relationship to the
materiality and better links the virtual design with the actual physical outcome.
Second, these opportunities bring the architect in far closer collaboration
with the consultants and trades that, previously, solely had the responsibility of
integrating building systems, such as structure, the air conditioning, etc. into
the final design. The result many times was a compromised, or value engineered,
built condition.
On the other hand, the world today faces severe issues, such as global warming
and quickly decreasing natural resources. The society tries to respond to this
problem. This "green awakening" has brought for form finding a significant amount
of constraints. Architects must optimize; for static and dynamic loads, energy
consumption, cost and so on.
The green-awakening and the economic climate demands products with
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economy driven performance. It is an opportunity to rethink the relationship of
cost, materials, context and energy expenditure in architecture with the help of
progressive manufacturing and computational techniques. As above stated,
architectural designers are again enjoying an opportunity to integrate their work
more closely with that of the construction industry. Through the integration of
digital tools currently being used in many schools and offices, Building
Information Modelling and CNC hardware such as milling machines, laser
cutters, and 3D printing machines, architects and designers can exert a far
greater degree of control to address these sustainability issues.
2.2 Associative design
Undeniably, architecture has replaced the drafting boards with CAD tools. In
order to define and represent geometry, these tools typically use polygonal meshes,
solids or NURBS surfaces. The architectural design has always been a parametric
process [ Aish and Woodbury (2005)], because every design is defined by some
sort of parameters.
However, what is today called parametric software is the type of software
that has embedded parametric geometric solvers (e.g. Solidworks, CATIA,
Revit) or the geometry is defined by associative visual scripts (e.g. Grasshopper,
Generative Components). These type of software enable geometry changes when
the parameters change.
The flexibility of parametric model enable the designer to make changes, and
changes in design are inevitable during architectural process. This is especially
important during the early stages of design where changes can have the biggest
impact but cost less then if they are performed in later stages [Figure 2.1].
For parametric software is crucial prerationalization process [ Gerber (2007)]
of the model’s parameters and the hierarchy of dependencies between functions,
so the model is able to respond to later changes.
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2.3 Building Information Modelling (BIM)
BIM creates a virtual model of a building with additional information to the
geometry. This integrates all building components and the 3d model is used and
worked on by the whole design team - architects, engineers and specialist
consultants. It might also be handed over to the client and users of the building,
serving as a database for facility management and maintenance . This model
does not only contain geometrical information, but also properties and relations
of building objects and components, such as geometrical properties (area,
volume), physical properties ( U-Value, weight), cost information and planning
relations (neighbours, room functions). This drastically changes the traditional
planning workflow and improves communication of the design team. Planning
mistakes could be found early in the process, changes incorporated easier and
faster, calculations of areas and costs become more precise.
In these BIM systems (e.g. Revit), the calculation of energy demand and
carbon footprint, or wind and gravity simulation can be performed at any time,
so the designers are well informed about the impacts of their conceptual design’s
energy performance.
But although multiple options can be compared, the programs do not have a
capacity to enhance the design automatically. Neither automatic optimization is
performed, nor any formal recommendation provided. This means that design
criteria like energy demand or carbon footprint can never play the role of an
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independent variable. In the programs currently on the market, they are always
the result of the analysis process and they do not feed back into the design
process. Designers are therefore only able to modify their design based on their
knowledge and repeat those steps until the design criteria are met. Especially
for geometrically complicated buildings where intuitive and empirical knowledge
might become insufficient, this is a very tedious procedure. There is also a risk
that better solutions will be overseen. Furthermore, there are other very
important design criteria (families of parameters) that are not always covered by
those programs. Among those criteria are for instance statics, costs, means of
fabrication or building physics. Some of these criteria play a significant role in
the design process and if the building should be fully optimized, relationships
between all families of parameters have to be established before a parametric
model can be produced.
Figure 2.2: The role of BIM in the building life cycle(http://buildipedia.com/)
2.4 Building optimization
The increasing demand on building performance, material and labour efficiency,
logically increases the importance of optimization methods in design. In
addition, ever since the implementation of the directive 2010/31/EU, which was
adopted in order to strengthen the energy performance requirements on
buildings, performance criteria have become a big topic in architecture.
Decisions made in the first stages of the design process (positioning,
orientation and shape of the building, layout and distribution of windows on
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façades, consideration of solar potential and shading options) have a significant
impact on the overall energy performance and costs of a building. And if the
basics are non-optimal, more sophisticated technological solutions need to be
deployed in order to meet requirements on the building performance, making
such designs more expensive, complex and thus requiring more costly
maintenance during operation. Since energy performance criteria are not the
only criteria on buildings and other criteria are often contradictory, the design
decision support system must support not only single-objective, but also a
multi-objective approach [ Kaftan M. (2014)].
As a consequence, the CAD industry is driven by task of convergence of BIM
and simulation programs. However, the reviews [ Attia et al. (2013), Evins
(2013)] indicate that the simulation driven optimization methods are nowadays
used only for a fine tuning of building design. Branko Kolarevic in 2003 stated
that “ there is a currently an abundance of digital tools that can help designers
assess certain performative aspects of their projects post-facto, i.e. after an initial
design is developed, but none of them provide dynamic generative capabilities that
could open up new territories for conceptual exploration in architectural design ”
[ Kolarevic (2003b)]. This claim is still valid nowadays.
2.5 Design to production
One of the main problems that is facing the building industry is the discrepancy
from digital design and the actual construction on site. This is especially true
for complex geometry that is not composed out of planar elements. Even though
the traditional building material is planar (glass, panels, etc.) or cubic (bricks,
beams, etc.), the advanced software development has enabled easy design of double
curved surfaces. That had trigged wider implementation of complex geometry in
architecture, but unsolved the problem, how to build it affordably. Therefore,
materiality has become one of the major topic in contemporary architecture. So
while the digital design boom in the nineties and at the beginning of the new
Millennium has seen a focus on the design of purely geometric forms for which an
adequate materialization then had to be found, architects now strive to develop
the form out of the possibilities of the material again [ Oxman (2010)].
Branko Kolarevic states that a digital convergence of representation and
production processes represents an opportunity for a profound transformation of
the profession and, by extension, the entire building industry [ Kolarevic
(2003a), pp.10]. This convergence has already happened in other industries, such
as automotive, marine and aerospace, where the close integration between design
and production have innovated and transformed the industry. The driving force
of this transformation was the ability to convert virtual geometry into physical
materials. Central to this process is a three dimensional informational model.
In addition, the emerging flexible BIM modelling promises mass
customization and the use of computerized manufacturing techniques, which
result in higher quality building at a lower cost. As Kieran and Timberlake put
it: Quality and scope can increase out of all proportion to cost and time, where
art transcends resources [ Kieran and Timberlake (2004)]. So far, though, the
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vision of an individualized nonstandard architecture at no extra cost has proved
to be very difficult to achieve [ Vrachliotis (2009)].
2.6 Summary of the problem
To find an optimal solution to complex problems in which many often
contradicting parameters play a role, the use of sophisticated algorithms is a
necessity. With the combination of solving algorithms, parametric modelling and
performance analysis tools a large amount of design variations can be
investigated. In the design process this exploration has the biggest impact
during the early design stage. However, even though optimization algorithms
have been developed, they have not been fully integrated in commercial CAD
software and synced with performance analysis tools. In addition, most of the
design problems are multi-criterial, which means that multiple optimal solutions
are possible. The objectives are often conflicting each other, which means that
some of the requirements can be only partially fulfilled, and the optimization
method must be able to deal with it. The problem in the initial design is to
define clearly the constraints and objectives and describe it correctly to the
solver. In addition, a solver needs to run through number of computational
iterations before it finds the optimal solutions. Each loop then needs certain
amount of time depending on the amount Therefore, this creates problem of
using the most suitable algorithms and afterwards dealing with large amount of
data, sorting and navigating through it in a transparent and intuitive fashion.
This means that the architect needs to be able to use the information from
evaluating the design, after all, the eventual purpose of design is to find
solutions that satisfy the criteria as best as possible.
2.7 Hypothesis
The research will focus on answering these questions?
1. How can design solutions be found that satisfy objective criteria, especially
when they are conflicting, so multiple, equally good solutions are possible?
2. Can intelligent optimization system improve design to production process?
3. How can be optimization process integrated into CAD software, so that it is
also suitable for the early design stages?
2.8 Methodology
The objective questions of the research are challenging to answer with
conventional computational methods. Systems based on these methods were
applied for automation in other fields, such as economics. This includes methods
of artificial intelligence. Number of these computational algorithms are
published in research papers [ Shea K. (2006)][ Caldas L.G. (2003)] and proven
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to be successful in handling the complexity issues in a design process. The main
computational methods researched will be genetic algorithms, neural networks
and mathematical numeric solvers. The research will conduct on two parallel
levels:
2.8.1 Multiple research instruments
Research will be done in available literature and formulation of own thought and
presumptions. The theoretical thoughts should not only come from similar
research work in the architectural fields, but also from other science fields, such
as mathematics, cybernetics or economics. The research instruments include the
necessity of programming own computational tools in order to answer the
hypothesis.
2.8.2 Multiple case studies
Case studies will be conducted along the research that will steer the further
direction of the research. This studies will together with similar research found
in literature or industry help to triangulate the observations.
2.9 Contribution to Knowledge
The works aim to contribute to the field of computational design. The knowledge
will be shared by presenting the research results at conferences and workshops.
The developed software tools will be made available to the general public.
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3
Optimization Theory
3.1 Introduction to optimization
Architectural design process is typically non-linear and non-quantifiable task of
creating spaces and forms [ Marilyne Andersen (2008)]. It is an iterative process
of trial and error where must be addressed multiple objectives, such as
aesthetics, building performance, structure, cost, comfort, etc. But the more
energy-efficient is the building, the more expensive tends to be its construction.
One might thus want to find a compromise between energy efficiency and
construction costs. Another well-known trade-off in this context is the
exploration of natural daylighting versus thermal insulation. The bigger the
windows, the more daylight will possibly come in; but windows are usually much
less efficient in terms of thermal insulation than walls. Then, some savings in
the use of electricity for lighting might be compensated by a higher need of
active HVAC systems, which are usually the most energy-demanding equipment
in a building.
This multiple design constraints construct a design space of possible
solutions that the architect must find [figure 3.1]. However, the exploration of
vast design space is limited without the use of computers and mathematical
optimizing algorithms [ Woodbury Robert F. (2006)]. Therefore, the final
building is most often not optimal to all criteria, but only satisfactory equal to
the designer’s level of ambition.
Mathematical optimization, also called mathematical programming (MP) is
in generally a mathematical process with goal of minimizing or maximizing some
quantity (equation 3.1).
minf x,p
subject to g(x,p) ¤ 0
h(x,pq  0
xi,LB ¤ xi ¤ xi,UB pi  1, ..., nq
(3.1)
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Figure 3.1: Workflow of optimization during design process
g and h are real-valued functions
The solver works with design variables. A design variable is a range of values
for the given variable. During the optimization process the solver computes
number of configurations to find out the most feasible configuration which gives
the best objective function.
If x1; x2; :::;xn is considered to be the design variables, f x is considered to
be the objective function, then the optimization problem can be defined as
minimize f x ; subject to x Ω
The sub-field of Mathematical optimization that deals with problems that
are not linear is nonlinear programming (NLP). It is the process of solving a
nonlinear optimization problem that is defined by system of input (design)
variables, constraints and boundary conditions, equalities and inequalities, and a
nonlinear objective function to be maximized or minimized.
Nonlinear programming problems are in general more difficult to solve than
linear programming problems, and often the solution found is only a local
optimum. The solution methods for nonlinear programming models vary, which
can result in different nonlinear solvers giving different local optima for the same
problem.
In this chapter are presented parts and definitions of the optimization process.
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3.2 Function of solution space
A parametric relation between parts of geometry can be often described by
mathematical function. Functions are fundamental of any optimization.
3.2.1 Parametric function example
We have two points A and B. For the simplicity they lay in 2D coordinate system.
A B
If they are collinear on the y axis, the x value for all the points on the line
between A and B can be described by expression:
p1  xq  A  x B
A B
A certain point C can be described by expression:
Cpxq  p1  xq  A  x B
A BC(x)
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This is already a mathematical function describing formally a parametric
model. There are two constant inputs A and B, and a single variable input x.
As an output is the two dimensional coordinate of C x .
A function can contain any type and number of inputs and outputs; it can be
cloud of points, surfaces, faces, integer or double values, and so on. If the output
can be defined as a single value, the output can be used as a quality measure of
the inputs.
This is optimization: To maximize or minimize the quality measure by finding
the best combination of inputs.
For optimization are important derivatives of functions. However, the
derivatives are not always available in the context of parametric modelling, so
there must be used other strategies.
As an example, the task is to find on the line between A and B the closest
point C to the point D. First step is to arbitrarily place the point C on the line.
A BC(x)
d(x)
D
As the point C moves on the line, the distance d x decreases until it reaches
the closest point.
A BC
D
Then the distance grows again. The changing distance can be visualise on a
graph as a relation between the variable input x and the output value d x .
d(x)
xB(x)
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The lowest point of the curve defines the closest distance between points C
and D.
d(x)
xB(x)
The slope of a tangent line to the graph curve is defined by the function’s
derivative.
d(x)
xB(x)
Therefore, find the best function’s solution equals finding a point on the graph
where the tangent line is horizontal, because in that case it has not slope and the
function’s derivative is 0.
d(x)
xB(x)
As a conclusion, when a parametric model has single variable input and single
evaluated output, the derivative must equal zero in an optimal point.
If the parametric model has multiple variable inputs and only single evaluated
output, the function can be described in multidimensional space. For example
if the variable inputs are x and y then the function f x, y 9 x2 y2 can
be described with a 3D surface [Figure 3.2]. The optimal solution lays on the
16
Figure 3.2: 3d surface from function fpx, yq  9x2y2 with horizontal tangent
plane (gradient = 0)
horizontal tangent plane to the surfaces, where the gradient value is zero. The
solvers that calculate gradients are called gradient-based solvers.
The generalization of derivatives to functions with multiple variable inputs is
called the gradient. For optimal solution gradient equals zero.
Almost all local mathematical optimization algorithms compute the gradient
in order to find best combination of input variables.
3.3 Parametric system
In parametric systems the nonlinear equations are for most of the time very
difficult to define. Therefore, the derivatives are not available and need to be
estimated numerically. In parametric system is typically the optimization
problem defined by formulating parametric relations of the geometry with set of
geometric constraints and parameters that have sufficient flexibility to respond
to a set of objective requirements.
3.3.1 Example - Find Catenary curve by height
Catenary curve has been used as the underlining geometry in various buildings
and engineering structures [Figure 3.3].
The catenary curve can be expressed by following equation [ Lockwood (1976)]:
y  a coshpx{aq (3.2)
The y is the y Cartesian coordinate, x is the x Cartesian coordinate, cosh is
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Figure 3.3: the load bearing arches of Gaudi’s Sagrada Familia are based
on catenary geometry. (Source: https://upload.wikimedia.org/wikipedia/
commons/8/8b/Basílica_i_Temple_Expiatori_de_la_Sagrada_Família_
interiors.jpg)
the hyperbolic cosine function, a is the scaling factor (can be ratio between cable’s
tension and its weight).
With this function can be calculated the length of the curve, but what if we
want the curve to be certain height. The catenary can be defined as parametric
model, where the length of the curve is the input variable for the solver (equation
3.3). The difference between the curve’s actual height a and the desired height b
is the objective value, that we want to minimize [Figure3.4].
f x abs a b (3.3)
Figure 3.4: Parametric definition of catenary curve with its length as the input
variable for the solver. a) initial, b) optimized for desired height
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3.4 Local and global optimum
AB
Figure 3.5: Graph of a function with multiple peaks
In order to find the local optimum, the optimal derivatives can be only found if
the search space is close enough to the optimal solution. This is most of the times
impossible for the non-linearity of the function, which have more then one feasible
regions. In addition each of these regions can contain more then one "peaks"
(maximum values)and "valleys" (minimum values).In the graph [Figure3.5] the
point B is too far from the optimal solution. It will find only the local optimal
solution in its vicinity the lowest point in the "valley" where it is. The algorithm
will not be able to find the best local optima among all the "valleys". Therefore,
a two part optimization process must be used:
1. Global optimal solution
2. Local optimal solution
A solver for the global decision is called a global optimization algorithm, while
the local task is best solved with a local optimization algorithm.
Technically, local optimization algorithms work totally different from global
optimization algorithms. A quality measures gradient points in the direction of
greatest descent/ascent and thus gives a good hint at where to proceed for an
extremity. However, the gradient calculation requires a function smoothness of
the quality measure.
3.4.1 Example 1 - Compute the highest elevation point
The goal is to compute the highest elevation point of the given surface. The input
parameters to the problem are the (u,v) parameters of the surface. Any (u,v)
parameter defines a point on the surface. This point’s elevation is given by its z
coordinate. As the aim is to find the highest elevation point, the objective is the
z coordinate of the current surface point. The objective value is to be maximized.
On the example surface is apparent that the surface exhibits several peaks
with different height. An optimization algorithm has to first decide, which of the
four peaks it will further explore for a final result. The global decision ("which
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Figure 3.6: a) A sphere is randomly positioned on the surface, b) The solver
positions the sphere correctly on the highest point of the surface
peak to choose") is very different from the local task ("compute highest point on
current mountain"). The global solver would want to find the highest peak and
then get approximately on its peak, while the local solver will climb on the first
peak to its highest point.
In this case, for the global optimization was used solver DIRECT, for the local
COBYLA (Constrained Optimization BY Linear Approximations).
3.4.2 Example 2 - Compute the shortest path between two points on a surface -
a geodesic curve
A geodesic curve describes the shortest path connecting two points in space.
Unconstrained path is a straight line, but it becomes a curve when constrained
to a 3D surface. The geodesic is mathematically defined by complicated
differential equations, but the curve’s approximate path can be found by other
ways.
The Grasshopper has an algorithm for finding geodesic curve by projecting and
smoothing polyline on the surface in an iterative process. The "default" geodesic
curve serves for comparison of precision.
A curve on surface is defined by four points; the start and end points and
two interpolation points. The interpolation points are defined parametrically by
u and v variables from 0 to 1. These are the input variables for the solver while
the length of the curve is objective value.
The solver was setup to run for 2000 iteration for global optimization and 2000
iterations for local optimization. The length of the initial curve measured 2.194883
units. The minimal (geodesic) curve found by the solver measured 1.814355 units.
The "default" length of the geodesic curve between the starting and ending point
was 1.818848 units. The deference in the path between the default geodesic curve
and the path found by the solver is 0.3%.
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Figure 3.7: a) Mathematical desciption of geodesic curves (Source:
https://upload.wikimedia.org/wikipedia/commons/c/cb/Geodesic_
problem_on_an_ellipsoid.svg) b) Korkeasaari Island Lookout Tower -
the laminated wooden grid shell structure follows the geodesic curvature for
minimum bending and twisting (Source: http://www.contemporist.com/
photos/korkeasaari_island_lookout_tower_02.jpg?1ff4a6)
Figure 3.8: a) initial Grasshopper definition, b) Grasshopper definition values
after optimization
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Figure 3.9: a) test 3D surface with isocurves, b) using solver to find geodesic
curve
3.5 Basic Terminology of Optimization
3.5.1 Objective Function
The objective function f is the scalar that the optimization process should either
minimize or maximize. The function must be computable for a range of designs
(iterations) in order to be able to perform numerical optimization. The choice of
objective function is crucial; the wrong function invalidates the optimization even
thought the computation of the objective is otherwise precise and efficient.
The objective function can be:
1. linear
2. quadratic
3. nonlinear
3.5.2 Design Variables
The design variables x are the parameters defining the parametric model, that
the solver is free to choose and manipulate with during optimization process.
Each variable can have upper and lower bound. Design variables must be an
independent variable, they must not depend on each other or other parameters.
The design variables can be:
1. quantitative
Can be expressed by either continuous or discrete number.
2. qualitative
The variable represents discrete choices.
3.5.3 Constraint Functions
Design optimizations are often restricted by constraints.
Constraints can be:
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1. equality
Constraints the function to be equal to a fixed quantity.
2. inequality
Constraints the function to be greater or equal to a certain quantity.
Constraints can be as well linear, quadratic or nonlinear.
3.5.4 Gradient-Based Optimization
Gradient-based solvers are efficient for finding local optimum for
high-dimensional, convex problems. Most of the algorithms use deterministic
methods.
Examples of gradient-based solvers:
1. Steepest Descent Method
2. Quasi-Newton Methods
3. Trust Region Method
4. Neural Networks
Gradient-based methods typically require smaller number of iterations to
converge to an optimum compared to gradient-free methods.
3.5.5 Gradient-Free Optimization
Gradient-free solvers are efficient for finding global optimum when the
optimization encounters problems such as:
1. large dimensionality
2. multiple local minima
3. multiple objectives
4. discrete and mixed discrete-continuous design variables
5. non-convex and/or disconnected solution space
Most of the gradient-free algorithms use heuristics or mechanisms found in
nature. Unlike gradient-based methods in a convex search space, they do not
guarantee to find the best global optimal solutions, but they rather find multiple
good solutions.
Examples of gradient-free solvers:
1. Genetic Algorithm
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2. Nelder-Mead Simplex
3. DIRECT (Divided Rectangles)
4. Simulated Annealing
5. Particle Swarm
3.5.6 Single and multi-objective
As has been already stated, the complexity of building design most often
requires optimization for multiple conflicting criteria. The process of optimizing
simultaneously more then one objective is called Multi-objective optimization
(MOO) (equation 3.1).
For multi-objective optimization problems it is not always possible to find one
optimal design solution that satisfies all design objectives. There are two common
approaches to multi-objective optimization problems:
1. Weighted Sum
2. Pareto Front
In weighted sum approach, a composite objective function is defined by
combining all of the individual objective functions (equation 3.4). The
composite objective function can be determined with various methods, such as
the use of weighting factors. Determining the composite objective function needs
knowledge of the relationships among individual objectives and their weighting
factors which is not always possible.
J 


J1
J2
J3
Ji
.
.
.
Jn
ﬁ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ



Energy consumptionrKWh{m2s
Daylight factor
Stress displacementrcms
Costres
.
.
.
Return of investmentr%s
ﬁ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬂ
(3.4)
Jweighted sum  w1J1   w2J2   w3J3   ...  wnJn (3.5)
Compare to the single-objective optimization where only one optimal solution
is found, the MOO results in several equally efficient solutions; this group of
solutions is called the Pareto optimal solutions or Pareto front [ Jong-hyun Ryu
(2009), I.Y. Kim (2005)]. Pareto Optimality supports decision making by finding
the equally optimal solutions such that it is not possible to improve a single
individual objective without causing at least one other individual objective to
become worse.
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Figure 3.10: Two-dimensional Pareto front
Single-objective function for multi-objective problem
In order to solve a problem with multiple objectives with a single-objective solver,
a single objective function must be defined. This is one of the most important
and difficult steps during optimization; some objectives will seek their minimum
while others their maximum value. For nonlinear optimization, it it difficult to
guarantee the best optimum solution found by the optimizer due to the inherent
difficulties of nonlinear problems compared to linear. Therefore, adequately robust
nonlinear programming methods must be used. In generally, a good approving
method for correctness of the solution is to repeat the optimization search several
times with using different sets of initial values. This should guarantee that the
solver will not always stop at the same peak of valley closest to the initial input
values.
Another limitation can be the necessity to provide well scaled model. The
parametric model is often defined by constraints which values differ by several
orders of magnitude. For example, for one constraint are used units in meters and
for the other millimetres. The model then can render to the solver as numerically
unstable and the algorithms have difficulty to find the optimum.
To sum this up, generally, there are two main common problems when setting
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up optimization:
1. All objectives are treated equally. Usually objective values are specified in
different units (e.g. kw{h, lumens{m2, meters, etc.) that can have as well
different value range (e.g. 0.0 1.0, 0.0 100000, etc.). This causes that in
optimization process the objectives with higher range will overrule objectives
with lower range.
Therefore, all ranges need to be converted into the same range, or for
example re-parametrise all the input variables to the same value range
(from -1 to 1).
2. The function is linear. This can be treated by assigning an incremental
penalty to the function. One of the simplest method to convert linear
function into nonlinear is to use in the function Square, Square Root or
the Logarithm.
Target function For building optimization, it is often desirable to optimize each
objective criteria to certain target value. For example, we want to design a
passive house, so we want to optimize the building’s energy consumption x to
min 15Kwh{m2. However, we also want to make sure, that we get the daylight
factor (DOF) y for living room and kitchen area at least 2. The DOF is
multiplied by 10 in order to closer equalize the value range. Our objective
function is then
fpxyq  Abspx 15q   Abspy  20q
Some test equations:
Absp25  15q   Absp10  20q  20
Absp20  15q   Absp5  20q  20
Absp35  15q   Absp20  20q  20
This reveals that even different combinations of objective values can equal to
the same quality. In this case, there is the possibility of, for example, energy
consumption being close to optimum while the DOF will be far off the optimum.
This problem occurs because the function is linear. The solution to this problem
is to convert the function into nonlinear, for example to parabolic function x2.
p25  15q2   p10  20q2  200
p20  15q2   p5  20q2  250
p35  15q2   p20  20q2  400
We can see that the last equation has the highest values, because even though
the DOF is on target, the energy consumption is very high. On the other hand,
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in the first equation both objectives are closest to the target values and thus
the value of the equation is the lowest. The apparent problem is if the different
objective criteria are not normalized. Then the objective with higher value range
will overpower the contradicting objective with lower range. This must be taken
into consideration when using single objective solvers for multi-criterial problem.
3.6 Summary
The chapter presented overview of basic principles of optimization; how a
solution space is defined with a mathematical function, what is global and local
optimum. For the following research is as important to understand the terms
objective function, design variables and constraint functions. How are these
defined inside the parametric model affect the success or failure of the
optimization process. The next chapter describes different types of solving
algorithms where will become apparent the importance of converting technique
from multi-objective problem to single-objective function.
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Solvers
Contemporary architects and engineers typically generate computer building
models that get modified by the design process until final drawings are produced
for construction. Designing a building is a one-time operation compared to other
industries, such as software development, where the final output can be
thoroughly tested and updated in the future. In building industry any
corrections of the design mistakes during or after construction are usually
expensive and can cause the project to go over budget. Since it is seldom
possible to build a full-scale prototype in order to test the building’s
performance, the architects most of the time rely on analysis from computer
simulations.
The advances in computer software have allowed architects the freedom to
design complex geometrical shapes limited only by their imagination. On the other
hand, this notion logically increased the necessity and complexity of optimization.
Unfortunately, the architects usually demand the building’s optimization from the
engineers in later design stages, rather than if they integrated structural and other
computational optimization process from the beginning, when it would be easier
to avoid many problems afterwards.
The use of computation to solve building performance problems in practice
typically falls into two categories: Problem specific computation and problem
generic computation.
4.1 Problem specific computation
Computation is in the architectural design most commonly used for solving a
singular specific problem. As such in it can be in the context of optimization
process also called a heuristic approach. In computer science, heuristic methods
are techniques for solving problems that require some expert knowledge embedded
in the algorithm. Their task is to typically optimize a single criteria.
In building designs these computational methods are most commonly employed
in several design tasks.
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4.1.1 Form finding
Form finding algorithms have embedded structural logic. They are used for
developing a geometric form computationally where the geometry faces
structural problems that cannot be solved analytically.
For example, one of the well known form finding problem in architecture is
the finding of a minimal surface within the set of boundary conditions. Such
forms were in the past found by using physical models, such as Antoni Gaudi’s
famous hanging chain models [ Collins (1963)] that inspired other architects to use
similar methods [ Chilton (2000), Otto et al. (1995)]. However, using computers
brings multiple practical advantages, for example the ease of manipulation with
boundary conditions or the nodes position.
In the example [Figure 4.1] for finding the form of the dome is used a Java
application written by the author of this thesis. The initial shape is subjected to
an inverse gravitational load and the equilibrium of forces within the geometry is
solved by using simulated dynamic relaxation. The algorithm is based on real time
iterative particle-spring system using Runge-Kutta integrator [ Wikipedia (2015)].
Similar system were described by Kilian and Ochsendorf [ A. Kilian (2005)].
Table 4.1: Design variables and boundary constraints for finding minimal surface.
Design variables 20 x 20 grid of point particles (XYZ coordinates)
connected with matrix (springs).
Objective variables Kinetic energy.
Boundary constraints Fixed XYZ positions of 4 particles corresponding to
support locations.
For example another sought for form finding algorithms deals with discretising
complex geometries for fabrication.
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Figure 4.1: Relaxation sequences
4.1.2 Building components
Algorithms that generate building components have embedded construction
logic and boundary conditions. They are typically needed in design cases where
large amount of the same components is used, but the local conditions for each
component fluctuates. The placement of multiple component instances in the
model can be also done manually, but it is a tedious work. The parametric
components allow for reconfiguration within limiting boundaries, that are
embedded in the algorithm. The algorithm’s task is then to correctly position
each component to its location in correct configuration and to alternatively
indicate if placement is not possible.
An example of optimal component placement is the point-fixed structural
glazing system for double-glazing façades. The supporting cable structure can
be tensioned against each other to form a double curved surface, an example is
the Seattle Tacoma International Airport [ Post (2005)]. One of the limits for
using this construction system for complex geometry are the boundary
conditions [Table 4.2] which limits the installation of the point-fixed connectors -
the spiders [Figure 4.2]. This conducted study demonstrated placement of large
amount of connectors on different double curved surfaces that have been
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discretized into quadrilateral flat panels [Figure 4.3]. The custom written script
places each connector in balanced position between the connecting glass panels.
If the connector cannot be placed, it is indicated on the model how and where it
exceeds its boundary conditions.
Table 4.2: Design variables and boundary constraints for point-fixed structural
glazing system.
Design variables 4 bolt positions of the glass (XYZ + normal vector).
Objective variables Angle of bolt rotations (degrees).
Boundary constraints Angle of the rotating bolt <= 10o.
Difference between lengths of bolts to the glass on one
spider <= 10 mm.
Distance between the bolt and the glass >= 30 mm.
Length of the arm spider = 124 mm.
FLEXIBLE PARAMETERS
Ad: DISTANCE OF ARM FROM SPIDER’S CENTRE TO THE JOINT’S CENTRE OF ROTATING  BOLT
Bd: DISTANCE OF ROTATING  BOLT FROM ITS  CENTRE OF ROTATION TO THE GLASS SURFACE
Cd: DISTANCE  BETWEEN THE GLASS AND THE BOLT CONNECTING THE SPIDER TO THE SUPPORTING STRUCTURE
ANGLE OF THE ROTATING BOLT 
Bd
C
d
SPIDER 
CENTER AXIS
SPIDER 
ARM AXIS
ROTATING BOLT 
AXIS
ROTATING BOLT 
CONE OF RANGE
B1
B2
B3
B4
Ad
α
ANGLES BETWEEN ARMS = 90 DEGREES 
Figure 4.2: The diagram of point-fixed connector (spider) with its boundary
conditions
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TYPE OF PANELIZATION:
NUMBER OF PANELS: 
MAXIMAL PANEL 
AREA (M2):
DIMENSIONS (MM):
MINIMAL PANEL
AREA (M2):
DIMENSIONS (MM):
ROTATING BOLTS
MAXIMUM α (DEGR.):
MINIMUM α (DEGR):
MAX. LENGTH DIFFERENCE (MM): 
MIN. DIST. JOINT TO GLASS(MM):
DISTANCE Cd [MM]:
SURFACE ANALYSIS 
GAUSSIAN CURVATURE
GEOMETRY OPTIMIZATION FOR PLANAR QUADRILATERAL PANELS  
28.73
0.74
18.70
58
48
QUADS
2305
4.14
1886x2545
6.04
546x1437
ADVANCED MINIMAL SURFACE
LOCATIONS OF CONNECTIONS WHERE ANGLE α OF ROTATING BOLTS EXCEEDS 10 DEGREES 
TYPE OF PANELIZATION:
NUMBER OF PANELS: 
MAXIMAL PANEL 
AREA (M2):
DIMENSIONS (MM):
MINIMAL PANEL
AREA (M2):
DIMENSIONS (MM):
ROTATING BOLTS
MAXIMUM α (DEGR.):
MINIMUM α (DEGR):
MAX. LENGTH DIFFERENCE (MM): 
MIN. DIST. JOINT TO GLASS(MM):
DISTANCE Cd [MM]:
SURFACE ANALYSIS 
GAUSSIAN CURVATURE
ADVANCED FREEFORM SURFACE 
QUADS
2688
4.50
1926x2721
0.28
465x607
17.85
0.07
12.12
44
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GEOMETRY OPTIMIZATION FOR PLANAR QUADRILATERAL PANELS  
LOCATIONS OF CONNECTIONS WHERE ANGLE α OF ROTATING BOLTS EXCEEDS 10 DEGREES 
Figure 4.3: Optimal placement of point-fixed connectors on double curved
surfaces with embedded error analysis.
Another examples would be façade design, the most commonly shading devices
that get placed in the location based on optimal sun shading conditions.
As is presented in the examples, heuristic methods are suitable to solve
architectural and engineering problems that can be clearly declared and the
method for solving the problem is well known. In practice heuristics dominate
the design process, for example, one algorithm is used for surface generation,
another one for re-meshing that surface into planar panels, and another for
replacing the panels with façade components, etc. Therefore, these methods are
suitable for the architect/engineer that wants to solve a well-defined problem by
using computation. Many well know offices (Foster and Partners, Zaha Hadid,
etc.) invest significant resources into creating in-house library of such algorithms
that help them to successfully design and build geometrically advanced
buildings.
4.2 Problem generic computation
Generic algorithms make no assumptions about the problem, and therefore require
searching through a very large space of candidate solutions. Because they do not
rely on a specific problem, they can be generalized and interchanged, based on
the suitability to particular problem. Because of their independence they can
be classified as metaheuristic solvers. They are more appropriate than heuristic
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methods when it is not clear which direction will make improvements, i.e. a poor
knowledge of the possible space of solutions [ Blum Christian (2003)].
Unlike heuristic methods that embed engineering performance within the
process itself, metaheuristics must by their nature conduct some sort of analysis
at each iteration to understand the current state of the proposed solution. The
quality of the found solution is then influenced by how good it is compared to a
measured performance.
Metaheuristics cannot guarantee that an optimal solution has been found
without assessing the entire solution space. However, these methods have
embedded search logic to find solutions, which task is to narrow the possible
number of designs to be evaluated while still ensuring a good solution is
achieved.
Some examples of generic solvers are:
1. Brute-Force Search
2. Hill Climbing
3. Evolutionary Algorithms (including Genetic algorithms)
4. Neural Networks
5. Simulated Annealing
6. Particle Swarm Optimization
7. Nonlinear programming algorithms
In the next part will be described three computational methods that were
investigated: genetic algorithms, numerical mathematical solvers and neural
networks.
4.2.1 Genetic Algorithms
Genetic algorithms (GAs) are the most known and used computational technique
in the engineering fields and in architecture as optimisation or form-generating
tool. They have been used to solve complex problems in many different fields,
such as weather forecasts, electronic circuit design, or air-trafficking. Genetic
Algorithms were developed by John Holland in the 1970s within his effort to
explain the adaptive processes of natural selection systems [ Holland (1975)].
One of the first examples of using GAs in engineering design were conducted
John Frazer [ Frazer (1995)]. In an application dealing with sailing yacht design,
the GA optimized the boat’s design according to number of criteria, such as
stability, buyonancy, as well as aesthetics. GAs were also used to optimize
geometry in terms of structural loads [ Rudenauer Kai (2007)] and real-estate,
thermal and daylighting [ Alfaris (2008)]. Genetic algorithms were further used
to optimize size and place of glazing on a building envelope [ Daniel
Tuhus-Dubrow (2010)] or building form for minimal energy consumption [ Luisa
Gama Caldas (2002)].
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The principles of the algorithms try to mimic the principles of of natural
evolution among species that have evolved through selection and reproduction of
the fittest. As Peter Bentley explains, “ evolutionary design has its roots in
computer science, design, and evolutionary biology. It is a branch of
evolutionary computation, it extends and combines CAD and analysis software,
and it borrows ideas from natural evolution ” [ Bentley (1999)]. Conceptually,
genetic algorithms use the mechanisms of inheritance, genetic crossover and
natural selection in evolving individuals which, over time, adapt to their
environment.” [ Gero (1996)] The set of rules is encoded in genes, which form
chromosomes. During each step number of offspring are generated. The
offspring with the best genotype are used for further breeding. Therefore,
through number of iterations the final design should improve.
GAs use two kinds of abstract spaces [ Bentley (1999)]:
1. Solution space
In this space the algorithm comprises all the found possible solutions of a
given problem. It is only a storage space, as the GA does not have the
ability to manipulate it.
2. Search space
This space contains the coded version (genotype) for all the found solutions
that the GA uses as guidance information for breeding and mutation.
Figure 4.4: a) Simplified flow chart of a Genetic Algorithm
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Advantages
The genetic algorithm has the advantageous usage in cases of nonlinear
optimizations where the global minimum is difficult to find. The complication of
such search space is difficult to be described and therefore to evaluate and
examine; genetic algorithms though, can surpass this complexity as being
capable of searching discontinuous and difficult fitness landscapes.
Genetic algorithm can be also supervised by the user.
Disadvantages
GAs are nondeterminstic; the algorithm uses random sampling. Even with same
values of the input variables the results can be different for each optimization run.
The genetic algorithm cannot test if the found solution is optimal. It only
compares the solution to currently found solutions. This means, that GA does
not know where to stop, so limiting thresholds must be introduced by the user,
such as time limit or maximum generations.
To to its randomization GAs need much more samples to converge to the
optimum, compared to some other algorithms, such as numerical mathematical
solvers. Therefore, they need significantly more computational time.
Operations of Genetic Algorithm
Fitness Function Genetic algorithms maintains several best solutions from one
optimization cycle to the other. Each individual has a probability to survive in
the next generation according to its fitness value.
Selection The algorithm selects the most fitted solutions for the next iterations.
By the selectivity the algorithm marches towards better solutions.
Crossover The algorithm combines parts of found solutions to create a new
solution, a child. Similarly to the mutation strategy, the results can be better of
worse then the original ones. Two parent phenotypes are selected from the entire
population. The selection probability of each individual depends on its fitness
value, e.g. the fittest are more probable to reproduce. The genetic material of
the parents is combined for the creation of an offspring genotype. The genes of
this genotype acquire randomly a value between the two corresponding gene
values of its parents.
Mutation The genetic algorithm randomly changes the values of current
population, which can bring better of worse solution. The mutation is applied
with a low probability to the offspring genotype. A single gene discards its value
and randomly selects a new value.
Process of Genetic Algorithm
1. Random population of n genotypes (chromosomes) px1, ..., xnq is initialised
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2. Fitness of each genotype fi  fpxiq is calculated
3. New population of n offspring is created:
(a) Parents xa and xb are selected according to fitness
(b) Children are generated by crossover with probability pc
(c) Each allele is mutated with probability pm
4. Current population is replaced with new population
5. If conditions for termination are reached (convergence, number of
generations) then process repeats from step 2
Multi-Objective Genetic Algorithms
Genetic algorithms can be also multi-objective. Multi-objective GAs operate
differently then single objective GAs: Their evolutionary process is based on
multiple fitness values where each suitable candidate is well performing for some
of the objectives. The process converges to a set of non-dominated solutions,
where the sum of the objective qualities of each solution is not better then the
others.
4.2.2 Numerical Mathematical Solvers
Compare to genetic algorithms which are based on randomization, the numerical
mathematical solvers (NMs) utilize numerical methods based on mathematical
theory. NMs are already part of some software; they are used in Matlab or
Excel. The mathematical methods include for example Newton, quasi-Newton
and different gradient methods for unconstrained optimization. Nonlinear
mathematical solvers use also penalty, barrier and quadratic methods of
programming.
Numerical mathematical solvers have been used for example in hydrodynamics
for solving flow of fluid [ R. Duvigneau (2004)], to optimize aircraft design for best
weight to drag ratio [ Sturdza (2003)] or to design a helicopter rotor [ Andrew
J. Booker (1997)]. There were not found any examples of using these methods in
architectural design practice.
The NMs can be divided as global and local optimization algorithms. They
can be further distinguished whether they support nonlinear inequality
constraints, quality constraints or both.
Advantages
One of the biggest advantages compare to genetic algorithm are faster
computational times. Another advantage is the possibility of using local of
global solver or integrated combination of both.
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Disadvantages
For a NMS integer variables are far more complex to solve then double or float
values. The time and needed memory for the solver to find optimal solution
rapidly increases if some of the variables are defined as integers. This is due to
the larger amount of possible combinations that the solve must test.
Another problem of mathematical solvers can be its maximum allowed size.
The size of a solver model is the sum of the constraints and decision variables.
Algorithms have usually an upper limit on the size of the solver model they can
be used for effectively. The restricting factor is usually memory issue, which has
nowadays mostly overcame by 64 bit software architecture.
The second limitation connected to solver size is the numerical instability that
can occur when having large number of decision variables. For example the limit
for the Generalized Reduced Gradient used in Microsoft EXCEL is 500 decision
variables [ FrontlineSolvers (2012)]. However, for optimizing geometry of a CAD
model where the amount of variables are much less the size of the solver model
should be practically no concern.
Global Mathematical Solvers - gradient-free
Gradient-free solvers have the ability to deal with noisy and discontinuous
functions, they can also handle well multi-modal problems or discrete and mixed
discrete-continuous design variables.
Nelder-Mead Simplex The simplex method of Nelder and Mead performs a search
in n-dimensional space using heuristic ideas. Its main strengths are that it requires
no derivatives to be computed and that it does not require the objective function to
be smooth. The weakness of this method is that it is not very efficient, particularly
for problems with more than about 10 design variables; above this number of
variables convergence becomes increasingly difficult.
DIvided RECTangles One of the strategies to do global optimization is to
perform a systematic search of the design space. The DIRECT method uses a
hyperdimensional adaptive meshing scheme to search all the design space to find
the optimum. The overall idea behind DIRECT is as follows.
1. The algorithm begins by scaling the design box to a n-dimensional unit
hypercube and evaluating the objective function at the center point of the
hypercube.
2. The method then divides the potentially optimal hyper-rectangles by
sampling the longest coordinate directions of the hyper-rectangle and
trisecting based on the directions with the smallest function value until the
global minimum is found.
3. Sampling of the maximum length directions prevents boxes from becoming
overly skewed and trisecting in the direction of the best function value
allows the biggest rectangles contain the best function value. This strategy
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increases the attractiveness of searching near points with good function
values.
4. Iterating the above procedure allow to identify and zoom into the most
promising design space regions.
Figure 4.5: Divided RECTangles sampling strategy. If the part of the search
space is potentially optimal, it is subdivided.
Local Mathematical Solvers - gradient-based
Gradient-based optimizers are efficient at finding local minima for
high-dimensional, non-linearly constrained, convex problems. Because they use
gradient vectors they are suitable for smooth functions.As mentioned previously
in Chapter 3, the gradient is zero when the tangent plane to the surfaces of the
function is horizontal.
There are number gradient based solvers that use different methods of how
they use the gradient to search for the direction of finding the optimum.
Some of the gradient-based mathematical methods are:
1. Steepest Descent
2. Quasi-Newton
3. Trust Region
4.2.3 Neural Networks
The era of computational research in artificial intelligence was stimulated in 1943
when Walter Pitts and Warren S. McCulloch published their paper “ A logical
calculus of the ideas immanent in nervous activity ” [ Warren S. McCulloch (1943)]
. The thesis demonstrated the possibility to construct artificial neural networks
[Figure 4.6] by mathematical functions and algorithms. Their neural network was
composed by a set of nodes called “ binary decision units ”, which had the ability
to be programmed to solve any task that could be computed.
In the context of architectural practice were these algorithms experiment
with to use for estimating building energy use [ Hawkins (2012)], to optimize the
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Figure 4.6: Backpropagation neural network. (Source: http://tnwikiassets.
blob.core.windows.net/nokia-migrated/images_a_a1_NeuralNetwork.png)
behaviour of a shading system on adaptive façade [ Nabil A. (2014)], or for
creating geometry from a point cloud [ Kaftan (2007)].
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Biological versus artificial neural network
The human brain is perceived as a biological network of neurons. The
interconnected web of neurons transmits complex patterns of electric impulses.
The neuron’s dendrites receive input signals, evaluate it and send output signal
through axon.
Figure 4.7: Biological neural network (Source: http://www.mhhe.com/
socscience/intro/ibank/ibank/0002.jpg)
The typical home computer has 109 (in 2012-2013) transistors operating one
after or limited parallelity ( multi-core processors). According to Moore’s law
the number of processors doubles approximately every two years. The brain has
about 1012 transistor - neurons, working with lower frequency, however, they are
able to operate simultaneously.This is called massive parallelism.
NN implementation
In the last twenty years neural networks were applied in numerous of
applications in different science fields, such as pattern recognition, finance,
bio-informatics and others. A typical application for a neural network, as for
example the hand-writing recognition, is a simple problem which the human
brain almost effortlessly solves, while the computer, despite its computational
power, faces unexpected difficulties and requires sophisticated software for
sometimes not very satisfactory results.
Typical contemporary use of artificial neural networks include:
1. Pattern Recognition
2. Time Series Prediction
3. Signal Processing
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4. Control
5. Soft Sensors
6. Anomaly Detection
Process of simple Neural Network
Perceptron is the simplest neural network possible. The network consists of at
least one input, a processor and single output. It is a feed-forward neural network
[Figure 4.8], which means, that the input information are sent to the neuron where
they are processed in the hidden layer and output.
Figure 4.8: Perceptron
Every input is multiplied by a weight [Figure 4.9]. The weights are first at
random, but are adjusted during training process. The weighted inputs are
summed and the output is computed through response function. For example, if
sum is positive number, output is 0, if negative output is 1.
Input0 : x1 8 (4.1)
Input1 : x2 24 (4.2)
Weight0 : 0.5 (4.3)
Weight1 : 1 (4.4)
Input0 Weight0 : 8 0.5 4 (4.5)
Input1 Weight1 : 24 1 24 (4.6)
Sum 4 24 20 (4.7)
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Figure 4.9: perceptron
Example - Pattern recognition
Perceptron can be used for pattern recognition. In this example the task to solve
is for the computer to recognize handwritten digits from 0 to 9. The input data
were obtained from the National Institute of Standards and Technology (NIST).
The data contains 60,000 examples of handwritten digits from approximately 250
writers. The original algorithm was written by Alasdair Turner from UCL and
provided to author of this thesis as a class material.
1
Figure 4.10: perceptron
For this task was programmed a feed-forward multilayer perceptron. Each
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layer has a number of neurons. The input layer holds 784 neurons, 64 in the
hidden layer and 10 in the output layer. All the perceptrons in the input layer
are connected to all the perceptrons in the hidden layer ( 50,176 connections),
and all the perceptrons in the hidden layer are connected to the output layer (640
connections).
The input layer might be thought of as a retina which is presented with a
number [Figure 4.10]. These neurons either excite or inhibit the response of the
brain through their connections to the hidden layer. The hidden layer might be
thought of as an indication of the brain activity in response to the retinal image.
Similarly the output layer might be thought of the result of the brain activity
leading to a signal to 1, 2, 3 and so on up to 9 and finally 0. After the network
had been trained, it demonstrated its abbility to learn from the samples and then
it most of the time correctly allocated the correct number to given pattern [Figure
4.11].
a) b) c)
Figure 4.11: a) Untrained neural network b) 10,000 iterations - correct answer,
network finds one possibility - 4 c) 10,000 iterations - wrong answer, network finds
two possibilities - 7 and 9
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Example - generate structure from unorganized point cloud
0.87759288,-11.890285,-12.91719
0.77658184,-11.895248,-12.91719
0.67513141,-11.899657,-12.91719
0.57372175,-11.903575,-12.91719
0.47284357,-11.90706,-12.91719
0.37236799,-11.910097,-12.91719
0.27233214,-11.91269,-12.91719
0.17272867,-11.914838,-12.91719
0.073561841,-11.91654,-12.91719
-0.02516618,-11.917798,-12.91719
-0.1234555,-11.91861,-12.91719
-0.22130009,-11.918977,-12.91719
-0.31870908,-11.918897,-12.91719
-0.41564214,-11.918382,-12.91719
-0.51205748,-11.917448,-12.91719
-0.60796396,-11.916091,-12.91719
-0.70335693,-11.914311,-12.91719
-0.79823533,-11.912108,-12.91719
Figure 4.12: Point Cloud - 600 000 points. Each point only contains XYZ
coordinate information.
This example are based on using algorithms developed by the author as part
of his research for Master in Science degree [ Kaftan (2007)].
Table 4.3: Design variables and boundary constraints for neural mesh generation.
Design variables XYZ positions of neurons.
Objective variables Mean error of the neural network.
Boundary constraints Maximal amount of neurons.
Maximal amount of lengths of lattices.
Maximal radius of movement of neurons from its origin.
Unorganized point clouds can contain millions of points in space to represent
geometry [Figure 4.12]. Even though they demonstrate the shape in overall, each
point has no relation to the others, containing only knowledge of its own spatial
position. Therefore, just to reconstruct precise geometry from unorganized point
clouds is a very difficult problem, even more if we add other requirements, such
as optimization of the geometry for manufacturing purposes. A common example
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Well distributed geometry 
If 1 is the winner (closest to the stimuli), then 
2,3,4,5,6,7 are the adjusted neighbors . The num-
ber of edges/members that meet at the vertex/
neuron are the valence. A single tetrahedron has 
a valence of 3 for each vertex. In this case the #1 
is related to the neighbors with valence 6 while 
each neighbor is related to the winner and other 
selected neighbors with valence 3. 
4
5
1
2
6
7
3
Stimulus
Winner
Neighbors
Adjustment of neuron’s positions 
Figure 4.13: Principle of neural mesh optimization.
a)
b)
Figure 4.14: Examples on generated optimized meshes. a) Example based on
iWEB pavilion by ONL. b) Example based on the Smithsonian roof by Foster and
Partners.
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of unorganized point clouds derives from 3D laser scanners or photogrammetric
image measurements, which are often incomplete, sparse and noisy data. To
construct from an unorganized point cloud requires highly efficient algorithm with
adequate processing speed.
The used neural network is the modified Growing Cell Structure algorithm
developed by Fritzke [ Fritzke (1994)]. It is an incremental neural networks that
don’t have predefined structure. Instead, the structure is generated by adding or
deleting neurons in the network during the learning process [Figure 4.13]. Each
network consists of a number of neurons and number of synapses and each
neuron has associated position with a stimulus. Upon receiving signal from
inputs (point cloud), the nearest neurons (winners) are repositioned toward the
signal and after each repositioning error factor is calculated for each winning
neuron . The accumulated error determines after predefined number of
iterations where to insert new neurons. The neural network generates topology
as the modification of the Delaunay triangulation which is the result of the
embedded Competitive Hebbian Learning algorithm. A neural network
implements ageing process to remove connections in the network that is not part
of the Delaunay triangulation. The algorithm in addition adjust the length of
the structure members to predefined amount of lengths. The algorithm was
tested to create a geometry of some already existing structures [Figure 4.14].
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point cloud = 640000 points
a)
c)
e)
b)
d)
f)
optimized mesh
Figure 4.15: Iterative process of growing neural mesh. On the image f) are
colour coded the different lengths of the structural members.
47
4.3 Summary
Considering the research task to be optimization of building design, it is apparent
that generic solvers are those suitable for the task. The neural networks have very
interesting qualities, especially in their abilities to predict future behaviours, but
they do not fit in the research goal as the main solver, but could be rather used
as classifiers of the solution space. Therefore, the selection narrows to generic
solvers and numerical mathematical solvers, and perhaps simulated annealing.
Building’s parametric models are fairly complex and computational time
needed for analysis can take seconds or minutes (for example for daylight
analysis). For an architect this means that to be able to use optimization
framework on daily bases, the amount of iteration that the solver must compute
needs to be as lower as possible.
For this speed issue come to favour numerical mathematical solvers in front
of genetic algorithms. For the next research concerning setting up optimization
framework will be used solver package combining global and local NMs as well as
GAs.
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5
Augmented Parametrics - system for optimization
of buildings
There are different parametric modellers and each allow the architect to test
virtually limitless amount of variation. However, these configurations also needs
to be compared and evaluated. To do is manually can be an exhausting work, and
therefore it is desirable to do this computationally. While simple optimisation
problems might only require a few hundred iterations, more involved problems
might need hundred-thousands of iterations.Since the majority of architects have
limited computational power at their disposal, and optimisations that take days or
even weeks to compute are of little use in a fast-paced office reality, computational
efficiency must be a top priority for analysis modules. In addition, in order to
explore multiple topologically different parametric scenarios, the architects needs
to be able setup the model quickly which need to be light and fast minimum
needed complexity required for the analysis. Yet, this is not a task that the
contemporary modellers are built for.
There are various building optimization tools currently available to the
architects. GenOpt [ GenOpt (2014)] is a Java based tool developed by
Lawrence Berkeley National Laboratory, which can optimize building’s cost.
DesignBuilder [ DesignBuilder (2014)]is another modeller that can optimize
building’s performance for some limited number of design variables. Another
application is BEopt [ NREL (2014)] that can evaluate cost-optimal efficiency of
the a house.
Unfortunately, most of these tools are stand-alone tools not integrated into
standard widespread CAD modelling software. They also have very limited
geometric parametric functionality, restraining its use for "boxy" architecture.
However, recently some other promising tools appeared. For example DIVA is a
plug-in for parametric Rhino/Grasshopper framework [ Solemma (2014)] that
allows designers directly connect parametric models with light and energy
simulations.
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Figure 5.1: Schema of augmented parametrics framework
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5.1 Augmented Parametrics
To research and address the building optimization issues, the Institute for
Architecture and Media, Technical University Graz, has been conducting FWF
funded research (No. L268), called " Augmented Parametrics " (AugP) . The
goal of the research was to develop a CAD framework that enables the effective
use of solvers. The research has been done be team members Urs Hirschberg,
Martin Kaftan, Jiri Pavlicek, Markus Manahl, and Elmar Hess .
The team developed collaboratively the overall schema of the framework’s
structure [Figure 5.1]. After that each member of the team had a different task to
research. My project research correlated with the topic of this thesis; to investigate
possible solving algorithms and how to approach their connectivity to the system.
Part of this task was to study graphical evaluative approaches of large amount of
data. I also developed a fast numerical algorithm of daylight factor that was use
for the test studies of the system.
The solvers optimization capabilities will be studied and demonstrated inside
of this system.
The system consists several main parts, see [Figure 5.2]:
1. Parametric model
2. Material library and build-up
3. Building elements
4. Analysis
5. Control
5.2 Parametric model
With the help of parametric modelling the model is formed by family of initial
parameters and equations that describe the formal relationships among the form’s
parts. The framework of the Augmented Parametics system is open system with
no assumption on the structure of the parametric model. Therefore, every part
of the parametric definition can become a design constraint.
The parametric modeller used for the research is Mcneel’s Grasshopper,
which has considerable popularity among architects. Grasshopper is a
parametric plug-in platform for CAD software Rhinoceros 3D. The Grasshopper
parametric definition is defined by components and nodes that are assembled on
a virtual canvas. The software’s architecture is based on graphs that describe
the relations of parameters and generate the geometry. Change to a parameter
propagates explicitly to automatic change in geometry. The parametric system
is structured hierarchically, operating top-down without any bi-directional
relations.
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1
Figure 5.2: Visual definition of parametric AugP relationships on Grasshopper
platform
The components that enable the assembly of Augmented Parametrics system
were programmed in C-sharp programming language and compiled in Microsoft
Visual Studio.
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5.3 Material definition
Figure 5.3: Database: material definition of XPS
Figure 5.4: Material buildup
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5.3.1 Database
The database contains the information required for the analysis. Each material
has its own text file with set of data defining the material’s properties (Fig.5.3).
5.3.2 Material build-up
The different materials are connected in "Layer component" to create the wall’s
build-up (Fig.5.4). With each material is also specified its thickness, which range
can be set up as input variable for the solver.
5.3.3 Building elements
Figure 5.5: Building elements definition
The material buildup is assigned to its appropriate surface which creates the
"building element". The window’s material properties are defined by special
components that are assigned to its appropriate surface. The windows are
automatically assigned to building elements based on the computational check
for coplanarity.
5.4 Analysis
5.4.1 Daylight
Two different approaches for daylight analysis were investigated. In the first
approach the daylight factor was calculated by using an analysis grid. The
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mathematical approach is based on the split flux method, where the daylight
factor is calculated separately for each point on the grid, similar to the
calculations in Autodesk’s Ecotect software. This method allows for real time
calculations, however its precision significantly fluctuates when the form of the
analysed building is not orthogonal, as is documented elsewhere [ Ibarra (2009)].
The second method for calculating daylight factor is based on improved global
line radiosity, which enables a precision of light analysis comparable to professional
software such as Radiance, but with massively faster response. Besides speed this
tool has the advantage of being able to use unlimited numbers of light sources
without affecting computation times, as well as outputting the overshadowing
data required for energy demand analysis. As the tool is still under development,
it is substituted by Radiance connected to the model through DIVA.
Figure 5.6: Daylight
5.4.2 Structural design
The structural design module consists of several components that are required to
perform any structural design optimisation. These are in particular:
1. Structural model generator
2. Mesher
3. Finite element core
4. Element checks
The task of the structural model generator is to derive a model from the input
data. That is, to define loads, supports, assign material properties and derive the
geometry of the structural model. The structural model generator will also be in
charge of defining the extent of the single structural iteration. The aim is not to
send the whole model to the finite element core every time a design optimisation
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has to be run, but to only send parts that require re-modelling. Similarly the
structural model generator will also decide if a re-meshing of the structure is
necessary or if another structural calculation has to be run at all. This will result
in a significant reduction of the time required to do the calculations.
The building model is made up of surfaces, while the finite elements and
daylight algorithms require discrete meshes as inputs. Therefore, a sufficiently
fast translation of surfaces into meshes is required. As the system is built upon
the NURBS based Rhino platform, the available meshing tools are limited. In
the modelling strategy the windows are placed as faces over the surface walls
without necessity to trim the window openings out of the walls. Advantages of this
approach are the simplicity of the CAD model and the model’s higher parametric
flexibility. However, it creates a problem for the meshing. Therefore, a fast custom
meshing algorithm was included as part of the system. The algorithm is based on
the Delaunay triangulation and supports mesh openings, mesh subdivision, and
for the FEM, the necessary edge points coincide with its mesh neighbours.
The finite element core uses the mesh together with the structural properties
to calculate the forces, stresses and displacements within the structure.
Quadrilateral as well as triangular finite elements can be used with a layered
shell element description. To be able to model composite structures an
orthotropic linear material law is implemented. This will allow us to model cross
laminated timber wall elements and optimise them. For instance the direction of
the main spanning direction could easily be optimised to find the best stress
distribution within the slab element.
Finally an element check is performed that provides the information which
elements have to be changed to pass the next optimisation iteration back to the
optimiser.
5.4.3 Energy demand analysis
Building energy analysis engines that rely on dynamic multi-zone thermal
simulations such as Energy Plus [ EnergyPlus (2013)] are able to produce very
accurate results but are computationally extremely expensive because, in order
to be precise, the interaction between thermal zones and the environment must
be calculated for each hour of a reference year - sometimes even sub-hourly time
steps are used. That way a single simulation will typically take at least a few
minutes, which makes an optimisation process that might require hundreds of
thousands of iterations a very time consuming task.
Another commonly used a software for energy calculation, especially for
passive housing, is “The Passive House Planning (Design) Package (PHPP)”
[ PHPP (2013)]. This tool treats the whole building as a single thermal zone and
is therefore faster then Energy Plus. A custom script was written to export the
data from AugP into PHPP which performed. PHPP is a Microsoft Excel based
package which showed to be decreasing the speed of data exchange after initial
test studies (Fig.5.7), (Fig.5.8).
Therefore, a PHPP similar, single thermal zone tool was scripted for the AugP
framework. The input from the user is reduced to a minimum. Most of the
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Figure 5.7: Initial parametric model
Figure 5.8: Fine tuning of windows opening based on energy consumption
data is deduced from the AugP framework (Fig.5.9). Few additional data are
required, for instance information about the heat recovery unit, building type,
type of ventilation or temperature limits. The output is an estimate of the annual
heating and cooling demand of the building.
The results proved to be not only reliable (5 percent deviation from PHPP
results) but also very fast (several thousand times faster than programs that use
the EnergyPlus platform).
OUTPUT DATA
VOLUME TREATED AREA SURFACE
AREA
NORTH DEVIATION
ANGLE
 TEMPERATURE ZONE
DOOR AREA
WINDOW WIDTH
WINDOW HEIGHT
                  AugP MODEL
WALLS
WINDOWS
DOORS
SHADING
ROOF
FLOORS
HEAT DEMAND ANALYSES
SPECIFIC SPACE HEAT DEMAND
PRIMARY ENERGY DEMAND
UVALUE STRUCTURE
UVALUE WINDOWS
GVALUE
 GLAZING
HEAT RECOVERY EFF.
Figure 5.9: Required input data from the AugP framework for the energy
calculations
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5.4.4 Economic analysis
Economic analysis is important, as each project has budget limitation. One of the
typical preliminary building cost calculation method is calculated with an average
price per cubic meter while the final budget is executed as a detailed itemized
sheet. However, this volumetric computational method is rather imprecise and
does not take into consideration many aspects such as the ratio of windows to wall
areas where typically the windows are much more expensive [ Kaftan M. (2014)].
Itemized calculation provides reliable results but it requires a very detailed project,
making this method a tedious and demanding process. The algorithm for economic
calculations used in AugP in this project combines some of both methods, so that
the setup is still simple and the results more precise then for just volumetric
method. Beside the construction cost calculation this algorithm also calculates
the potential profit from the building, taking in account the construction cost,
possible rent price, energy demand of the building, etc.
5.5 Cognitive Control System
1981 George Stiny and L.March in their article “Design Machines” [12] presented
the principles of development of an autonomous system for creating designs. In
accordance with their theory, the missing part in contemporary CAD software
is a cognitive link that bridges the gap between what is possible and what is
actual. Cognition or “knowing” can be according to Stiny defined in terms of the
ability to respond to environmental events, and the ‘stimulus’ is the part of the
environment that is absorbed by the structure of the model. It is the selector of
the best design solutions, describing how and when the language and the context
correspond to each other.
In this notion is developed and studied the Cognitive Control System (CCS)
is described more thoroughly in the following chapters, as it is the main topic of
the thesis.
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6
Cognitive Control System
As discussed before in the first chapter [Figure 2.1], in the design workflow,
changes done during the early design stage affects the building’s performance
and cost the most. This applies for new buildings as well as for renovations.
Unfortunately, in the traditional workflow, the performance assessment usually
comes after the architectural design. Most of the evaluation tools are oriented
towards expert usage; an expert knowledge is necessary to input the needed data
in order to run the simulations and to interpret them. On the other hand,
architects understand form, materials and building processes, but they are not
usually experts in performance simulations. Therefore, in order to be able
effectively optimize building, for example in terms of energy consumption,
daylight, fabrication or cost, the architects would benefit a semiautomous system
in the CAD software, that would proceed with the analysis and evaluation and
present the design possibilities in an understandable, non-expert way.
However, it is important, that the intuitive design process is uninterrupted.
Most architects lack intensive training in optimization, and optimization tools are
usually severely limited in their graphical interface or the data must be exported
to other software for graphical evaluation. On the other hand, designers are highly
visual and are able to process and evaluate information more quickly graphically.
Therefore, beside optimization solvers it is crucial to also integrate a strongly
graphical interface.
Cognitive Control System (CCS) is the proposed enhancement of the
concurrent 3D CAD systems[Figure 6.1]. It is a package with set of optimization
algorithms connected to visualisation tools. The cognitive control system is the
"brain" of the BIM system. It helps to find optimal solutions to given criteria by
the designer by using an automatic solver, but also by displaying relations
between design variables and objective values.
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6.0.1 CCS parts
The CCS package comprised of several main parts that are interconnected
together.
1. Scalarization
2. Objective Function
3. Solvers
4. History Storage
5. Evaluation
6. Visualisation
6.1 Solvers
The component "Solvers" contains list of different types of solvers.
1. Genetic Algorithms
• Single-objective genetic algorithm - generic
• Multi-objective genetic algorithm NSGA II
The NSGA II (Non-Dominated Sorting Genetic Algorithm - II) is a
Multi-Objective Evolutionary Algorithm developed by Deb et al
[ K. Deb (2002)], which is widely referred to and known for its speed
and robustness. Being a multi-objective algorithm, NSGA II operates
on one or more design parameters as well as one or more objective
functions. Furthermore, constraint satisfaction is also addressed, with
constraints being treated separately from objective functions.
2. Mathematical Solvers
(a) Global optimization
• DIRECT
DIRECT is the DIviding RECTangles algorithm for global
optimization [ D. R. Jones (1993)]. This is a deterministic-search
algorithm based on systematic division of the search domain into
smaller and smaller hyper rectangles. The algorithm only handles
bound constraints, and requires finite bound constraints. The
solver does do handle arbitrary nonlinear constraints.
• StoGo
StoGO is a global optimization algorithm that works by
systematically dividing the search space, which must be
bound-constrained, into smaller hyper-rectangles via a
branch-and-bound technique, and searching them by a
gradient-based local-search algorithm, and optionally including
some randomness.
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• MLSL
MLSL is the "Multi-Level Single-Linkage" algorithm for global
optimization [ A. H. G. Rinnooy Kan (1987)]. MLSL is a
"multistart" algorithm; it works by doing a sequence of local
optimizations (using some other local optimization algorithm)
from random or low-discrepancy starting points. MLSL is
distinguished, however by a clustering heuristic that helps it to
avoid repeated searches of the same local optima, and has some
theoretical guarantees of finding all local optima in a finite
number of local minimizations.
• ISRES
ISRES is the Improved Stochastic Ranking Evolution Strategy
algorithm for nonlinearly-constrained global optimization
[ Runarsson (2005)].This method supports arbitrary nonlinear
inequality and equality constraints in addition to the bound
constraints.
(b) Local optimization
• COBYLA
COBYLA stands for the Constrained Optimization BY Linear
Approximations. It is a algorithm for derivative-free optimization
with nonlinear inequality and equality constraints, by M. J. D.
Powell [ Powell (1994)], that only supports inequality constraints.
• BOBYQA
BOBYQA performs derivative-free bound-constrained
optimization using an iteratively constructed quadratic
approximation for the objective function, described by M. J. D.
Powell [ Powell (2009)].
• Sbplx
is a Subplex variant of Nelder-Mead algorithm. It supports bound
constraints [ Rowan (1990)].
(c) Other
• Augmented Lagrangian algorithm
This method combines the objective function and the nonlinear
inequality/equality constraints (if any) in to a single function:
essentially, the objective plus a "penalty" for any violated
constraints. This modified objective function is then passed to
another optimization algorithm with no nonlinear constraints. If
the constraints are violated by the solution of this sub-problem,
then the size of the penalties is increased and the process is
repeated; eventually, the process must converge to the desired
solution (if it exists).
3. Neural Networks
• Perceptron - feed-forward multilayer
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6.1.1 Solvers Interface
The solver interface can be described in several parts [Figure 6.2].
1. Solver selection
Option to chose a solver from drop-down menu. When a combined solver is
selected, the secondary - local solver can be chosen.
2. Solver properties
The properties of the solver display the solver’s type - global, local or
combined, and what types of constraints the solver supports.
3. Stop conditions
The user can select from several options of when the solver stops, such as
maximum running time or maximum evaluation. The user can also set the
desired value of the objective function, so the solver stops when it reaches
it. In addition can be set tolerances for changes in function and parameters,
so the solver stops then the optimization improvement steps drop below this
thresholds.
4. Solver log
For each iteration of the solver is displayed the log of the solver’s current
status.
5. Log options
The log can be short, displaying only the number of iteration, objective
function value and computational time. Or the user can chose the log to
be more thorough, showing also the current values of decision variables and
constraints.
6. Additional settings
The user can also select when to redraw the parametric model. Redrawing
models is time consuming, so for more complex model it is desirable to
redraw it only when the objective function value improves or after the solver
stops.
7. Controls
Beside setting the stop conditions, the user can also stop the optimization
process at any time. With "Analyse" button the data of the optimization
process are stored in text file format for later graphical evaluation.
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Figure 6.2: Optimization interface
6.2 2D Interactive Interface - Spider Graph
During the optimisation process the solver goes through a large number of
iterations. Possibility to store and access the iterations is important; the
designer gets not only the best found solution, but also the others. Therefore,
the user can see if there are some other possibilities geometrically better, but
perhaps with marginally worse performance. For navigating through the
variations is implemented as part of the interface the radar chart
http://en.wikipedia.org/wiki/Radar_chart.
During the computation of the best solution the values for each iteration are
kept in the computer memory. After the optimization process is finished the user
can decide whether or not to write the data in a text file. The input data for the
chart are automatically read from this text file. The chart is connected with the
parametric definition of the 3D CAD model. When the connection is established,
the 3d model receives values from the chart for each of its variables and adjust its
geometry accordingly [Figure 6.6].
The chart’s interface can be divided into three parts [Figure 6.3]:
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1. Range of variables
2. Radar chart
3. Variation selector
Figure 6.3: Parts of Interactive Interface
6.2.1 Radar chart
Radar charts are commonly used to display multivariate data. They are also called
spider or web charts for its resemblance to spider web. It is a two-dimensional
chart type designed to display one or more series of values by providing an axis
for each variable. Those axis are arranged radially as equi-angular spokes. The
length of the axis are kept equal by parametrizing the range of the variable inputs
to r0, 1s. The values of the adjacent variables is for each series connected by black
lines. As a result, each data series is represented by closed polyline.
The best combination of the variable inputs that was found during the
optimisation process represents the blue polyline. The polyline that represents
the combination of input values corresponding to the current geometry of the
model has a thick grey colour. The user can also tun on the green “ solution
space polygon “. The solution space helps to show graphically the range of
variables for each input that is valid for the range of objective valuables.
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Figure 6.4: Parts of Interactive Graph Interface. Boundary polygon (green)
helps to visualise the solution space 66
Bidirectional sliders
For each of the dependant variables is automatically generated a slider. The
slider shows the range of the variable with its minimum and maximum values
for the currently showed number of variations. It also shows the corresponding
range of objective values. The sliders are connected to each other in bidirectional
way, so when one of the ranges is manipulated, the ranges of the other variables
adapt accordingly. For example, the user can move the AHD slider to narrow the
selection to several variations that are close to the best found solution, in this
case between 37  50kWh{m2a [Figure 6.5]. It shows four found solutions.
Figure 6.5: Narrowing the objective variable (here to range 37  50kWh{m2a)
due to its bidirectionality accordingly adjusts the other sliders and displays
variations in this "zoomed" solution space
Variation selector
The user can also select individual variation. The selection shows in the middle
of each slider the precise value for this variation. It also highlights the according
polyline on the spider graph.
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Figure 6.6: Selecting different variations of the model on the graph and
corresponding model configuration
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6.3 Interactive Interface - Pareto Front
For multiple objective criteria, it is necessary to be able to compare different
design variations, how they perform for each of those criteria and compare them
against each other. Therefore, part of the CCS is also the graphical interface
Pareto Front. The graph can be viewed either for 2 criteria (two axial - 2D) or
for 3 criteria (three axial - 3D). Each criteria is assigned to one preferred axis and
their range can be interactively changed: for 2D directly on the axis, for 3D by
bidirectional sliders as in the spider graph. The displayed variations are divided
into two clusters:
1. Pareto Front designs
2. Feasible designs
Each variation in the graph can be selected and the parametric model will
reinstate itself accordingly.
a) b)
Figure 6.7: The Pareto Front 2D/3D Interface
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6.4 Summary
The chapter presented the parts of the cognitive control system.
1. Library of solvers
2. Interactive interface
The user accesses the library of solvers from an interface, where can be selected
a suitable solver (global and/or local). The solver is connected seamlessly with the
parametric model, automatically finding the design variables. During the iterative
process the interface informs the user about the progress and the current status
of the optimization.
Overall the CCS interface bring the designer these benefits:
1. The interactive interface provides visual representations of the design
space which helps the architect to understand a problem in an organized,
systematic way that can help inform the critical conceptual decisions.
Beyond global behaviour, the CCS interface can also convey information
about the relative importance and behaviour of individual design variables.
For example, which variables contribute significantly to changes in
performance, and which matter less? Which variables must be set to
particular values for reasonable performance? The answers to these
questions can help designers simplify and reformulate the design problem
so that good solutions are clearer and easier to find.
2. While the first benefit helps designers prepare for design space exploration
and optimization approaches, it can also be used during exploration and
optimization to better understand these processes. In both cases,
visualization shows the designers how considered designs connect to each
other, and how direct or meandering the path toward a selected solution
is. This information can feed back into the exploration and optimization
processes to improve their performance.
More broadly, the CCS can be seen as a too to "Design by Shopping", which
is a design approach that was introduced by Balling [ Powell (2009)]. This idea
is motivated by the need of designers to consider many alternative options, prior
to formalizing their design goals in the strict, numerical manner required by
traditional optimization. In contrast with optimization, the shopping approach
aims to present designers with a catalogue of options and affiliated prices (i.e.
performance).
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7
Case Studies
The study examples explore variety of design problems with different scale as well
as complexity of the parametric model.
7.1 Study 1 - Simple house
The main purpose of this case study is to analyse the functionality of the different
single-criteria solvers that are part of the CCS package. Therefore, only one
objective is needed (average energy consumption).
7.1.1 Parametric model
The parametric model has 14 independent variables. The starting model is a
cube of a = 10 m. Each wall vertices has xyz coordinates, that can, except of
the floor, move with parametrized distance from its original location. The floor
vertices can move only in xy direction. In addition each surface stays always
planar, because the upper corner vertices are defined by plane intersection
between the horizontal walls and the roof plane. The shape of the window is a
boundary offset of its carrying wall and can change its area from 0% to 100% of
the wall area.
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a b
Figure 7.1: a) initial geometry, b) geometry changed within the solution space
7.1.2 Design variables and boundary constraints
Table 7.1: Design variables and boundary constraints for optimization of the
simple house.
Design variables XY positions of 4 base corners.
Rotation of the whole building.
Tilt of the roof.
% of window opening in each of the side wall.
Objective variables Minimal energy consumption KWh m2.
Boundary constraints Minimal roof height.
7.1.3 Objective function
f x x (7.1)
• x average energy consumption KWh m2
The initial geometry of the building for each optimization run was a cube with
10% of window openings, aligned to cardinal directions [Figure 7.1a)].
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Figure 7.2: Optimization with global solver DIRECT and local solvers
COBYLA and BOBYQUA
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Figure 7.3: Optimization with global solver ISRES and local solvers COBYLA
and BOBYQUA
7.1.4 Results
From the search graphs is apparent that each solver uses a different seeking
strategy for finding the best solution. The results also clearly demonstrate the
distinction between global and local solvers, as the combination of local global
and local solvers finds a better solution then just a global solver on its own.
From all the solvers the best performing one was the solver MLSL [Figure 7.4],
which does not first compute the global searching and then the local, but instead
performs the local search sequentially from random starting points and it can
apparently for this design problem find more efficiently all the local minima.
The [Figure 7.5)] shows the solution space on the graph narrowed from 15
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Figure 7.4: Optimization with combinable global solver MLSL combined with
either local solver COBYLA or BOBYQUA
to 18.3 kWh m2. The examples from inside this range indicate which design
variables affect the annual heat demand the most(e.g. the tilt of the roof). The
results also show that the heat demand calculations are correct; the solver rotated
and manipulated the model, so the south walls are maximized and fully glazed
while the north walls are lowered by the roof tilt and their glazing is minimized.
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AHD =   18.27  kWh/m2
Floor area = 11 m2
AHD =   18.27  kWh/m2
Floor area = 11 m2
AHD =   17.83  kWh/m2
Floor area = 9.2 m2
AHD =   17.83  kWh/m2
Floor area = 9.2 m2
AHD =   17.5 kWh/m2
Floor area = 8.7 m2
AHD =   17.5 kWh/m2
Floor area = 8.7 m2
AHD =   15 kWh/m2
Floor area = 9.9 m2
Figure 7.5: Examples of different variations with close objective value from 15
to 18.3 kWh{m2 and positions of design parameters on the interactive graph.
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7.2 Study 2 - Free-form roof
Form and structure are bound with a strong relationship. This is especially valid
for shell structures. Shells are structural typologies which mechanical behaviour
depends on overall spatial configuration and not on properties of each element, as
in truss structure.
The typical structural contradicting objectives are weight versus stiffness - to
minimize the weight of the structure while maximize its stiffness. Finding the
optimal solution in case of free-form structures is beyond the scope of traditional
calculations and optimization algorithms must be used.
The used example is a large residential house designed on a slope of coast of
Turkey. The roof is a free-form thin concrete shell. The design intention is to
maximally open the fully glazed front of the building for the daylight and views.
Because of the large amount of glass walls, it is necessary to structurally optimize
the roof for minimum weight as well as deflection with only few roof supports that
are located around the roof’s edge and correlate with the floor plan layout.
7.2.1 Parametric model
The model has 86 of independent variables. The roof’s geometry is
parametrically described as 3th degree NURBS surface with 10 x 10 grid of
control points. NURBS geometry is always defined by rectangular grid, and
since the roof has an irregular shape, the surface shaped must be trimmed
[Figure 7.6]. The z vertical coordinates of the points are the design variables for
the form-finding process. Some of the points close to the roof supports are set as
fixed in order to maintain certain heights of the roof, for example the front
house large window openings. However, the NURBS control points do not lay on
the surface and just fixing the points does not guarantee that the target height
will be maintained when the surface is deformed. Therefore, the surface is
created by interpolating the point grid which constrains the surface to pass
through locations of the fixed points [Figure 7.7].
Figure 7.6: Initial NURBS roof surface
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Roof edge
Roof supports
Figure 7.7: Main floor plan
7.2.2 Design variables and boundary constraints
The solution domain is defined by the roof minimum and maximum allowed height
[Figure 7.8].
Figure 7.8: Solution space of the roof geometry
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Table 7.2: Design variables and boundary constraints for structural optimization
of the roof.
Design variables Vertical (Z) positions of the NURBS control points
(100).
Objective variables Displacement (cm) - target value = 10cm.
Mass of structure (tons) - target value = 650 t.
Boundary constraints Material thickness of concrete = 10cm.
Fixed XYZ positions of control points corresponding to
roof support locations.
Fixed XY positions of all NURBS control points.
Variable range of Z position from 0-10m for each NURBS
control point.
7.2.3 Objective function
fpx, yq  ppx targetXq  100000q2   py  targetY q2 (7.2)
• x  maximum displacement (cm)
• y  total mass (t)
• targetX  10 cm
• targetY  650 t
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00 - Initial geometry
Max. displacement = 92 cm
Weight = 504.2 t
01
Max. displacement = 303 cm
Weight = 587 t
02
Max. displacement = 21,4 cm
Weight = 623 t
03
Max. displacement = 10 cm
Weight = 650 t
Figure 7.9: Different roof forms organized from the poorest to the best
performing. 80
7.2.4 Results
This example demonstrates a design optimization of a structure where lightness
and stiffness have been used as the contrasting objectives.
For the calculations was applied a gravity load, as well as the self-weight and
a live load of 6KN m2. The shell material has been chosen as a conventional
concrete M30, and the shell thickness has been set to 10cm.
The used objective function had target criteria for both objectives. The
solver was set for one thousand iterations, where it found the best roof form
with targeted maximum displacement of 10 cm and weight of 650 tons [Figure
7.9]. The displacement for the original almost flat surface was 92 cm.
Figure 7.10: Several overlaid roof shapes from the optimization storage and the
green highlighted search solution space.
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7.3 Study 3 - Family house
This example demonstrates exploring design variations for family house. The
proposed building is located on a sloped site longitudinally oriented in North-
South direction. The objective of the design is to balance energy consumption of
the building with the cost and natural light in the main living areas on 1st and 2nd
floors. The front part of the first floor is supposed to be also an art studio area,
therefore, it requires a daylight abundance (around factor 6). Another objective
that will be tested will be the possible profit.
Parametric model
The parametric model is based on model created by my colleague Jiri Pavlicek
for the project Augmented Parametrics. The model has been for the thesis
research remodelled to be suitable for daylight analysis, with some other changes
in window placements, internal walls and overall behaviour. The model has 32
independent variables. Beside geometry control these variables also define the
material properties, such as wall and roof insulation thickness. The mass of the
building is composed out of three dependant blocks that govern local heights
and space areas. Each outside wall surface has a window which size is controlled
by glazing percentage. For overall view of the variables see Table 7.3.
7.3.1 Optimization strategy
The optimization is performed in two stages:
1. Weighted-sum optimization
From multiple objectives will be calculated one objective function as an
input for single-criteria solvers
2. Pareto optimization
Multiple objectives will be inputs for the multi-criteria solver.
82
Table 7.3: Design and objective variables and boundary constraints.
Design variables window glazing area for each wall (20-100%)
4 variables for building’s longitudinal length (m)
3 variables for building’s areas (m2)
4 variables for heights (m)
roof slope (%)
wall insulation thickness (m)
roof insulation thickness (m)
floor insulation thickness (m)
Objective variables AHD - annual heat demand (kWh{m2)
DOF1 average daylight factor - 1st floor studio area
DOF2 average daylight factor - 2st floor living room
studio area
DOF2 average daylight factor - 2st floor living room
studio area
Boundary constraints Min. distance from site boundaries = 3m.
Restrained building’s rotation.
Min. total height = 6.5m.
7.3.2 Weighted sum optimization
The solution space will be explored with single-criteria solvers for differently
formulated objective functions, see Table 7.4.
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Table 7.4: Weighted-sum optimization. Tested examples for different objective
functions.
No Objective function Targets Solver It. Values
00
AHD = 31
DOF1 = 4.86
DOF2 = 5.88
C = 749701
P = –107845
01 pAHD  targetAHDq2  
pDOF1 targetDOF1q2
targetAHD = 14.5
targetDOF1 = 2.5 MLSL  COBYLA
1000 AHD = 14.26DOF1 = 2.4
02 pAHD  targetAHDq2  
pDOF1  targetDOF1q2  
pDOF2 targetDOF2q2
targetAHD = 14.5
targetDOF1 = 3
targetDOF2 = 6
MLSL  
COBYLA
1000
AHD = 17
DOF1 = 5.91
DOF2 = 2.9
03 pAHDq2   C
ifpc ¡ targetCq
C  pC   targetCq2
targetC = 470000
MLSL  
COBYLA
1000
AHD = 12.23
DOF1 = 4.52
DOF2 = 0.76
C = 447216
P = -21474
04 pAHDq2   C pC  targetCq
2{100
targetC = 440000 MLSL  COBYLA
1000
AHD = 23
DOF1 = 2.82
DOF2 = 0.7
C = 440001
P = -12263
05 pAHDq2 C DOF1 DOF2
C  pC{100q{2
targetDOF1 = 3
targetDOF2 = 6
MLSL  
COBYLA
12000
AHD = 16
DOF1 = 5.94
DOF2 = 3.2
C = 499428
P = -39622
06 pAHDq2 P DOF1 DOF2 targetDOF1 = 3targetDOF2 = 6 MLSL  COBYLA
5000
AHD = 21.7
DOF1 = 5.54
DOF2 = 2.97
C = 669203
P = -27281
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DOF1 = 4.86
DOF2 = 5.88
Cost = 749701 ¤ 
Profit = -107845 ¤
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AHD = 14.26 kWh/m²
DOF1 = 2.4
DOF2 = not calculated
Cost = not calculated 
Profit = not calculated
Optimization 02
AHD = 17 kWh/m²
DOF1 = 5.91
DOF2 = 2.9
Cost = not calculated 
Profit = not calculated
Optimization 03
AHD = 12.23 kWh/m²
DOF1 = 4.52
DOF2 = 0.76
Cost = 447216 ¤ 
Profit = -21474 ¤
Figure 7.11: Variations optimized with weighted-sum approach.
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Optimization 04
AHD = 23 kWh/m²
DOF1 = 2.82
DOF2 = 0.7
Cost = 440001 ¤ 
Profit = -12263 ¤
Optimization 05
AHD = 16 kWh/m²
DOF1 = 5.94
DOF2 = 3.2
Cost = 499428 ¤ 
Profit = -39622 ¤
Optimization 06
AHD = 21.7 kWh/m²
DOF1 = 5.54
DOF2 = 2.97
Cost = 669203 ¤ 
Profit = -27281 ¤
Figure 7.12: Variations optimized with weighted-sum approach.
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7.3.3 Pareto optimization
The Pareto optimization is performed with multi-criteria solver NSGA II. The
solver was setup:
• Objectives - AHD, Cost, Average DOF
• Crossover rate 0.8
• Mutation rate 0.5
• Elitism 0.5
• Population size 100
• Number of generations 80
03
01
02 04
Figure 7.13: Pareto graph - generation 80 with marked selected variations.
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Optimization 07
Variation 01
AHD = 17.3 kWh/m²
DOF1 = 4.3 
DOF2 = 2.27
Cost = 445329 ¤ 
Profit =  -18775 ¤
Optimization 07
Variation 02
AHD = 19 kWh/m²
DOF1 = 5.9 
DOF2 = 2.9
Cost = 446364 ¤ 
Profit =  -22713 ¤
Optimization 07
Variation 03
AHD = 13.9 kWh/m²
DOF1 = 5.13 
DOF2 = 3
Cost = 472815 ¤ 
Profit =  -36146 ¤
Optimization 07
Variation 04
AHD = 14.63  kWh/m²
DOF1 = 5.6
DOF2 = 2.73
Cost = 454060 ¤ 
Profit =  -34886 ¤
Figure 7.14: Pareto optimization. Selected variations from generation 80.
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7.3.4 Results
1. Single-criteria solvers
(a) Target approach
In optimizations o01 and o02 was each objective subject to a target
value. In these cases the solvers successfully found the best possible
solutions. In example o02 already the AHD did not reach the target,
because the wanted daylight factors on 1st and 2nd floor were
restraining the solver. In optimization o03 the objective value gets
only punished when the cost is higher then the target. Therefore, the
AHD can reach quite low value 12.23. Interesting is comparing o03 to
o04, when the target value for the cost was lowered only marginally,
but the solver found the best solution with AHD 23, almost double to
o03. On the graph chart is apparent the in order to reach the low cost
there is minimum amount of insulation, as well as smaller glazing in
the south façade.
(b) Target + sum objectives approach
In optimizations o05 and o06 the function is composed out of
targeted objectives (daylight factors) and sum of other objectives. In
05 the function helps the solver to find good quality solution, the best
balanced between the objectives from all six test with single-criteria
solver. In 06 the objective is profit instead of cost, which however
increased AHD and cost.
2. Multi-criteria solver
(a) Pareto
With population size 100 the solver was let run for 80 generations.
During the process it clearly defined boundaries of the Pareto frontier
towards the lower regions of the solutions space. It is possible that if
letting the solver run for more generations it would farther lower the
frontier, as some of the point in generation 80 are still not on Pareto
front, but the definition level is satisfactory for this research purposes.
(b) Solutions
For comparing the Pareto and spider graph were selected some
variations in the lower vicinity of AHD and DOF, along the axis of
the cost. The v03 differs from the others the most in terms of
geometry, but it is also the most expensive. It is due to the
maximised insulation thickness and the northern area (area 3), as can
be seen on the spider graph. Overall these designs are more balanced
between the objectives than the results from the weighted sum
approach.
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7.4 Study 4 - Aviation museum
This study analyses optimizing a large building - an aviation museum. The form
is based on design by Foster & Partners. The location is in Getafe in Spain. The
building is essentially a large hangar for displaying historic aeroplanes. As such
it has a limited thermal insulation. Due to the site’s location in hot climate the
roof will suffer from large sun radiation which will warm the interior. Therefore,
beside optimizing the structure for load displacement and weight, the orientation
of the building and form of the roof will be optimized for minimum irradiation.
Another objective is to maximise the floor area.
7.4.1 Parametric model
The parametric model consists of 18 independent variables. The roof is
composed out of rib structure. Beside its structural advantages the ribs could
also perform as static shading device, lowering the roof’s area of constant sun
exposure. The roof ribs are composed from truss structure. For this experiment
the model retains rather large degree of freedom, so large variety of possible
solutions can be explored. The whole building is able to rotate within the site’s
boundaries.
Figure 7.15: Parametric struss structure of the roof.
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Table 7.5: Design and objective variables and boundary constraints.
Design variables roof angle (%)
2 roof height levels (m)
3 plan width (m)
building rotation)
roof slope (%)
building length (m)
wall’s inclination (m)
distance roof ribs (m)
3 roof arch height points (m)
2 roof oculus XYZ position (m)
roof oculus diameter (m)
number of ribs
Objective variables Irradiation of roof (kWh{m2)
Maximum stress displacement (cm)
Total mass (t)
Building floor area (m2)
Boundary constraints Min. distance from site boundaries = 5m.
7.4.2 Weighted sum optimization
As an initial test was performed optimisation with single-criteria solvers. The
used solvers were MLSL + COBYLA for 2000 iterations.
fpx, y, zq  px  yq2   z  100 (7.3)
• x = displacement
• y = total mass
• z = floor area
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Optimization 01
Displacement = 94 cm
Weight = 34.7 t 
Floor Area = 3871 m²
Irradiation = 5.64 kWh/m²
Figure 7.16: Optimization for displacement, weight and area with single criteria
solvers.
7.4.3 Pareto optimization
The Pareto optimization is performed with multi-criteria solver NSGA II. The
solver was setup:
• Objectives - Irradiation, Displacement, Floor area, Weight
• Crossover rate 0.8
• Mutation rate 0.5
• Elitism 0.5
• Population size 100
• Number of generations 40
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01
02
03
04
Figure 7.17: Pareto front graph with indicated selected samples.
7.4.4 Results
The design space was explored with the interactive pareto and spider graphs.
The four selected variations demonstrate the parametric freedom in this example
that was mentioned earlier [Figure 7.18]. As predicted, the higher ribs lower the
absorbed sun energy (variation 04), but increase the weight. The v04 has also high
displacement, because the solver tried to balance the displacement with weight.
It could increase the number of cross sections, but it would increase the already
large weight. The variation 01 demonstrates very low weight, but on the other
hand a very high displacement.
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Optimization 02
Variation 01
Displacement = 421 cm
Weight = 57 t 
Floor Area = 4491 m²
Irradiation = 2.26  kWh/m²
Optimization 02
Variation 02
Displacement = 15 cm
Weight = 139 t 
Floor Area = 4541 m²
Irradiation = 2.5 kWh/m²
Optimization 02
Variation 03
Displacement = 20 cm
Weight = 174 t 
Floor Area = 6042 m²
Irradiation = 2.63 kWh/m²
Optimization 02
Variation 04
Displacement = 235 cm
Weight = 210 t 
Floor Area = 5644 m²
Irradiation = 1.93 kWh/m²
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Figure 7.18: Pareto optimization. Selected variations from generation 40.
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Narrowing solution space
In order to select option only from certain solution space, from the spider graph
connected to the pareto graph is narrowed the solution space as:
• irradiation < 4
• displacement < 60
• weight < 100
The graphs revealed that the solution space contained 9 variations , see [Figure
7.19]. The space was further narrowed for lower max. displacement as:
• irradiation < 4
• displacement < 20
selection 3
selection 2
selection 1
selection 3
selection 2
Optimization 02
Variation 07
Displacement = 25.3 cm
Weight = 91 t 
Floor Area = 4900 m²
Irradiation = 3.79 kWh/m²
Figure 7.19: Narrowed solution space for irradiation < 4, displacement < 60
and weight < 100
The solution space contained 6 variations close to each other. The two
selected models from this group [Figure 7.20] show as expected a subtle
geometrical changes. On the graph is seen that the biggest change among the
parameters was the maximized top arc height in v06 that decreased slightly the
irradiation level, but also increased the displacement and weight.
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Optimization 02
Variation 06
Displacement = 14.6 cm
Weight = 139 t 
Floor Area = 4541 m²
Irradiation = 2.59 kWh/m²
Optimization 02
Variation 05
Displacement = 13.4 cm
Weight = 123 t 
Floor Area = 4532 m²
Irradiation = 2.8 kWh/m²
Figure 7.20: Narrowed solution space for irradiation < 4, displacement < 20
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7.4.5 Parametric pitfalls
There are issues within the parametric approach that still needs to be addressed
by the researchers and software developers. The used software (Grasshopper) as
well as some other parametric modellers use the Directed Acyclic Graph
[ Christofides (1975)] for building the associative relationships that define the
model. This method has the advantage to quickly and intuitively build a simple
model. However, for more complicated parametric relations the parametric
definition starts to be chaotic due to its so called "spaghetti tangle". The model
is then difficult to untangle and share with other colleagues.
Another problem with parametric optimization is that at some point of the
optimization process, especially when the parameters are left with relatively large
freedom of change, the solver can find a configuration, where the model breaks.
Some analysis then cannot be performed and output to the solver a zero. If there
is not embedded in the model some protection that catches this false signal, the
optimizer considers this configuration as being the best.
Figure 7.21: The model undesirably breaks its geometry in specific parametric
configuration.
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7.5 Summary
The case studies clearly demonstrated that optimization algorithms connected
with suitable parametric framework can be used for solving diversity of
architectural problems. However, it is their combination with interactive
graphical tools that enabled to intuitively and quickly explore the solution
space. As already stated, the goal was not to find one best solution, but to
rather present variety of possible solutions. This still leaves the architect a
certain design freedom to choose the design path, but makes him/her aware of
the problems that must be solved. For example, if the desirable option is in the
vicinity of the subtle arched variation 07 of the museum, the architect knows
that the number of cross members of the roof structure should be increased to
lower the displacement. The irradiation analysis also tell that the building will
receive on average around four hours of direct sun during summer, which should
be address in the design.
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Conclusion
How can architects navigate the design space and seek all alternatives of possible
solutions to a design problem? Typically with random or educated guessing, which
explores only small part of the variations. Or by another approach that is to use
a computational algorithm to guide the design process. This performance driven
counselling brings the user directly to the point of interest, the optimal design.
Neither of these approaches are fulfilling the architect’s needs. Ideally, a tool
should point users in the direction of good designs, but should still allow them
the freedom to explore.
This research has presented a possible framework for using algorithmic design
optimization in an interactive way. The graphical tools in combination with the
solvers and parametric framework enable a guided exploration of design spaces,
while maintaining enough freedom for creativity. The framework builds upon
existing algorithms and design tools and tackles the issues stated on the beginning
of the thesis that it:
• Improves the effectiveness of the design space explorations which positively
influences the design quality and diversity.
• Enhances the capabilities of design interaction with simple but powerful
parameter controls
• Refines the initial design stage with simplified setup and through real time
analysis.
The theses illustrates the use of this framework in several conceptual design
cases, where it demonstrates the guided exploration of design spaces for each
example. This optimization based guidance helps to reveal variety of possible
solution and related design problems, while it maintains design freedom and
creativity.
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