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Zusammenfassung
In der vorliegenden Masterarbeit werden verschiedene Graphdatenbanksysteme in einer funktio-
nalen und technischen Evaluation hinsichtlich ihrer Eignung für ein aktuelles Forschungsvorhaben
der Abteilung Datenbanken der Universität Leipzig untersucht. Ziel des Forschungsprojektes ist
die Integration von Unternehmensdaten in ein Informationsnetzwerk und eine darauf aufbauende
graphenorientierte Analyse der Daten.
Im Rahmen der Auseinandersetzung mit den theoretischen Grundlagen der Thematik wird zu-
nächst auf die erforderlichen graphentheoretischen Konzepte sowie auf Informationsnetzwerke und
weitere Netzwerkarten eingegangen. Jeder Netzwerktyp ist dabei mit unterschiedlichen Einsatz-
gebieten verbunden, die daraus resultierenden Anforderungen führen zur Einteilung der graphen-
basierten Softwaresysteme in die Kategorien Graphdatenbanksysteme, Graph Processing Systems
sowie Visualisierung- und Analysesoftware. Der Fokus wird auf Graphdatenbanksysteme gelegt,
da diese sich durch ihre Ausrichtung auf lokale, traversierende Anfragen in Verbindung mit klas-
sischen Datenbankfunktionalitäten, wie zum Beispiel Mehrbenutzerfähigkeit und Konsistenzerhal-
tung, für das Forschungsprojekt eignen. Neben der Definition verschiedener Ausprägungen von
Graphdatenbanksystemen wird auf die eingesetzten Datenmodelle eingegangen. Die theoretische
Vorbetrachtung schließt mit der Definition graphenspezifischer Operationen, die für die Analyse
von Informationsnetzwerken relevant sind.
Die Vielzahl verschiedener Implementierungen macht es erforderlich, zunächst im Rahmen der
funktionalen Analyse kategorisierte Anforderungen aus den Projektzielen abzuleiten und auf deren
Grundlage eine erste Auswahl zu treffen. Nach der Differenzierung in obligatorische und optionale
Anforderungen konnten aus den ursprünglich in Betracht gezogenen 22 Graphdatenbanksystemen
vier Systeme ausgewählt werden: Neo4j, HyperGraphDB, OrientDB und Titan.
Die sich anschließende detaillierte Untersuchung der Systeme betrachtet das Datenmodell, die
Zugriffs- und Indexmechanismen, die Persistenz- und Cacheverwaltung sowie die Verteilung und
Skalierbarkeit. Der Vergleich ergab, dass vor allem Neo4j und Titan aufgrund ihres hohen Funk-
tionsumfangs an graphenspezifischen Operationen und durch ihre effizienten Speicher- und Vertei-
lungsmechanismen für den Einsatz innerhalb des Forschungsprojektes in Frage kommen.
Die Leistungsfähigkeit beider Systeme wird in einem abschließenden Benchmark verglichen, dabei
werden die Ausführung analytischer Anfragen sowie die Anfrageformulierung in den jeweiligen An-
fragesprachen bewertet. Die Messungen haben gezeigt, dass sich auch in technischer Hinsicht beide
Systeme aufgrund des gezeigten Leistungsverhaltens für das Projekt eignen. Die Präferenz liegt bei
Neo4j, da es im Vergleich durch Unterstützung der deklarativen Anfragesprache Cypher und der
imperativen Anfragesprache Gremlin den größeren Funktionsumfang aufweist und im Benchmark
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Das folgende Kapitel soll dem Leser zeigen, warum eine Auseinandersetzung mit Graphdaten-
banksystemen im Kontext der Analyse von Informationsnetzwerken erforderlich ist. Im zweiten
Abschnitt werden Ziel und Aufbau der Arbeit kurz präsentiert.
1.1. Motivation
Es existieren viele verschiedene Arten von Netzwerken: Personen sind über Freundschaftsbezie-
hungen in einem sozialen Netzwerk verbunden, Websites über Hyperlinks im World Wide Web
verknüpft, Städte über das Autobahnnetz erreichbar. Die mathematisch abstrakte Grundlage ist
ein Graph und auf dieser Ebene sind Personen, Websites und Städte die Knoten, die Verbindungen
zwischen ihnen die Kanten. Die genannten Beispiele verbindet, dass die Beziehungsinformationen
zwischen den Knoten genauso wichtig und mitunter sogar wichtiger sind als die Knoten selbst.
Die Analyse von Netzwerken spielt in den verschiedensten Disziplinen eine wichtige Rolle. Im Be-
reich der sozialen Netzwerke können auf der Grundlage übereinstimmender Kontakte neue Bezie-
hungen vorgeschlagen werden. Für den Datenaustausch im Internet ist es wünschenswert, dass ein
Datenpaket den kürzesten Pfad zwischen Quelle und Senke wählt. Gleiches gilt für das Trans-
portwesen, bei dem energie- und kosteneffiziente Routen für jedes Transportmittel geplant werden
müssen. Die Graphentheorie bietet hierfür eine Vielzahl von Algorithmen, mit deren Hilfe die jeweils
relevanten Informationen aus den vorhandenen Daten gewonnen werden können.
Neben den genannten klassischen Beispielen können auch Unternehmensdaten in Form eines Graph
betrachtet werden. Unternehmen nutzen eine Vielzahl verschiedener Geschäftsinformationssysteme
zur Bewältigung ihrer Aufgaben. Man unterscheidet beispielsweise Systeme für Enterprise Resource
Planing, Project Management oder Customer Relationship Management, welche sich in technologi-
scher, struktureller und semantischer Hinsicht unterscheiden können. Die Informationen innerhalb
dieser Systeme sind miteinander verbunden, so kann zum Beispiel ein Kunde direkt mit einer Be-
stellung oder einer Lieferung bzw. indirekt mit dem Produkt oder einer Filiale assoziiert sein, Mit-
arbeiter sind über Aufträge und Rechnungen ebenfalls mit dem Kunden verbunden. Die genannten
Entitäten, wie zum Beispiel Kunde oder Rechnung, bilden die Knoten innerhalb des Netzwerkes,
der kausale oder kontextuelle Zusammenhang zwischen ihnen definiert die Kanten.
Die Struktur des Netzwerkes ist dabei die Grundlage für Analysen, deren Ziel es ist, aus beste-
henden Informationen neue Informationen abzuleiten, aus denen wiederum neues Wissen generiert
werden soll. Im Bereich der Unternehmensdaten werden diese analytischen Verfahren und damit
verbundene Anwendungen unter dem Begriff Business Intelligence (BI) zusammengefasst[82]. Un-
ternehmen setzen BI ein, um möglichst gewinnbringende Informationen aus vorhandenen Daten zu
extrahieren. Auf Basis dieser Informationen können der Zustand des Unternehmens eingeschätzt
und Entscheidungen getroffen werden.
Ein in diesem Zusammenhang genutztes Konzept ist das Data Warehouse, es handelt sich um
eine spezielle Datenbank, welche für Analysezwecke optimiert ist und in welcher Daten aus mehre-





Schema voraus, was bedeutet, dass die für die Analyse erforderlichen Beziehungen zwischen den
einzelnen Elementen vorab festgelegt werden müssen und somit jeder relevante Zusammenhang
bekannt sein und im Schema abgebildet werden muss. Dieser Sachverhalt schränkt jedoch die ana-
lytischen Möglichkeiten ein, da nur Zusammenhänge analysiert werden können, die im Schema
definiert wurden. Unbekannte, eventuell nicht intuitiv erkennbare Zusammenhänge können in der
Analyse nicht berücksichtigt werden.
Ein Projekte am Lehrstuhl Datenbanken befasst sich mit der Entwicklung und Untersuchung von
Methoden zur graphenbasierten Business Intelligence. Eine graphenorientierte Repräsentation von
Unternehmensdaten weist die beschriebene Einschränkung eines vordefinierten Schemas nicht auf,
vielmehr erlaubt sie die flexible Evaluation der Beziehungen zwischen einzelnen Objekten innerhalb
der Unternehmensdaten. Als technologische Grundlage für das Projekt wird die Verwendung eines
Graphdatenbanksystems bzw. Graphdatenbankmanagementsystems (GDBMS) angestrebt.
Dabei handelt es sich um einen speziellen Datenbanktypus, in dem Datenstrukturen für Schema und
Daten direkt als Graph modelliert sind und der Zugriff auf die hinterlegten Informationen mittels
graphenorientierter Operationen erfolgt[2]. Beziehungen werden als eigenständige Objekte verwal-
tet und können als solche analysiert werden. Die Systeme werden für die effiziente Verwaltung stark
vernetzter Daten konzipiert und versprechen gegenüber herkömmlichen, wie zum Beispiel relationa-
len, Datenbanksystemen wesentliche Vorteile bezüglich Performanz bei der Analyse topologischer
Zusammenhänge.
Das Projekt bedingt somit die Untersuchung bestehender Graphdatenbanksysteme um einschätzen
zu können, inwieweit diese sich für die Integration heterogener Daten eignen und welche Opera-
tionen für die BI-orientierte Analyse zur Verfügung gestellt werden. Letztere erfordert neben einer
topologischen Analyse auch datenbezogene Auswertungen, wie zum Beispiel die Aggregation. In
diesem Zusammenhang muss untersucht werden, inwieweit sich Graphdatenbanksysteme für die-
se Anfrageart eignen. Neben den funktionalen Eigenschaften ist auch die Leistungsfähigkeit eines
Graphdatenbanksystems im Kontext BI-orientierter Anfragen von Interesse und muss in den Ent-
scheidungsprozess einbezogen werden.
1.2. Ziel der Arbeit
Ziel dieser Masterarbeit ist es, verschiedene Graphdatenbanksysteme anhand definierter Anforde-
rungen zu vergleichen, einige der Systeme auszuwählen und in einer Evaluation ihre Eignung für
aktuelle Forschungsvorhaben in der Abteilung Datenbanken der Universität Leipzig zu untersu-
chen.
In diesem Zusammenhang sollen zunächst graphenbasierte Softwaresysteme kategorisiert werden,
der Fokus liegt hierbei auf Graphdatenbanksystemen und deren verschiedenen Ausprägungen. Die
theoretische Betrachtung existierender Datenmodelle, wie zum Beispiel des Property-Graph- oder
des Hypergraph-Modells, wird durch die Definition einfacher und komplexer graphenspezifischer
Operationen ergänzt. In einer Vorauswahl sollen aktuelle Graphdatenbanksysteme zunächst auf
der Grundlage definierter Merkmale gegenübergestellt werden. Einige dieser Merkmale werden als
zwingend erforderlich angesehen, zu diesen zählen zum Beispiel Quelloffenheit, dauerhafte Speiche-





und eine Auswahl getroffen werden. In der anschließenden Evaluation werden die ausgewählten
Graphdatenbanksysteme detailliert betrachtet, der Fokus liegt auf Datenmodell und Zugriffsmög-
lichkeiten, sowie den verwendeten Datenstrukturen in Haupt- und Hintergrundspeicher. Neben der
theoretischen Untersuchung ihrer funktionalen Eigenschaften sollen die Systeme in einem Bench-
mark gegenübergestellt werden. Die Leistungsfähigkeit bei der Ausführung grundlegender Opera-
tionen, wie der Manipulation des Graphen, ist dabei genauso relevant wie das Systemverhalten bei
der Ausführung komplexer Operationen. Zu diesen zählen unter anderem das Finden von Mustern
innerhalb des Graphen oder das Berechnen von Pfaden mit definierten Einschränkungen. Abschlie-
ßend sollen die Stärken, vor allem aber die Schwächen der einzelnen Systeme aufgezeigt werden.
Daraus lässt sich eine Empfehlung für den weiteren Einsatz formulieren.
1.3. Aufbau der Arbeit
Im nachfolgenden Kapitel wird zunächst ausführlicher auf verwandte Arbeiten eingegangen, diese
werden nach ihrem thematischen Schwerpunkt kategorisiert vorgestellt und kurz diskutiert. An-
schließend werden in Kapitel 3 die theoretischen Grundlagen der Arbeit behandelt, neben graphen-
theoretischen Definitionen und der Beschreibung verschiedener Netzwerkarten umfassen diese eine
Kategorisierung graphenbasierter Softwaresysteme sowie die Beschreibung von Datenmodellen und
Operationen in Graphdatenbanken. In Kapitel 4 wird nach einer Beschreibung des Forschungs-
vorhabens zunächst eine Vorauswahl verschiedener Graphdatenbanksysteme durchgeführt. Daran
schließt sich die detaillierte funktionale Evaluation der ausgewählten Systeme an, die am Ende des
Kapitels gegenübergestellt und bewertet werden. Kapitel 5 enthält den Benchmark von Graph-
datenbanksystemen im Kontext analytischer Anfragen. Aus den gewonnenen Erkenntnissen wird







Das Forschungsinteresse an graphenbasierten Softwaresystemen im Allgemeinen und GDBMS im
Speziellen war bereits zu Beginn der 1990er Jahre hoch, ließ jedoch bedingt durch die wachsen-
de Bedeutung von XML-Datenbanken wieder nach[2]. Seit ca. 2008 ist ein erneuter Anstieg an
Publikationen zum Thema graphenbasierter Softwaresysteme zu verzeichnen. Die Publikationen
lassen sich dabei in drei Kategorien einteilen: Konzeptionelle Vergleiche von GDBMS, Benchmarks
von GDBMS untereinander und Benchmarks von relationalen und graphenbasierten Datenbank-
systemen. Im Folgenden wird eine Auswahl themenverwandter Publikationen der letzten fünf Jahre
diskutiert. Dabei werden jeweils Ansatz und Ergebnisse kurz beschrieben und die Veröffentlichung
anschließend kritisch betrachtet.
2.1. Konzeptionelle Vergleiche von Graphdatenbanksystemen
Angles und Gutierrez[2] stellten bereits 2008 eine umfassende und dabei gleichzeitig detaillierte
Übersicht über Datenmodelle für GDBMS vor. Die Autoren beziehen sich dabei auf die Modelle,
welche zwischen 1975 und 2002 entstanden. Neben einem Vergleich mit anderen Datenmodellen
beinhaltet der Artikel eine funktionale Gegenüberstellung graphenbasierter Datenmodelle. Die Au-
toren definieren ein Datenmodell auf Basis der verwendeten Datenstrukturen, der Anfragesprachen
und der Integritätsbedingungen. Anhand dieser drei Kriterien werden die verschiedenen Modelle
miteinander verglichen, diese Betrachtung folgt dabei ausschließlich einem theoretischen Interesse
und widmet sich nicht der Bedeutung konkreter Implementierungen.
Einige der für die vorliegende Masterarbeit relevanten Implementierungen wurden 2012 von Angles[1]
untersucht. Der Vergleich wendet erneut die oben genannten drei Kriterien an und ergänzt diese um
die Art der Datenspeicherung. Zu Beginn stellt der Autor die Systeme bzgl. der Art der Datenspei-
cherung und der Möglichkeit zur Indexierung der Daten gegenüber. Der Großteil der verglichenen
Systeme unterstützt die persistente Speicherung des Graphen und die Definition von Indizes. Der
Autor stellt weiter fest, dass im Vergleich zu den in [2] betrachteten Datenmodellen viele Systeme
die Speicherung von Attributen direkt an Knoten und Kanten zulassen. Des Weiteren wird die Un-
terstützung graphenspezifischer Anfragen mittels Application Programming Interface (API) oder
Anfragesprache untersucht. Neben einfachen Anfragen wie der Selektion von Knoten und Kanten,
werden die GDBMS hinsichtlich der Fähigkeit zur Ausführung verschiedener Pfadanfragen, Muster-
suchen und Wertaggregation verglichen. Das Fehlen einer standardisierten Anfragesprache wird als
ein wesentlicher Nachteil vorhandener Implementierungen ausgewiesen: Nur drei der neun vergliche-
nen Systeme verfügen über eine Anfragesprache, davon sind zwei proprietär. Der Schwerpunkt wird
laut Ansicht des Autors auf die Entwicklung von APIs für populäre Programmiersprachen gelegt.
In Bezug auf Integritätsbedingungen wird darauf hingewiesen, dass diese in den untersuchten Sys-
temen nur ansatzweise umgesetzt sind, was ebenfalls als ein entscheidendes Defizit gewertet wird,
da die Einhaltung der Konsistenz eine wesentliche Aufgabe eines Datenbanksystems darstellt.
Diskussion Der Artikel legt den Schwerpunkt auf einen funktionalen Vergleich. Implementierungs-





sind jedoch für die vorliegende Arbeit von Interesse. Eine quantitative Analyse im Rahmen eines
Benchmarks wird ebenfalls nicht vorgenommen. Der Autor verweist diesbezüglich auf zukünftige
Arbeiten, zum aktuellen Zeitpunkt sind jedoch keine weiterführenden Veröffentlichungen verfügbar.
In Abschnitt 4.1 werden verschiedene Anforderungen im Rahmen aktueller Forschungsvorhaben for-
muliert. Diese Anforderungen werden in [1] nur teilweise berücksichtigt. Ungeachtet dessen stellt
der Artikel einen guten Ausgangspunkt für weitere, detailliertere Betrachtungen von Graphdaten-
banksystemen dar.
Buerli[9] gab 2012 ebenfalls einen Überblick über Vertreter von Graphdatenbanksystemen, leg-
te den Schwerpunkt jedoch auf Einsatzmöglichkeiten von GDBMS und kategorisiert die Systeme
auf Grundlage des jeweiligen Datenmodells. Hervorzuheben ist, dass ebenfalls der Bereich der Ge-
schäftsdaten als wichtiges Anwendungsgebiet beschrieben wird. Beispiele hierfür sind die Speiche-
rung und Analyse von Produkthierarchien und Finanzdaten. Bestehende Systeme werden in vier
Kategorien eingeteilt: (1) native und (2) verteilte GDBMS, (3) GDBMS als Erweiterung bestehen-
der Datenbanksysteme sowie (4) GDBMS auf Basis von MapReduce. Der Autor schließt mit einem
kurzen Vergleich zwischen relationalen und Graphdatenbanksystemen, in dem u.a. die Ergebnis-
se aus [73] zitiert werden. Es wird analog zu [1] auf fehlende Standardisierung als entscheidendes
Defizit hingewiesen. Dies bezieht sich sowohl auf eine einheitliche Beschreibung der verschiedenen
Datenmodelle, als auch auf eine standardisierte Anfragesprache.
Diskussion Der Artikel stellt eine Auflistung und kurze Beschreibung vorhandener Implementie-
rungen dar und bietet somit einen guten Einstieg in das Thema. Der Autor erweitert die Menge der
in [1] betrachteten Systeme, berücksichtigt jedoch ebenfalls nicht alle relevanten GDBMS. Ein Ver-
gleich erfolgt weder auf funktionaler Ebene noch auf der Grundlage eigener Leistungsmessungen.
Bei genauerer Betrachtung der einzelnen Systeme zeigt sich außerdem, dass die Abgrenzung der
Kategorien unscharf ist, so werden zum Beispiel Phoebus, Google Pregel und Apache Giraph als
Datenbanksysteme deklariert. Wie in Abschnitt 3.3.2 gezeigt werden wird, handelt es sich bei den
genannten Systemen um Graph Processing Systems, bei denen der Fokus auf der verteilten Analyse
umfangreicher Graphen liegt. Sie weisen nicht die wesentlichen Eigenschaften von Datenbanksyste-
men, wie z.B. Datenintegrität, Fehlerbehandlung und Mehrbenutzerfähigkeit, auf. Darüber hinaus
werden in der Kategorisierung hauptspeicherzentrierte GDBMS und Programme zur Visualisierung
und Analyse einfacher Graphen nicht berücksichtigt.
Entwickler von Microsoft Trinity diskutierten 2012 in [55] die Ursachen für die Ausprägung verschie-
dener graphenbasierter Softwaresysteme. Die Kernaussage ist, dass kein System existieren kann,
in dem alle Graphalgorithmen optimal hinsichtlich ihrer Laufzeit implementiert werden können.
Die Ursache hierfür liegt im wahlfreien Zugriff auf die Informationen innerhalb des Graphen. Ver-
schiedene Algorithmen erfordern unterschiedliche physische Repräsentationen des Graphen um die
jeweils optimale Laufzeit zu erreichen. Der Aufwand, den Graph zu konvertieren, steigt dabei mit
seiner Größe. Aus dieser Tatsache leiten die Autoren die Entwicklung spezialisierter graphenbasier-
ter Softwaresysteme ab und klassifizieren diese je nach Anwendungsfall in online query processing
und offline graph analytics Systeme. Die Autoren zeigen weiter, dass Anwendungen existieren, an
welche sowohl operationale als auch analytische Anforderungen gestellt werden. Um in solchen Sze-
narien den wahlfreien Zugriff in umfangreichen Graphen möglichst effizient durchzuführen, werden





Diskussion Der Artikel beinhaltet eine interessante Diskussion über die Folgen des wahlfreien
Zugriffs innerhalb von Graphen und der sich daraus ergebenden möglichen Klassifizierung gra-
phenbasierter Softwaresysteme. In Abschnitt 3.3 werden die Systeme ebenfalls klassifiziert, wobei
analog die Unterscheidung zwischen operativen und analytischen Systemen erfolgt, operative Syste-
me jedoch noch weiter unterteilt werden. Der Einfluss der physischen Repräsentation des Graphen
auf die Laufzeit der verwendeten Graphalgorithmen stützt die Entscheidung, die Implementierung
der Persistenz in den zu vergleichenden Systemen genauer zu untersuchen.
2.2. Benchmarks in relationalen und Graphdatenbanksystemen
In [73] wurde 2010 das relationale Datenbanksystem MySQL mit dem GDBMS Neo4j verglichen.
Der Vergleich erfolgt sowohl empirisch in Form eines Benchmarks, als auch auf Basis selbstdefinier-
ter Systemeigenschaften. Der Benchmark stellt ein Szenario nach, in welchem Informationen zum
Entstehungsprozess von Daten gespeichert und abgefragt werden. Solche Herkunftsinformationen1
lassen sich als gerichteter, azyklischer Graph modellieren. Die Autoren erzeugen diese Graphen zu-
fallsgesteuert, Knoten werden mit zusätzlichen Nutzdaten versehen. Die Skalierbarkeit der Systeme
wird durch verschiedene Größen der Graphen getestet, wobei der größte Graph 100 Tsd. Knoten
umfasst. Anfragen werden sowohl struktur-, als auch datenbezogen ausgeführt. Die strukturellen
Anfragen berechnen die transitive Hülle2 ausgehend von zufällig ausgewählten Knoten und unter-
schiedlichen Abständen. Die Ergebnisse zeigen eine um bis zu Faktor 10 kürzere Ausführungszeit
für Neo4j. Bei den datenbezogenen Anfragen wird in numerische und alphanumerische Nutzda-
ten unterschieden. Neo4j verwendet den Apache Lucene Volltext-Index, was sich bei numerischen
Nutzdaten als Nachteil, bei alphanumerischen Nutzdaten jedoch als Vorteil gegenüber MySQL her-
ausstellt.
Neben dem empirischen Vergleich stellen die Autoren die beiden Systeme bezüglich der Eigen-
schaften Anwendersupport/Reifegrad, Zugang/Einfachheit, Flexibilität und Sicherheit gegenüber.
Aufgrund der weitaus längeren Entwicklungsdauer und größeren Verbreitung relationaler Daten-
banksysteme wird diesen ein höherer Reifegrad und folglich ein besserer Anwendersupport zuge-
sprochen. Der Support von Neo4j beschränkt sich nach Aussage der Autoren auf die Webpräsenz
des Unternehmens und eine kleine Community. Das Fehlen einer einheitlichen Anfragesprache wird
auch hier als Defizit von GDBMS aufgezeigt. Dies wird insbesondere beim Vergleich des Zugangs
zu den Systemen deutlich: Neo4j und auch andere GDBMS bieten entweder nur systemspezifische
APIs oder proprietäre Anfragesprachen an, während SQL eine standardisierte Anfragesprache für
das relationale Datenmodell darstellt. Als ein wesentlicher Vorteil von Neo4j wird dessen Flexibili-
tät hinsichtlich der Schemaevolution genannt. Durch den Verzicht auf eine Schemadefinition können
Änderungen am Schema ohne Beeinflussung bestehender Instanzdaten durchgeführt werden. In Be-
zug auf Sicherheit geht Neo4j von einer vertrauten Umgebung aus und verzichtet im Gegensatz zu
1Hierzu zählen Informationen über alle Prozesse, die an der Entstehung des Datums mitgewirkt haben, sowie allen
Eingabedaten und deren jeweilige Herkunftsinformationen. Ein Beispiel ist die Produktion komplexer, zusam-
mengesetzter Produkte. Fehler in Teilen eines Produktes können durch die zusätzlichen Informationen schneller
innerhalb der Produktionskette propagiert werden.
2Die transitive Hülle berechnet alle Knoten, die direkt oder indirekt mit einem Startknoten verbunden sind. In den





MySQL auf eine datenbankseitige Nutzerverwaltung und die Möglichkeit, Restriktionen in Form
von z.B. Access Control Lists (ACL) zu definieren.
Diskussion Der durchgeführte Benchmark ist detailliert und nachvollziehbar beschrieben. Die Er-
gebnisse werden plausibel diskutiert und erfüllen unter Betrachtung des Szenarios die Erwartungen.
Ein Punkt, auf den nicht hingewiesen wird, ist die fehlende Unterstützung rekursiver Anfragen in
MySQL. Die Berechnung der transitiven Hülle erfolgt innerhalb der Anwendung mit Hilfe einer
Breitensuche. Auf Verbundoperationen wird dabei bewusst verzichtet. Interessant ist, dass MySQL
dennoch schlechtere Ergebnisse erzielt, obwohl ausschließlich Selektionen auf einer Relation aus-
geführt werden. Eine mögliche Ursache hierfür ist die Formulierung der Anfragen in Neo4j unter
Verwendung der nativen API: Die Verarbeitung einer Anfragesprache und die Kommunikation mit
einem Datenbankserver für jede Selektion entfallen und wirken sich im Gegensatz zu MySQL nicht
auf die Antwortzeit aus. Es werden darüber hinaus keine komplexeren Anfragen zur systematischen
Analyse der Netzwerke untersucht. Der Beitrag erschien 2010, Neo4j bezeichnete sich aktuell als The
World’s Leading Graph Database[64]. Interessant ist, wie sich Neo4j in Bezug auf die subjektiven
Faktoren, aber auch in Bezug auf Anfragesprachen und Performance weiterentwickelt hat.
Holzschuher und Peinl[31] widmeten sich 2013 ebenfalls der Gegenüberstellung von Neo4j und
MySQL. Die Autoren wählen ein soziales Netzwerk als Anwendungsfall. Der Benchmark basiert auf
der Implementierung von relationalen bzw. graphenorientierten Persistenz-Backends für Apache
Shinding3, einem Framework zur Erstellung von Webanwendungen für soziale Netzwerke. Apache
Shinding nutzt die Java Persistence API (JPA) in Kombination mit Hibernate für die Anbindung
eines relationalen DBMS. Neben dem generellen Vergleich von relationaler und graphenorientierter
Persistenz wendet sich der Beitrag dem detaillierten Vergleich der verschiedenen Anfragemöglich-
keiten in Neo4j zu. Es werden die native Java-API, die deklarative Anfragesprache Cypher und die
funktionale Anfragesprache Gremlin verglichen. Dabei wird zwischen eingebetteter und entfernter
Nutzung der Datenbank unterschieden. Die Testanfragen sind vergleichbar zu [73] daten- und struk-
turbezogen. Beispiele sind das Abrufen aller Nutzerdaten einer einzelnen Person und das Abfragen
der Freunde eines Nutzers bzw. der Freunde der Freunde eines Nutzers (Friend-of-a-Friend, FOAF).
Die generierten Datensätze basieren auf den topologischen Eigenschaften realer sozialer Netzwer-
ke und enthalten zwischen 2 Tsd. und 10 Tsd. Personen mit 25 Tsd. bzw. 137 Tsd. Beziehungen.
Die Ergebnisse zeigen, dass der entfernte Zugriff via JPA, Cypher und Gremlin für datenbezoge-
ne Anfragen annähernd identische Antwortzeiten erzielt. Bei strukturbezogenen Anfragen ist JPA
(MySQL) langsamer als Cypher und Gremlin. Die Differenz vergrößert sich dabei mit zunehmender
Tiefe der FOAF-Anfragen. Die eingebettete Verwendung der Anfragetechniken ist erwartungsge-
mäß schneller, die native Java-API erzielt die besten Ergebnisse. Die eingebettete Verwendung von
Cypher ist um ca. eine Größenordnung langsamer als die entfernte Verwendung. Generell zeigt
sich, dass strukturbezogene Anfragen in MySQL bei steigender Datenmenge schlechter skalieren
als in Neo4j. Neben dem objektiven Benchmark werden die verschiedenen Anfragemöglichkeiten
subjektiv hinsichtlich Lernaufwand, Lesbarkeit im Programmcode und Wartbarkeit verglichen. De-
klarative Anfragesprachen wie SQL oder Cypher haben insbesondere in den Punkten Lernaufwand
und Lesbarkeit Vorteile gegenüber imperativen Sprachen. Ihre Einbettung im Programmcode birgt






Traversierungen innerhalb des Graphen, komplexere Funktionen wie Aggregation und Sortierung
sind nach Ansicht der Autoren weniger intuitiv zu formulieren.
Diskussion Der Beitrag stellt einen detaillierten Bericht über die verschiedenen Anfragemöglich-
keiten von Neo4j dar. Interessant ist die Diskussion einer möglichen Eignung von Cypher als stan-
dardisierte Anfragesprache für GDBMS. Der Benchmark basiert auf Neo4j 1.8, die inzwischen
veröffentlichte Version 1.9 enthält laut Release Notes[63] weitere Performance-Optimierungen und
die sich aktuell in Entwicklung befindliche Version 2.0 widmet sich hauptsächlich der Optimierung
von Cypher[65]. Die Methodik des Benchmarks wird exakt beschrieben und kann als Grundlage
für weiterführende objektive Untersuchungen genutzt werden. Sollte Neo4j den in Abschnitt 4.1
gestellten Anforderungen genügen, können viele der Erkenntnisse in [31] als Ausgangspunkt für
weitere Betrachtungen Verwendung finden.
2.3. Benchmarks in Graphdatenbanksystemen
Einige der für die vorliegende Arbeit relevanten GDBMS wurden 2010 erstmalig von DEX-Entwick-
lern in einem Benchmark gegenübergestellt[20]. Sie entschieden sich für die Implementierung des
HPC Scalable Graph Analysis Benchmark[3], welcher ein Gemeinschaftsprojekt von Forschern und
Industriepartnern zum Vergleich graphenbasierter Softwaresysteme ist. Der Benchmark gliedert
sich in vier Abschnitte, sog. Kernels: (1) Laden des Graphen in das GDBMS inklusive Anlegen al-
ler systemspezifischen Indizes; (2) Iteration aller Kanten und Filterung jener, die einem definierten
Prädikat entsprechen; (3) lokale Traversierung in Form der Berechnung der transitiven Hülle aus-
gehend von einer Teilmenge der Knoten; und (4) globale Traversierung im Rahmen der Berechnung
der Betweenenness Centrality4 des Graphen. Als Datengrundlage werden drei skalenfreie Zufalls-
graphen5 mit dem R-MAT-Algorithmus[10] erzeugt, der kleinste Graph umfasst 1 Tsd. Knoten und
10 Tsd. Kanten, der größte Graph 1 Mio. Knoten und 9,4 Mio. Kanten. Die verglichenen GDBMS
sind DEX, Neo4j, Apache Jena6 und HyperGraphDB. In neun von insgesamt zwölf durchgeführ-
ten Messungen erreicht DEX die besten Ergebnisse, Neo4j in den verbliebenen drei. Auffällig ist,
dass DEX in Kernel 1, 2 und 4 mit zunehmender Größe des Graphen besser skaliert als Neo4j,
beide Systeme eignen sich jedoch generell für die lokale und globale Traversierung. Apache Jena
und HyperGraphDB eignen sich vorrangig für lokale Traversierung. Eine Evaluierung von Hyper-
GraphDB erfolgt nur mit dem kleinsten Graph, da Kernel 1 für größere Graphen den festgelegten
Maximalwert von 24 Stunden überschreitet.
Diskussion Die Autoren stellen interessante Ansätze bzgl. Methodik und Konzeption eines Bench-
marks von GDBMS vor. Die verwendeten Versionen der Systeme sind allerdings nicht mehr aktuell.
Insbesondere die von den Autoren diskutierten Defizite von Neo4j, wie das Fehlen einer Möglichkeit
zur Iteration aller Kanten, sind zum aktuellen Zeitpunkt nicht mehr gültig. Die erzielten Messer-
gebnisse liefern somit zwar erste Erkenntnisse für eine Beurteilung der Systeme, eine genauere
Untersuchung ist jedoch weiterhin erforderlich. Der Benchmark selbst testet ausschließlich grundle-
gende Operationen wie das Laden von Knoten und deren Kanten, alle Algorithmen zur Ausführung
4Die Betweenenness Centrality eines Knotens ist die Anzahl aller kürzesten Pfade, die durch den Knoten
verlaufen[41]. Sie dient als Maß für die Relevanz bzw. den Einfluss eines Knotens innerhalb des Netzwerkes.






der Kernels werden dabei unabhängig von den Systemen implementiert. Im Benchmark werden
das Abfragen von Knoten- und Kanteninformationen und die damit verbundenen komplexeren
Operationen, wie zum Beispiel Aggregation, Sortierung oder (eingeschränkte) Pfadsuchen, nicht
berücksichtigt. Deren Performance ist für die vorliegende Arbeit jedoch ebenfalls von Interesse.
Dominguez-Sal et al. widmen sich in [21] nicht der Gegenüberstellung konkreter Systeme, es werden
vielmehr generelle Aspekte diskutiert, welche bei der Durchführung von GDBMS-Benchmarks zu
berücksichtigen sind. Hierzu gehören die Charakteristika realer Graphen, typische Operationen in
Graphen und die Ausführungsumgebung des Benchmarks. Es werden zunächst Wissenschaftszweige
und Anwendungen betrachtet, in denen die Analyse umfangreicher Graphen eine wesentliche Rolle
spielt. Es wird festgestellt, dass diese Anwendungen vorrangig das Property-Graph-Datenmodell
erfordern. Eine der wichtigsten topologischen Eigenschaften der Graphen ist die bereits in [20] be-
rücksichtigte Skalenfreiheit. Diese und weitere Eigenschaften sollen nach Ansicht der Autoren in
der Datenauswahl und -generierung für GDBMS-Benchmarks berücksichtigt werden. Bezüglich der
Operationen in Graphen wird eine Unterteilung in grundlegende und komplexere analytische Opera-
tionen vorgenommen. Grundlegende Operationen werden von allen Anwendungen gefordert. Hierzu
zählt neben dem Erzeugen, Lesen, Aktualisieren und Löschen von Knoten und Kanten bzw. deren
Informationen auch das Traversieren des Graphen. Komplexere Operationen variieren zwischen den
verschiedenen Anwendungstypen. Die Operationen werden weiter in lokale, d.h. auf einen Teil des
Graphen bezogene, und globale, d.h. auf den gesamten Graphen bezogene, Anfragen unterteilt. Eine
Unterscheidung in analysierende (lesende) und transformierende (schreibende) Anfragen wird eben-
falls vorgenommen. Bei der Durchführung des Benchmarks soll eine ausgeglichene Verteilung der
entsprechenden Arten berücksichtigt werden. Bei der Betrachtung der Ausführungsumgebung von
GDBMS-Benchmarks wird in Konfiguration/Aufbau, Ausführung und Metriken unterschieden. Bei
der Vorbereitung der verwendeten Datensätze wird die Angabe eines Skalierungsfaktors empfoh-
len. Mit Hilfe dessen wird der bestehende Datensatz vergrößert oder verkleinert, die topologischen
Eigenschaften des Graphen bleiben dabei aber erhalten. Zum Aufbau des Benchmarks gehören wei-
ter das Anlegen systemspezifischer Indizes, eventuelles Partitionieren und Replizieren der Daten
und die Datenreorganisation unter Berücksichtigung optimierter Datenstrukturen innerhalb der
Systeme. Die Ausführung gliedert sich in drei Phasen: (1) Eine Aufwärmphase zum Befüllen even-
tuell vorhandener Puffer, (2) die Festlegung einer Ausführungsreihenfolge der Anfragen und (3) die
Durchführung der Messung. Die wichtigsten Metriken sind dabei die benötigte Ausführungszeit, die
Zeit zum Laden des Graphen in das GDBMS aber auch der erreichte Durchsatz mit und ohne Ver-
wendung der Puffer. Interessant sind außerdem abhängige Werte, wie zum Beispiel der Gesamtpreis
oder der Stromverbrauch des Systems in Abhängigkeit zu den vorher genannten Metriken.
Diskussion Die Autoren führen eine sehr detailreiche, informative Diskussion über GDBMS-
Benchmarks und geben dabei grundlegende Hinweise für deren Implementierung. Insbesondere
die Auswahl der Daten und Operationen unterscheidet sich dabei von Benchmarks für andere Da-
tenbanksysteme. Viele der genannten Hinweise werden in Kapitel 5 berücksichtigt. Anzumerken
ist, dass im Gegensatz zur Aussage der Autoren auch typische Operationen relationaler Datenban-
ken für die Analyse von Graphen interessant sein können. Hierzu zählen die Aggregation und das





In [13] wird die Performance der GDBMS DEX, NativeSail, Neo4j, OrientDB und SGDB untersucht.
Die Autoren bewerten die Traversierung des Graphen als Alleinstellungsmerkmal von GDBMS und
legen den Fokus folglich auf diese Operation. Es werden die Dauer für das Laden der Graphen sowie
die Ausführungszeit für lokale und globale Traversierung gemessen. Die lokale Traversierung wird
durch das Berechnen transitiv erreichbarer Knoten realisiert, die globale Traversierung durch das
Finden zusammenhängender Komponenten innerhalb des Graphen. Die verwendeten generierten
Graphen weisen jene Eigenschaften realer Netzwerke auf, welche bereits in [21] aufgezeigt wurden.
Die Autoren diskutieren analog zu [55] den wahlfreien Zugriff innerhalb des Graphen und unter-
suchen das Systemverhalten, für den Fall das der komplette Graph nicht mehr im Hauptspeicher
aufgenommen werden kann. Darüber hinaus wird auch die fehlende Standardisierung als Defizit
aktueller GDBMS genannt. Mit dem Ziel die Verzerrung durch proprietäre APIs zu minimieren,
verwenden die Autoren die Blueprints API7, eine Schnittstellendefinition für das Property-Graph-
Datenmodell. Die verwendeten Graphen beinhalten zwischen 1 Tsd. und 100 Tsd. Knoten mit einem
durchschnittlichen Knotengrad von 16. Systemspezifische Funktionen zum effizienten Importieren
der Daten werden nicht verwendet. Alle Systeme bis auf Neo4j weisen ein lineares Wachstum der
benötigten Zeit in Abhängigkeit zur Datenmenge auf. Ab 1 Mio. eingefügter Kanten steigt die Aus-
führungszeit von Neo4j deutlich an. Bei der lokalen Traversierung weisen alle Systeme sublineares
Verhalten auf. DEX, NativeSail, Neo4j und SGDB erreichen annähernd gleiche Werte, gefolgt von
OrientDB. In der dritten Messung ist bei allen Systemen ein deutliches Wachstum der Ausführungs-
zeit in Abhängigkeit zur Datenmenge festzustellen. SGDB erreicht hier zusammen mit DEX die
besten, OrientDB die schlechtesten Werte. Bei der Berechnung zusammenhängender Komponenten
werden Zwischenergebnisse zum Vergleich im Hauptspeicher oder als zusätzliche Eigenschaften an
den Knoten, somit in der Datenbank, hinterlegt. Letzteres weist den Vorteil auf, dass Berechnungen
nicht durch die Größe des zur Verfügung stehenden Hauptspeichers beschränkt sind, führt jedoch
zu einer Erhöhung der Ausführungszeit um eine Größenordnung. Die Autoren schließen mit der
Feststellung, dass sich die verglichenen Systeme für Szenarien eignen in denen vorrangig lokale
Traversierung durchgeführt wird und widersprechen damit den Erkenntnissen in [20].
Diskussion Die Ergebnisse der durchgeführten Messungen werden von den Autoren als vorläufig
bezeichnet, ein Ausblick wird jedoch nicht gegeben und bisher ist keine weiterführende Veröffent-
lichung erschienen. Unabhängig davon ist die Methodik bei der Durchführung stellenweise nicht
nachvollziehbar. So stellen bspw. DEX, Neo4j und OrientDB spezielle Funktionen für das Impor-
tieren großer Datenmengen zur Verfügung. Eventuell wären bei deren Verwendung die Messungen in
OrientDB auch auf größeren Graphen möglich gewesen. DEX bietet neben der verwendeten Testver-
sion auch eine akademische Lizenz an, diese weist keine Beschränkung der maximalen Objektanzahl
auf.8 Durch deren Verwendung wären auch hier Messungen auf größeren Graphen möglich gewesen.
Die Autoren diskutieren den Einfluss des Externspeichers auf die Performance der Anfragen, weisen
aber in den Ergebnissen nicht auf diesen Einfluss hin. Interessant wäre, ab welcher Größe der Graph
in den Messungen nicht mehr vollständig im Hauptspeicher verwaltet werden kann. Des Weiteren
werden alle Berechnungen außerhalb der GDBMS ausgeführt, eine Nutzung eventuell vorhandener
Funktionen, wie das Berechnen von Pfaden wird nicht diskutiert. Die untersuchten Operationen







graphenorientierte Anwendungen jedoch ebenfalls interessant. Es sollte angemerkt werden, dass es
sich bei SGDB um einen von den Autoren entwickelten Prototypen handelt.
Gehrels führte 2013 in seiner Masterarbeit[28] einen funktionalen Vergleich und einen Benchmark
der GDBMS Dex, FlockDB, Neo4j und HyperGraphDB durch. Im funktionalen Vergleich werden
die Systeme hinsichtlich ihres Datenmodells, Persistenz, vorhandener Anfragemöglichkeiten, Ska-
lierbarkeit, Transaktionen und Indexstrukturen untersucht. Neo4j stellt dabei das umfangreichste
GDBMS in Hinblick auf die Funktionalität dar und bietet als einziges System eine graphenorien-
tierte Persistenz, alle anderen Systeme nutzen hierfür eine Variante des B-Baumes. Eine Anfra-
gesprache wird ebenfalls nur von Neo4j angeboten, HyperGraphDB, DEX und FlockDB verfügen
ausschließlich über Programmierschnittstellen. FlockDB setzt auf einem MySQL Cluster auf und
bietet somit als einziges System eine horizontale Skalierbarkeit für Lese- und Schreibanfragen.
ACID-Transaktionen sind in keinem der untersuchten Systeme vollständig implementiert. Index-
strukturen für den effizienten Zugriff auf Knoten und Kanten sind jedoch in allen Systemen nutzbar.
Der Benchmark untersucht ähnlich zu [13] und [20] die Performance beim Laden der Datenbank.
Hierbei werden im Gegensatz zu [13] systemspezifische Import-Funktionen verwendet. Weitere Mes-
sungen sind das Auslesen aller Kanten, das Abfragen aller transitiv erreichbaren Nachbarn mit
Abstand drei, das Berechnen starker Zusammenhangskomponenten, das Finden eines Graphmus-
ters und das Berechnen der Schnittmenge der Nachbarn zweier Knoten. Die verwendeten Graphen
wurden wie in [20] mit dem R-MAT Algorithmus erzeugt und beinhalten bis zu 1 Mio. Knoten und
10 Mio. Kanten, wobei nicht alle Messungen mit entsprechend großen Graphen ausgeführt wurden.
DEX erreicht zusammenfassend die geringsten Antwortzeiten bzw. Laufzeiten, teils mit geringem,
teils auch mit deutlichem Abstand zu Neo4j. Dies ist insofern interessant, als dass Neo4j das einzige
System mit einer graphenorientierten Persistenz ist. HyperGraphDB schneidet generell schlechter
ab als DEX und Neo4j. FlockDB liefert in allen Messungen die schlechtesten Ergebnisse. Hervor-
zuheben ist, dass für die Mustersuche in Neo4j die Anfragesprache Cypher verwendet wurde. Die
erreichten Antwortzeiten sind dabei deutlich höher als bei den verglichenen Systemen, in welchen
die jeweiligen Programmierschnittstellen verwendet wurden. Dies lässt auf fehlende oder zumindest
unzureichende Anfrageoptimierung schließen.
Diskussion Die Arbeit untersucht wie die vorliegende Arbeit ebenfalls verschiedene funktionale
Aspekte von GDBMS und stellt ausgewählte Systeme in einem Benchmark gegenüber. Die Anforde-
rungen von Gehrels sind jedoch allgemeiner und auf keinen speziellen Anwendungsfall bezogen. So
werden spezifische Anforderungen, wie zum Beispiel die Quelloffenheit der Systeme, nicht gestellt,
wodurch in dieser Arbeit andere Systeme in den Fokus der Betrachtung rücken. Der Benchmark
orientiert sich am einfachsten Datenmodell (FlockDB) und betrachtet keine Multigraphen, Kno-
tenlabels und Knoten- bzw. Kanteninformationen. Die durchgeführten Messungen sind struktur-
bezogen, das Auslesen von Knoten- und Kantenattributen wird nicht berücksichtigt. Insbesondere
die Betrachtung von Neo4j liefert jedoch wichtige Erkenntnisse für die vorliegende Arbeit, da dieses
System die gestellten Anforderungen voraussichtlich erfüllen wird.
Die bisher vorgestellten Benchmarks wurden unabhängig von konkreten Anwendungsfällen durch-
geführt. Im Bereich des Semantic Web existiert jedoch auch eine Vielzahl von Benchmarks, welche
sich auf den Vergleich von RDF-Datenbanken mit der Unterstützung von SPARQL als standar-





welcher in [5] vorgestellt wurde. Die grundlegende Intention ist der Vergleich von nativen RDF-
Datenbanken und Aufsätzen für relationale Datenbanken, welche SPARQL-Anfragen zunächst nach
SQL übersetzen. Die Autoren modellieren ein e-Commerce-Szenario, in dem verschiedene Produkte
von Händlern angeboten und von Kunden bewertet werden. 12 verschiedene Anfragen simulieren
typische Such- und Navigationsmuster von Nutzern. Die Datenmenge lässt sich über die Produk-
tanzahl skalieren, die Graphen umfassen in einer aktuellen Version des Benchmarks zwischen 10
Mio. und 150 Mrd. RDF-Tripel[6]. Der Benchmark untersucht sowohl die benötigte Zeit für das
Laden der Graphen als auch die Ausführungszeit einzelner Anfragen und von Anfragesequenzen
verschiedener Länge. In [6] werden die Systeme BigData, BigOwlim, Apache Jena (TDB) und Vir-
tuoso 6 & 7 verglichen. Es zeigt sich, dass Virtuoso zusammenfassend die besten Ergebnisse erzielt,
gefolgt von Apache Jena. BigData und BigOwlim konnten nur bei einzelnen Anfragen die besten
Ergebnisse erzielen. Interessant ist, dass 2009 in der ersten Version des Benchmarks auch relationale
Systeme in die Vergleiche eingebunden wurden. Hierbei zeigte sich, dass diese in dem verwendeten,
strukturierten Anwendungsfall deutlich bessere Ergebnisse erzielen.
Diskussion RDF-Datenbanken modellieren eine spezielle Form eines Graphen. Ein großer Vorteil
der Systeme ist die Verwendung der standardisierten Anfragesprache SPARQL. In Abschnitt 3.4.3
wird untersucht, inwieweit sich die Systeme für die Erfüllung der gestellten Anforderungen eignen.
In diesem Kapitel wurden verwandte Arbeiten vorgestellt und kurz diskutiert. Zusammenfassend
lässt sich feststellen, dass keine einheitliche Kategorisierung graphenbasierter Softwaresysteme exis-
tiert. Darüber hinaus werden die Systeme in den betrachteten Benchmarks nur hinsichtlich grundle-
gender Operationen untersucht, ob die Systeme Funktionen zur Ausführung komplexerer Anfragen
bereitstellen, wird nicht betrachtet. Die fehlende Standardisierung wird hingegen oft als entschei-
dendes Defizit von Graphdatenbanksystemen gewertet. Interessant ist, welches der Systeme diesbe-
züglich Fortschritte erzielt hat und ob generelle Bestrebungen hinsichtlich einer Standardisierung
bestehen. Die Betrachtung der Arbeiten liefert erste Ansätze für die Auswahl konkreter Systeme
und die Durchführung funktionaler und empirischer Vergleiche. Die Erkenntnisse reichen aber nicht
aus um eine abschließende Auswahl für diese Arbeit treffen zu können.
Im nachfolgenden Kapitel werden die erforderlichen graphentheoretischen Begriffe erklärt, Netz-
werkarten vorgestellt, graphenbasierte Softwaresysteme kategorisiert und die für Graphdatenbank-






Das folgende Kapitel behandelt die theoretischen Grundlagen der Arbeit. Es werden zunächst
die verwendeten graphentheoretischen Begriffe definiert. Anschließend werden verschiedene Netz-
werkarten kurz vorgestellt. Der Fokus des Kapitels liegt auf der Abgrenzung von Graphdatenbank-
systemen zu anderen graphenbasierten Softwaresystemen. Die letzten zwei Abschnitte beschreiben
die in aktuellen Graphdatenbanksystemen eingesetzten Datenmodelle und die damit verbundenen
graphenspezifischen Operationen zur Verarbeitung von Netzwerken.
3.1. Graphentheoretische Begriffe
Ein Graph besteht in seiner grundlegenden Form aus einer Menge von Knoten, welche durch Kanten
verbunden sein können. In der Graphentheorie und den darauf aufbauenden Anwendungen werden
je nach Anforderung verschiedene Arten von Graphen eingesetzt. Nachfolgend werden diejenigen
von ihnen definiert, die für die Arbeit relevant sind. Wenn nicht anders gekennzeichnet, beziehen
sich alle Definitionen auf [19].
Ungerichteter Graph Ein ungerichteter Graph (engl. undirected oder simple graph, Abbildung
3.1(a)) ist ein Tupel G = (V,E) und besteht aus einer Menge V von Knoten (engl. vertices) und
einer Menge E = {{u, v} | u, v ∈ V ∧ u 6= v} von Kanten (engl. edges). Die Anzahl der Knoten ist
n = |V |, die Anzahl der Kanten ist m = |E|.
Gerichteter Graph Ein gerichteter Graph (engl. directed graph, Abbildung 3.1(b)) ist ein Tupel
G = (V,E) und besteht aus einer Menge V von Knoten und einer Menge E = {(u, v) | u, v ∈
V ∧u 6= v} von gerichteten Kanten. Für jede Kante e ∈ E mit e = (u, v) gilt: u ist der Startknoten,
v der Zielknoten von e. Die Menge der Kanten, deren Start- oder Zielknoten v ist, sind die zu v
inzidenten Kanten. Zwei Kanten sind adjazent, wenn sie einen gemeinsamen Start- bzw. Zielknoten
besitzen.
(a) Ungerichteter Graph (b) Gerichteter Graph
Abbildung 3.1.: Gerichteter und ungerichteter Graph mit n = m = 5.
Gewichteter Graph Ein gewichteter Graph (engl. weighted graph, Abbildung 3.2(a)) ist ein Tupel
G = (V,E, ωv, ωe). Er zeichnet sich durch die Möglichkeit aus, Gewichte an Knoten und Kanten zu





Bezeichneter Graph Ein bezeichneter Graph (engl. labeled graph, Abbildung 3.2(b))
G = (V,E,ΣVL ,ΣEL , σv, σe) ergänzt Knoten- und Kantenmenge durch das Alphabet der Kno-
tenbezeichner ΣVL , das Alphabet der Kantenbezeichner ΣEL sowie die Abbildungen σv : V → ΣVL














(b) Gerichteter, bezeichneter Graph mit ΣVL =
{1, 2, 3, 4, 5} und ΣEL = {a, b, c, d, e}
Abbildung 3.2.: Gewichteter und bezeichneter Graph.
Attributierter Graph Ein attributierter Graph (engl. attributed graph, Abbildung 3.3(a)) verfügt
über die Möglichkeit, Knoten und Kanten mit zusätzlichen Informationen in Form von Schlüssel-
Wert-Paaren zu versehen. Der Graph wird durch das Tupel G = (V,E,ΣVA ,ΣEA , γv, γe, A) definiert,
wobei ΣVA das Alphabet aller möglichen Schlüssel für Knoteneigenschaften und ΣEA jenes für alle
Schlüssel der Kanteneigenschaften bildet. A ist die Menge der Eigenschaftswerte für Knoten und
Kanten. Die Abbildung γv : ΣVA × V → P(A) ordnet die Knotenschlüssel ihren entsprechenden
Werten oder Wertemengen zu, gleiches gilt für Kanten unter Verwendung der Abbildung γe :
ΣEA × E → P(A).
Multigraph Ein Multigraph (Abbildung 3.3(b)) ist ein Graph G = (V,E), in dem die Menge aller
Kanten E eine Multimenge ist. Diese weist die Eigenschaft auf, dass einzelne Elemente mehrfach
enthalten sein können. Somit ist die Definition beliebig vieler Kanten zwischen zwei Knoten möglich.











(a) Knotenattributierter, gerichteter Graph mit






(b) Gerichteter, kantenbezeichneter Multi-
graph
Abbildung 3.3.: Attributierter Graph und Multigraph.
Bei der Betrachtung der verschiedenen Graph-Typen wird deutlich, dass diese sich nicht zwin-
gend gegenseitig ausschließen. Die Kanten in einem Multigraphen können zum Beispiel gerichtet





Graphen abbilden. Neben den verschiedenen Arten von Graphen sind in der vorliegenden Arbeit
weitere graphentheoretische Konzepte relevant, welche im Folgenden definiert werden. Alle Defini-
tionen beziehen sich auf gerichtete Graphen.
Teilgraph, Obergraph Ein Graph G′ = (V ′, E′) heißt Teilgraph oder Subgraph von einem Graph
G = (V,E), wenn V ′ ⊆ V und E′ ⊆ E. G ist der Obergraph von G′. Der Teilgraph G′ ist induziert,
wenn er alle Kanten (x, y) ∈ E mit x, y ∈ V ′ enthält.
Nachbarschaft Zwei Knoten u, v ∈ V , die durch eine Kante e = (u, v) verbunden sind, heißen ad-
jazent oder benachbart in G. Die Nachbarschaft N(v) eines Knotens v ist die Menge aller adjazenten
Knoten von v:
N(v) := {u | (u, v) ∈ E ∨ (v, u) ∈ E}. (3.1)
Außen- und Innengrad, Grad Der Außengrad d+(v) eines Knotens v ∈ V ist die Anzahl der
Kanten in E, deren Startknoten v ist. Der Innengrad d−(v) von v ist die Anzahl der in v endenden
Kanten. Der Grad deg(v) eines Knotens v ∈ V ist die Summe aus Außengrad und Innengrad für
diesen Knoten. Somit gilt in gerichteten Graphen:
deg(v) := d+(v) + d−(v) = |N(v)| . (3.2)






Weg, Kantenfolge, Pfad, Kreis Ein Weg ist eine Sequenz v1, e1, v2, e2, ..., vk−1, ek−1, vk von Kno-
ten und Kanten eines Graphen G. Die Länge des Weges ist die Anzahl der Kanten innerhalb der
Sequenz. Ein Weg ist eine Kantenfolge in G, wenn jede Kante höchstens einmal in dieser Folge
auftritt. Gilt v1 = vk, so bezeichnet man diese Folge als geschlossen, andernfalls handelt es sich um
eine offene Kantenfolge. Eine Kantenfolge ist ein Pfad, wenn alle Knoten innerhalb der Folge von-
einander verschieden sind. Kommt mit Ausnahme von vk kein Knoten doppelt in der geschlossenen
Kantenfolge vor, bezeichnet man diese als einfachen Kreis. Ein Graph, der einen Kreis enthält, ist
ein zyklischer Graph.
Abstand Der Abstand dist(u, v) von zwei Knoten u, v ∈ V ist die Länge des kürzesten Pfades von
u nach v. Existiert kein solcher Weg, so gilt dist(u, v) =∞.
3.2. Arten von Netzwerken
Netzwerk ist ein allgemeiner Oberbegriff für die Beschreibung von Beziehungen zwischen Objekten.
Art und Verteilung der Beziehungen definieren dabei ein Muster, anhand dessen sich Aussagen





Kanten modelliert und durch graphentheoretische Algorithmen analysiert. Im Folgenden werden
vier verschiedene Arten von Netzwerken nach Newman[41] vorgestellt.
Technologische Netzwerke bilden physische Infrastrukturen ab. Einer der bekanntesten Ver-
treter ist das Internet. Hier ist das Finden effizienter Routen, auf deren Grundlage Datenpakete
zwischen Knoten weitergeleitet werden, eine der wesentlichen Aufgaben. Transportnetzwerke zäh-
len ebenfalls zu den technologischen Netzwerken. Orte werden als Knoten und die Verbindungen
zwischen ihnen als Kanten modelliert. Eine typische Anwendung ist auch hier das Ermitteln von
Routen zwischen zwei oder mehreren Orten. Dabei ist nicht immer ausschließlich der geographisch
kürzeste Weg von Interesse, vielmehr spielen zusätzliche Einschränkungen, wie die Kombination
verschiedener Transportmittel und das Meiden bestimmter Knoten (z.B. von Großstädten) eine
Rolle.
In sozialen Netzwerken stehen die Knoten für Personen, Gruppen oder Ereignisse, die Kanten
beschreiben Beziehungen zwischen ihnen. Diese Beziehungen können sehr vielfältig sein, typische
Beispiele sind Freundschaft, berufliche Beziehung oder Gruppenmitgliedschaft. Prominente Bei-
spiele sind Netzwerke, wie sie im World Wide Web zu finden sind. Hierzu zählen zum Beispiel
Facebook9 oder LinkedIn10. Aber auch reale soziale Netzwerke, wie zum Beispiel in Schulen oder
Firmen, werden dieser Kategorie zugeordnet. Der Bereich der Social Network Analysis[32] (SNA)
befasst sich mit dem Aufdecken und Analysieren von Interaktionsmustern innerhalb solcher Netz-
werke. Dabei ist neben der Struktur von Organisationen und sozialen Gruppen auch die Evolution
der Netzwerke von Interesse. Firmen nutzen beispielsweise Ausbreitungseigenschaften von Infor-
mationen für virales Marketing, auch die Verbreitungswege von Krankheiten lassen sich auf dieser
Grundlage untersuchen. Des Weiteren können Empfehlungen für neue Kontakte oder Gruppen aus-
gesprochen werden. Dies erfolgt auf Basis des zurückliegenden Nutzerverhaltens oder der aktuellen
Netzwerkstruktur in der unmittelbaren Umgebung eines Knotens.
Eine weitere Kategorie bildet die Gruppe der biologischen Netzwerke. In vielen Bereichen der
Biologie werden Netzwerke eingesetzt um das Verhalten bestimmter Elemente abzubilden. Moleku-
larbiologen nutzen Netzwerke um chemische Reaktionen in Zellen darzustellen, Neurowissenschaft-
ler modellieren die Verbindungen von Hirnzellen. Eine weitere Anwendung ist die Repräsentation
des Verhaltens verschiedener Spezies in Ökosystemen.
Die vierte und für die vorliegende Arbeit relevante Kategorie bilden die Informations- oder
Wissensnetzwerke, oft auch als semantische Netzwerke bezeichnet. Objekte sind dabei Infor-
mationen in Form von Begriffen oder konkreten Daten, welche miteinander verknüpft sind. Die
Beziehungen werden dabei möglichst explizit definiert[50], lassen sich aber auch aus bestehenden
Beziehungen ableiten. Bestes Beispiel für ein Wissensnetzwerk ist das World Wide Web. Hierbei
werden Webpräsenzen als Knoten und Hyperlinks als Kanten modelliert. Kanten sind gerichtet, da
eine Verbindung von Webpräsenz A zu Webpräsenz B nicht zwingend eine Verbindung von B nach
A voraussetzt. Eine Wichtung der Knoten ist vorstellbar in Abhängigkeit des Innengrades, welcher
hierbei die Anzahl der eingehenden Hyperlinks auf eine Website repräsentiert. Diese Information
wird u.a. im Pagerank[7] Algorithmus von Google zur Wichtung von Suchergebnissen verwendet.







maschinenlesbare Repräsentation von Beziehungen zwischen beliebigen Ressourcen.
Ein weiteres Informationsnetzwerk, welches auch im Rahmen aktueller Forschungen in der Abtei-
lung Datenbanken der Universität Leipzig untersucht wird, sind Beziehungen innerhalb von Ge-
schäftsdaten aus Geschäftsinformationssystemen. In diesen werden Stammdaten, wie zum Beispiel
Mitarbeiter oder Produkte, mit transaktionalen Daten, wie zum Beispiel Rechnungen, Aufträgen
und Buchungen, verknüpft. Die Instanzen der jeweiligen Datenart sind Knoten im Graphen, die
Verknüpfungen zwischen ihnen lassen sich durch bezeichnete Kanten ausdrücken. Betrachtet man
Teile dieses Graphen als Instanz eines Geschäftsprozesses, so kann untersucht werden, worin sich
Teilgraphen erfolgreicher11 Prozesse von denen nicht erfolgreicher Prozesse unterscheiden. Eine
detaillierte Beschreibung des Anwendungsfalls erfolgt in Abschnitt 4.1.
3.3. Klassifikation graphenbasierter Softwaresysteme
Aus dem vorherigen Abschnitt geht hervor, dass Graphen für eine Vielzahl verschiedener Anwen-
dungen eine Rolle spielen. Daraus folgt, dass auch an die Konzeption und Implementierung dedi-
zierter Softwaresysteme unterschiedliche Anforderungen gestellt werden. Nachfolgend werden die
drei Kategorien graphenbasierter Softwaresysteme beschrieben. Die Kategorisierung gründet sich
auf die Ausführungen in [9], [51] und [55] sowie eigene Überlegungen im Rahmen der Arbeit.
3.3.1. Graphdatenbanksysteme
Kemper und Eickler definieren in [35] ein Datenbankverwaltungssystem (engl. database management
system, DBMS) wie folgt:
Die Gesamtheit aller Programme zum Zugriff auf die Datenbasis, zur Kontrolle der
Konsistenz und zur Modifikation der Daten wird als Datenbankverwaltungssystem be-
zeichnet.
Unter einer Datenbasis versteht man die gespeicherten Daten in Form von miteinander in Beziehung
stehenden Informationseinheiten.
Angles definiert in [2] ein Graphdatenbankmodell wie folgt:
Ein Graphdatenbankmodell ist ein Modell, in welchem die Datenstrukturen für Schema
und/oder Instanzen direkt als Graph modelliert sind. Datenmanipulation erfolgt durch
graphenorientierte Operationen und Typkonstruktoren, Integritätsbedingungen können
auf der Graphstruktur definiert werden.
Ein Datenbankverwaltungssystem, welches ein Graphdatenbankmodell implementiert, wird im Rah-
men dieser Arbeit als Graphdatenbankverwaltungssystem (engl. graph database management
system, GDBMS) bezeichnet. Eine Graphdatenbank ist die Instanz eines Graphen und stellt somit
die vom GDBMS verwaltete Datenbasis dar. Nachfolgend werden die Begriffe Graphdatenbanksys-
tem und Graphdatenbankverwaltungssystem im Text synonym verwendet.






Graphdatenbanksysteme sind generell für den Einsatz als OLTP-System (engl. Online Transaction
Processing) konzipiert[51]. Der Schwerpunkt liegt somit auf Mehrbenutzerfähigkeit, transaktiona-
ler Performance, Integrität und Verfügbarkeit. GDBMS eignen sich vorrangig für die Ausführung
lokaler Operationen, diese betrachten nur einen Teil des Graphen, wie zum Beispiel die Umgebung
eines definierten Knotens oder einer Knotenmenge.
Festzuhalten ist, dass sich ein GDBMS über drei wesentliche Aufgaben definiert:
1. Bereitstellen von Informationen als Instanz eines graphenspezifischen Datenmodells
2. Bereitstellen von Operationen zur Definition, Manipulation und Abfrage einer Instanz des
Datenmodells
3. Sicherstellen der Widerspruchsfreiheit innerhalb der Datenbasis
Ausgehend von dieser allgemeinen Definition lassen sich die vorhandenen Systeme weiter untertei-
len. Nachfolgend werden die im Rahmen der Arbeit relevanten Ausprägungen von GDBMS erläu-
tert.
Native versus nicht-native GDBMS Als native GDBMS bezeichnet man jene Systeme, in denen
sowohl die Verarbeitung als auch die Speicherung der Datenbasis graphenorientiert erfolgt[51]. Im
Sinne der Verarbeitung spielt hierbei das Konzept der indexfreien Adjazenz[54] eine entscheidende
Rolle. Zum Verständis soll kurz die Modellierung von Netzwerken im relationalen Datenmodell[14]
skizziert werden. In RDBMS werden Beziehungen zwischen Objekten durch Fremdschlüsselattribu-
te und im Fall von n : m Beziehungen durch zusätzliche Tabellen (engl. mapping tables) abgebildet.
Im Zuge der Normalisierung entsteht eine große Anzahl von Tabellen, welche über Fremdschlüssel-
beziehungen miteinander verbunden sind. Für die Verwaltung stark vernetzter Daten weist dieses
Modell einen entscheidenden Nachteil auf: Im Falle einer Selektion müssen die Tabellen unter der
Verwendung von Verbundoperationen (sog. JOIN-Operationen) wieder zusammengeführt werden,
um die angeforderte Teilmenge zu extrahieren. Relationale Datenbanken begegnen diesem Problem
mittels Anfrageoptimierung, dem Einsatz von Cachingstrategien oder der Verwendung von Indizes
auf Fremdschlüsselattributen[29]. Der Aufwand, einen Index nach einem bestimmten Schlüssel zu
durchsuchen steht meist in einem logarithmischen Verhältnis zur Anzahl der hinterlegten Einträge.
Der Aufwand vervielfacht sich, wenn mehrere JOIN-Operationen rekursiv hintereinander ausge-
führt werden müssen.
Native GDBMS hingegen bilden die Daten in ihrer expliziten Struktur ab, Beziehungen zwischen
Objekten werden durch Kanten modelliert und als physische Referenz direkt am Objekt abgelegt.
Der geringe Aufwand, die Nachbarschaft eines Knotens zur Laufzeit abzufragen, ist der entschei-
dende Vorteil, den diese Struktur aufweist. Während bei einer JOIN-Operation typischerweise ein
Index in die Berechnung einbezogen wird, ist die Komplexität dieser Operation in einem nativen
GDBMS nur vom aktuellen Knotengrad abhängig. Somit bleibt sie unabhängig von der Größe
des Graphen konstant. Die Kanten innerhalb des Graphen können als materialisiertes Ergebnis
einer JOIN-Operation verstanden werden. Gegenüber einem relationalen DBMS verspricht dieser






Die Möglichkeit zur nativen Verarbeitung ist eng verknüpft mit der Repräsentation des Graphen
im Hauptspeicher und auf Externspeichern. Eine hohe Performance rekursiver Anfragen kann nur
erreicht werden, wenn der direkte Zugriff auf die Nachbarschaft eines Knotens auch physisch ef-
fizient möglich ist. Native GDBMS speichern den Graphen in einem Format, dass für rekursive
Operationen optimiert ist. In [55] wird diskutiert, dass es keine Repräsentation des Graphen ge-
ben kann, welche für alle vorstellbaren Graphalgorithmen optimal ist, da Zugriffe innerhalb des
Graphen grundsätzlich wahlfrei sind. Ungeachtet dessen existieren verschiedene Datenformate zur
effizienten Verarbeitung des Graphen, diese sind jedoch nur hinsichtlich bestimmter Operationen
optimiert.
Nicht-native GDBMS sind jene Systeme, welche die Modellierung der Daten als Graph unter-
stützen, für die Verarbeitung und Speicherung jedoch auf andere Technologien zurückgreifen.
Dazu zählen zum Beispiel relationale und objektorientierte Datenbanken aber auch dedizierte
Persistenzframeworks[51]. Nicht-native GDBMS weisen den Vorteil auf, dass viele der zugrun-
deliegenden Systeme durch eine lange Entwicklungsdauer und den oft mehrjährigen Einsatz als
Produktivsystem eine hohe Stabilität aufweisen und deren Funktionsweise umfassend dokumen-
tiert ist. Nicht-native Verarbeitung weist bei traversierenden Anfragen Leistungsdefizite auf, dafür
können andere Anfragen, wie zum Beispiel mengenorientierte, von einer entsprechend optimierten
Verarbeitung profitieren.
Zentrale versus verteilte GDBMS Eine weitere Differenzierung von GDBMS ist die klassische
Einteilung in zentrale und verteilte Systeme. Zentrale GDBMS werden auf einem einzelnen, zen-
tralen Rechner ausgeführt. Steigenden bzw. generell hohen Anforderungen hinsichtlich Anfragelast
und verwalteter Datenmenge kann in diesen Systemen durch vertikale Skalierung (engl. scale up)
begegnet werden[18]. Hierbei wird durch das Ändern der Hardwarekonfiguration, wie zum Beispiel
dem Hinzufügen mehrerer, leistungsfähigerer Prozessoren oder größerer Mengen an Hauptspeicher,
die Leistung des Systems gesteigert. Die maximale Leistungsfähigkeit ist damit durch die technische
Entwicklung im Bereich der Hardware und durch die Wirtschaftlichkeit der eingesetzten Ressourcen
limitiert.
Ein Weg, der Forderung nach hoher Leistungsfähigkeit zu begegnen, ist der Einsatz verteilter
GDBMS. Diese zeichnen sich dadurch aus, dass Instanzen eines konkreten GDBMS auf mehreren
Rechnern parallel ausgeführt werden. Für die Beantwortung von Anfragen und die Verwaltung der
Datenbasis kooperieren die einzelnen Instanzen. Eine Steigerung der Leistungsfähigkeit wird durch
das Hinzufügen zusätzlicher Rechner oder Instanzen erreicht. Dieses Vorgehen wird als horizontale
Skalierung (engl. scale out) bezeichnet[18]. Ziel dabei ist eine lineare Steigerung der Leistungsfä-
higkeit in Abhängigkeit zur Anzahl der hinzugefügten Rechner[49].
Bei der Aufteilung der Datenbasis in verteilten Systemen unterscheidet man zwei Techniken: Re-
plikation und Partitionierung. Im Rahmen einer vollständigen Replikation wird die gesamte Da-
tenbasis an allen beteiligten Rechnern redundant hinterlegt. Dies erhöht die Verfügbarkeit des
Gesamtsystems und ermöglicht das horizontale Skalieren lesender Zugriffe. Vollständige Replikati-
on weist den Nachteil auf, dass die Datenmenge durch die Kapazität der einzelnen Rechner limitiert
ist.





Rechnern zugewiesen. Die Folgen sind eine horizontale Skalierbarkeit schreibender Zugriffe und ei-
ne theoretisch unbeschränkte Größe der Datenbasis. Mit dem Ziel, beide Zugriffsarten skalieren und
gleichzeitig Verfügbarkeit sicherstellen zu können, werden die Fragmente im Rahmen der partiellen
Replikation redundant gespeichert[49].
Eingebettete versus Client-Server GDBMS Viele der aktuell verfügbaren GDBMS können als
eingebettete Datenbanksysteme verwendet werden. Die Einbettung erfolgt in Form spezieller Soft-
warebibliotheken innerhalb des Anwendungsprogramms, die Funktionen des GDBMS können über
herstellerspezifische APIs in Anspruch genommen werden. Eingebettete Datenbanksysteme eignen
sich insbesondere für den Einsatz in speziellen Geräten oder eigenständigen Desktopanwendun-
gen. Das Anwendungsprogramm übernimmt die Verantwortung über das GDBMS, eine manuelle
Installation oder Aktualisierung ist nicht erforderlich. Ein wesentlicher Vorteil der eingebetteten
Verwendung ist die geringe Latenz beim Aufruf von Datenbankfunktionen. Ein möglicher Nachteil
ist die Bindung an den Prozess des Anwendungsprogramms, mit welchem sich das GDBMS Res-
sourcen, wie zum Beispiel den verfügbaren Hauptspeicher, teilen muss. Ein weiterer Nachteil ist die
Einschränkung in der Wahl der Programmiersprache, da die Softwarebibliotheken typischerweise
nur in der Programmiersprache des jeweiligen GDBMS zur Verfügung stehen.
Neben der Einbettung in das Anwendungsprogramm bieten viele GDBMS-Hersteller auch die Ver-
wendung eines eigenständigen Datenbankservers an. Generell werden Datenbanksysteme häufig als
Client-Server-Systeme realisiert[75]. Ein Client sendet eine Anfrage an einen Server, dieser bear-
beitet die Anfrage und sendet eine Antwort an den Client zurück. Client- und Serverprozess sind
entkoppelt, was zur Folge hat, dass mehrere Clients gleichzeitig mit dem Server kommunizieren kön-
nen. Die Kommunikation erfolgt auf Basis der Protokolle des jeweiligen Datenbanksystems. Viele
Graphdatenbanksysteme nutzen standardisierte Protokolle für die Kommunikation zwischen Client
und Server. Infolgedessen ist die Verwendung des GDBMS grundsätzlich unabhängig von Plattform
und Programmiersprache. Ein Nachteil der Client-Server-Architektur ist die höhere Latenz durch
den zusätzlichen Kommunikationsaufwand. Darüber hinaus zieht der Einsatz eines Datenbankser-
vers auch entsprechende administrative Aufgaben nach sich.
Disk- versus hauptspeicher-zentrierte GDBMS Ein weiteres wichtiges Unterscheidungsmerkmal
zwischen GDBMS-Implementierungen ist die Wahl des primären Speichermediums für die hinter-
legten Daten. Generell wird in disk-zentrierte (engl. disk resident) und hauptspeicher-zentrierte
(engl. main memory based oder in-memory) DBMS unterschieden[27].
Disk-zentrierte DBMS stellen die klassische Form eines Datenbanksystems dar. Ihre Entwicklung
erfolgte unter der Vorgabe, dass die gesamte Datenbasis auf mechanischen Festplatten hinterlegt
und einzelne Fragmente bei Bedarf zur Verarbeitung in den Hauptspeicher geladen werden. Die
Zugriffszeiten des Hauptspeichers sind wesentlich kürzer als die von Festplatten. Ein wahlfreier
Zugriff auf die Informationen im Hauptspeicher ist demnach effizienter als das wahlfreie Lesen von
Daten auf den rotierenden Magnetscheiben einer Festplatte. DBMS-Hersteller begegneten diesem
Problem mit sequentieller, an der Blockstruktur der Festplatten orientierten Datenspeicherung und





Hauptspeicher-zentrierte DBMS verwalten die gesamte Datenbasis innerhalb des physischen Haupt-
speichers. Die eingesetzten Algorithmen und Datenstrukturen sind auf die Kommunikation zwischen
Hauptspeicher, Prozessor-Caches und CPU-Registern optimiert. Durch die geringen Zugriffszei-
ten wird weniger die sequentielle Anordnung der Daten priorisiert, vielmehr wird versucht, durch
Komprimierung mehr Daten im Hauptspeicher verwalten zu können[46]. Hauptspeicher-zentrierte
Verarbeitung ist nicht gleichbedeutend mit der Verwendung großer Puffer, welche den gesamten
Datenbestand eines disk-zentrierten Systems aufnehmen können. Der Puffer stellt eine zusätzli-
che Indirektion im Zugriff dar, Adressen müssen übersetzt, das Vorhandensein des entsprechenden
Blocks im Puffer geprüft und das angeforderte Tupel letztendlich ausgelesen werden. Diese Schritte
entfallen bei einer hauptspeicher-zentrierten Verarbeitung.
Ein wesentlicher Nachteil des Hauptspeichers ist dessen Flüchtigkeit. Wird die Stromversorgung
unterbrochen, sind die hinterlegten Informationen verloren. Die Systeme nutzen zwar den Haupt-
speicher als primäres Speichermedium, setzen jedoch häufig Externspeicher für Backups ein. Insbe-
sondere die Verwendung von Solid-State-Disks (SSD) bietet hier wesentliche Performance-Vorteile
gegenüber mechanischen Festplatten. Wie bereits erwähnt, erfolgt der Zugriff innerhalb des Gra-
phen grundsätzlich wahlfrei. Infolgedessen stellen hauptspeicher-zentrierte Implementierungen vor
allem im Bereich der GDBMS eine interessante Alternative dar.
Die vorgestellten Ausprägungen von Graphdatenbanksystemen schließen sich nicht zwingend ge-
genseitig aus, Kombinationen der einzelnen Arten sind möglich. So ist es vorstellbar, dass ein
hauptspeicher-zentriertes GDBMS als Client-Server-System eingesetzt wird oder native GDBMS
in Desktopanwendungen eingebettet sind.
3.3.2. Graph Processing Systems
Eine zweite Art graphenbasierter Softwaresysteme sind diejenigen, welche sich mit der verteilten
Analyse umfangreicher Graphen befassen. Sie werden als Graph Processing Systems (GPS) oder
alternativ auch als Graph Compute Systems bezeichnet[39, 51]. Ein umfangreicher Graph weist
die Eigenschaft auf, dass seine Knoten- und Kantenmenge nicht mehr effizient auf einer einzelnen
Maschine verarbeitet werden kann.
Anders als Graphdatenbanksysteme eignen sich GPS für Berechnungen, welche den gesamten Gra-
phen berücksichtigen. Ein Beispiel hierfür ist der Page-Rank-Algorithmus[7] von Google, welcher
jeder Website einen globalen Rang auf Basis ihrer Nachbarschaft und weiteren Faktoren zuweist.
Bei der Analyse sozialer Netzwerke ist zum Beispiel die Berechnung der Zentralität eines Knotens
interessant: Für jedes mögliche Nutzerpaar werden die kürzesten Pfade bestimmt um anschließend
den Anteil jener Pfade zu berechnen, welche durch einen konkreten dritten Nutzer verlaufen.
Eine weitere Eigenschaft dieser Systeme ist die batch-orientierte Datenverarbeitung. Die Daten
werden von einer externen Quelle geladen, auf mehrere Rechner verteilt, verarbeitet und das Er-
gebnis der Verarbeitung ausgegeben oder aber in einer nachfolgenden Berechnung weiterverwendet.





welches die Datenbasis selbst verwaltet, den interaktiven Zugriff ermöglicht und Konsistenz sicher-
stellt. Durch die batch-orientierte Verarbeitung können GPS eher mit OLAP-Systemen (engl. online
analytical processing) verglichen werden.
GPS werden im Rahmen dieser Arbeit nicht betrachtet, da ihr Einsatzzweck nicht zu den gestellten
Anforderungen passt. Hierzu zählen u.a. der interaktive Zugriff und der lokale Bezug von Anfra-
gen. Bekannte GPS-Vertreter sind die quelloffenen Projekte Apache Giraph12 und Phoebus13. Beide
Systeme implementieren das von Google vorgestellte Pregel-Modell[39], welches unter anderem für
die Berechnung des Page-Rank-Algorithmus eingesetzt wird und im Gegensatz zu anderen Syste-
men Ausfälle von Rechnern während der Verarbeitung toleriert. MapReduce[17] ist ebenfalls ein
verteiltes Berechnungsmodell für große Datenmengen. Apache Hadoop14 ist eine bekannte Imple-
mentierung des Modells und wird im Rahmen des Pegasus-Projektes15 für die Berechnung von
Graphalgorithmen auf umfangreichen Graphen eingesetzt.
3.3.3. Software zur Analyse und Visualisierung
Die dritte Kategorie graphenbasierter Softwaresysteme bilden unterstützende Werkzeuge zur Ana-
lyse und bzw. oder Visualisierung von Graphen. Es handelt sich um zentral ausführbare oder als
Softwarebibliothek verwendbare Programme. Die Größe der unterstützten Graphen ist durch die
zur Verfügung stehende Menge an Hauptspeicher begrenzt. Die Systeme selbst bieten keine Unter-
stützung für eine automatische Datenverwaltung, Mehrbenutzerfähigkeit oder Konsistenzerhaltung
an. Der analytische Funktionsumfang variiert je nach System, so werden typischerweise die Be-
rechnung globaler Eigenschaften, wie zum Beispiel die Dichte16 des Graphen, der durchschnittliche
Grad oder die Anzahl maximal zusammenhängender Teilgraphen17 genauso unterstützt wie Ope-
rationen mit lokalem Bezug. Letztere umfassen zum Beispiel das Berechnen kürzester Pfade oder
maximaler Flüsse.
Die Visualisierung von Graphen stellt ebenfalls ein wichtiges Forschungsgebiet dar[34]. Die grafische
Aufbereitung komplexer Netzwerke kann dem Endanwender das Verständnis erleichtern und auch
neue Erkenntnisse über Eigenschaften oder Besonderheiten des Graphen ermöglichen. Verschiedene
Layout-Algorithmen werden in den jeweiligen Systemen implementiert, um je nach Topologie des
Graphen die optimale Visualisierung wählen zu können. Einige der Systeme stellen Erweiterungen
für die Kommunikation mit GDBMS zur Verfügung, wodurch die im Datenbanksystem hinterlegten





16Die Dichte eines Graphen beschreibt das Verhältnis zwischen der Anzahl von Kanten und der maximal möglichen
Anzahl von Kanten[19].






Die dritte Kategorie graphenbasierter Softwaresysteme wird im Rahmen der vorliegenden Arbeit
nicht betrachtet, da die Systeme für die dauerhafte Datenverwaltung ungeeignet sind. Beispiele für
Softwaresysteme zur Analyse und Visualisierung sind JUNG18, GraphViz19 und Gephi20.
3.4. Datenmodelle in GDBMS
Datenbankmanagementsysteme implementieren ein Datenmodell, welches die Modellierungskon-
strukte festlegt, mittels derer ein Informationsabbild der realen Welt generiert werden kann. Ein Da-
tenbankmodell ist somit eine Form der Abstraktion und bietet die Möglichkeit zur Modellierung von
Datenobjekten und zur Festlegung der anwendbaren Operatoren und deren Wirkung[24, 35]. Die in
GDBMS häufig eingesetzten Datenmodelle sind das Property-Graph-Modell und das Hypergraph-
Modell. Im Bereich des Semantic Web findet das Resource Description Framework zur Modellierung
von Graphen Anwendung.
3.4.1. Property-Graph-Modell
Das Property-Graph-Modell (PGM) ist ein gerichteter, kantenbezeichneter, attributierter
Multigraph[53, 54]. Formal betrachtet lässt sich dieser als ein Tupel in der Form
G = (V,E,ΣEL ,ΣVA ,ΣEA , A, σe, γv, γe) definieren. ΣEL beschreibt das Alphabet der Kantenbe-
zeichner, dessen Symbole durch die Abbildung σe : E → ΣEL den Kanten zugeordnet werden. ΣVA
bzw. ΣVE bilden die Schlüsselalphabete, A die Wertemenge für Knoten- bzw. Kantenattribute. Die
Abbildungen γv : ΣVA × V → P(A) und γe : ΣVE × E → P(A) ordnen die Knotenschlüssel ihren
entsprechenden Werten oder Wertemengen zu.
Großer Vorteil des PGM ist dessen Flexibilität hinsichtlich der Abbildung verschiedener Arten von
Graphen[53]. Neben der grundlegenden ungerichteten Form ohne zusätzliche Eigenschaften, lässt
sich jede Kombination aus gerichteten, gewichteten und attributierten Graphen und Multigraphen
darstellen. Das Modell eignet sich somit zur Repräsentation einer Vielzahl der im vorhergehenden
Abschnitt vorgestellten Netzwerke.
Das Modell sieht keine strenge Typisierung von Knoten und Kanten vor, d.h. deren Attribute
sind grundsätzlich nicht durch ein Schema festgelegt und können damit beliebig auf Instanzebene
vergeben werden. Es handelt sich demnach um ein semistrukturiertes Modell, da keine explizite Un-
terscheidung zwischen Strukturinformationen und Daten vorgenommen wird, sondern vielmehr jede
Instanz eines Knotens bzw. einer Kante die jeweiligen Informationen in sich vereint. Der sich daraus
ergebende Vorteil ist die hohe Flexibilität zum Einen gegenüber der Schemaevolution an Knoten
und Kanten innerhalb des Modells und zum Anderen im Datenaustausch zwischen verschieden
modellierten Datenquellen. In diversen Anwendungen kann es jedoch sinnvoll sein, den Typ eines
Knotens zu modellieren. Auf logischer Ebene erlaubt dies eine semantisch eindeutige Beschreibung
der einzelnen Instanzen, auf physischer Ebene die Definition von Indizes und Konsistenzkriterien








Realisierung ist der Einsatz dedizierter Attributschlüssel, wie zum Beispiel Type. Die Zuständig-
keit für Definition und Einhaltung eines Schemas liegt in diesem Fall bei der Anwendung. Einige
GDBMS bieten die Möglichkeit Knoten- und Kantentypen zu definieren und übernehmen somit
ihrerseits die Verantwortung für die Einhaltung anwendungsspezifischer und modellinhärenter In-
tegritätsbedingungen.
Abbildung 3.4 zeigt am Beispiel eines sozialen Netzwerkes die Instanz eines Property-Graphen.
Personen stehen miteinander über Freundschaften in Beziehung, studieren an Hochschulen oder
sind Mitglied in Vereinen, die wiederum von Hochschulen betreut werden. Knotenattribute wer-
den in der Form Schlüssel : Wert dargestellt. Die Knotentypen Hochschule, Person und Verein
sind farblich voneinander abgehoben, der jeweilige Typ wird durch den Attributschlüssel Type de-
finiert. Das Beispiel verzichtet auf Kantenattribute, vorstellbar wären aber zum Beispiel die Rolle
einer Person in einem Verein oder Datumsangaben, welche den Erstellungszeitpunkt der Beziehung
dokumentieren.
Name : Schach
eV seit : 2001
Type : Verein
Name : Uni Leipzig
Type : Hochschule








































Abbildung 3.4.: Beispiel eines Property-Graphen mit den drei Knotentypen Hochschule, Verein und
Person, welche über verschiedene Kantentypen in Relation miteinander stehen.
Bis auf wenige Ausnahmen wird das Property-Graph-Modell in nahezu allen kommerziell verfügba-
ren GDBMS eingesetzt[22]. Teilweise wird das Modell modifiziert, ein Beispiel hierfür sind explizite
Knotenbezeichner in Neo4j 2.0[62].
3.4.2. Hypergraph-Modell
Die zu Beginn des Kapitels betrachteten Graphen-Definitionen sowie das PGM erlauben ausschließ-
lich binäre Beziehungen zwischen Objekten, d.h. eine Kante verbindet genau zwei Knoten. Es exis-
tieren jedoch Anwendungsgebiete, in denen die Modellierung von n-ären Beziehungen von Interesse
ist. Ein Beispiel hierfür ist die Wissensrepräsentation, welche unter anderem in den Bereichen künst-
liche Intelligenz, Bioinformatik und Computerlinguistik eingesetzt wird[33]. Grundsätzlich lassen
sich n-äre Beziehungen durch mehrere binäre Relationen ausdrücken. Dies erhöht jedoch die Kom-





und Übersichtlichkeit. In Hypergraphen wird von dieser Komplexität abstrahiert, indem mehrere
binäre Relationen in Hyperkanten zusammengefasst werden.
Das Hypergraph-Modell (HGM) beschreibt einen Hypergraph H = (V,E) bestehend aus einer
Menge V = {v1, v2, . . . , vn} von Knoten und einer Menge E = {E1, E2, . . . Em} = P(V ) \ ∅ von
Hyperkanten, wobei Ei ⊆ V für i = 1, . . . ,m. Eine gerichtete Hyperkante ist ein geordnetes Paar
E = (A,B) mit A,B ⊆ V und A ∩ B = ∅. Ein gerichteter Hypergraph besteht aus gerichteten
Hyperkanten[26].
Name : Schach
eV seit : 2001
Type : Verein
Name : Uni Leipzig
Type : Hochschule














































Abbildung 3.5.: Beispiel eines Property-Hypergraphen mit zwei gerichteten Hyper-
kanten Studenten = ({Eve, Bob}, {FH Jena}) und Mitglieder =
({Alice, Bob}, {Schach}).
Abbildung 3.5 greift das Beispiel des sozialen Netzwerkes erneut auf. Die binären Relationen
studiert an und mitglied von werden zu den gerichteten Hyperkanten Studenten und
Mitglieder zusammengefasst. Knoten, Kanten und Hyperkanten können auch in Hypergraphen
mit Attributen und Bezeichnern versehen werden. Ein Property-Graph-Modell mit der Möglichkeit,
n-äre Beziehungen zu definieren, wird als Property-Hypergraph-Modell (PHGM) bezeichnet und
weist die gleichen Eigenschaften bezüglich Strukturiertheit bzw. Typisierung wie das PGM auf.
Im Vergleich zum PGM ist das HGM in kommerziellen GDBMS wenig verbreitet. Ein Vertreter ist
das Graphdatenbanksystem HyperGraphDB, welches das PHGM um ein flexibles Typsystem und
die Möglichkeit Hyperkanten auf Hyperkanten zeigen zu lassen erweitert[33].
3.4.3. Resource Description Framework
Das Resource Description Framework[78] (RDF) ist ein vom World Wide Web Consortium (W3C)
standardisiertes Datenmodell für die Formulierung und den Austausch von Aussagen über beliebige
Dinge, welche innerhalb des Modells als Ressourcen bezeichnet werden. RDF wurde im Umfeld des
Semantic Web[79] entwickelt, dieses widmet sich der semantischen Auszeichnung von Informationen





Eine Aussage ist als ein Tripel bestehend aus Subjekt, Prädikat und Objekt definiert. Das Subjekt
ist die zu beschreibende Ressource, das Prädikat definiert eine Eigenschaft des Subjektes und
das Objekt den Wert dieser Eigenschaft. Prädikate sind ebenfalls Ressourcen, Objekte können
entweder Ressource oder Literal sein. Eine Menge von Aussagen zu einem Subjekt bildet somit
dessen Beschreibung. Eine Ressource wird durch einen Uniform Resource Identifier (URI) eindeutig
identifiziert. Für die automatisierte maschinelle Verarbeitung ist diese Eindeutigkeit obligatorisch,
da sie Mehrdeutigkeiten und folglich Fehlinterpretationen verhindert[40].
Aus mathematischer Sicht betrachtet ist das RDF-Modell ein gerichteter, bezeichneter Multigraph.
Ein wesentlicher Unterschied zum PGM besteht darin, dass Knoten- und Kanteneigenschaften
durch dedizierte Tripel modelliert werden müssen. Eine modellinhärente Differenzierung in eine
Beziehung zwischen Ressourcen und einer Beschreibung einer einzelnen Ressource ist dabei nicht
gegeben. Das Modell erfordert keine strenge Typisierung und eignet sich somit genau wie PGM
und HGM für die Speicherung semistrukturierter Daten. Abbildung 3.6 zeigt dies am Beispiel eines
sozialen Netzwerkes.
Name : Schach




















Abbildung 3.6.: Instanz eines RDF-Modells am Beispiel eines sozialen Netzwerkes. Gezeigt werden
die Ressourcen Alice und Bob, welche durch die entsprechenden Wikipedia-URIs
eindeutig bestimmt sind. Ihre Beziehung wird durch das Prädikat foaf:knows
beschrieben. Beide Ressourcen sind vom Typ foaf:Person. Die Beziehungen
selbst sind ebenfalls Ressourcen, Friend-of-a-friend (foaf) repräsentiert den Na-
mensraum http://xmlns.com/foaf/spec/, das Prefix rdf den Namensraum
http://www.w3.org/1999/02/22-rdf-syntax-ns#. Die Beschreibung von Alice
und Bob wird durch deren Beziehungen zu den Literalen Alice und 42 bzw. Bob
und 23 ergänzt.
Für die Manipulation und den Zugriff auf Daten im RDF-Modell wird die graphenbasierte Anfrage-
sprache SPARQL[80] entwickelt und eingesetzt. Deren grundlegender Ansatz ist die Definition eines
Teilgraphen als Muster, nach welchem die Datenbasis durchsucht wird. Innerhalb des Musters kön-
nen Variablen definiert werden, diese werden während der Anfrageverarbeitung instanziiert. Wird
das Muster in der Datenbasis gefunden, besteht die Ergebnismenge aus den definierten Variablen
und deren Belegung.
Einer der Schwerpunkte des Semantic Web ist das Ableiten neuer Beziehungen zwischen Ressourcen
auf der Basis vorhandener Informationen und zusätzlich definierter Regeln. Dieses Vorgehen wird





Es beschreibt, wie eigenständige Datenquellen im Web virtuell zusammengeführt und quellenüber-
greifende Beziehungen zwischen den Ressourcen definiert werden. Mit Hilfe dieser umfassenden,
virtuell integrierten Datenbasis können komplexe Anfragen beantwortet und neue Informationen
abgeleitet werden.
Für die Speicherung von RDF-Daten werden entweder spezielle Datenbanksysteme, sog. Triple-
Stores, eingesetzt oder aber bestehende Datenbanksysteme, wie zum Beispiel RDBMS, mit ent-
sprechender Funktionalität erweitert. Beide Systemarten unterstützen nicht die im vorhergehenden
Abschnitt definierte indexfreie Adjazenz und zählen somit zu den nicht-nativen GDBMS[51]. Die
Systeme selbst bieten SPARQL-Endpunkte an, über welche auf die hinterlegte Datenbasis zugegrif-
fen werden kann.
Das RDF-Modell und SPARQL gehören zu den grundlegenden Komponenten des Semantic Web.
Wie bereits erwähnt, sind die wesentlichen Einsatzszenarien das Ableiten neuer Beziehungen und
das virtuelle Integrieren von Daten aus verschiedenen Quellen. Diese Szenarien sind jedoch nicht
wesentlich für die vorliegende Arbeit. Aus technischer Sicht sind RDF-Datenbanksysteme für das
schnelle Auffinden statischer Muster innerhalb der Datenbasis optimiert[16]. Insbesondere für die
Analyse von Netzwerken ist jedoch das dynamische Traversieren von Graphen relevant. Hierfür
eignen sich RDF-Datenbanksysteme weniger als native GDBMS, welche das PGM implementieren
und für das Traversieren von Graphen optimiert sind[51].
Eine weiteres Defizit für den in der Arbeit gewählten Anwendungsfall steht im Zusammenhang mit
SPARQL, die Sprache ermöglicht das Traversieren nur in eingeschränkter Form. Sie bietet zwar
mit dem Konzept der Property Paths[81] eine Möglichkeit Pfade und Wege zu finden, dafür ist es
jedoch erforderlich, diese ebenfalls in Form eines Musters zu definieren. Durch diese Einschränkung
kann die Existenz beliebiger, unbekannter Wege geprüft, deren Instanzen allerdings nicht als Er-
gebnis einer Anfrage zur Verfügung gestellt werden. Dies ist insbesondere dann notwendig, wenn die
Instanzen in einer weiterführenden Analyse verwendet werden sollen. Aus den genannten Gründen
werden RDF-Datenbanksysteme in dieser Arbeit nicht betrachtet.
3.5. Graphenspezifische Operationen
Wie bereits in Abschnitt 3.3.1 definiert, ist das Bereitstellen von Operationen zur Definition,
Manipulation und Abfrage einer Instanz des Graph-Datenmodells eine der Hauptaufgaben eines
GDBMS. Nachfolgend werden grundlegende und die für die Analyse von Netzwerken geeigne-
ten Operationen kurz beschrieben. Deren Unterstützung und konkrete Umsetzung in GDBMS-
Implementierungen ist Bestandteil der sich anschließenden Evaluation.
3.5.1. Grundlegende Operationen
CRUD Zu den grundlegenden Operationen eines GDBMS gehören das Erzeugen, Lesen, Aktua-
lisieren und Löschen (engl. Create, Read, Update, Delete, CRUD) von Knoten- und Kanteninstan-
zen. Sie ermöglichen sowohl die Definition und Manipulation der Datenbasis als auch den atomaren
Zugriff auf die hinterlegten Elemente. Je nach Art des Datenmodells können Knoten- und Kanten-





zur relationalen Algebra lässt sich dadurch die Menge der von einer Operationen betroffenen In-
stanzen einschränken[35]. In attributierten Graphen beziehen sich CRUD-Operationen auf Knoten-
und Kanteninstanzen und auch auf deren Attribute.
Traversierung Der Begriff Traversierung bezeichnet das Durchlaufen des Graphen unter Ver-
wendung verschiedener algorithmischer Ansätze ausgehend von einem Knoten oder einer Knoten-
menge[45]. Die Traversierung zählt ebenfalls zu den grundlegenden Operationen in Graphdaten-
banksystemen, da sie die selektive Datenanalyse und Datenmanipulation ermöglicht[54]. Der analy-
tische Prozess wird durch die abstrakte Definition eines Weges innerhalb des Graphen beschrieben,
das Ergebnis der Traversierung sind Seiteneffekte des Prozesses[52]. Dies kann zum Beispiel die
Menge der abgeleiteten Instanzen des abstrakten Weges sein oder ausschließlich die Menge ihrer
Zielknoten. Darüber hinaus ermöglicht die Traversierung Berechnungen auf Basis der Attribute
besuchter Knoten- und Kanteninstanzen. Datenmanipulation findet statt, wenn der Zustand eines
traversierten Objektes durch eine am Objekt ausgeführte Berechnung dauerhaft verändert wird.
Ein einfaches Beispiel für eine Traversierung ist das Abfragen der Nachbarschaft eines Knotens in
einem gerichteten Graphen. Eine Anfrage könnte zum Beispiel lauten: „Welche Knoten sind mit
Knoten x verbunden?“. Dabei werden ausgehend vom Startknoten x dessen ein- und ausgehen-
de Kanten traversiert und die Menge ihrer jeweiligen Start- bzw. Zielknoten zur Ergebnismenge
hinzugefügt. Sei zum Beispiel n : P(V ) → P(V ) ein Operator, welcher die Nachbarschaft einer
gegebenen Knotenmenge elementweise berechnet und sei n Teil einer beliebigen Anfragesprache,
so ist der Aufruf der Funktion f(x) := n(x) eine mögliche abstrakte Weg-Definition. Erweitert
man die gesuchte Knotenmenge auf alle Knoten mit Abstand k vom Startknoten, spricht man
von einer k-hop-Operation[21]. Die Traversierung kann beendet werden, wenn der Abstand k er-
reicht ist. Die abstrakte Weg-Definition ist somit die k-fache Komposition von n. Für die An-
frage: „Welche Knoten sind drei Schritte von x entfernt?“ lautet die abstrakte Weg-Definition:
f(x) := n(n(n(x))) = (n ◦ n ◦ n)(x).
In attributierten oder bezeichneten Graphen und Multigraphen kann das Traversieren durch defi-
nierte Einschränkungen beeinflusst werden. Zum Beispiel würde die Anfrage „Wer sind die Freunde
von Alice?“ ausgehend vom Startknoten Alice nur die Kanten mit dem Bezeichner befreundet
mit traversieren, während die Anfrage „Wer sind die Freunde von Alice, die an der Universtität
Leipzig studieren, über 25 Jahre alt und Mitglied in einem Verein sind?“ zusätzlich die Attribute
der Nachbarknoten und deren jeweilige Nachbarschaft berücksichtigt. Eine Anfragesprache, welche
diese Einschränkungen unterstützt, stellt hierfür Operatoren bereit. Diese ermöglichen zum Beispiel
das Filtern von Knoten und Kanten auf der Grundlage ihrer Attribute oder Bezeichner.
Aus den genannten Beispielen geht hervor, dass die Reihenfolge, in welcher Knoten und Kanten
durch den Prozess besucht werden, verschiedenartig sein kann. Bei der Traversierung werden drei
Methoden unterschieden: Breitensuche, Tiefensuche und randomisierte Suche[22, 45]. Bei der Brei-
tensuche (engl. Breadth First Search, BFS) werden zunächst alle Nachbarn eines Knotens betrachtet
bevor der Abstand zum Startknoten erhöht wird. Diese Methode eignet sich für eine lokale Suche
in der Umgebung des Startknotens. Anders verhält es sich bei der Tiefensuche (engl. Depth First
Search, DFS), welche zunächst tiefer in den Graphen vordringt, bevor weitere Nachbarn eines Kno-





bereits betrachteten Knoten zu speichern und den nächsten Knoten auszuwählen. Letzteres kann
insbesondere bei der Speicherung aller abgeleiteten Pfadinstanzen bei umfangreichen Graphen zu
Speicherproblemen führen[45]. Die randomisierte Suche begegnet diesem Problem mit der zufälli-
gen Auswahl des nächsten zu betrachtenden Knotens. Diese Methode ist jedoch mit einer gewissen
Fehlerwahrscheinlichkeit behaftet resp. weist sie eine Unvollständigkeit auf, sie eignet sich somit
nur für jene Anfragen, in denen dies toleriert werden kann[22].
3.5.2. Komplexe Operationen
Erreichbarkeit Eine mögliche Anwendung der Traversierung ist die Berechnung eines Weges zwi-
schen zwei definierten Knoten bzw. die Überprüfung, ob ein Zielknoten ausgehend von einem Start-
knoten erreichbar ist. Die Anforderungen, welche an die zu suchenden Wege gestellt werden, können
verschieden sein: Bei Pfaden fester Länge ist die Anzahl der Knoten bzw. Kanten vorgegeben, wäh-
rend Pfade beliebiger Länge diese Einschränkung nicht aufweisen[1]. Eine weitere Anforderung ist
das Berechnen des kürzesten Pfades zwischen zwei Knoten, dabei handelt es sich um die grund-
legende Berechnung in einer Vielzahl analytischer Algorithmen[41]. Bei der Definition der Traver-
sierung wurde darauf hingewiesen, dass in attributierten oder bezeichneten Graphen zusätzliche
Informationen in die Anfrage einbezogen werden können. Dies gilt ebenfalls für die Berechnung von
Pfaden.
In ungewichteten Graphen kann der kürzeste Pfad durch Traversierung mittels Breitensuche be-
rechnet werden[83], wohingegen sich für Pfade beliebiger Länge die Tiefensuche anbietet. Für kan-
tengewichtete Graphen existiert eine Vielzahl von Verfahren, so zum Beispiel der Algorithmus von
Dijkstra für nicht-negative Gewichte oder der Algorithmus von Bellman und Ford für beliebige
Gewichte[45]. Verschiedene kommerzielle GDBMS bieten für das Finden von Pfaden beliebiger und
fester Länge, die Berücksichtigung von Einschränkungen und das Finden des kürzesten Pfades
entsprechende Operatoren an[1].
Mustersuche Neben der Traversierung ist die Mustersuche innerhalb der Datenbasis (engl. graph
pattern matching) eine weitere wichtige Operation in GDBMS. Ihr Ziel ist es, jene (Teil-)Graphen
zu finden und zu extrahieren, die unter Einhaltung definierter Bedingungen auf einen gegebenen
Mustergraphen abgebildet werden können[4, 15]. Der Mustergraph wird innerhalb der Anfrage for-
muliert und kann aus einer beliebigen Anzahl Konstanten und Variablen bestehen. Konstanten sind
Knoten- und Kanteninstanzen innerhalb der Datenbasis. Das GDBMS findet alle (Teil-)Graphen,
welche dem Muster entsprechen und bindet vorhandene Variablen an deren Werte (vgl. Abschnitt
3.4.3, SPARQL).
Inexakt und exakt sind die Differenzierungen für die Mustersuche. Das wesentliche Unterschei-
dungskriterium sind die Bedingungen, welche an die Abbildungen gestellt werden. Bei der exakten
Mustersuche muss die Abbildung zwischen zwei Graphen kantenerhaltend (engl. edge-preserving)
sein, was bedeutet, dass adjazente Knoten im ersten Graphen auf adjazente Knoten im zweiten
Graph abgebildet werden müssen. In der stringentesten Form der exakten Mustersuche, dem Graph-
Isomorphismus, gilt diese Forderung für alle Knoten in beiden Graphen[4]. Eine abgeschwächte Form





der beiden Graphen, dem Mustergraphen, und einem induzierten Teilgraphen der Datenbasis. Die
in Bezug auf die Bedingungen schwächste und für GDBMS interessanteste Form der Mustersuche
ist der Subgraph-Homomorphismus. Bei diesem entfällt die Anforderung der eindeutigen Zuord-
nung zwischen Knoten, was bedeutet, dass ein Mustergraph auf mehrere Subgraphen innerhalb der
Datenbasis abgebildet werden kann. Subgraph-Isomorphismus und -Homomorphismus sind insbe-
sondere in Multigraphen interessant, da eine Mustersuche auch dann ein Ergebnis liefert, wenn
zwei Knoten durch zusätzliche, nicht im Muster definierte, Kanten verbunden sind. Dies wäre zum
Beispiel bei einem induzierten Subgraph-Isomorphismus nicht möglich. Subgraph-Isomorphismus
und Subgraph-Homomorphismus zählen zur Klasse der NP-vollständigen Probleme, für den Graph-
Isomorphismus konnte bisher nicht gezeigt werden, ob er zu NP gehört[4].
Algorithmen, welche die exakte Mustersuche implementieren, benötigen im ungünstigsten Fall eine
exponentielle Laufzeit[4]. Es kann demzufolge sinnvoll sein, die Anforderungen an die Abbildung
zu lockern und nicht zwingend das beste, sondern ein akzeptables Ergebnis in vertretbarer Zeit
zu berechnen. Bei der inexakten Mustersuche werden auch Abbildungen akzeptiert, welche die
Kantenerhaltung nicht erfüllen. Diese Abbildungen werden auf der Grundlage eines Kostenmodells
bewertet. Ein Beispiel hierfür ist die Menge der Änderungsoperationen, die notwendig sind, um
den ersten Graph in den zweiten Graph zu überführen. Je mehr Operationen hierfür nötig sind,
desto schlechter wird die Abbildung bewertet. Die Abbildung mit den geringsten Kosten bzw. alle
Abbildungen unter einem definierten Schwellwert stellen das Ergebnis der Operation dar[4].
Aggregation und Summierung Aggregatfunktionen fassen eine Menge von Werten zu einem ein-
zelnen Wert zusammen. Beispiele hierfür sind count zur Bestimmung der Anzahl der Elemente
einer Ergebnismenge, min und max bestimmen das kleinste und größte Element und avg berechnet
den Durchschnitt einer Menge von numerischen Werten[1, 35]. Das Ergebnis einer Mustersuche
oder einer Traversierung lässt sich entweder vollständig oder gruppiert nach Eigenschaftswerten
aggregieren. Die Operationen sind insbesondere für die Analyse eines (Teil-)Graphen von Interesse.
Eine mögliche Anfrage, in der das vollständige Ergebnis für die Aggregation genutzt wird, lautet:
„Welches ist das durchschnittliche Alter aller Studenten der Universität Leipzig?“. Darüber hin-
aus sind Gruppierungen, wie zum Beispiel „Welches ist das durchschnittliche Alter der Studenten
in den Studiengängen der Universität Leipzig?“, möglich. Die bisher genannten Beispiele können
auch in einem RDBMS ausgeführt werden. Ein Beispiel für eine graphenorientierte Anfrage lautet
hingegen: „Wie ist die Häufigkeitsverteilung der Pfadlängen bezüglich der Freundschaftsbeziehungen
zwischen zwei Studenten der Universität Leipzig?“. Das Ergebnis ist eine Menge von Pfaden, diese
werden anhand ihrer Länge zusammengefasst und gruppenweise gezählt.
Während die Aggregation einzelne, numerische Werte berechnet, dient die Summierung dem to-
pologischen Zusammenfassen komplexer, umfangreicher Graphen zu kompakteren Graphen. Durch
das Subsumieren von Informationen kann der resultierende Graph besser analysiert und mögli-
cherweise auch visualisiert werden. Das Zusammenfassen kann auf zwei Arten erfolgen: Zum Einen
lassen sich wiederkehrende Muster identifizieren und durch einzelne Knoten ersetzen[22]. Zum An-
deren ist die Gruppierung von Knoten und Kanten auf der Grundlage benutzerdefinierter Attribu-





den Elementen verschiedener Gruppen werden durch Kanten zwischen den jeweiligen Gruppen
ersetzt.
Metriken Die letzte Gruppe umfasst Operatoren zur Berechnung von Metriken bzgl. der Topologie
des Graphen. Diese sind vor allem für Anwendungen interessant, in denen das komplette Netzwerk
analysiert werden soll[41]. Beispiele für einfache Metriken sind die Knoten- und Kantenanzahl oder
die Häufigkeitsverteilung der Knotengrade. Zu den komplexeren Metriken zählen die durchschnitt-
liche Länge der kürzesten Pfade zwischen allen möglichen Knotenpaaren und der Durchmesser des
Graphen. Letzterer ist der maximale Abstand zwischen zwei Knoten. Darüber hinaus lassen sich
Aussagen über den Zusammenhang des Graphen ebenfalls in diese Kategorie einordnen. Hierbei
ist es zum Beispiel von Interesse die Anzahl der maximal zusammenhängenden Teilgraphen eines
Graphen zu bestimmen.
3.6. Zusammenfassung
Dieses Kapitel widmete sich zunächst den graphentheoretischen Grundlagen der Arbeit. Im Folgen-
den wurden die verschiedenen Arten realer Netzwerke und jeweils einzelne Beispiele vorgestellt. Eine
Übersicht über graphenbasierte Softwaresysteme zeigte deren Anwendungsbereiche, der Schwer-
punkt lag dabei auf Graphdatenbanksystemen und den verschiedenen Ausprägungen. Der zweite
Teil des Kapitels konzentrierte sich ausschließlich auf GDBMS. Der Erläuterung verschiedener Da-
tenmodelle folgte im letzten Abschnitt die Definition der Operationen, welche für das Auslesen und
das Manipulieren der Datenbasis relevant sind. Im nächsten Kapitel werden konkrete Graphdaten-
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Dieses Kapitel setzt sich mit konkreten GDBMS-Implementierungen auseinander. Mit der Ziel-
stellung, aus der Vielzahl existierender Systeme geeignete auszuwählen, werden zunächst funktio-
nale Anforderungen definiert. Diese ergeben sich aus aktuellen Forschungsvorhaben am Lehrstuhl
Datenbanken der Universität Leipzig. Die ausgewählten Systeme werden anschließend im Detail
betrachtet, die Schwerpunkte dabei sind: Datenmodellierung und Konsistenzerhaltung, Zugriffsme-
chanismen und angebotene graphenspezifische Operationen, physische Repräsentation des Graphen
und Möglichkeiten der Indexierung und Verteilung. Das Kapitel schließt mit einer Gegenüberstel-
lung der Systeme.
4.1. Aktuelle Forschungsvorhaben
Wie bereits im vorhergehenden Kapitel erläutert, ist ein Informationsnetzwerk der Netzwerktypus,
in welchem Informationen in Form von Begriffen oder konkreten Daten miteinander verknüpft sind.
Die Struktur des Netzwerkes ist dabei die Grundlage für Analysen, deren Ziel es ist, aus bestehen-
den Informationen neue Informationen abzuleiten, aus denen wiederum neues Wissen generiert
werden soll. Im Bereich der Unternehmensdaten werden diese analytischen Verfahren und damit
verbundene Anwendungen unter dem Begriff Business Intelligence (BI) zusammengefasst[82]. Un-
ternehmen setzen BI ein, um möglichst gewinnbringende Informationen aus vorhandenen Daten zu
extrahieren. Auf Basis dieser Informationen können der Zustand des Unternehmens eingeschätzt
und Entscheidungen getroffen werden.
Verschiedene Bereiche eines Unternehmens nutzen unterschiedliche Geschäftsinformationssyste-
me zur Bewältigung ihrer Aufgaben. So unterscheidet man beispielsweise Systeme für Enterprise
Resource Planning (ERP), Project Management (PM) und Customer Relationship Management
(CRM), welche sich in technologischer, struktureller und semantischer Hinsicht unterscheiden kön-
nen. BI setzt voraus, dass Daten aus heterogenen Systemen zunächst in ein System integriert
werden, zu diesem Zweck werden Data Warehouses (DWH) eingesetzt[12, 82]. Ein DWH ist eine
zentrale Datenbank, welche für Analysezwecke optimiert ist und in welcher Daten aus mehreren,
i.A. heterogenen Quellen zusammengeführt, ggf. bereinigt und transformiert werden[47]. Im Rah-
men der Transformation werden die Daten in ein einheitliches Schema überführt. Fakten werden
in einer zentralen Tabelle hinterlegt und mit Dimensionstabellen verknüpft. Ein Fakt kann zum
Beispiel der Kauf eines Produktes sein, der aus dem Kauf resultierende Umsatz ist die dem Fakt
zugeordnete Kennzahl. Mögliche Dimensionen sind das Produkt, der Kaufzeitpunkt, der Kunde
und die Filiale. Auf dieser Datenbasis sind vielfältige Analysen möglich, so können zum Beispiel
der Umsatz in bestimmten Regionen, die Beliebtheit von Produkten oder die Rentabilität einzelner
Filialen bestimmt werden.
Wie aus dem Beispiel des DWH hervorgeht, erfordert die Transformation das Definieren eines
einheitlichen Schemas. Das bedeutet, dass die für die Analyse relevanten Beziehungen zwischen
Dimensionen und Fakten vorab festgelegt werden müssen und somit jeder relevante Zusammen-
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Sachverhalt schränkt jedoch die analytischen Möglichkeiten ein, da nur Zusammenhänge analysiert
werden können, die im Schema definiert wurden. Unbekannte, eventuell nicht intuitiv erkennbare
Zusammenhänge können in der Analyse nicht berücksichtigt werden.
Abbildung 4.1.: Informationsnetzwerk, welches die Beziehungen zwischen den Objekten eines ERP-
und eines CRM-Systems darstellt. Transaktionale Daten sind weiß, Stammdaten
grau dargestellt. Bezeichner und Richtung einer Kante beschreiben den kausa-
len Zusammenhang zwischen transaktionalen Daten (z.B. basedOn, serves) sowie
zwischen transaktionalen Daten und Stammdaten (z.B. sentBy, doneFor). Der ge-
zeigte Teilgraph bildet die Instanz eines vollständigen Geschäftsprozesses ab, deren
erzeugter Mehrwert sich aus den Einnahmen (engl. Revenue) und Ausgaben (engl.
Expense) der transaktionalen Daten bestimmen lässt. Am Beispiel des Knotens
Employee (E01) wird deutlich, dass Stammdaten in mehreren Systemen vorhan-
den sein können.
Eines der Projekte am Lehrstuhl Datenbanken befasst sich mit der Entwicklung und Untersuchung
von Methoden zur graphenbasierten Business Intelligence. Eine graphenbasierte Repräsentation von
Unternehmensdaten weist die beschriebene Einschränkung eines vordefinierten Schemas nicht auf,
vielmehr erlaubt sie die flexible Evaluation der Beziehungen zwischen einzelnen Objekten innerhalb
der Unternehmensdaten. Diese lassen sich in zwei Kategorien einteilen: Transaktionale Daten und
Stammdaten. Zu den transaktionalen Daten gehören zum Beispiel Rechnungen im ERP-System,
Plandaten im PM-System oder Kundenaktivitäten im CRM-System, sie entstehen bei der Ausfüh-
rung von Geschäftsprozessen und sind sowohl untereinander als auch mit Stammdaten verknüpft.
Beispiele für Stammdaten sind Informationen über Kunden, Produkte, Mitarbeiter oder Filialen.
Aus diesem Zusammenhang lässt sich ein Graph ableiten: Transaktionale Daten und Stammda-
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Kanten beschrieben. Stammdaten weisen die Eigenschaft auf, dass sie in mehreren Systemen hin-
terlegt sein können, transaktionale Daten beschränken sich typischerweise auf das System, in dem
sie erzeugt wurden. Beziehungen zwischen Objekten können generell systemübergreifend sein. Ei-
ne mögliche Analyse ist das Finden häufiger Muster. So lassen sich zum Beispiel Teilgraphen als
Instanzen von Geschäftsprozessen extrahieren und hinsichtlich des Zusammenhangs zwischen er-
zeugtem Mehrwert und beteiligten Mitarbeitern untersuchen. Abbildung 4.1 zeigt ein Beispiel für
einen aus Geschäftsdaten erzeugten Graphen.
Das Projekt verfolgt drei Ziele: Zunächst ist die Integration von Unternehmensdaten aus hetero-
genen Systemen in einen Graph erforderlich. Auf der Grundlage des integrierten Graphen werden
in einer zweiten Phase Algorithmen für die graphenorientierte Analyse entwickelt. In der letzten
Phase sollen Ansätze untersucht werden, die Datenbasis möglichst effizient für Analysten nutzbar
zu machen, hierbei spielen insbesondere Anfragesprachen und Möglichkeiten zur Visualisierung eine
Rolle. Für das Erreichen der Ziele sollen GDBMS die technologische Grundlage bilden, da sie ei-
ne flexible, graphenorientierte Datenmodellierung erlauben und Operationen zur Verfügung stellen
unter deren Verwendung sich BI-orientierte Algorithmen implementieren lassen. Einige der ver-
fügbaren Systeme beinhalten darüber hinaus bereits Anfragesprachen, welche als Basis für eigene
Entwicklungen dienen können.
4.2. Vorauswahl von Graphdatenbanksystemen
Im folgenden Abschnitt werden die für den Einsatz innerhalb des beschriebenen Forschungsprojektes
grundlegenden Anforderungen an GDBMS definiert und nach Kategorien geordnet. Die Implemen-
tierungen, deren Auswahl auf Grundlage von Literatur- und Webrecherche erfolgte, werden hin-
sichtlich der Erfüllung der Anforderungen bewertet. Die Informationen zu den einzelnen GDBMS
stammen von den Webseiten der Hersteller oder den primären Publikationen zu den jeweiligen
Systemen. Eine Liste der Webseiten befindet sich in Anhang A.
Innerhalb jeder Kategorie werden obligatorische und optionale Anforderungen definiert. Eine Graph-
datenbank, die alle obligatorischen Anforderungen erfüllt, wird in der nachfolgenden Kategorie
berücksichtigt, auf diese Weise wird die Auswahl immer weiter verfeinert und die Menge der zu un-
tersuchenden GDBMS eingegrenzt. Für den Fall, dass die Menge der in Frage kommenden GDBMS
eine Anzahl erreicht, die nicht im Rahmen dieser Arbeit evaluiert werden kann, werden die op-
tionalen Anforderungen in den Auswahlprozess mit einbezogen. Zielstellung ist es, insgesamt vier
GDBMS auszuwählen, welche die obligatorischen Auswahlbedingungen erfüllen, dabei ist eine mög-
lichst breite Verteilung auf die vorgestellten GDBMS-Kategorien wünschenswert.
Nutzbarkeit und Produktreife Eine der wichtigsten Anforderungen in dieser ersten Kategorie
(Tabelle 4.1) ist die Quelloffenheit des GDBMS. Der Quellcode der Software ist eine Dokumentati-
onsart, anhand derer die exakte Funktionsweise nachvollzogen werden kann und die es somit erlaubt,
Widersprüche und Ungenauigkeiten der textuellen Dokumentation aufzudecken und zu überprüfen.
Am Ende des Auswahlprozesses soll ein GDBMS stehen, das als Ausgangspunkt für eigene Wei-
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und ein entsprechend für diese Nutzung geeignetes Lizenzmodell voraus. Darüber hinaus ist eine
grundlegende textuelle Dokumentation ebenfalls eine Pflichtanforderung an das Datenbanksystem,
diese sollte mindestens einen Überblick über die Architektur des GDBMS, eine Beschreibung der
Zugriffsmechanismen und Installationsanweisungen beinhalten.
Da eine möglichst stabile Software als Basis genutzt werden soll, wurde bei der Diskussion der
Anforderungen festgelegt, dass es sich um ein Produktivsystem handeln muss, welches eine nach-
vollziehbar aktive Entwicklung erkennen lässt. Ein GDBMS gilt als Produktivsystem, wenn es
mindestens einen stabilen Release aufweist. Die Aktivität kann anhand der Quelloffenheit leicht
nachvollzogen werden: Ein System gilt als aktiv, wenn es in einem definierten Zeitraum von sechs
Monaten Aktualisierung erfahren hat.
Ein rein informatives Kriterium ist die Programmiersprache, in der das System entwickelt wird.
Im Vergleich fällt auf, dass ein Großteil der GDBMS in Java implementiert ist. Im Hinblick auf
die persönliche Erfahrung der Projektteilnehmer wird als Sprache Java grundsätzlich bevorzugt,
was allerdings nicht dazu führt, dass objektiv bessere Systeme aufgrund ihrer Programmiersprache
ausgeschlossen werden. Eine optionale Anforderung innerhalb dieser Kategorie ist die Unterstützung
von linux-basierten Betriebssystemen. Sollte das Projekt erfolgreich sein, ist eine Ausgründung
vorgesehen, daher soll es vermieden werden, potentielle Kunden an eine proprietäre Plattform, wie
zum Beispiel Microsoft Windows, zu binden.
Der erste Auswahlschritt zeigte keine besondere Häufung bei der Nichterfüllung einzelner Kriterien.
Die grundlegenden obligatorischen Anforderungen werden von insgesamt zehn GDBMS erfüllt,
deren Evaluation in der nächsten Kategorie fortgesetzt wird.
Datenverwaltung und Datenmodellierung Die einzige obligatorische Anforderung in dieser Kate-
gorie (Tabelle 4.2) bezieht sich auf das Datenmodell: Die Eigenschaften des Property-Graph-Modells
gelten als Mindestvoraussetzung, das Property-Hypergraph-Modell ist ebenfalls zulässig, da es das
PGM um n-äre Beziehungen erweitert. Annähernd die Hälfte der aufgeführten GDBMS bietet nicht
die Möglichkeit zur Verwendung von Kantenattributen, Kantenbezeichnern oder parallelen Kanten,
diese sind jedoch innerhalb des Forschungsvorhabens relevante Werkzeuge für die Modellierung, auf
welche nicht verzichtet werden kann.
Einige der durchzuführenden Analysen beinhalten eine Extraktion von Geschäftsprozessen in Form
von Subgraphen. In diesem Zusammenhang ist es von Vorteil, wenn sich die Subgraphen systemsei-
tig logisch getrennt in mehreren Datenbanken verwalten lassen. Diese optionale Anforderung wird
jedoch nur von drei Systemen erfüllt.
Die Möglichkeit zur Definition eines Schemas ist ein rein informatives Kriterium. Die Untersuchung
zeigt, dass viele der Systeme auf die anwendungsseitige Umsetzung eines Schemas ausgerichtet sind
und keine oder nur wenige Werkzeuge für die systemseitige Schemaverwaltung anbieten.
Die Gewährleistung der ACID-Eigenschaften ist insbesondere im operationalen Betrieb erstrebens-
wert. Das Forschungsvorhaben widmet sich jedoch vorrangig der Analyse von Informationsnetzwer-









system Sprache* Aktiv GNU/Linux*
Affinity X X X C++ X X
ArangoDB X X X C/C++ X X
Bitsy X X X Java X X
DEX - X X C++ X X
Filament X X - Java X X
FlockDB X (X) X Java X X
GraphBase - X X Java X X
GraphPack X - - Java - X
G-Store - X - C/C++ - -
Horton - - k.A.21 k.A. k.A. -
HypergraphDB X X X Java X X
InfiniteGraph - X X Java X X
Infogrid X X X Java X X
Fallen-8 X - - C# X X
Neo4j X X X Java X X
OQGRAPH X X X C X X
OrientDB X X X Java X X
RedisGraph X - - Javascript X X
SGDB3 X - - Java - X
Titan X X X Java X X
Trinity - - k.A. k.A. k.A. -
VertexDB X X - C - X
Tabelle 4.1.: Anforderungen an die Nutzbarkeit und Produktreife verschiedener GDBMS-
Implementierungen. (*optional/informativ)
wird die Einhaltung der ACID-Eigenschaften nicht gefordert, deren systemseitige Umsetzung in
den GDBMS ist somit nicht relevant.
Von Bedeutung ist hingegen die mit der Konsistenzerhaltung verbundene Möglichkeit zur Definition
von Integritätsbedingungen: Modellinhärente Bedingungen werden von allen Systemen erfüllt, dazu
zählt zum Beispiel die referentielle Integrität, bei der eine Kante mindestens einen Start- und einen
Zielknoten besitzen muss. Die Möglichkeit zur Definition weiterer, beispielsweise attributbezogener,
Integritätsbedingungen wird als optionale Anforderung gewertet.
Zugriffsmechanismen Bei der Diskussion der Anforderungen wurde hinsichtlich der Zugriffsme-
chanismen festgelegt, dass ein geeignetes GDBMS die Einbettung in eine bestehende Anwendung
unterstützen und hierfür eine entsprechende API zur Verfügung stellen muss, dies ermöglicht es,
das System um eigene Graphalgorithmen bzw. graphenspezifische Operationen zu erweitern. Das
Fehlen einer entfernten API wird nicht als Defizit gewertet, da sich diese unter Verwendung der
eingebetteten API implementieren lässt.
Quelloffenheit resultiert nicht zwingend in einer einfachen Erweiterbarkeit der Systeme. Einige An-
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Datenverwaltung und Datenmodellierung







- - X X
ArangoDB PGM X - X X






X - - X






- X X X
Neo4j PGM - (X) X X
OQGRAPH Gerichteter, gewichteterMultigraph - - - X
OrientDB PGM X X X X
Titan PGM - - X X
Tabelle 4.2.: Anforderungen hinsichtlich der Datenverwaltung und -modellierung innerhalb von
GDBMS. (*optional)
Hinzufügen eigener Indexstrukturen, Speichersysteme oder Operatoren erlauben. Generell lässt sich
jedoch jedes quelloffene System erweitern, weswegen Plugin APIs als optional deklariert werden.
Bezüglich vorhandener graphenspezifischer Operationen wurde festgelegt, dass grundlegende Ope-
rationen wie CRUD und Traversierung Mindestvoraussetzungen darstellen. CRUD-Operationen
ermöglichen die Manipulation und das Auslesen der Datenbasis, während die Traversierung den
Ausgangspunkt für komplexere Graphalgorithmen darstellt.
Eine der Zielstellungen des Forschungsvorhabens ist die Entwicklung einer Softwareplattform, die
u.a. von Analysten genutzt werden soll. Für diesen Anwendungsfall können Kenntnisse im Be-
reich der Programmierung nicht zwingend vorausgesetzt werden, das Vorhandensein einer graphen-
spezifischen Anfragesprache ist daher wünschenswert. Da in der GDBMS-Domäne bisher keine
standardisierte Anfragesprache existiert und sich proprietäre Sprachen in ihrer Mächtigkeit stark
unterscheiden können, wurde diese Anforderung als optional deklariert.
Eine wesentliche Eigenschaft analytischer Systeme ist der vorrangig lesende Zugriff auf die Daten-
basis. Im beschriebenen Forschungsprojekt werden periodisch Daten aus Quellsystemen in einen
zentralen Graphen integriert und analysiert. Die Daten sollen dabei möglichst zeitsparend und be-
nutzerfreundlich importiert werden, weswegen entsprechende Bulk-Load-Mechanismen wünschens-
wert, jedoch nicht obligatorisch sind.
Die Tabelle 4.3 zeigt, inwiefern die sechs verbliebenen Systeme die Anforderungen hinsichtlich der
Zugriffsmechanismen erfüllen. ArangoDB bietet ausschließlich die Verwendung mittels entfernter















ArangoDB - X - X X X X
Bitsy X X - X X X -
HypergraphDB X - X X X - -
Neo4j X X X X X X X
OrientDB X X - X X X X
Titan X X X X X X X
Tabelle 4.3.: Anforderungen an die Zugriffsmechanismen von GDBMS. (*optional)
einzige der untersuchten GDBMS alle obligatorischen und optionalen Anforderungen. Hervorzuhe-
ben ist, dass bis auf HyperGraphDB alle Systeme eine proprietäre Anfragesprache aufweisen.
Speicherung Ein wichtiges Kriterium für das Forschungsprojekt ist die dauerhafte Speicherung
der Datenbasis. Ein vollständiges Integrieren der Datenquellen nach jedem Systemstart soll ver-
mieden werden, weswegen die Persistenz als obligatorisch deklariert wird. Eine native Speicherung
des Graphen ist dabei nicht zwingend erforderlich.
Aus einer ausschließlich hauptspeicher-zentrierten Verarbeitung des Graphen resultiert eine höhere
Performance beim wahlfreien Zugriff. Dies kann insbesondere für analytische Systeme von Vorteil
sein, da es bisher jedoch nur von wenigen GDBMS angeboten wird, handelt es sich um eine optiona-
le Anforderung. Die Möglichkeit zur Definition von Indexstrukturen ist hingegen obligatorisch, da
diese als Ausgangspunkt einer Traversierung den effizienten Zugriff auf Knoten- und Kantenmengen







Bitsy X X X X
HypergraphDB X - - X
Neo4j X X - X
OrientDB X X - X
Titan X - - X
Tabelle 4.4.: Anforderungen an die Datenspeicherung in GDBMS. (*optional)
Aus Tabelle 4.4 geht hervor, dass alle Systeme das Persistieren der Datenbasis unterstützen, Hy-
perGraphDB und Titan setzen hierfür bestehende Datenbanksysteme ein, während die übrigen
Systeme eigene, graphenorientierte Speichermechanismen anbieten. Von den verbliebenen Syste-
men stellt allein Bitsy eine hauptspeicher-zentrierte Verwaltung des Graphen zur Verfügung, der
Einsatz zusätzlicher Indizes ist hingegen in allen Systemen möglich, folglich kann in dieser Kategorie
kein GDBMS aus der Untersuchung genommen werden.
Verteilung und Skalierbarkeit In der letzten Kategorie werden die fünf verbliebenen Systeme auf
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nehmensdaten ist Fehlertoleranz wünschenswert, für die Analyse umfangreicher Daten allgemein ist
die Skalierbarkeit von Lesezugriffen wichtig: Beides kann durch Replikation der Datenbasis erreicht
werden und sollte durch das ausgewählte GDBMS unterstützt werden. Darüber hinaus können
Unternehmensdaten entweder von Beginn an sehr umfangreich sein bzw. durch stetiges Wachs-
tum einen Umfang erreichen, der ihre Partitionierung erforderlich macht. Der momentane Stand
des Forschungsprojektes erfordert keine Partitionierung, dennoch ist eine Unterstützung für den








Tabelle 4.5.: Anforderungen an die Verteilung und Skalierbarkeit von GDBMS.
(*optional)
Aus Tabelle 4.5 geht hervor, dass HyperGraphDB, Neo4j, OrientDB und Titan die in der Vor-
auswahl definierten, grundlegenden Anforderungen erfüllen und daher im Anschluss detailliert be-
trachtet werden. Mit Ausnahme von hauptspeicher-zentrierten GDBMS werden somit alle der vor-
gestellten Kategorien abgedeckt. Auffällig ist, dass eine Partitionierung bisher nur von wenigen
Graphdatenbanksystemen unterstützt wird.
Der Fokus der nachfolgenden Evaluation liegt auf dem jeweiligen Datenmodell und den angebotenen
Zugriffsmechanismen. Es soll gezeigt werden, wie das PGM umgesetzt wurde und welche Beson-
derheiten die einzelnen Systeme diesbezüglich aufweisen. Weiter soll betrachtet werden, welche der
im vorhergehenden Kapitel vorgestellten graphenspezifischen Operationen unterstützt werden und
wie sie in den jeweiligen Systemen anzuwenden sind.
Eine nähere Betrachtung der Speichermechanismen soll weiterführend zeigen, wie der Graph auf
den Externspeicher abgebildet wird und ob diese Abbildung ein indexfreies Traversieren des Gra-
phen ermöglicht. Eng damit verbunden sind die Caching- und Indexmechanismen, welche ebenfalls
betrachtet werden.
Zusätzlich wird genauer auf die Verteilungsmechanismen der einzelnen Systeme eingegangen. Dieser
Teil der Evaluation hat jedoch eher informativen Charakter und wird daher nur kurz behandelt.
4.3. Neo4j
Neo4j ist ein quelloffenes GDBMS, das von der Firma Neo Technology22 entwickelt wird. Versi-
on 1.0 wurde 2010 veröffentlicht, zum aktuellen Zeitpunkt befindet sich Version 2.0 in Entwick-
lung. Die Implementierung des Systems erfolgt in den Programmiersprachen Java und Scala, die
Ausführung erfolgt dementsprechend auf der Java Virtual Machine (JVM). Neo4j ist ein natives
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Adjazenz und implementiert eine graphenorientierte physische Repräsentation der Datenbasis. Die
Verwendung des Systems erfolgt entweder in Form einer eingebetteten Bibliothek innerhalb von
Java-Anwendungen oder in einer Client-Server-Konfiguration, letzteres erfordert den client-seitigen
Zugriff über REST-Schnittstellen. Entsprechende Clients stehen in vielen Programmiersprachen zur
Verfügung.23 Neo4j kann sowohl als zentrales GDBMS als auch in einer verteilten Konfiguration
eingesetzt werden. Eine vollständige Replikation der Datenbasis ermöglicht dabei die Skalierbarkeit
lesender Anfragen und erhöht gleichzeitig die Ausfallsicherheit des Gesamtsystems. Die Speicherung
der Datenbasis erfolgt disk-zentriert, ein hauptspeicher-zentrierter Betrieb24 ist nicht möglich.
Neo Technology bietet das Datenbanksystem in drei verschiedenen Ausführungen an: Communi-
ty, Advanced und Enterprise. Die Community-Edition bietet grundlegenden Funktionsumfang, die
Advanced-Edition fügt Monitoring-Funktionalität hinzu und die Enterprise-Edition erweitert diese
nochmals um Online-Backups und Hochverfügbarkeits-Mechanismen. Advanced- und Enterprise-
Edition eignen sich für den kommerziellen Einsatz, da sie zusätzliche Service-Leistungen durch
Neo Technology beinhalten und ihre Lizenz die Verwendung in unfreier Software erlaubt. Die
Community-Edition darf nur in freier, quelloffener Software eingesetzt werden, Service-Anfragen
werden durch die Neo4j-Community im Web beantwortet.
Die nachfolgenden Erläuterungen beziehen sich auf Version 2.0.0-M04 des GDBMS, diese Version
beinhaltet Erweiterungen hinsichtlich des Datenmodells und der Anfragesprache. Die Informationen
stammen aus der offiziellen Neo4j-Dokumentation[66] sowie aus den Ausführungen in [51].
4.3.1. Datenmodell
Neo4j implementiert das Property-Graph-Modell, dieses wird in der aktuellen Version um Knoten-
bezeichner erweitert, mit deren Hilfe sich Knoten zu Gruppen zusammenfassen lassen. Ein Knoten
kann keiner oder einer Gruppe, aber auch beliebig vielen Gruppen zugeordnet werden. Knoten-
und Kantenbezeichner werden in Neo4j als Labels bezeichnet. Die Modell-Erweiterung um Knoten-
Labels bietet verschiedene Vorteile: Anfragen lassen sich durch Einbeziehen von Labels auf einen
Teilgraphen einschränken, was die Formulierung von Anfragen stark vereinfacht und deren effizi-
entere Ausführung ermöglichen kann. Labels sind nicht gleichbedeutend mit einer Relation in der
relationalen Algebra, ein Label wird lediglich durch seinen Namen definiert, es wird kein Sche-
ma der zugeordneten Elemente vorgegeben. Labels können zur Laufzeit an Knoten hinzugefügt
und entfernt werden. Insgesamt betrachtet sind sie ein nützliches Werkzeug in der strukturierten
Anwendungsmodellierung.
Beziehungen zwischen Knoten werden durch Kanten beschrieben. In Neo4j sind diese grundsätzlich
gerichtet, besitzen also immer Start- und Zielknoten, Schleifen25 sind ebenfalls zulässig. Kanten
lassen sich in beiden Richtungen traversieren, d.h. eine bidirektionale Beziehung erfordert nicht
zwingend die Definition von zwei Kanten unterschiedlicher Richtung. Eine Kante besitzt immer ein
Label, welches zusammen mit der Richtung der Kante deren Semantik festlegt. Genau wie Knoten
besitzen auch Kanten eine eindeutige Identität in Form einer 64-Bit-Ganzzahl, die vom GDBMS
23http://www.neo4j.org/develop/drivers
24Neo4j bietet zwar die Option, die gesamte Datenbasis im Hauptspeicher vorzuhalten, dies ist jedoch für den Einsatz
in Unit-Tests gedacht und entspricht nicht der Definition einer hauptspeicher-zentrierten Datenverwaltung.
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verwaltet wird und nicht durch die Anwendung geändert werden kann. Die Identität einer Kante
ermöglicht die Definition paralleler Kanten mit identischem Label.
Knoten und Kanten lassen sich in Neo4j mit optionalen Attributen in Form von Schlüssel-Wert-
Paaren versehen, diese werden in Neo4j als Properties bezeichnet. Property-Schlüssel sind vom Typ
String, zulässige Property-Werte müssen Instanzen eines primitiven Java-Datentypen, zum Bei-
spiel int oder float, sein. Arrays von primitiven Datentypen sind ebenfalls zulässige Werte. Weist
eine Instanz keinen Wert auf, so wird dies durch das Weglassen des entsprechenden Schlüssel-Wert-
Paares definiert und nicht durch die Verwendung von null als Wert. Property-Schlüssel können
nicht mehrfach an einer Knoten- bzw. Kanteninstanz vergeben werden.
Zur Gewährleistung der Datenintegrität hält das Modell verschiedene Mechanismen vor: Eine Kan-
te kann allein zwischen existierenden Knoten erzeugt werden, das Löschen eines Knotens erfordert
das vorherige Löschen aller inzidenten Kanten des Knotens. Diese Einschränkung kann als Analo-
gie zur referentiellen Integrität[75] in relationalen Datenbanksystemen verstanden werden. Neo4j
unterstützt darüber hinaus auch attributbezogene Integritätsbedingungen. Die Festlegung einer ein-
deutigen Identität durch das GDBMS entspricht einer Primärschlüssel-Definition, darüber hinaus
unterstützt Neo4j die Definition einer UNIQUE-Bedingung für Knotenattribute. Letztere legt fest,
dass ein Wert in der Menge aller Werte eines Schlüssels einzigartig sein muss. Diese Bedingung
lässt sich nur in Verbindung mit Knoten-Labels definieren und wird durch einen zusätzlichen Index
realisiert.
Neo4j verwaltet exakt eine Graphdatenbank, alle Knoten und Kanten sind dieser Datenbank zuge-
ordnet. Eine logische Partitionierung der Knotenmenge ist durch Labels oder dedizierte Attribute
möglich, für den Fall, dass auch die Kantenmenge partitioniert werden soll, ist dies ausschließlich
über Attribute möglich.
Die Definition von Kanten-Labels ist obligatorisch, die Definition von Knoten-Labels ist optio-
nal. Die Vergabe von Kanten-Labels entspricht somit der Definition eines minimalen Schemas.
Die Berücksichtigung von Labels beim Zugriff auf die Datenbank ist hingegen generell optional:
Es besteht die Möglichkeit, die Datenbank zu verwenden, ohne dass das Schema beachtet wird.
Durch Einbeziehen des Schemas ist es jedoch möglich, von den Vorteilen, wie strukturierter An-
wendungsmodellierung, vereinfachten Anfragen und effizienter Anfrageausführung zu profitieren.
Das Datenmodell eignet sich somit in Anwendungen, bei denen die Anforderungen zu Beginn nicht
vollständig erfasst werden können und in denen daher eine hohe Flexibilität hinsichtlich Schema-
änderungen erforderlich ist.
4.3.2. Zugriffsmechanismen und Indexverwaltung
Neo4j bietet vier Varianten unterschiedlicher Mächtigkeit für den Zugriff auf die Datenbasis an:
Core API, Traversal Framework sowie die Anfragesprachen Cypher und Gremlin. Alle Zugriffsme-
chanismen lassen sich sowohl im eingebetteten Betrieb als auch in der Client-Server-Konfiguration
via REST verwenden. Cypher ist die primäre Anfragesprache in Neo4j, sie wird von Neo Tech-
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sich dabei um eine Sammlung von Schnittstellen und Implementierungen, welche die Verarbeitung
von Graphen unterstützen und sich dabei am PGM orientieren. Gremlin ist Teil dieser Samm-
lung und wird unter anderem von Titan und OrientDB als primäre oder sekundäre Anfragesprache
eingesetzt. Auf Gremlin wird im Zusammenhang mit Titan genauer eingegangen.
CRUD-Operationen via Core API Die Core API ist eine imperative Java-API und stellt CRUD-
Operationen für den Lese- und Schreibzugriff auf Knoten, Kanten und Properties zur Verfügung.
Knoten können erzeugt und optional mit Labels und Properties versehen werden. Eine Knoten-
instanz erlaubt den Zugriff auf ihre Properties sowie auf die inzidenten Kanten unter optionaler
Angabe eines Bezeichners und einer Richtung. Kanten werden unter Angabe existierender Knoten
erstellt, dabei gibt die Knotenreihenfolge die Richtung der Kante vor, ein Label ist obligatorisch.
Dieses kann innerhalb der Anwendung statisch hinterlegt oder dynamisch zur Laufzeit erzeugt wer-
den. Eine Kanteninstanz erlaubt das Auslesen des Start- und Endknotens, des Labels und - sofern
vorhanden - der Properties. Das Aktualisieren von Knoten und Kanten ist ebenfalls mit der nativen
API möglich, Knotenlabels können jederzeit angefügt oder entfernt werden, Knoten- und Kanten-
properties lassen sich unter Berücksichtigung der zulässigen Datentypen beliebig manipulieren. Das
Löschen von Knoten und Kanten ist unter Beachtung der referentiellen Integrität ebenfalls möglich.
Ein Beispiel für die Verwendung der nativen API findet sich in Anhang A.1.
Es wird deutlich, dass sich ausgehend von der nativen API beliebige Graphalgorithmen anwen-
dungsseitig implementieren lassen. Neo4j bietet in der nativen Java-API bereits eine Algorith-
mensammlung zur Berechnung von Pfaden an. Hierbei können Pfade fester und beliebiger Länge,
sowie kürzeste Pfade in ungewichteten und gewichteten Graphen berechnet werden. Für letztere
steht eine Implementierung des Dijkstra-Algorithmus zur Verfügung. Der ebenfalls implementier-
te A*-Algorithmus erlaubt die Definition beliebiger Heuristiken zur Priorisierung von Kanten, die
Berechnung in ungewichteten Graphen erfolgt mittels Breitensuche. In allen Fällen können die zu
traversierenden Kantenlabel vorgegeben und einzelne oder alle Pfadinstanzen berechnet werden.
Traversierung via Traversal Framework Das Traversal Framework ist eine Erweiterung der Core
API. Es ermöglicht die Definition eines abstrakten Weges und liefert als Ergebnis eine Menge von
Instanzen dieses Weges. Die Ausführung der Traversierung erfolgt iterator-basiert, was bedeutet,
dass die eigentliche Berechnung eines Weges erst bei Anfrage der nächsten Instanz ausgeführt
wird.27 Das Framework umfasst mehrere Schnittstellen, mit deren Hilfe der Nutzer den abstrakten
Weg beschreiben und das Verhalten der Traversierung beeinflussen kann. Es ist ausschließlich der
lesende Zugriff auf die Datenbasis möglich.
Ausgangspunkt einer Traversierung ist die TraversalDescription, eine Schnittstelle zur Beschrei-
bung und Initialisierung einer Traversierung. Zunächst lässt sich mit Hilfe eines PathExpander
festlegen, welche Kantenlabels bei der Traversierung zu berücksichtigen sind. Das Weglassen dieser
Information, hat zur Folge, dass alle Kanten traversiert werden. Die Angabe eines Labels ermög-
licht zudem das optionale Festlegen einer Richtung der zugehörigen Kanteninstanzen. Stehen meh-
rere Kantenlabels zur Auswahl, kann durch die Reihenfolge ihrer Aufzählung die Priorität bei der
Traversierung bestimmt werden. Aufgrund des Whitelist-Prinzips ist das Ausschließen definierter




4. Funktionaler Vergleich von Graphdatenbanksystemen
Kantenlabels nicht möglich.
Eine weitere wichtige Schnittstelle ist Path, diese erfüllt zwei Aufgaben: Zum Einen sind die Ergeb-
nisse der Traversierung Instanzen dieser Schnittstelle und zum Anderen wird sie für die Evaluation
der aktuellen Position innerhalb des Graphen während der Traversierung verwendet. Im Rahmen
der Evaluation wird entschieden, ob der aktuelle Knoten in das Ergebnis aufgenommen werden
soll, und ob die Traversierung ausgehend von der aktuellen Position fortgesetzt wird. Es handelt
sich somit um ein Filter- und Abbruchkriterium für die Traversierung. Die Entscheidungslogik wird
unter Verwendung der Schnittstelle Evaluator implementiert.
Neben den genannten Schnittstellen zur Definition des abstrakten Weges lässt sich das Verhalten der
Traversierung durch weitere Schnittstellen beeinflussen. Der Graph kann mittels Breiten- oder Tie-
fensuche durchlaufen werden, alternativ kann ein beliebiges Vorgehen durch die Implementierung
einer BranchOrderingPolicy beschrieben werden. Durch die Implementierung der Schnittstelle
BranchSelector wird dabei festgelegt, welche Kante als nächstes traversiert wird. An dieser Stelle
können zum Beispiel Heuristiken in die Entscheidung einbezogen werden.
Mittels Uniqueness lässt sich festlegen, wie oft ein Objekt während der Traversierung besucht
werden darf. Objekte sind Knoten oder Kanten, diese können entweder global oder innerhalb des
bisher traversierten Pfades eindeutig sein. Die Festlegung ist insbesondere in zyklischen Graphen
notwendig, standardmäßig wird die globale Eindeutigkeit von Knoten gefordert.
Eine den Anforderungen entsprechend definierte TraversalDescription wird unter Angabe ei-
nes Startknotens instanziiert. Das Ergebnis dieses Aufrufs ist ein Traverser-Objekt, welches den
Iterator zur Verfügung stellt. In Anhang A.2 findet sich ein Beispiel für die Traversierung.
Das Traversal Framework erweitert die Core API um ein grundsätzlich deklaratives Hilfskonstrukt,
mit welchem die Datenbasis beliebig traversiert werden kann. Die Implementierung der Abbruch-
und Filterkriterien erfolgt imperativ unter Verwendung der Core API. Hinsichtlich der Program-
mierbarkeit steht damit ein universelles Werkzeug für die Verarbeitung von Graphen zur Verfügung.
Für Nicht-Programmierer stellt dies gleichzeitig ein entscheidendes Hindernis hinsichtlich des Zu-
griffs auf die Datenbasis dar. Neo4j bietet mit der Anfragesprache Cypher einen Lösungsansatz.
CRUD-Operationen via Cypher Cypher ist eine deklarative, graphenorientierte Anfragesprache
für den lesenden und schreibenden Zugriff auf die Datenbasis. Es handelt sich um eine nicht stan-
dardisierte Sprache, welche aktuell in Neo4j und in abgeänderter Form im GDBMS-Prototypen
GraphPack zur Verfügung steht. Syntaktisch ist Cypher an SQL und SPARQL angelehnt, viele
der dort vorhandenen Sprachkonstrukte und Ansätze werden wiederverwendet. Kernfunktion der
Sprache ist das Beschreiben von Mustergraphen zur Informationsextraktion. Das Prüfen der Er-
reichbarkeit im Allgemeinen und das Berechnen kürzester Pfade im Speziellen ist darüber hinaus
ebenfalls möglich. Nachfolgend werden die grundlegenden Komponenten der Sprache dargestellt,
eine detaillierte Beschreibung kann der offiziellen Dokumentation entnommen werden[66].
Abbildung 4.2 zeigt einen schematisierten Beispielgraphen, welcher die Beziehungen zwischen Pro-
jekten und Mitarbeitern beschreibt. Knoten und Kanten besitzen entsprechende Label, Attribute
werden ausschließlich an Knoten definiert. Cypher ermöglicht die Manipulation der Datenbasis:
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Name : Schach









































Abbildung 4.2.: Einfaches Beispiel eines Graphen mit den Knotenlabeln Employee und Project
sowie den Kantenlabeln WORKS_WITH, WORKS_IN und RESPONSIBLE_FOR.
Properties erzeugen, mit der SET-Klausel Properties und Knotenlabel aktualisieren und die DELETE-
bzw. REMOVE-Klausel ermöglicht das Löschen von Instanzen bzw. Properties. Mit der Anweisung
CREATE (n:Employee {name: "Alice", age: 25})
wird eine Knoteninstanz mit dem Label Employee und den Properties name und age erzeugt. Das
Anlegen einer Kante erfordert das Vorhandensein der entsprechenden Knoten:
MATCH a:Employee, b:Employee
WHERE a.name = "Alice" AND b.name = "Bob"
CREATE a-[r:WORKS_WITH]->b
RETURN r
MATCH- und WHERE-Klausel dienen der Selektion von Objekten und werden nachfolgend im Zusam-
menhang mit lesenden Anfragen erläutert. Die CREATE-Klausel erzeugt eine Kante von Alice nach
Bob mit dem Label WORKS_WITH. Die Richtung kann dabei durch die Verwendung von <- oder ->
angegeben werden, das Anfügen von Kantenproperties ist in der Form [r:WORKS_WITH {"since":
2010}] möglich.
Mustersuche via Cypher Eine rein lesende Anfrage setzt sich aus den folgenden Komponenten
zusammen:
[START] [MATCH] [WHERE]
[WITH [ORDER BY] [SKIP] [LIMIT]]
RETURN [ORDER BY] [SKIP] [LIMIT].
In der optionalen START-Klausel werden Bezeichner festgelegt und an Knoten- oder Kanteninstanzen
gebunden. Die Auswahl einer Instanz erfolgt dabei entweder unter Angabe ihrer Identität oder
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zur Suche nach einem Knoten mit der Eigenschaft name="Alice" innerhalb des Index
Employees, die Ergebnismenge wird an den Bezeichner a gebunden. Alle Bezeichner können in
den nachfolgenden Teilen der Anfrage verwendet werden. Zulässige Datentypen für Bezeichner und
Variablen sind generell Knoten, Kanten, Pfade und Literale bzw. deren Mengen.
Name : Schach































Abbildung 4.3.: Beispiel für einen Mustergraphen: Der grau hinterlegte Knoten ist eine Konstante
und stellt die Bindung zur Datenbasis her, weiß hinterlegte Knoten sind Variablen,
welche während der Mustersuche gebunden werden.
Wird keine START-Klausel definiert, ist die nachfolgende MATCH-Klausel obligatorisch. Sie ermög-
licht die Definition eines Mustergraphen zum Auslesen von Informationen aus der Datenbasis. Ein
Mustergraph besteht aus einer beliebigen Anzahl Variablen, welche beim Finden einer Übereinstim-
mung an Objektinstanzen gebunden werden. Mit dem Ziel, einen Mustergraphen in Textform zu
repräsentieren, wird dieser in Fragmente zerlegt, wobei jedes Fragment der Definition eines abstrak-





Innerhalb des Musters sind die in der START-Klausel definierten Bezeichner die Konstanten, sie
stellen somit die Verbindungen zwischen Muster und Datenbasis her. Neo4j bezeichnet diese als
bound pattern elements, im Beispiel ist dies der Knoten a. Die Variablen b, c und d werden beim
Finden einer Übereinstimmung an Knoten- bzw. Kanteninstanzen gebunden, alle Variablen stehen
in den nachfolgenden Teilen der Anfrage zur Verfügung. Am Beispiel wird die Verwendung der
Knotenlabel deutlich: Die Variablen b und c legen das Label gebundener Knoteninstanzen auf
Employee fest, während die Variable d die Menge möglicher Instanzen auf Projekte einschränkt. Die
Angabe eines Kantenlabels ist optional, so verlangt das erste Fragment im Beispiel eine Kante mit
beliebiger Richtung und beliebigem Label zwischen den Knoten c und a, wohingegen zwischen den
Knoten b und d eine gerichtete Kante mit dem Label RESPONSIBLE_FOR existieren muss. Es besteht
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Bereich für die Länge des Weges zwischen den Knoten festzulegen. Dies ermöglicht das Finden
von Pfaden beliebiger und fester Länge und erlaubt eine hohe Flexibilität bei der Analyse von
Beziehungsmustern. Der kürzeste Pfad kann ebenfalls als Fragment eines Mustergraphen definiert
werden. So bindet zum Beispiel der Ausdruck
MATCH p = shortestPath(a:Employee-[*..5]-b:Project)
die Variable p an die Instanz des kürzesten Pfades zwischen Mitarbeiter a und Projekt b. Die Länge
des Pfades muss zwischen 0 und 5 betragen, Kantenlabel und -richtung bleiben unberücksichtigt.
Alternativ liefert die Funktion allShortestPaths alle kürzesten Pfade zwischen zwei Knoten.
Steht die MATCH-Klausel am Beginn der Anfrage, dann ist in diesem Abschnitt kein Bezeichner
gebunden. Folglich wird entweder die vollständige Datenbasis nach dem Muster durchsucht, oder
anhand von eventuell definierten Labels die Menge der Objekte eingeschränkt. Alternativ können
Prädikate in der nachfolgenden WHERE-Klausel zur Einschränkung des Suchraums genutzt werden.
Die WHERE-Klausel entspricht der Selektion in der relationalen Algebra. Sie ist optional und er-
möglicht die Filterung von Ergebnistupeln mittels Prädikaten. Cypher bietet eine Vielzahl ma-
thematischer, vergleichender und boolescher Operatoren für die Definition und Verknüpfung von
Prädikaten an. Soll zum Beispiel im Mustergraphen das Attribut age der an die Variable b gebun-
denen Instanzen eingeschränkt werden, so ist dies mit folgender Anweisung möglich:
WHERE b.age > 23 AND b.age < 42
Die ebenfalls optionale WITH-Klausel besitzt kein Pendant in der relationalen Algebra, sondern ent-
spricht der Funktionsweise des Pipe-Operators der Linux-Shell. Mit dessen Hilfe lassen sich Opera-
tionen verketten: Die Ausgabe einer Operation kann als Eingabe der Folgeoperation verwendet wer-
den. Dies ist in Cypher genau dann erforderlich, wenn Aggregate innerhalb einer WHERE-Bedingung
verwendet werden sollen oder wenn lesende und schreibende Anfragen verkettet ausgeführt und die
Sichtbarkeit der Variablen in Folgeoperationen gegeben sein muss.
Am Ende einer rein lesenden Cypher-Anfrage befindet sich die obligatorische RETURN-Klausel, diese
entspricht der Projektion in der relationalen Algebra. Die Klausel legt fest, aus welchen Variablen
sich das Anfrageergebnis zusammensetzt und ermöglicht die Umformung der gesamten Ergebnis-
menge bzw. einzelner Variablenwerte. Analog zu SQL kann das Ergebnis mit ORDER BY sortiert
sowie durch SKIP und LIMIT eingeschränkt werden.
Cypher ermöglicht die Berechnung von Aggregaten sowohl in der RETURN- als auch in der WITH-
Klausel, verschiedene Aggregatfunktionen, wie zum Beispiel min, max und avg, stehen zur Verfü-
gung. Darüber hinaus ermöglicht Cypher die Verwendung von skalaren (z.B. LENGTH und TYPE),
mathematischen (z.B. ABS und ROUND), string-basierten (z.B. SUBSTRING und LOWER) und mengen-
orientierten (z.B. FILTER und REDUCE) Funktionen.
MATCH-, WITH- und WHERE-Klauseln lassen sich beliebig oft in beliebiger Reihenfolge kombinieren,
so können zum Beispiel Ergebnismengen oder Aggregate in einer nachfolgenden Musterdefinition
verwendet werden. Analog zum Traversal Framework werden rein lesende Anfragen erst ausgeführt,
wenn der Nutzer auf die Ergebnisse zugreift, dies ist insbesondere dann sinnvoll, wenn ein Muster
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Die Sprache wird permanent weiterentwickelt, was bedeutet, dass mit Änderungen und Erweite-
rungen der Syntax zu rechnen ist. Schwerpunkt der Version 2.0 ist unter anderem die automatische
Anfrageoptimierung. Eine manuelle Anfrageoptimierung ist möglich, der Ausführungsplan einer
Cypher-Anfrage lässt sich im eingebetteten Betrieb zusammen mit dem Anfrageergebnis abrufen
und evaluieren.
Ein Vorteil gegenüber den bisher vorgestellten Zugriffsmöglichkeiten ist der rein deklarative Cha-
rakter der Sprache. Im Gegensatz zur Core API wird in Cypher festgelegt was gesucht wird und
nicht wie es gesucht wird. Dies ermöglicht eine abstrakte Anfrageformulierung und eröffnet mehr
Möglichkeiten zur systemseitigen Anfrageoptimierung. Demgegenüber ermöglichen es Core API und
Traversal Framework eigene Algorithmen zu implementieren und somit spezielle Anwendungsfälle
abzudecken. Die Aufgabe der Abstraktion erfordert dabei einen höheren Entwicklungsaufwand und
eine engere Kopplung der Implementierung an die Struktur der hinterlegten Daten. Dies erlaubt
jedoch eine höhere Performance, da gezielt optimiert werden kann und die Schritte Anfrageüber-
setzung und -optimierung entfallen.
Indexverwaltung Für den performanten Zugriff auf Graphelemente anhand ihrer Properties un-
terstützt Neo4j die Definition von Indizes. Dies ist in Version 1.9 ausschließlich via Core API im
eingebetteten und Client-Server-Betrieb möglich. Ein Index wird entweder für Knoten oder für
Kanten definiert und besitzt einen eindeutigen Bezeichner. Nach dem Erzeugen lassen sich Knoten-
bzw. Kanteninstanzen unter Angabe eines beliebigen Schlüssel-Wert-Paares in den Index einfügen,
dieser ist folglich nicht an ein konkretes Paar gebunden. Die Suche innerhalb eines Index erfolgt
ebenfalls unter Angabe eines Schlüssel-Wert-Paares, alle zugehörigen Instanzen werden zurückge-
geben. Durch die fehlende Bindung an ein konkretes Property findet die Index-Aktualisierung bei
Änderung der Datenbasis nicht automatisch statt: Nach dem Erzeugen bzw. Löschen einer Knoten-
oder Kanteninstanz muss diese dem Index manuell hinzugefügt bzw. entfernt werden. Für das Lö-
schen einzelner und mehrerer Einträge sowie des gesamten Index stehen Funktionen zur Verfügung.
Eine automatische Indexierung wird ebenfalls angeboten: Hierfür verwaltet das GDBMS je einen In-
dex für Knoten und Kanten, welche unter Angabe einer Liste von Property-Schlüsseln systemseitig
verwaltet werden.
Seit Version 2.0 unterstützt Neo4j zusätzlich das Erzeugen von Schema-Indizes in Verbindung mit
Knotenlabels. Dies ist sowohl in der Core API, als auch via Cypher möglich. Der Cypher-Befehl
CREATE INDEX ON :Employee(name)
erzeugt einen Index für alle Knoten mit dem Label Employee und indexiert zugehörige Instanzen
anhand des Property-Schlüssels name. Im Gegensatz zur bisherigen Umsetzung werden Schema-
Indizes generell vom GDBMS verwaltet und automatisch aktualisiert, sobald sich die Datenbasis
ändert. Das Löschen eines Schema-Index ist weiterhin manuell möglich.
Neo4j definiert eine Menge von Java-Schnittstellen mittels derer sich eigene Indexstrukturen im-
plementieren lassen. Das GDBMS verwendet Apache Lucene28 als Referenz-Implementierung, es
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Grundlage von Termen. Eine weitere Implementierung ist zum Beispiel Neo4j-Spatial29, eine Um-
setzung des R-Baumes für räumliche Anfragen.
4.3.3. Persistenz- und Cacheverwaltung
Neo4j ist ein natives GDBMS, was bedeutet, dass die physische Repräsentation der Datenbasis für
die graphenorientierte Verarbeitung optimiert ist. Mit dem Ziel indexfreie Adjazenz zu erreichen,
wird die Datenbank auf mehrere Dateien, sog. Stores, aufgeteilt. Dabei soll durch die Trennung
von Topologie und Nutzdaten das performante Traversieren des Graphen ermöglicht werden. Es
existieren Stores für Knoten, Kanten, Properties und Knoten- bzw. Kantenlabels. Die Stores werden
zusammen in einem benutzerdefinierten Verzeichnis gespeichert, das gleichzeitig die Identität der
Datenbank darstellt.
Die Einträge in den Stores, die nachfolgend als Satz bzw. Datensatz bezeichnet werden, besitzen ein
festes Format und somit eine feste Satzlänge. Dies hat den Vorteil, dass bei Angabe einer Identität,
z.B. der Knoten-Identität 23, die Position des Knotens innerhalb des Stores durch Multiplikation
mit der Satzlänge in O(1) berechnet werden kann. Nachfolgend werden die Stores für Knoten,
Kanten und Properties kurz beschrieben. Die zur Persistenz verfügbare Dokumentation bezieht
sich auf die stabile Version 1.9 des GDBMS, in dieser sind Knotenlabel nicht implementiert. Die
folgenden Informationen stammen zum Teil aus dem Quelltext der Version 2.0.0-M04, dies wird an








Abbildung 4.4.: Physische Repräsentation eines Knotens in Neo4j. Der Datensatz hat eine feste
Länge von 14 Byte.
In Abbildung 4.4 wird der schematische Aufbau eines Datensatzes im Knoten-Store dargestellt,
jeder Datensatz weist eine Länge von 14 Byte auf.30 Das erste Byte beinhaltet ein Flag, welches
signalisiert, ob der entsprechende Knoten aktuell verwendet wird oder überschrieben werden kann.
Eine Liste freier Identitäten wird in einer dedizierten Datei geführt, beim Löschen eines Knotens
wird dessen Identität der Liste hinzugefügt und das Flag entsprechend gesetzt. Die folgenden vier
Byte speichern die Identität der ersten Kante, die sich anschließenden vier Byte die Identität der
ersten Property des Knotens. In den letzten fünf Byte werden entweder die Label-Identitäten des
Knotens direkt gespeichert oder es wird auf eine Property verwiesen, welche die Knotenlabels
beinhaltet. Das Format ist somit sehr leichtgewichtig und enthält fast ausschließlich Zeiger auf
zugehörige Datensätze.
Wie Abbildung 4.5 zu entnehmen ist, besitzt der Datensatz einer Kante im Vergleich zum Datensatz
eines Knotens einen deutlich komplexeren Aufbau. Ziel ist es, ausgehend von einer Kante möglichst
effizient an weitere inzidente Kanten der Start- und Zielknoten zu gelangen. Zu diesem Zweck




































Abbildung 4.5.: Physische Repräsentation einer Kante in Neo4j. Der Datensatz hat eine feste Länge
von 33 Byte.
Element in zwei doppelt verketteten Listen und besitzt einen Verweis auf die vorhergehende und
nachfolgende inzidente Kante des Start- bzw. Zielknotens. Durch die feste Satzlänge im Kanten-
Store ist das Berechnen der Position in O(1), das Traversieren der Nachbarschaft eines Knotens
v folglich in O(|N(v)|) möglich. Das Einfügen und Löschen in doppelt verketteten Listen erfolgt
ebenfalls in O(1) [45].
Das Flag am Beginn eines Datensatzes hat den gleichen Zweck wie sein Pendant im bereits be-
schriebenen Knotenformat. In den sich anschließenden acht Byte werden die Identitäten des Start-
und Zielknotens gespeichert und so die Richtung der Kante festgelegt. Die nächsten vier Byte
beinhalten die Identität des Kantenlabels, welches in einem entsprechenden Store hinterlegt ist.
In den nachfolgenden 16 Byte werden die Identitäten adjazenter Kanten gespeichert. Der Verweis
auf die erste Property befindet sich am Ende des Satzes. Durch die feste Satzlänge in Label- und
Property-Stores ist der Zugriff auf einzelne Elemente ebenfalls in konstanter Zeit möglich, die Kom-



















Abbildung 4.6.: Physische Repräsentation von Properties in Neo4j. Der komplette Datensatz hat
eine feste Länge von 41 Byte, von denen 32 Byte für vier Property-Blöcke zur
Verfügung stehen.
Knoten- und Kantenproperties werden ebenfalls in einer doppelt verketteten Liste verwaltet. Ab-
bildung 4.6(a) zeigt den schematischen Aufbau eines entsprechenden Datensatzes.31 In den ersten
neun Byte werden der vorhergehende und nachfolgende Datensatz referenziert. Für Nutzdaten ste-
hen insgesamt 32 Byte zur Verfügung, diese werden in vier Blöcke zu je acht Byte aufgeteilt. Jeder
Block ermöglicht das Speichern einer Property und ist wie in Abbildung 4.6(b) gezeigt aufgebaut:
Die ersten vier Byte beinhalten einen Index-Schlüssel, mit dessen Hilfe sich der Property-Schlüssel
aus einem Property-Index abrufen lässt. Das nächste Byte speichert den Typ des Property-Wertes,
für den die übrigen drei Byte des Blocks reserviert sind. Reichen diese nicht aus, können bis zu
drei weitere Blöcke innerhalb des Datensatzes verwendet werden. Folglich lassen sich maximal vier
Properties in einem Datensatz speichern. Für große Zeichenketten und Arrays werden spezielle
dynamische Stores verwaltet, auf diese wird in den letzten drei Byte eines Blocks referenziert.
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Property-Schlüssel nur einmal im Index gespeichert werden und ihr zugehöriger Index-Schlüssel in
den Property-Blöcken referenziert wird.
Cacheverwaltung Die Ausführungen zeigen, dass sich die Position eines Datensatzes in konstanter
Zeit berechnen lässt. Der wahlfreie Zugriff auf Elemente innerhalb des Graphen bedingt jedoch
auch den wahlfreien Zugriff auf die Stores und damit auf den langsamen Hintergrundspeicher.
Wie für disk-zentrierte DBMS üblich, besitzt auch Neo4j Caches bzw. Puffer um einen möglichst
großen Teil der Datenbasis im Hauptspeicher vorzuhalten. In der Architektur werden zwei Caches
unterschieden: Der Filesystem-Cache und der Object-Cache.
Der Filesystem-Cache beschleunigt sowohl Lese- als auch Schreibzugriffe. Jedem Store wird ein
dedizierter Cache zugewiesen, dieser teilt den Store in eine feste Anzahl gleich großer Bereiche
auf und hält möglichst viele dieser Bereiche im Hauptspeicher. Die Cache-Größen können manuell
konfiguriert werden, erfolgt dies nicht, orientiert sich die Größe am verfügbaren Hauptspeicher, der
JVM-Heap-Größe und der Größe der Stores. Als Ersetzungsverfahren wird Least Frequently Used
(LFU) implementiert. Es handelt sich um ein Verfahren, welches jene Bereiche verdrängt, auf die
im Vergleich zu anderen Bereichen seltener zugegriffen wird[29]. Für das Persistieren ausgelagerter
Bereiche nutzt Neo4j standardmäßig Memory Mapped Files32 (MMF) des Betriebssystems und
überlässt somit diesem die Entscheidung, welche Teile des virtuellen Speichers im Hauptspeicher
gehalten und welche auf den Hintergrundspeicher geschrieben werden.
Das Instanziieren von Java-Objekten aus der physischen Repräsentation kostet Zeit, häufig ver-
wendete Objekte sollen demnach innerhalb des Object-Caches vorgehalten werden. Dieser soll ins-
besondere Lesezugriffe und das mit ihnen verbundene Traversieren beschleunigen. Alle Objekte
innerhalb des Graphen werden beim ersten Zugriff instanziiert. Das bedeutet, dass zum Beispiel
die inzidenten Kanten eines Knotens erst beim Abfragen der Nachbarschaft geladen und im Cache
gruppiert nach Label und Richtung am Knoten abgelegt werden. Properties werden satzweise gela-
den, ausgelagerte Properties, wie lange Zeichenketten oder Arrays, erst beim direkten Zugriff. Der
Object-Cache benötigt im Gegensatz zum Filesystem-Cache mehr Hauptspeicher für das Verwal-
ten der gleichen Anzahl an Objekten.33 In der Community-Edition überlässt Neo4j der JVM die
Verwaltung des Caches. Dies hat zwei wesentliche Nachteile, ein eingebettetes GDBMS teilt sich
den verfügbaren Speicher mit der Anwendung und der Garbage Collector der JVM entscheidet zu
welchem Zeitpunkt Referenzen freigegeben werden. Letzteres erfolgt außerhalb der Kontrolle des
GDBMS und kann ggf. zu starken Leistungseinbrüchen führen. Die Enterprise-Edition beinhaltet
eine eigene Cache-Implementierung mit fester Cache-Größe und manueller Objekt-Ersetzung, was
mehr Kontrolle über die gepufferten Objekte ermöglicht.
32MMF bilden eine Datei auf den virtuellen Speicher des Betriebssystems ab. Führt eine Anwendung Änderungen
direkt im Speicher durch, werden diese automatisch durch das Betriebssystem an die Datei weitergegeben (http:
//msdn.microsoft.com/en-us/library/dd997372(v=vs.110).aspx).
33Die Repräsentation eines Knotens ohne Kanten und Properties als Java-Objekt benötigt zum Beispiel 344 Byte im
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4.3.4. Verteilung und Skalierbarkeit
Wie bereits erwähnt, bietet Neo4j ausschließlich in der Enterprise Edition unter der Bezeichnung
Neo4j High Availability (Neo4j HA) eine Verteilung der Datenbasis an. Die replizierte Datenver-
waltung innerhalb des Rechner-Clusters erfolgt gemäß einer Master-Slave-Architektur[48]. Diese
zeichnet sich dadurch aus, dass die Datenbasis im Sinne der vollständigen Replikation auf allen
Rechnern im Cluster gespeichert ist, Schreibzugriffe ausgehend von einem Master-Rechner koordi-
niert und Änderungen an mehrere Slave-Rechner weitergegeben werden. Die Architektur toleriert
den Ausfall einzelner Rechner und gewährleistet eine horizontale Skalierbarkeit von Lesezugrif-
fen. Die Funktionsweise wird nachfolgend anhand der internen Ausführung von Änderungs- und
Lesetransaktionen beschrieben.
Die Ausführung von Schreibzugriffen im Rahmen von Änderungstransaktionen ist an allen Rechnern
des Clusters möglich. Erfolgt die Ausführung an einem Slave, wird zur Vermeidung von Inkonsis-
tenzen dessen Datenbasis zunächst automatisch mit der des Masters synchronisiert. Der Commit
einer Transaktion wird zuerst am Master und dann am Slave ausgeführt, anschließend wird der
Client über den Erfolg bzw. Misserfolg der Ausführung informiert. Dieses Vorgehen stellt sicher,
dass die Daten nach erfolgreicher Beendigung einer Transaktion auf zwei Rechnern gespeichert
sind. Erfolgt die Ausführung hingegen direkt am Master, so ist der Ablauf zunächst identisch zum
nicht-verteilten Fall. Nach erfolgreicher Beendigung einer Transaktion wird der Client informiert
und anschließend die Änderungen asynchron an eine definierte Anzahl Slaves repliziert (sog. Push-
Prinzip).34 Die Replikation erfolgt optimistisch: Schlägt das Abgleichen mit einem der Slaves fehl,
ist die Transaktion dennoch erfolgreich. Das GDBMS stellt sicher, dass letztendlich alle Slaves
synchronisiert werden, dieser Ansatz wird auch als Eventual Consistency[74] bezeichnet.35
Lesezugriffe können ebenfalls an allen Rechnern des Clusters durchgeführt werden. Aus den bishe-
rigen Ausführungen geht hervor, dass eine Situation möglich ist, in der Slaves verschiedene Ver-
sionsstände in Bezug auf die Datenbasis aufweisen. Dies ist zum Beispiel genau dann der Fall,
wenn der Replication Factor kleiner ist, als die Anzahl der Slaves im Cluster. Letztere werden
synchronisiert, wenn sie eine Änderungstransaktion entgegennehmen oder, ausgehend vom Master,
aktualisiert werden. Zusätzlich lässt sich ein Zeitintervall konfigurieren, in dem Slaves periodisch
Änderungen vom Master beziehen (sog. Pull-Prinzip). Sollen Änderungen aus Anwendungssicht
sofort wieder lesbar sein, so ist das Ausführen von Änderungs- und Lesetransaktionen am gleichen
Slave erforderlich. Dieses Vorgehen resultiert jedoch im Allgemeinen in einer höheren Antwort-
zeit, da Kommunikation zwischen Slave und Master stattfindet und die Daten synchron an beiden
Rechnern geschrieben werden.
Jeder Teilnehmer im Cluster besitzt Funktionen zur Koordination bzw. Kommunikation mit dem
Cluster. Fällt ein Rechner aus, wird dieser als temporär inaktiv gekennzeichnet. Handelt es sich um
34Die Anzahl wird als Replication Factor bezeichnet. Die Auswahl der Slaves kann statisch festgelegt werden oder
nach dem Round-Robin-Prinzip erfolgen.
35Im Gegensatz zur Strong Consistency, bei der nach Abschluss einer Änderungsoperation alle Instanzen im Cluster
die gleiche Sicht auf die Daten haben, zeichnet sich die Weak Consistency dadurch aus, dass selbst Änderungen an
einer spezifischen Instanz bei einem nachfolgenden Lesezugriff an der gleichen Instanz nicht zwingend berücksich-
tigt werden. Die Eventual Consistency ist eine spezielle Form der Weak Consistency, bei der Änderungen an einer
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einen Slave, ist der Betrieb durch den Ausfall nicht beeinträchtigt, nach der Reaktivierung wird der
Rechner zunächst mit dem Master synchronisiert und anschließend wieder in den Betrieb aufge-
nommen. Fällt jedoch der Master aus, muss aus den vorhandenen Slaves ein neuer Master gewählt
werden. Neo4j implementiert hierfür das Paxos-Protokoll[30], welches auf Basis eines Mehrheits-
Votums den neuen Master bestimmt. Änderungstransaktionen, die während des Ausfalls aktiv sind,
werden zurückgesetzt, neue Änderungstransaktionen werden solange blockiert, bis der neue Master
aktiv ist. Datenverlust ist genau dann möglich, wenn entweder der Master ausfällt und die Än-
derungen noch nicht auf Slaves repliziert wurden oder wenn die Änderungstransaktion am Slave
durchgeführt wird und anschließend Slave und Master gleichzeitig ausfallen. In beiden Fällen hat
der neue Master folglich eine konsistente, jedoch veraltete Datenbasis.
Skalierbarkeit Die Architektur ist grundsätzlich für die horizontale Skalierbarkeit von Lesezugrif-
fen konzipiert. Der Skalierbarkeit sind jedoch auch Grenzen gesetzt, da ein einzelner Master für die
Synchronisation aller Slaves verantwortlich ist. Schreibzugriffe skalieren generell nur vertikal, da je-
der Schreibzugriff am Master ausgeführt werden muss und dieser im Cluster einmalig ist. Auch das
maximale Datenvolumen ist begrenzt, da die vollständige Datenbasis an jedem Rechner hinterlegt
sein muss. Eine systemseitige Partitionierung der Datenbasis ist nicht implementiert. Neo Techno-
logy empfiehlt hier die anwendungsseitige Umsetzung unter Einbeziehung von Domänenwissen.
4.4. HyperGraphDB
HyperGraphDB ist ein quelloffenes GDBMS, das von Kobrix Software36 entwickelt wird. Die
Quellcode-Lizenz ist GNU LGPL37, die erste stabile Version 1.0 wurde 2010 veröffentlicht. Die
Implementierung des Systems erfolgt ausschließlich in Java und sieht den Einsatz als eingebette-
tes Graphdatenbanksystem vor. Modellierung und Verwendung der Daten erfolgen graphenorien-
tiert, die Speicherung ist jedoch nicht-nativ: Der Graph wird auf eine Menge assoziativer Arrays
abgebildet, für deren Speicherung eine beliebige, entsprechend optimierte Speicherlösung einge-
setzt werden kann. Standardmäßig nutzt HyperGraphDB hierfür die quelloffene, disk-orientierte
Key-Value-Datenbank BerkeleyDB Java Edition[43]. Die Nutzung des Hauptspeichers als primäres
Speichermedium ist bei Verwendung einer entsprechenden Speicherschicht möglich, HyperGraphDB
bietet hierfür jedoch keine Implementierung an. Das GDBMS kann als zentrales System, aber auch
in einer verteilten Konfiguration eingesetzt werden.
Grundlegend betrachtet handelt es sich bei HyperGraphDB um ein objektorientiertes Persistenz-
Framework zur dauerhaften Speicherung von Java-Objektinstanzen. Die Repräsentation der Daten
im Hauptspeicher, die Indexierung und das Caching sind jedoch für die effiziente Traversierung
ausgelegt. Wesentliche Eigenschaft des GDBMS und gleichzeitig Alleinstellungsmerkmal innerhalb
der Evaluation ist die Möglichkeit zur Modellierung n-ärer Beziehungen: Als Datenmodell wird ein
erweitertes Property-Hypergraph-Modell in Verbindung mit einem flexiblen Typsystem eingesetzt.
Konzipiert wurde das GDBMS für die Verwaltung hochkomplexer Daten, wie sie zum Beispiel
36http://kobrix.com/index.jsp
37Die Lizenz erlaubt die Verwendung in freier und kommerzieller Software. Die Verwendung in kommerzieller Software
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in der Wissensrepräsentation auftreten[33]. Laut Hersteller eignet sich das System darüber hin-
aus für die Verwaltung sozialer Netzwerke und für den Einsatz in klassischen objektorientierten
Geschäftsanwendungen[56]. Ein weiteres wichtiges Merkmal ist die offene Architektur, welche die
Implementierung und Integration eigener Anfrage-, Indizierungs-, Persistenz- und Verteilungsme-
chanismen ermöglicht.
Die nachfolgenden Ausführungen beziehen sich auf die im November 2012 veröffentlichte Version
1.2 des GDBMS. Der Großteil der Informationen stammt aus der offiziellen Dokumentation[57] und
der primären Publikation zu HyperGraphDB[33], weitere Quellen werden an entsprechender Stelle
aufgeführt.
4.4.1. Datenmodell und Typsystem
Die Basiseinheit zur Darstellung von Informationen innerhalb des Datenmodells ist das Atom.
Jedem Atom ist ein aus weiteren Atomen bestehendes Tupel zugeordnet, welches als Zielmenge
bezeichnet wird. Die Kardinalität der Zielmenge ist die Arität: Ein Atom mit Arität Null ist ein
Knoten, wohingegen ein Atom mit einer Arität größer Null eine Kante repräsentiert.38 Eine Kante
kann folglich auf eine beliebige Anzahl von Atomen verweisen. Dies stellt eine Erweiterung des in
Abschnitt 3.4.2 definierten Hypergraph-Modells dar, da eine Kante in HyperGraphDB sowohl auf
Knoten, als auch auf andere Kanten verweisen kann. Im Datenmodell werden Beziehungen zwischen
Beziehungen als Relationen höherer Ordnung bezeichnet. Die Inzidenzmenge eines Atoms a ist die
Menge aller Atome, die a in ihrer Zielmenge enthalten, d.h. die Menge aller gerichteter Kanten, die
auf a zeigen. An dieser Stelle wird deutlich, dass es sich um eine nicht-native Verarbeitung handelt,
da ausgehend von einem Knoten nicht direkt auf dessen Nachbarschaft zugegriffen werden kann.
Es muss zunächst festgestellt werden, in welchen Zielmengen der entsprechende Knoten enthalten
ist. Wie nachfolgend gezeigt wird, setzt HyperGraphDB hierfür Indexstrukturen ein.
Neben der Zielmenge ist jedem Atom genau ein typisierter Wert zugeordnet. Der Typ ist belie-
big und wird wie reguläre Daten innerhalb der Datenbasis als Atom gespeichert. Folglich können
sowohl Beziehungen zwischen Typen untereinander als auch zwischen Typen und ihren Instanzen
abgebildet und in Operationen verwendet werden. Daraus geht hervor, dass Atome die Struktur
und auch die Semantik des Graphen abbilden. Die Werte entsprechen den Nutzdaten, sie können
beliebig strukturiert oder unstrukturiert sein und zur Laufzeit durch Werte eines anderen Typs
ausgetauscht werden. Damit lassen sich Semantik und Struktur unabhängig voneinander ändern,
was der Schemaevolution innerhalb einer Anwendung entspricht und somit eine vergleichbare Fle-
xibilität wie zum Beispiel Neo4j bietet.
Typsystem Aus Anwendungssicht ist es die wesentliche Aufgabe eines Typen die Semantik der
Daten zu beschreiben. Aus Systemsicht hingegen ist es die Serialisierung von Laufzeitobjekten in
das Format der darunterliegenden Speicherschicht sowie die umgekehrte Deserialisierung. Im Sinne
der Objektorientierung ist ein Typ somit eine abstrakte Fabrik und stellt Methoden zum Erzeugen,
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Speichern und Löschen von Laufzeitrepräsentationen seiner Instanzen zur Verfügung.39 Da es sich
bei Typen um Atome handelt, besitzen auch diese einen übergeordneten Datentyp. Für jene, die
bereits im Typsystem existieren, ist dies ein systemseitiger Datentyp mit der Bezeichnung Top.
Wird hingegen ein Objekt, dessen Typ nicht bereits in der Datenbasis hinterlegt ist, zur Laufzeit
eingefügt, so ist dessen Typ ein Typkonstruktur. Dieser erzeugt neue Typen aus bestehenden, es
handelt sich folglich um einen Datentyp, dessen Instanzen ebenfalls Datentypen sind.
Neben den genannten Operationen stellt ein Typ eine weitere Operation zur Verfügung: Das Sub-
sumieren. Eine Instanz A subsumiert eine Instanz B genau dann, wenn A allgemeiner ist als B bzw.
wenn B immer dann verwendet werden kann, wenn auch A verwendet werden kann[58]. Damit wird
zum Beispiel geprüft, ob sich zwei Instanzen gegenseitig enthalten und folglich gleichwertig sind
oder ob eine Instanz durch die andere ersetzt werden kann. Handelt es sich bei den Instanzen um
Typen, so ermöglicht die Subsumierung die Abbildung von Vererbungshierarchien und somit die
Konstruktion beliebiger Typsysteme: Wenn eine Instanz A eine zweite Instanz B subsumiert und
A und B Typen sind, so erbt A von B.
name : Alice type
name : Bob type




type : works_with type
HGValueLink type
Abbildung 4.7.: Vereinfachtes Beispiel eines Hypergraphen; systemseitige Atome werden hervor-
gehoben. In der Anwendung sind die Knoten Alice, Bob und Eve Instanzen der
Klasse Employee, diese entspricht dem JavaBeans-Standard und ihre Attribute sind
Instanzen primitiver Datentypen. Für die Speicherung zugehöriger Objekte nutzt
das GDBMS den systemseitigen Typ HGRecordType. Die WorksWith-Beziehung
zwischen den Mitarbeitern ist vom Typ HGValueLink, da das Atom zusätzliche
Kantenattribute speichert. Die Kanteninstanz verweist in ihrer Zielmenge auf drei
Atome und beschreibt damit eine Zusammenarbeit der drei Mitarbeiter seit 2013.
Sowohl HGValueLink als auch HGRecordType werden vom GDBMS vordefiniert
und sind folglich Atome vom Typ Top.
Aus den Ausführungen sollte hervorgehen, dass ein Typ in HyperGraphDB ein Atom mit einer
speziellen Rolle ist. Aus Anwendungssicht ermöglicht es die Definition von Knoten- und Kantenbe-
zeichnern sowie das Speichern von Nutzdaten, aus Systemsicht die Verwaltung von Assoziationen
sowohl zwischen einem Typ und seinen Instanzen als auch zwischen mehreren Typen. Das GDBMS
beinhaltet vordefinierte Typimplementierungen für primitive Datentypen, JavaBeans40, Arrays,
39Das Aktualisieren eines Wertes ist nicht möglich, da Werte in HyperGraphDB generell unveränderlich (engl. im-
mutable) sind. Dies hat den Vorteil, dass ein Wert mehreren Atomen zugeordnet sein kann, führt jedoch dazu,
dass bei der Aktualisierung eines Wertes ein neuer Wert erzeugt werden muss.
40JavaBeans wurden für den standardisierten Datenaustausch zwischen Softwarekomponenten entwickelt. Es handelt
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Collections und Maps.41 Abbildung 4.7 zeigt ein vereinfachtes Beispiel eines Hypergraphen in Ver-
bindung mit systemseitigen Typen.
Vererbungshierarchien werden ebenfalls persistiert und durch einen dedizierten Kantentyp reprä-
sentiert. Sollen komplexere Datentypen verwendet werden oder ist die Einhaltung der JavaBeans-
Spezifikation nicht möglich, lassen sich eigene Datentypen implementieren. Diese werden im Typsys-
tem des GDBMS registriert, anschließend lassen sich deren Instanzen in der Datenbasis verwalten.
Ein Typsystem erlaubt die Definition von Integritätsbedingungen und das GDBMS sorgt durch
deren Einhaltung für die Wahrung der Konsistenz. So lässt sich zum Beispiel die Zielmenge ent-
sprechend typisierter Kanten auf definierte Typen einschränken, darüber hinaus ist das Definieren
von Wertebereichen und Kardinalitäten möglich.
In HyperGraphDB existieren aus Anwendungssicht keine Primärschlüssel, die Identität eines Atoms
wird durch die Instanz eines sog. Handle repräsentiert. Dessen Funktion wird im Zusammenhang
mit den Zugriffsmechanismen näher erläutert.
4.4.2. Zugriffsmechanismen
HyperGraphDB bietet keine dedizierte Anfragesprache, sondern erlaubt den Zugriff auf die Daten-
basis ausschließlich via Java API im eingebetteten Betrieb. Unter ihrer Verwendung sind CRUD-
und mengenorientierte Operationen sowie die Traversierung des Graphen möglich.
CRUD-Operationen via Java API Das GDBMS bietet grundlegende Funktionen zum Erzeugen,
Auslesen und Löschen von Atomen an. Da Werte innerhalb der Datenbasis unveränderlich sind,
erfolgt das Aktualisieren ausschließlich über den Austausch von Werten.
Ein Knoten definiert sich innerhalb der Laufzeitumgebung durch eine Objektinstanz. Diese lässt
sich dem Graphen hinzufügen: Ist ihr Datentyp bereits im Typsystem registriert, wird er automa-
tisch mit dem Knoten verbunden, andernfalls zunächst durch einen Typkonstruktor erzeugt. Das
Resultat des Anlegens ist ein Handle, welches den Knoten innerhalb der Datenbasis identifiziert.
Anhand des Handles kann die Objektinstanz und deren Typ aus der Datenbasis gelesen werden,
umgekehrt lässt sich unter Angabe der Objektinstanz das zugehörige Handle laden. Das Löschen
eines Atoms ist ausschließlich unter Angabe des zugehörigen Handles möglich.
Unter Verwendung des flexiblen Typsystems und den vorhandenen Typimplementierungen lassen
sich beliebige Nutzdaten an einem Knoten speichern. Wird zum Beispiel ein JavaBeans-Objekt dem
Graphen hinzugefügt, wird dieses intern durch eine Record-Struktur repräsentiert, die den schlüs-
selbasierten Zugriff auf die Attribute des Objektes ermöglicht (vgl. Abbildung 4.7). Da Attribute
wiederum typisierte Werte sind, lassen sich beliebig verschachtelte Objekte hinterlegen.
Kanten werden in HyperGraphDB nicht durch Referenzen zwischen Objektinstanzen modelliert,
sondern durch spezielle Kantenobjekte, diese sind Implementierungen der Schnittstelle HGLink. Das
und Setter für den Zugriff auf ihre Eigenschaften anbieten (http://www.oracle.com/technetwork/java/javase/
documentation/spec-136004.html).
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GDBMS stellt drei Implementierungen zur Verfügung: Kanten können ohne jegliche Zusatzinfor-
mationen, zum Beispiel ohne eine semantische Bedeutung oder ohne Nutzdaten, angelegt werden.
Eine zweite Implementierung erlaubt das Speichern von Nutzdaten, dies können beliebig komplexe
Objektinstanzen oder einfache Zeichenketten zur Festlegung eines Kantenbezeichners sein. Ein drit-
ter Typ ermöglicht zudem das Festlegen zulässiger Typen innerhalb der Zielmenge und gestattet
damit die Definition von Integritätsbedingungen.
Kanten werden unter Angabe ihrer Zielmenge und eventueller Nutzdaten erzeugt und anschließend
mittels Handle identifiziert, Auslesen und Löschen erfolgen wie bereits für Knoten beschrieben.
Kanten bieten darüber hinaus Funktionen zum Lesen der Zielmenge und der Arität an. Da die Ziel-
menge ein Tupel und somit geordnet ist, können Handles unter Angabe ihrer Position innerhalb
der Zielmenge ausgelesen werden. Dies ermöglicht die Definition von Kantentypen, in denen den
einzelnen Positionen innerhalb der Zielmenge eine Semantik zugeordnet ist. Ein Beispiel für das
Erzeugen von Knoten und Kanten findet sich in Anhang A.3.
Mengenorientierte Operationen via Java API Neben dem Auslesen von Atomen unter Angabe
ihres Handles bietet HyperGraphDB die Möglichkeit, deklarative, mengenorientierte Anfragen an
die Datenbasis zu stellen. Die hierfür vorhandene API basiert auf der Definition von Prädikaten
zur Einschränkung der Ergebnismenge. Prädikate lassen sich konjunktiv bzw. disjunktiv verknüp-
fen sowie beliebig schachteln und negieren. Sie beziehen sich entweder auf den Wert eines Atoms
oder auf die Topologie des Graphen. Die folgende Anfrage definiert zum Beispiel die Menge aller
Mitarbeiter, deren Attribut age kleiner oder gleich dem Wert 25 ist:
hg.and(hg.type(Employee.class), hg.gte("age", 25)).
hg ist eine vom GDBMS bereitgestellte Klasse, welche syntaktisch verkürzte, einfache Methoden
für das Formulieren von Anfragen anbietet und diese intern auf eine komplexere API abbildet.42 In
der Anfrage werden die Prädikate hg.type(Employee.class) und hg.gte("age", 25) durch den
logischen Operator hg.and konjunktiv verknüpft.43 Das erste Prädikat legt den Typ des Atoms auf
Mitarbeiter fest, während das zweite den Attributwert einschränkt.44 Employee ist im Beispiel eine
Klasse nach JavaBeans-Spezifikation.
Neben den Werten lässt sich auch die Topologie des Graphen in einer Anfrage durch Prädikate
beschreiben. Das folgende Beispiel definiert die Menge aller Kanten, die zwei gegebene Atome in
ihrer Zielmenge enthalten und insgesamt zehn Atome verbinden:
hg.and(hg.link(atom1, atom2), hg.arity(10)).
Im vorhergehenden Abschnitt wurde das Speichern eines Typs innerhalb der Datenbasis beschrie-
ben: Vererbungshierarchien werden durch Subsumierung von Typen ausgedrückt, diese Beziehung
lässt sich folglich auch innerhalb von Anfragen verwenden. Nachfolgend wird die Menge aller Ato-
me definiert, deren Datentyp von einer Klasse Person erbt und deren Instanzen nicht 25 Jahre alt
sind:
42Die zugrundeliegende API wird an dieser Stelle nicht beschrieben, weil die Methoden der Klasse hg für die Erläu-
terung ausreichend sind. Weiterführende Informationen sind in der offiziellen Dokumentation enthalten[57].
43Die Methode hg.and nimmt eine variable Anzahl Argumente entgegen, die Menge der an einer Konjunktion betei-
ligten Prädikate ist somit nicht beschränkt.
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hg.and(hg.subsumes(Person.class), hg.not(hg.eq("age", 25))).
Es handelt sich demnach um eine Anfrage, in die Topologie, Semantik und auch Nutzdaten des
Graphen einbezogen werden. Neben den gezeigten Operatoren stehen weitere zum Vergleich von
Werten, zur Einschränkung von Typbeziehungen und zur Beschreibung der Topologie zur Verfü-
gung.
Für das Auslesen der Ergebnismenge werden drei Methoden angeboten. Grundsätzlich wird ein
Iterator erzeugt, mit dem sich die Ergebnismenge bi-direktional durchlaufen lässt, der Wert eines
Atoms wird erst beim Zugriff geladen. Die direkte Verwendung des Iterators bietet sich insbeson-
dere bei umfangreichen Ergebnismengen an. Alternativ stellt die Klasse hg zwei Methoden zur
Verfügung, mit denen sich entweder die vollständig deserialisierten Objektinstanzen oder nur deren
Handles in einer Liste zurückgeben lassen.
Optional kann innerhalb einer Anfrage eine Abbildung definiert und mittels hg.apply auf die
Ergebnismenge angewendet werden. Die Abbildung ermöglicht die Realisierung einer Projektion,
für den Fall, dass nur bestimmte Attribute der Atomwerte ausgegeben werden sollen. Zusätzlich
kann eine Transformation der Elemente erfolgen. Für eine Aggregation der Ergebnismenge stehen
außer hg.count keine Operatoren zur Verfügung, sie müssten folglich bei Bedarf selbst implemen-
tiert werden. Ein Beispiel für die Verwendung der mengenorientierten API und das Auslesen der
Ergebnismenge findet sich in Anhang A.4.
An dieser Stelle sei auf die offene Architektur des GDBMS hingewiesen: Neue Operatoren lassen
sich durch das Implementieren der Schnittstellen HGAtomPredicate und HGQueryCondition hin-
zufügen. Dies erlaubt das Definieren beliebiger domänenspezifischer Operatoren im Rahmen des
beschriebenen Forschungsprojektes. Ein Beispiel hierfür ist das Prüfen, ob eine gegebene Kante
eine kausale Abhängigkeit beschreibt, was genau dann der Fall ist, wenn alle in der Zielmenge
vorhandenen Typen einen Datentyp zur Beschreibung transaktionaler Daten subsumieren.
Traversierung via Java API Vergleichbar zu Neo4j steht in HyperGraphDB eine Menge von
Schnittstellen zur Verfügung, mit der sich eine Traversierung innerhalb der Datenbasis beschreiben
lässt. Die Reihenfolge, in der ein Graph durchlaufen wird, kann durch die Implementierung der
Schnittstelle HGTraversal festgelegt werden. Es handelt sich um einen Iterator, dessen Elemente
Paare von Handles sind. Jedes Paar besteht aus einer Kante und einem Atom, auf welches die
Kante zeigt. Die Schnittstelle kann darüber hinaus prüfen, ob ein Handle bereits während der
Traversierung besucht wurde. HyperGraphDB stellt zwei Implementierungen der Schnittstelle zur
Verfügung: HGBreadthFirstTraversal für einen Breitendurchlauf und HGDepthFirstTraversal
für einen Tiefendurchlauf.
Neben der Festlegung einer Reihenfolge kann es notwendig sein, die Menge der relevanten Paa-
re einzuschränken. Hierfür stellt HyperGraphDB die Schnittstelle HGALGenerator zur Verfügung.
Diese Schnittstelle ermöglicht es, eine Adjazenzliste (AL) zu generieren, welche jene Paare enthält,
die, ausgehend von einem Atom, bei der Traversierung berücksichtigt werden sollen. Auch hier
stellt das GDBMS zwei Implementierungen zur Verfügung. Der SimpleALGenerator erzeugt Ad-
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deren Werten. Deutlich flexibler ist hingegen der DefaultALGenerator; unter Verwendung der be-
reits beschriebenen Prädikate lassen sich sowohl Bedingungen für Kanten, als auch für Knoten45
definieren. Das folgende kurze Beispiel veranschaulicht dies:
DefaultALGenerator alGen = new DefaultALGenerator(graph,
hg.and(hg.type(WorksWith.class), hg.gte("since", 2010)), // edge predicate
hg.and(hg.type(Person.class), hg.eq("region", "Leipzig"))); // node predicate
Es wird festgelegt, dass ausschließlich jene Kanten traversiert werden, die vom Typ WorksWith
sind und deren repräsentierte Beziehung seit 2010 besteht. Die Beziehung selbst soll nur zu Knoten
bestehen, die vom Typ Person sind und aus der Region Leipzig stammen. Alle Unterklassen werden
durch das Prädikat ebenfalls berücksichtigt.
Beide Implementierungen von HGALGenerator verbieten das mehrfache Besuchen von Knoten, d.h.
wenn mehrere Paare aus unterschiedlichen Kanten und dem gleichen Knoten existieren, wird nur
eines dieser Paare berücksichtigt. Letzteres kann durch eine eigene Implementierung umgangen
werden. Ein vollständiges Beispiel, welches den DefaultALGenerator verwendet, findet sich in
Anhang A.5.
Sind Reihenfolge und eventuelle Einschränkungen definiert, wird die Traversierung unter Anga-
be eines Start-Handles initialisiert und gestartet. Während der Ausführung werden die relevanten
Paare elementweise betrachtet. Dabei stehen im Unterschied zu Neo4j keine Instanzen bereits be-
rechneter Wege zur Verfügung. Das Berechnen des aktuellen Abstands vom Startknoten oder das
Speichern berechneter Wege muss bei Bedarf manuell erfolgen.
Zur Berechnung kürzester Pfade steht eine Implementierung des Dijkstra-Algorithmus zur Verfü-
gung. Diese erfordert mindestens die Angabe eines Start- und eines Zielhandle. Darüber hinaus
können optional ein HGALGenerator und nicht-negative Kantengewichte in Form eines assoziativen
Arrays definiert werden. Soll der Ergebnispfad rekonstruierbar sein, so erfordert dies die Überga-
be eines assoziativen Arrays, das jedem Handle innerhalb des Pfades seinen jeweiligen Vorgänger
zuordnet.
4.4.3. Persistenz-, Index- und Cacheverwaltung
Wie eingangs erwähnt, ist HyperGraphDB ein nicht-natives GDBMS, welches den Graphen auf
assoziative Arrays abbildet und diese im Rahmen der Anfrageausführung und der physischen Re-
präsentation der Datenbasis verwendet. Die Organisation erfolgt dabei innerhalb des GDBMS in
zwei Schichten: Der primitiven Speicherschicht, welche direkt auf das eingesetzte Speichersystem
zugreift, und der Modellschicht, welche von der primitiven Speicherschicht abstrahiert und die darin
enthaltenen Informationen als Elemente des Datenmodells darstellt. Das eingesetzte Speichersys-
tem wird nachfolgend als physische Speicherschicht bezeichnet, da es letztendlich die Persistenz der
Daten sicherstellt.
Die primitive Speicherschicht repräsentiert einen Graphen bestehend aus Identitäten und ihnen
zugeordneter Rohdaten, eine semantische Zuordnung findet in dieser Schicht nicht statt. Für die
Speicherung werden zwei assoziative Arrays verwendet:
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LinkStore: ID → List<ID>
DataStore: ID → byte[]
Der LinkStore bildet die Topologie des Graphen ab, indem er Identitäten (IDs) eine Liste wei-
terer Identitäten zuordnet. Im DataStore werden einer Identität Rohdaten in Form eines Byte-
Arrays zugewiesen. Jeder Datensatz in der primitiven Speicherschicht ist folglich ein Schlüssel-
Wert-Paar. Der Schlüssel wird in HyperGraphDB durch ein spezielles Handle repräsentiert, das
sog. HGPersistentHandle. Dieses ordnet jeder Entität eine UUID fester Länge zu. Innerhalb der
primitiven Speicherschicht ist somit der LinkStore eine Liste von Instanzen des genannten Hand-
les.
Die Modellschicht wandelt die Informationen der primitiven Speicherschicht in die abstrakten Ele-
mente des Datenmodells um. Nachfolgend sind alle ID-Bezeichner als Instanzen von
HGPersistentHandle zu verstehen. Ein Eintrag im LinkStore wird in der Modellschicht entweder
als Atom oder als Wert eines zusammengesetzten, nicht-primitiven Datentyps interpretiert.
AtomID → [TypeID, ValueID, TargetID, ..., TargetID]
ValueID → [ID, ID, ..., ID] | byte[]
TypeID → AtomID
TargetID → AtomID
Im ersten Fall verweist die TypeID auf den Typ des Atoms während die ValueID den zugehörigen
Wert referenziert. Anschließend wird die Zielmenge des Atoms aus einer Menge von TargetIDs
definiert. Da ein Knoten im Datenmodell ein Atom mit Arität Null ist, enthält seine physische
Repräsentation, im Gegensatz zu einer Kante, nur den Verweis auf seinen Typ und den Wert.
Da sowohl der Typ eines Atoms als auch die Einträge in der Zielmenge Atome sind, referenzieren
TypeID und TargetID eine AtomID.
Alternativ repräsentiert ein Eintrag im LinkStore den Wert eines zusammengesetzten, nicht-
primitiven Datentyps und wird mittels ValueID referenziert. Wird hingegen nur der Wert eines
primitiven Datentyps am Atom gespeichert, verweist die ValueID direkt auf das entsprechende
Byte-Array im DataStore. An dieser Stelle wird deutlich, warum Werte an Atomen grundsätzlich
unveränderlich sind und eine Wertänderung nur durch den Austausch des Wertes erfolgen kann.
Die Deserialisierung der Werte erfolgt nicht in der Modellschicht, sondern wird von der jeweiligen
Typimplementierung bzw. vom jeweiligen Typkonstruktur durchgeführt. Im Zusammenhang mit
dem Typsystem wurde bereits erwähnt, dass Typen abstrakte Fabriken sind und u.a. eine Metho-
de zur Erzeugung der entsprechenden Instanzen bereitstellen. Diese Methode nimmt die ValueID
entgegen und führt die Deserialisierung durch.46
In der physischen Speicherschicht (BerkeleyDB) werden die Werte von LinkStore und DataStore
als Byte-Arrays abgelegt. Die Deserialisierung der Identitäten erfolgt in der primitiven Speicher-
schicht, ermöglicht wird dies durch die feste Länge der UUIDs. Die Byte-Arrays im DataStore
können erst in der Modellschicht deserialisiert werden, da erst hier Informationen zum Datentyp
vorhanden sind. Die Schlüsselmengen von LinkStore und DataStore können sich überlappen und
werden somit in zwei getrennten Key-Value-Datenbanken gespeichert.
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Indexverwaltung Für die effiziente Ausführung mengenorientierter und traversierender Anfra-
gen enthält die Modellschicht drei zusätzliche Indexstrukturen, welche jeweils in einer Key-Value-
Datenbank persistiert werden:
IncidenceIndex: UUID → SortedSet<UUID>
TypeIndex: UUID → SortedSet<UUID>
ValueIndex: UUID → SortedSet<UUID>
Der IncidenceIndex ordnet jedem Atom seine Inzidenzmenge zu, d.h. die Menge aller Kanten,
welche auf das Atom zeigen. Der TypeIndex verweist auf die Menge aller Instanzen eines gegebenen
Datentyps und der ValueIndex weist einem Wert die Menge der Atome zu, die ihn besitzen. Bei
zusammengesetzten Werten wird der Wert auf höchster Ebene indexiert. Zu beachten ist, dass die
referenzierten Werte geordnete Mengen sind. Auf ihnen lassen sich Mengenoperationen effizient
ausführen, zum Beispiel kann man anhand der Schnittmenge der Inzidenzlisten zweier Knoten
prüfen, ob diese adjazent sind. Am genannten Beispiel wird deutlich, dass auch die Traversierung
von der Indexierung profitiert.
Neben den systemseitigen Indexstrukturen können von der Anwendung zusätzliche Indizes definiert
werden. Mit diesen ist das Indexieren der Topologie des Graphen und der hinterlegten Nutzdaten
möglich. Indizes sind immer an einen Typ gebunden, gelten jedoch für alle Typen, welche die-
sen subsumieren. Auch im Zusammenhang mit Indexstrukturen wird die offene Architektur des
GDBMS deutlich: Das Implementieren der Schnittstelle HGIndexer ermöglicht das Hinzufügen ei-
gener Datenstrukturen. HyperGraphDB beinhaltet bereits Implementierungen zur Indexierung der
Attribute eines Datentyps und zur Indexierung vollständiger Werte eines Atoms. Für den effizienten
Zugriff auf Teilgraphen ermöglicht eine weitere Implementierung die Indexierung der kompletten
Zielmenge eines Atoms. Ein weiterer topologischer Index indexiert Kanten anhand eines Atoms an
einer expliziten Position innerhalb der Zielmenge. Wie bereits erwähnt wurde, ist diese geordnet,
die Positionen können somit anwendungsseitig mit einer Semantik versehen werden.
Es wurde gezeigt, dass HyperGraphDB mindestens fünf Key-Value-Datenbanken zur Abbildung
der primitiven Speicherschicht und der obligatorischen Indexstrukturen einsetzt. Für jeden anwen-
dungsseitig definierten Index wird eine zusätzliche Datenbank benötigt. Die Komplexität der einzel-
nen Operationen ist dabei im Wesentlichen von der Implementierung des Speichersystems abhängig.
BerkeleyDB bildet eine Datenbank innerhalb eines B-Baumes ab. Es handelt sich um eine spezielle
Form, in der Nutzdaten ausschließlich in den Blättern hinterlegt sind. Der Zugriff auf diese Daten
ist somit logarithmisch von der Anzahl der Einträge und der Ordnung des Baumes abhängig[45]. Die
indexfreie Adjazenz hingegen ist nur möglich, wenn sich die Daten in konstanter Zeit lesen lassen.
BerkeleyDB verfügt über Caches um den Zugriff auf die Datenbasis zu beschleunigen[44]. Da es sich
jedoch um ein austauschbares Speichersystem handelt, wird nachfolgend nur die Cacheverwaltung
von HyperGraphDB beschrieben.
Cacheverwaltung Für den performanten, wahlfreien Zugriff auf die Elemente innerhalb des Gra-
phen bietet auch HyperGraphDB Caches an, den Atom-Cache und einen Cache für Inzidenzmengen.
Der Atom-Cache ermöglicht den beschleunigten Zugriff auf Objektinstanzen und deren Handles.
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Letztere zeichnen sich dadurch aus, dass sich die von ihnen referenzierten Objektinstanzen vom
Garbage Collector aus dem Speicher verdrängen lassen[42], beim Zugriff auf die Referenz wird das
Objekt wiederhergestellt. Ein Atom wird folglich genau dann aus dem Cache verdrängt, wenn es
entweder manuell durch die Anwendung oder automatisch durch die JVM entfernt wird.
Der zweite Cache beschleunigt den Zugriff auf die Inzidenzmengen der Atome und wird ebenfalls
durch eine Hashtabelle realisiert. Hierfür implementiert HyperGraphDB einen Least Recently Used
Cache (LRU), der jene Objekte vorhält, auf welche zuletzt zugegriffen wurde. Bei der Instanziierung
kann festgelegt werden, welcher Anteil des freien Speichers vom Cache genutzt werden darf und
wie groß der Anteil zu verdrängender Elemente bei Überschreiten der Speichergrenze sein soll.
4.4.4. Verteilung und Skalierbarkeit
Die Verteilung der Datenbasis erfolgt in HyperGraphDB unter Verwendung eines integrierten Peer-
to-Peer-Frameworks, welches verschiedene Mechanismen zur Kommunikation zwischen verteilten
Datenbankinstanzen bereitstellt. Eine Peer-to-Peer-Kommunikation zeichnet sich im Gegensatz zur
Client-Server-Kommunikation dadurch aus, dass alle Teilnehmer gleichberechtigt sind und inner-
halb des Netzes keine zentrale Instanz existiert[59]. Für die Kommunikation zwischen den Peers
setzt HyperGraphDB die standardisierte Agent Communication Language47 ein, die Übertragung
erfolgt in Form von Nachrichten auf Grundlage des XMPP-Protokolls48. Die Kommunikation selbst
ist asynchron, was bedeutet, dass Nachrichten von Peers empfangen, in einem Pool gesammelt und
anschließend in beliebiger Reihenfolge verarbeitet werden.
Intention von HyperGraphDB ist das Definieren einer Datenverteilung innerhalb der Anwendung,
da diese unter Berücksichtigung von Domänenwissen besser entscheiden kann, wie die Daten zu
partitionieren bzw. zu replizieren sind. Das Framework ist somit ausschließlich als Mittel zur Umset-
zung konkreter Verteilungsalgorithmen gedacht. Auf eine detaillierte Beschreibung des Frameworks
wird an dieser Stelle verzichtet, da dies nicht dem Schwerpunkt der Evaluation entspricht. Sollte
HyperGraphDB für das Forschungsprojekt eingesetzt und dabei eine Verteilung realisiert werden,
so findet sich eine ausführliche Beschreibung des Frameworks in der offiziellen Dokumentation.
In [33] wird ein sehr abstraktes Beispiel für die Umsetzung einer Replikation in HyperGraphDB vor-
gestellt. Auf dieser Grundlage wird nachfolgend - stark vereinfacht - die mögliche Realisierung einer
fragmentierten Replikation beschrieben: Ein Peer kann durch die Definition von Prädikaten die für
ihn interessanten Atome festlegen. Zum Beispiel kann durch die Verwendung von Typ-Prädikaten
bestimmt werden, welcher Peer die Instanzen eines Typs speichert. Folglich lässt sich durch Par-
titionierung des Schemas festlegen, welche Atome zusammen gespeichert werden. Die Anzahl der
Peers, die das gleiche Typ-Prädikat besitzen, entspricht der Anzahl der Replikate der jeweiligen In-
stanzen. Die Prädikate aller Peers sind jedem Teilnehmer innerhalb des Netzwerkes bekannt. Sobald
ein Atom ein definiertes Prädikat erfüllt, werden alle daran interessierten Peers benachrichtigt. Die
Prüfung erfolgt event-basiert beim Erzeugen, Löschen oder Aktualisieren eines Atoms innerhalb
einer Transaktion. Die Nachricht selbst beinhaltet die zugehörige Transaktion. Trifft die Nachricht
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verwirft. Die Konsistenz muss dabei durch Festlegen einer Ausführungsreihenfolge sichergestellt
werden, dies erfolgt durch die Vergabe einer Versionsnummer. In [33] wird nicht definiert, wie diese
innerhalb des Netzwerkes erzeugt wird, das Framework stellt jedoch sicher, dass letztendlich alle
Peers eine konsistente Sicht auf die Daten aufweisen.
Durch eine anwendungsseitige Aufteilung des Schemas und die mehrfache Definition identischer
Prädikate lässt sich somit eine fragmentierte Replikation umsetzen.
4.5. OrientDB
OrientDB ist ein quelloffenes GDBMS, welches von der Firma Orient Technologies49 entwickelt
wird. Der Quellcode steht unter Apache 2.0 Lizenz50, was bedeutet, dass er in freien, aber auch
auch in kommerziellen Anwendungen eingesetzt werden darf. Das GDBMS wurde 2010 veröffent-
licht, die erste stabile Version 1.0 erschien 2012. Für die Implementierung wird ausschließlich Java
verwendet, die Ausführung ist somit analog zu Neo4j und HyperGraphDB an die JVM gebun-
den und auf kompatiblen Plattformen möglich. OrientDB ist ein Graphdatenbanksystem, in dem
Modellierung und Zugriff graphenorientiert erfolgen, für die Speicherung wird ein dokumentenori-
entiertes Speicherkonzept eingesetzt.
Das GDBMS lässt sich in Java-Anwendungen einbetten oder alternativ in einer Client-Server-
Konfiguration verwenden, entsprechende Clients stehen zur Verfügung.51 Neben einer zentralen
Verwendung ist auch der Einsatz als verteiltes System möglich. Hierfür wird eine Master-Master-
Replikation realisiert, was eine horizontale Skalierbarkeit von Lese- und Schreibanfragen sowie eine
erhöhte Ausfallsicherheit verspricht. Die Speicherung der Datenbasis erfolgt disk-zentriert. Das Sys-
tem bietet zwar die ausschließliche Nutzung des Hauptspeichers an, dies entspricht jedoch nicht der
definierten hauptspeicher-zentrierten Speicherung, sondern ist für die Verwendung im Rahmen von
Unit-Tests vorgesehen.
Eine besonderes Merkmal von OrientDB ist die Möglichkeit, das Datenbanksystemen mit ver-
schiedenen Datenmodellen zu nutzen. Die Speicherung der Informationen erfolgt grundlegend in
Form von Dokumenten, ein darauf aufbauendes graphenorientiertes Datenmodell ermöglicht die
Definition von Beziehungen zwischen Dokumenten. Darüber hinaus lässt sich OrientDB als objek-
torientiertes Datenbanksystem einsetzen, wobei Objektinstanzen ebenfalls auf Dokumente abgebil-
det werden. In allen drei Datenmodellen ist die Definition eines Schemas zur Modellierung einer
Anwendungsdomäne und zur Festlegung von Integritätsbedingungen möglich, der vollständige Ver-
zicht auf ein Schema und die Kombination eines Schemas mit semi-strukturierten Daten werden
ebenfalls unterstützt. Weitere Alleinstellungsmerkmale sind die Verwendung und Erweiterung des
SQL-Standards und die systemseitige Implementierung einer Rechteverwaltung.
Die nachfolgende Evaluation basiert auf der im September 2013 freigegebenen Version 1.5.1. Der
Großteil der Informationen stammt aus den Ausführungen zu OrientDB in [22], [67] und der offi-
49http://www.orientechnologies.com
50http://www.apache.org/licenses/LICENSE-2.0.html
51Für den Zugriff via Rest wird eine Vielzahl von Client-Implementierungen angeboten. Diese sind unter https://
github.com/orientechnologies/orientdb/wiki/Programming-Language-Bindings gelistet. Ein Binärprotokoll
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ziellen Dokumentation[61]. Es werden ausschließlich das Dokumenten- und das darauf aufbauende
Graphdatenmodell berücksichtigt.
4.5.1. Datenmodell, Typsystem und Rechteverwaltung
Die Basiseinheit zur Darstellung von Informationen ist das Dokument, welches sich aus einer Menge
von Schlüssel-Wert-Paaren zusammensetzt. Schlüssel sind innerhalb eines Dokumentes eindeutige
Bezeichner vom Typ String, zugehörige Werte sind typisiert und dienen zur Speicherung der Nutz-
daten. Das System unterstützt eine Vielzahl vordefinierter Typen, wie zum Beispiel int oder float,
und erlaubt darüber hinaus das Definieren eigener Typen.52 Ein Wert kann auch ein Dokument
bzw. eine Menge von Dokumenten sein, wodurch sich beliebige Einbettungen realisieren lassen.
Zur Modellierung von Graphen verwendet OrientDB das Property-Graph-Modell. Dieses kann ent-
sprechend der Definition schemalos verwendet werden, wie auch in Neo4j wird jedoch die Definition
eines Schemas empfohlen, um das Formulieren von Anfragen zu vereinfachen und gleichzeitig de-
ren effizientere Ausführung zu ermöglichen. Die Knoten innerhalb des Graphen und ihre Attribute
werden auf Dokumente abgebildet. Ist die Vergabe von Knotenbezeichnern erforderlich, kann dies
entweder durch ein dediziertes Schlüssel-Wert-Paar oder durch die Zuordnung des Knotens zu einer
Klasse erfolgen.
Für die Repräsentation von Beziehungen unterscheidet OrientDB zwei Arten: Referenzierte und
eingebettete Beziehungen, für die beide gilt, dass Beziehungsinformationen generell als Schlüssel-
Wert-Paare am Knoten abgelegt werden.
Eine referenzierte Beziehung entspricht dem Konzept einer gerichteten Kante. Der Schlüssel ist der
Kantenbezeichner, welcher sich aus dem Typ der entsprechenden Kante ergibt. Werden keine Kan-
tenattribute verwendet, so bildet der zugehörige Wert die Menge der Identitäten aller Zielknoten,
die über eine entsprechend bezeichnete Kante mit dem Startknoten verbunden sind. Besitzt die
Kante hingegen Attribute, so wird sie durch ein eigenes Dokument in der Datenbasis repräsen-
tiert. Der Wert am Startknoten ist in diesem Fall eine Menge der Kanten-Identitäten. In beiden
Fällen kann diese Menge unsortiert oder geordnet sein. Die Zielknoten enthalten ebenfalls dedizier-
te Schlüssel-Wert-Paare, welche Informationen über die eingehenden Kanten speichern. Auch hier
wird entweder direkt auf Startknoten oder auf Kanten-Dokumente verwiesen, was bedeutet, dass
auch in OrientDB eine einzelne Kante zur Darstellung einer bidirektionalen Beziehung ausreicht.53
Eine zweite Art Abhängigkeiten zwischen Informationen zu modellieren, ist die Verwendung einge-
betteter Beziehungen. Diese werden in dokumentenorientierten Datenbanken eingesetzt, in welchen
das Konzept der Fremdschlüssel nicht vorhanden ist. Die Beziehung zwischen zwei Objekten A und
B wird durch das Einbetten von B in A, oder umgekehrt, modelliert. Das eingebettete Objekt besitzt
keine eigene Identität innerhalb der Datenbasis. Der Schlüssel bezeichnet die Art der Beziehung,
der Wert die referenzierte Information. Sollen mehrere Werte mit dem gleichen Schlüssel eingebet-
tet werden, so ist dies analog zu referenzierten Beziehungen in geordneten Listen oder unsortierten
52Eine Liste aller vordefinierter Datentypen kann unter https://github.com/orientechnologies/orientdb/wiki/
Types eingesehen werden.
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Mengen möglich. Generell bietet sich diese Art der Modellierung an, wenn die eingebetteten In-
formationen nur für den jeweiligen Knoten relevant sind und sie nicht mehreren Knoteninstanzen
zugeordnet sein können. Letzteres würde zu Redundanz führen und folglich die Konsistenzerhaltung
erschweren.
Die Identität eines Dokumentes wird systemseitig vergeben und ist unveränderbar. Dokumente
können mittels ihrer Identität adressiert werden, diese entspricht somit dem Konzept des Primär-
schlüssels. Aus den bisherigen Ausführungen geht hervor, dass sowohl Knoten als auch Kanten in
Form von referenzierten Beziehungen eine Identität besitzen. Bei nicht-attributierten Kanten setzt
sich diese aus den Identitäten der Start- und Zielknoten zusammen. Werden weitere parallele, nicht-
attributierte Kanten mit dem gleichen Bezeichner definiert, wird wie für attributierte Kanten ein
dediziertes Dokument erzeugt. Anzumerken sei, dass eine Identität nach dem Löschen der zugehö-
rigen Instanz neu vergeben werden kann. Im Zusammenhang mit der physischen Repräsentation
des Graphen wird genauer auf den Aufbau der Identität eingegangen.
Im Gegensatz zu den bisher vorgestellten GDBMS erlaubt OrientDB das Verwalten mehrerer Da-
tenbanken in einer GDBMS-Instanz. Dabei benötigt jede Datenbank einen eindeutigen Bezeichner,
ein datenbank-übergreifender Zugriff innerhalb von Anfragen ist jedoch nicht möglich. Beim Initia-
lisieren einer Datenbank kann festgelegt werden, ob sich diese lokal im Dateisystem oder entfernt
im Netzwerk befindet, alternativ kann sie für Testzwecke komplett im Hauptspeicher gehalten wer-
den.
Typsystem Anzahl und Struktur der Schlüssel-Wert-Paare können für jedes Dokument individuell
verschieden oder aber durch ein Schema festgelegt sein. Darüber hinaus ist es in OrientDB mög-
lich, auch nur einen Teil der Informationen durch ein Schema zu beschreiben und dieses beliebig zu
erweitern. Folglich ist auch hier eine hohe Flexibilität hinsichtlich der Schemaevolution innerhalb
einer Anwendung gegeben.
Ein Schema definiert sich in OrientDB durch eine Menge von Klassen, wobei eine Klasse an das
entsprechende Konzept in der Objektorientierung angelehnt ist. Eine Klasse legt den Typ eines Do-
kumentes fest und definiert, welche Attribute es besitzt und welche Integritätsbedingungen diese
aufweisen. Beispielsweise kann der Wertebereich durch den entsprechenden Typ implizit einge-
schränkt werden. Zusätzlich lassen sich Wertebereiche numerischer Datentypen durch das Angeben
von Intervallen oder, im Fall von alphanumerischen Typen, durch das Formulieren regulärer Aus-
drücke explizit einschränken. Weiter lässt sich festlegen, ob ein Attribut obligatorisch ist und ob es
den Wert null annehmen darf. Wird ein Attribut als UNIQUE deklariert, erzeugt das System einen
Index und das Attribut kann neben der eigentlichen Identität des Dokuments als Primärschlüssel
verwendet werden. Mittels des Konzeptes der eingebetteten Beziehungen können zur Beschreibung
der Struktur entsprechender Dokumente Typen auch verschachtelt werden.
Das Modellieren von Vererbungshierarchien ist ebenfalls möglich: Attribute von Oberklassen wer-
den an alle Unterklassen weitergegeben, eine Einschränkung der Sichtbarkeit ist nicht vorgesehen.
OrientDB erlaubt das Anlegen abstrakter Klassen, welche analog zur Objektorientierung nicht
instanziiert werden, sondern ausschließlich Attribute für ihre Spezialisierungen vorgeben. Mehr-
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Rechteverwaltung Als einziges der evaluierten Systeme bietet OrientDB eine integrierte Nutzer-
und Rollenverwaltung auf Datenbankebene an. Ein Nutzer wird durch einen Namen und ein optiona-
les Passwort identifiziert und besitzt eine oder mehrere Rollen. Eine Rolle definiert sich wiederum
durch eine Menge von Regeln, die entweder nach Whitelist-Prinzip erlaubt oder nach Blacklist-
Prinzip verboten werden. Eine Rolle Reader verbietet zum Beispiel alle Regeln bis auf das Lesen
anwendungsspezifischer Datenbanken, wohingegen eine Rolle Writer alles bis auf das Lesen und
Schreiben von Nutzerinformationen erlaubt. Innerhalb des Systems existiert ein Nutzer admin, des-
sen Rolle alle Regeln erlaubt. Da Rollen selbst in Form typisierter Dokumente verwaltet werden,
unterstützen sie auch das Konzept der Vererbung. Die Granularität einer Regel lässt sich stan-
dardmäßig bis auf Klassenebene einstellen, die Regel selbst wird zur Laufzeit dynamisch überprüft.
Durch das Erben einer dedizierten Klasse erlaubt OrientDB darüber hinaus eine Rechteverwaltung
auf Instanzebene, zulässige Nutzer werden in diesem Fall direkt im jeweiligen Dokument gespei-
chert. Letzteres ist insbesondere dann sinnvoll, wenn innerhalb einer Datenbank nutzerabhängige
Sichten auf den Graphen definiert werden sollen. Die im Forschungsvorhaben beschriebene Verwal-
tung extrahierter Teilgraphen in einer Datenbasis ist somit realisierbar. Mit einer entsprechenden
Rolle sind Teilgraph-übergreifende Anfragen möglich.
4.5.2. Zugriffsmechanismen und Indexverwaltung
Das GDBMS bietet mehrere Optionen für den Zugriff auf die Datenbasis. Wie HyperGraphDB
und Neo4j enthält auch OrientDB eine Java API zur Verwaltung des Graphen mittels CRUD-
Operationen. Hierfür implementiert das GDBMS die Blueprints API54, eine im TinkerPop-Projekt
definierte Referenz-Schnittstelle für das PGM.55 Infolgedessen lässt sich auch die Anfragesprache
Gremlin in OrientDB verwenden, primäre Anfragesprache ist jedoch der deklarative OrientDB-
SQL-Dialekt, welcher einen Teil des SQL-92-Standards[25] übernimmt und um graphenspezifische
Operatoren erweitert.56
CRUD-Operationen via Blueprints API Die Blueprints API ist eine imperative Java API und
der Core API von Neo4j sehr ähnlich. Es stehen Methoden zum Erzeugen und Lesen von Knoten
und Kanten zur Verfügung, ihr Ergebnis ist eine Referenz auf das persistente Objekt mit einer
eindeutigen Identität. Kanten können nur unter Angabe existierender Knoten erzeugt werden, ihre
Reihenfolge bei der Parameterangabe bestimmt die Kantenrichtung. Die Spezifikation eines Kan-
tenbezeichners ist obligatorisch, dieser ist ein Wert vom Typ String und kann folglich statisch in
der Anwendung oder dynamisch zur Laufzeit festgelegt werden. Sowohl Knoten als auch Kanten
verfügen über Methoden zum Anlegen von Attributen. Werden Arrays, Mengen oder assoziative
54An dieser Stelle sei angemerkt, dass es sich bei der Blueprints API um einen Quasi-Standard für GDBMS handelt.
Viele Anbieter, u.a. Neo4j, Dex und InfiniteGraph, bieten neben ihren proprietären APIs eine Implementierung
der Blueprints API an. Diese Implementierung bildet CRUD-Operationen auf die jeweilige proprietäre API ab
und stellt somit eine zusätzliche Indirektion im Aufruf dar. Teilweise kann hierdurch nicht der volle Funktionsum-
fang des GDBMS genutzt werden. OrientDB und Titan implementieren die Blueprints API hingegen nativ, was
bedeutet, dass Aufrufe unmittelbar an das GDBMS weitergegeben werden und der komplette Funktionsumfang
zur Verfügung steht. Eine Beschreibung der API kann unter https://github.com/tinkerpop/blueprints/wiki
eingesehen werden.
55OrientDB enthält auch eine eigene Core API, diese wurde jedoch in Version 1.4 als veraltet deklariert und wird
folglich in der Evaluation nicht betrachtet.
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Arrays unterstützter Datentypen als Wert angegeben, erzeugt das GDBMS automatisch eine ein-
gebettete Beziehung. Knoten- und Kantenattribute können aktualisiert oder gelöscht werden. Kno-
ten verfügen über zusätzliche Funktionen zum Auslesen inzidenter Kanten und adjazenter Knoten,
Kanten verfügen wiederum über Methoden zum Auslesen von Start- und Zielknoten sowie ihres
Bezeichners. Sowohl Knoten als auch Kanten lassen sich aus der Datenbasis entfernen, dabei stellt
das GDBMS die referentielle Integrität sicher.
Für das Formulieren lokaler Anfragen innerhalb des Graphen stellt die Blueprints API das Konzept
der knoten-zentrierten Anfragen zur Verfügung, bei denen der Graph aus der Sicht eines Knotens
untersucht werden kann. Das Konzept bietet die Möglichkeit, die Menge der inzidenten Kanten
eines Knotens durch die Angabe von Richtung, Bezeichner und Prädikaten auf Attributen einzu-
schränken. Vorteil der Einschränkung ist die mögliche Minimierung der Datenmenge, welche vom
Hintergrundspeicher geladen werden muss. Dies ist insbesondere dann relevant, wenn es sich um
Knoten mit einem überdurchschnittlich hohen Grad handelt, wie sie typischerweise in realen Netz-
werken vorkommen und welche als Hubs bezeichnet werden[41]. Voraussetzung ist jedoch, dass das
jeweilige GDBMS eine Einschränkung der inzidenten Kanten unterstützt. In OrientDB sind Kanten
anhand ihres Bezeichner innerhalb eines Dokumentes gruppiert gespeichert, eine Indexierung von
Kantenattributen ist jedoch nicht möglich.
OrientDB erweitert die API um Methoden zur Verwaltung von Klassen, welche unter Angabe eines
Namens erzeugt werden. Anschließend lassen sich Attributdefinitionen, bestehend aus Attributna-
me, Datentyp sowie eventuellen Integritätsbedingungen, für die Klasse festlegen. Wird diese als
strikt deklariert, sind alle Attribute obligatorisch und müssen von den Instanzen angegeben wer-
den. Eine Klasse ohne jegliche Attribute entspricht hingegen dem Konzept des Knotenlabels in
Neo4j. Beim Erzeugen einer Klasse kann diese als abstrakt deklariert und wahlweise eine Ober-
klasse angegeben werden. Die Zuordnung einer Knoten- oder Kanteninstanz zu einer Klasse erfolgt
beim Erzeugen; der Knoten- bzw. Kantenbezeichner entspricht dabei dem Klassennamen. Pflicht-
attribute müssen unmittelbar, optionale Attribute können nachträglich angegeben werden. Wird
ein Schema definiert, erlaubt dies eine Verwendung zusätzlicher API-Methoden für die Selektion
von Instanzen anhand ihrer Klasse. Hierbei ist zu beachten, dass die Methoden polymorph sind
und folglich auch die Instanzen aller Unterklassen im Ergebnis enthalten sind. Ein Beispiel für die
Verwendung der API in Verbindung mit dem Typsystem findet sich in Anhang A.6.
Es zeigt sich, dass sich unter Verwendung der Blueprints API beliebige Graphalgorithmen anwen-
dungsseitig implementieren lassen, OrientDB selbst bietet keine Implementierungen an. Innerhalb
des Blueprints-Projektes stellt jedoch das Paket Furnace57 bereits einige Algorithmen zur Verfü-
gung. So werden Suchverfahren, wie der A*-Algorithmus und die Tiefen- bzw. Breitensuche genauso
angeboten, wie der Dijkstra- und Bellman-Ford-Algorithmus für das Finden kürzester Pfade in ge-
wichteten Graphen. Neben den Pfadsuchalgorithmen wird mit dem Bron-Kerbosch-Algorithmus[8]
auch ein Verfahren zum Auffinden von Cliquen implementiert. Anzumerken ist, dass keines der
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CRUD-Operationen via OrientDB-SQL OrientDB verwendet einen eigenen SQL-Dialekt für Sche-
madefinition, Anfrageformulierung, Datenmanipulation und Nutzerverwaltung. Die Entwickler ent-
schieden sich für SQL, da sie im Bereich der relationalen Datenbanksysteme etabliert ist und den
Einstieg in das GDBMS erleichtern soll. Nachfolgend bezeichnet SQL den in OrientDB verwendeten
Dialekt, Standard-SQL hingegen bezieht sich auf SQL-92. Es ist nicht Ziel, den Standard komplett
zu erläutern, sondern vielmehr auf die Besonderheiten hinsichtlich der graphenorientierten Verwen-
dung in OrientDB einzugehen. Dies erfolgt analog zu Cypher an einem einfachen Beispiel, eine
ausführlichere Beschreibung der Sprache findet sich in der offiziellen Dokumentation[61] sowie in
[67].
Name : Schach


















































Abbildung 4.8.: Einfaches Beispiel eines Graphen mit den Knotenklassen Employee und Project so-
wie den Kantenklassen WorksWith, WorksIn und ResponsibleFor. Die WorksWith-
Beziehung besitzt ein zusätzliches Attribut, welches den Erstellzeitpunkt der Be-
ziehung datiert.
Abbildung 4.8 zeigt einen schematisierten Graphen, welcher die Beziehungen zwischen Mitarbei-
tern und Projekten repräsentiert; sowohl Knoten als auch Kanten sind Klassen zugeordnet. Für
deren Definition stellt OrientDB den CREATE CLASS-Operator zur Verfügung. Nachfolgend wird
eine Klasse Employee erzeugt, dieser wird ein Pflichtattribut name vom Typ STRING und ein optio-
nales Attribut age vom Typ INTEGER zugewiesen. Mit Angabe der Integritätsbedingung MIN erfolgt
für Letzteres die Einschränkung zulässiger Werte. Die Klasse selbst erbt von V, welche alle Knoten
innerhalb des Graphen repräsentiert. Die Definition der Klasse Project erfolgt analog.
CREATE CLASS Employee EXTENDS V;
CREATE PROPERTY Employee.name STRING;
CREATE PROPERTY Employee.age INTEGER;
ALTER PROPERTY Employee.name MANDATORY true;
ALTER PROPERTY Employee.age MIN 18;
Das Definieren von Kantentypen erfolgt ebenfalls mit dem gezeigten Operator, sie erben jedoch
von E, der Klasse aller Kanten. Attribute werden definiert, wie es bereits für Knoten gezeigt wurde.
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CREATE CLASS WorksWith EXTENDS E;
Für die Manipulation der Datenbasis stehen in Standard-SQL die Befehle INSERT, UPDATE und
DELETE zur Verfügung. Diese werden auch in OrientDB angeboten, INSERT ist jedoch nur für die
Verwendung mit Dokumenten vorgesehen, das Erzeugen von Knoten- und Kanteninstanzen erfolgt
mit den Befehlen CREATE VERTEX bzw. CREATE EDGE. Die folgende Anweisung fügt dem Graphen
eine attributierte Knoteninstanz vom Typ Employee hinzu:
CREATE VERTEX Employee SET name="Alice", age=25;
Das Erzeugen einer Kanteninstanz erfordert die Angabe der Identitäten von Start- und Zielknoten,
diese können entweder direkt angegeben oder durch eine geschachtelte Selektion gelesen werden.
Nachfolgend wird stellvertretend die Instanz der WorksWith-Beziehung zwischen den Mitarbeitern
Alice und Bob eingefügt, Kantenattribute können ohne Beachtung der Schemadefinition angefügt
werden:
CREATE EDGE WorksWith
FROM (SELECT FROM Employee WHERE name="Alice")
TO (SELECT FROM Employee WHERE name="Bob")
SET since=2011;
Mengenorientierte Operationen via OrientDB-SQL Die Informationsextraktion erfolgt entweder
über den SELECT- oder den TRAVERSE-Operator. Analog zu Standard-SQL können diese beliebig
geschachtelt werden. Die folgende Anfrage selektiert die Namen der Mitarbeiter zu denen Alice
eine ausgehende Kante vom Typ WorksWith besitzt:
SELECT name FROM
(SELECT expand(out("WorksWith")) FROM Employee WHERE name="Alice");
Die Funktion out legt dabei die Richtung der Kante fest und kann wahlweise durch in oder both
ersetzt werden. Das Ergebnis der drei Funktionen ist eine Menge von Knoten-Identitäten, deren
Instanzen durch expand aufgelöst werden und die damit in übergeordneten Anfragen verwendbar
sind.58 Das gezeigte Beispiel entspricht einer Verbundoperation in einem RDBMS. Der wesentli-
che Unterschied ist, dass die Beziehungsinformationen materialisiert an Knoten gespeichert sind
und nicht zur Laufzeit berechnet werden müssen. Ersetzt man die Projektion der inneren SELECT-
Anweisung durch
expand(out("WorksWith").out("ResponsibleFor"))
werden die Namen der Projekte ausgegeben, für welche die Kollegen von Alice verantwortlich
sind. Handelt es sich bei beiden Beziehungen um n : m Relationen, erfordert diese Anfrage in einer
relationalen Datenbank vier Verbundoperationen. In OrientDB ist die Berechnung ausschließlich
von der Anzahl der Beziehungen zwischen den einzelnen Knoteninstanzen abhängig.
Eine komplexere Anfrage bezieht Kantenattribute ein und selektiert alle Kollegen von Bob mit
denen er seit 2012 zusammenarbeitet und welche älter als 25 sind:
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SELECT since, in.name as name, in.age as age FROM
(SELECT expand(outE("WorksWith")) FROM Employee WHERE name="Bob")
WHERE since > 2011 AND in.age > 25;
Die innere Anfrage selektiert mittels outE alle ausgehenden Kanten von Bob, welche anschließend
durch das Prädikat since > 2011 eingeschränkt werden. Die Funktion in verweist auf die Ziel-
knoten der inzidenten Kanten, diese müssen den Attributschlüssel age mit einem zugehörigen Wert
größer als 25 aufweisen.
Die aufgeführten Beispiele zeigen, dass die Selektion durch die optionale Angabe einer WHERE-
Klausel möglich ist. OrientDB stellt vergleichende, boolesche und mathematische Operatoren für
die Definition und Verknüpfung von Prädikaten zur Verfügung. Diese können in Verbindung mit
einzelnen oder mehreren Attributwerten definiert werden. Ein Prädikat berücksichtigt ausschließlich
Dokumente, welche das Attribut aufweisen, alle anderen sind nicht in der Ergebnismenge enthalten.
Die Projektion ermöglicht die Auswahl einzelner Attribute aus der Ergebnismenge, die Berechnung
von Aggregaten und das Ausführen von Funktionen. Verschiedene Aggregatfunktionen, wie zum
Beispiel count, min, max und avg stehen zur Verfügung. Analog zu Neo4j erlaubt OrientDB die
Verwendung zusätzlicher skalarer, mathematischer, string-basierter und mengenorientierter Funk-
tionen.59 Die Ergebnismenge kann gruppiert60, sortiert sowie durch SKIP und LIMIT eingeschränkt
werden.
Traversierung via OrientDB-SQL Das Prüfen der Erreichbarkeit und das Berechnen von Pfa-
den ist in SQL ebenfalls möglich. Der TRAVERSE-Operator führt eine Traversierung ausgehend von
einem konkreten Knoten oder einer Knotenmenge durch. Ein mehrfaches Besuchen von Knoten-
und Kanteninstanzen wird durch das GDBMS verhindert, Möglichkeiten einer feingranularen Ein-
stellung wie bei Neo4j oder einer manuellen Definition analog zu HyperGraphDB bestehen nicht.
Folgende Anfrage selektiert alle Knoten, die über eine WorksWith-Beziehung mit einem Startknoten
verbunden sind und einen maximalen Abstand von drei zu diesem aufweisen:
TRAVERSE out("WorksWith") FROM #11:0 WHILE $depth<=3;
Der Ausgangsknoten ist hierbei durch seine Identität #11:0 vorgegeben, alternativ können auch
Klassen oder eingebettete Anfragen angegeben werden. Die Traversierung definiert einen abstrakten
Weg, dessen Kanten gerichtet und vom Typ WorksWith sind. Der Abstand zum Startknoten beträgt
höchstens drei und wird sowohl zur Laufzeit als auch im Ergebnis an die Systemvariable $depth
gebunden. Das Ergebnis dieses Operators ist die Menge aller Knoten und Kanten, welche in den
Instanzen des beschriebenen Weges enthalten sind. Diese lassen sich in übergeordneten Anfragen
weiter verarbeiten:
SELECT name, min($depth) as dist FROM
(TRAVERSE out("WorksWith") FROM #11:0 WHILE $depth<=3 STRATEGY breadth_first)
GROUP BY name ORDER BY dist;
59Eine vollständige Übersicht über Operatoren und Funktionen findet sich unter https://github.com/
orientechnologies/orientdb/wiki/SQL-Where.
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Die gezeigte Anfrage sortiert alle Kollegen eines Mitarbeiters nach ihrem minimalen Abstand zu-
einander und listet sie auf. Die TRAVERSE-Operation berechnet unter Verwendung der Breitensuche
alle Pfadinstanzen.61 Da zwei Mitarbeiter über mehrere Pfade verbunden sein können, werden diese
anschließend nach dem Namen des Kollegen gruppiert. Die Projektion schränkt die Ergebnismenge
durch Aggregation der Pfadlängen mittels min ein.
Die Definition von Filterkriterien hinsichtlich Bezeichnern und Attributen erfolgt mittels Verwen-
dung einer Selektion. Nachfolgend sollen alle Projekte mit denen ein Mitarbeiter direkt oder tran-
sitiv verbunden ist, zusammen mit dem Abstand zum Mitarbeiter ausgegeben werden:
SELECT name, min($depth) FROM
(TRAVERSE both() FROM #11:0 WHILE $depth<=4 STRATEGY breadth_first)
WHERE @Class="Project" GROUP BY name;
In dieser Anfrage werden durch die Verwendung von both ein- und ausgehende Kanten jeglichen
Typs traversiert. Die Knotenmenge wird durch das Prädikat @Class="Project" auf Projekte ein-
geschränkt.
Für das Berechnen kürzester Pfade stellt OrientDB die Funktionen shortestPath für ungewichtete
und dijkstra für gewichtete Graphen zur Verfügung. Beide Funktionen unterstützen lediglich das
Festlegen einer Kantenrichtung, Typ- oder Attributeinschränkungen sind weder für Knoten noch
für Kanten möglich.
Indexverwaltung OrientDB unterstützt die Verwendung von Indexstrukturen für den effizienten
Zugriff auf die gespeicherten Dokumente. Ein Index kann auf einem oder mehreren Attributen
definiert werden und besitzt einen eindeutigen Bezeichner. Handelt es sich um ein schematisiertes
Attribut, übernimmt das GDBMS die Aktualisierung des Index, bei Attributen, die nicht im Schema
definiert sind, erfolgt die Verwaltung hingegen manuell. Es werden Befehle für das Einfügen von
Dokumenten, das Ausführen von Punkt- und Bereichsanfragen und das Löschen einzelner oder
mehrerer Einträge bereitgestellt. Darüber hinaus kann ein Index vollständig entfernt werden.
Indizes können sowohl via Java API als auch in SQL definiert werden. Der nachfolgende Befehl
erzeugt einen mehrdimensionalen Index auf den Attributen name und age eines Mitarbeiters:
CREATE INDEX idx1 ON Employee (name, age) UNIQUE;
Der Indextyp UNIQUE erlaubt die Verwendung als Primärindex. Anzumerken ist, dass mehrdimen-
sionale Indizes auch dann berücksichtigt werden, wenn nur eine der Dimensionen in einer WHERE-
Klausel angegeben wird.
OrientDB beinhaltet zwei Index-Implementierungen: MVRB-Baum und Hash-Index. Der MVRB-
Baum ist eine von Orient Technologies entwickelte Datenstruktur, welche die Eigenschaften des
B+-Baumes mit denen eines Rot-Schwarz-Baumes[45] kombiniert. Die Struktur unterstützt Punkt-
61Standardmäßig entspricht die Reihenfolge der zu traversierenden Knoten einem Tiefendurchlauf. Da Knoten jedoch
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und Bereichsanfragen und kann als Indextyp UNIQUE, NONUNIQUE, FULLTEXT und DICTIONARY ver-
wendet werden.62 Indexoperationen sind logarithmisch von der Anzahl der Einträge und der Höhe
des Baumes abhängig.
Eine zweite Implementierung fußt auf der Verwendung einer Hashtabelle, welche ausschließlich
Punktanfragen unterstützt. Indexoperationen sind im Idealfall in konstanter Zeit möglich, die nutz-
baren Indextypen sind analog zum MVRB-Baum.
4.5.3. Persistenz- und Cacheverwaltung
OrientDB unterstützt zwei Speichermechanismen: OStorageLocal und OLocalPaginatedStorage.
Nachfolgend wird die Persistenzverwaltung anhand der Standardeinstellung OStorageLocal erläu-
tert. Laut Aussage der Entwickler soll OLocalPaginatedStorage in einer der folgenden Versionen
die standardmäßige Implementierung sein[60], die offizielle Dokumentation enthält bisher - Stand
Oktober 2013 - jedoch keine detaillierten Informationen über den Speichermechanismus.
Knoten und attributierte Kanten werden auf Dokumente abgebildet, die innerhalb der Speicher-
schicht als Record bezeichnet werden, ein Record ist genau einem Cluster zugeordnet. Ein Cluster
ist die physische Gruppierung von Records anhand einer definierten Eigenschaft, dies kann der Typ
oder ein beliebiges Attribut des Dokumentes sein. Bei der Verwendung des Typsystems wird für
jede Klasse automatisch ein Cluster erzeugt.63 Darüber hinaus erlaubt das GDBMS aber auch das
manuelle Zuweisen mehrerer Cluster zu einer Klasse:
CREATE CLUSTER Projects2012;
CREATE CLUSTER Projects2013;
CREATE CLASS Project EXTENDS V CLUSTER Projects2012,Projects2013;
CREATE VERTEX Project CLUSTER Projects2012 SET year=2012;
CREATE VERTEX Project CLUSTER Projects2013 SET year=2013;
SELECT FROM Project WHERE year=2013; // scans all clusters
SELECT FROM cluster:Project2013; // scans one cluster
In diesem Beispiel sind der Klasse Project zwei Cluster zugewiesen: Projects2012 und
Projects2013. Zwei Knoteninstanzen werden erzeugt und ihrem entsprechenden Cluster zugeord-
net. Die gezeigten Leseanfragen besitzen eine identische Ergebnismenge, die zweite Anfrage kann
jedoch effizienter ausgeführt werden, da lediglich ein Cluster berücksichtigt werden muss. Folglich
lässt sich durch Cluster eine semantische Gruppierung physisch abbilden. An dieser Stelle wird auch
deutlich, warum OrientDB das Verwenden eines Schemas empfiehlt: Knoten und Kanten werden
im Speichersystem nach Typ gruppiert verwaltet, wodurch entsprechend eingeschränkte Anfragen
effizienter beantwortet werden können.
Die Identität eines Records, die sog. RecordID, setzt sich aus der Identität des Clusters und der ab-
soluten Position des Records innerhalb des Clusters zusammen: Ist zum Beispiel der Knoten Alice
an Position 37 im Mitarbeiter-Cluster mit der Identität 13 gespeichert, dann ist die RecordID
#13:37.
62DICTIONARY ist identisch zu UNIQUE, existiert beim Einfügen bereits ein entsprechender Eintrag wird dieser jedoch
überschrieben.
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Wie bei Neo4j wird die Datenbasis in OrientDB auf mehrere Dateien aufgeteilt. Hierbei erfolgt
jedoch keine explizite Trennung in Topologie und Nutzdaten, stattdessen orientiert sich die Spei-
cherung am Dokumentenmodell. Ein Cluster wird durch eine oder mehrere Dateien repräsentiert.
Jeder Eintrag innerhalb eines Clusters besitzt ein festes Format, was bedeutet, dass analog zu Neo4j
die Berechnung der physischen Position effizient möglich ist. Im Cluster werden keine Nutzdaten
gespeichert, sie dienen lediglich der Gruppierung von Records, Cluster-Einträge verweisen auf de-










Abbildung 4.9.: Physische Repräsentation eines Eintrags in einem Cluster in OrientDB. Der Da-
tensatz hat eine feste Länge von 15 Byte.64
Abbildung 4.9 zeigt den schematischen Aufbau eines Satzes in einem Cluster: Die ersten zwei Byte
verweisen auf das Data Segment, in welchem die Nutzdaten zu diesem Record hinterlegt sind, die
nachfolgenden acht Byte legen die physische Position innerhalb des Data Segment fest. Die letzten
fünf Byte speichern Typ65 und Version des Dokumentes. Beim Löschen eines Datensatzes wird des-
sen Position in einer zusätzlichen Datei vermerkt und steht für neue Dokumente zur Verfügung.
Das Data Segment speichert die Nutzdaten eines Record, es wird ebenfalls durch eine oder meh-
rere Dateien repräsentiert. Da die an einem Dokument hinterlegten Informationen individuell ver-












Abbildung 4.10.: Physische Repräsentation eines Eintrags im Data Segment zur Speicherung der
Nutzdaten. Der statische Teil des Datensatzes hat eine Länge von 14 Byte, der
dynamische Teil variiert je nach Umfang der hinterlegten Daten.
Ein Datensatz besteht aus einem Abschnitt fester Länge und einem dynamischen Teil, welcher je
nach Umfang der Nutzdaten verschieden groß sein kann.66 Die ersten vier Byte speichern die Länge
der Nutzdaten. Diese Information ermöglicht es, die Rohdaten aus dem Datensatz zu extrahieren
um sie anschließend zu deserialisieren. Die nachfolgenden zehn Byte sind ebenfalls fest vergeben
und enthalten Informationen über das zugeordnete Cluster. Der Rest des Datensatzes ist für die
Speicherung der Rohdaten vorgesehen.
Das Auslesen der physischen Adressen im Cluster und im Datensegment ist in konstanter Zeit
möglich. Daraus ergibt sich, dass sich die Nachbarschaft eines Knotens v in O(|Nv|) berechnen
lässt. Dabei ist jedoch zu beachten, dass Beziehungsinformationen ebenfalls als Attribute in einem
65Damit ist nicht der Datentyp gemeint. Ein Record kann entweder ein Dokument oder ein sog. Plain-Objekt sein.
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Dokument hinterlegt sind. Beim Lesen eines Records werden die kompletten Rohdaten geladen67,
das Deserialisieren der Nutzdaten erfolgt jedoch erst beim Zugriff auf das entsprechende Attribut.68
Folglich müssen beim Traversieren des Graphen die kompletten Rohdaten gelesen und die angefrag-
ten Kanten deserialisiert werden. Weiterhin stellen attributierte Kanten eine zusätzliche Indirektion
dar, da sie in einem dedizierten Dokument, und damit auch in einem physisch unabhängigen Record,
gespeichert sind.
Beim Löschen eines Datensatzes im Data Segment werden Position und Länge des Satzes in einer
zusätzlichen Datei hinterlegt, der somit definierte Bereich steht als freier Speicher zur Verfügung.
Aus der dynamischen Länge des Satzes ergeben sich weitere Problemstellungen: Beim Aktualisieren
eines Dokumentes kann der zur Verfügung stehende Speicher zu gering sein, das Löschen führt
zur Entstehung von freien Bereichen unterschiedlicher Länge. Das GDBMS implementiert hierfür
eine Freispeicherverwaltung und eine automatische Defragmentierung. Eine detaillierte Betrachtung
dieser Prozesse geht über den Rahmen dieser Arbeit hinaus, kann jedoch bei Interesse anhand des
Quelltextes nachvollzogen werden.
Eine dritte Komponente des Speichersystems ist der Storage. Dieser nimmt Anfragen der Daten-
bankschicht entgegen und verwaltet den Zugriff auf Cluster und Data Segments.
Cacheverwaltung Für den effizienten wahlfreien Zugriff auf deserialisierte Dokumente verwen-
det OrientDB mehrere Caches. Nachfolgend wird die Architektur im Kontext der eingebetteten
Verwendung erläutert.
Records werden aus dem Speichersystem geladen, deserialisiert und im Level-2-Cache abgelegt.
Dabei handelt es sich um einen First-In-First-Out-Cache, welcher durch eine Hashtabelle mit ver-
ketteten Schlüsseln realisiert wird.69 Der maximal nutzbare Hauptspeicher wird manuell festgelegt,
bei Überschreitung dieser Grenze wird ein definierter Anteil der ältesten Einträge verdrängt. Alle
Threads innerhalb der JVM können auf den Level-2-Cache zugreifen. Noch dazu ist jedem Thread
ein dedizierter Level-1-Cache zugeordnet. Dieser wird durch eine Hashtabelle und die Verwendung
schwacher Referenzen realisiert.
Ein Lesezugriff prüft zunächst, ob das angeforderte Dokument im Level-1-Cache vorhanden ist. Ist
dies nicht der Fall, erfolgt der Zugriff auf den Level-2-Cache. Befindet sich das Dokument dort,
wird es in den Level-1-Cache bewegt. Ist das Dokument in keinem der Caches vorhanden, erfolgt
der Zugriff auf das Speichersystem, welches einen eigenen Cache besitzt, in dem die Ergebnisse von
Lesezugriffen zwischengespeichert werden. Erst wenn der Record in diesem Cache nicht vorhanden
ist, erfolgt der Zugriff auf den Hintergrundspeicher. Wie bereits erwähnt, verwendet OStorageLocal
Memory Mapped Files für die Abbildung der Daten auf den Externspeicher. Dies kann dazu führen,
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4.5.4. Verteilung und Skalierbarkeit
OrientDB lässt sich als verteiltes GDBMS einsetzen und unterstützt dabei die vollständige Re-
plikation der Datenbasis. Realisiert wird dies durch Hazelcast70, einer quelloffenen, skalierbaren
Verteilungsplattform für Java-Anwendungen. Anders als Neo4j verwendet OrientDB eine Muli-
Master-Architektur[48]. Diese zeichnet sich dadurch aus, dass alle Rechner im Cluster gleichberech-
tigt sind, d.h. Lese- und insbesondere Schreibzugriffe können an allen Rechnern direkt ausgeführt
werden. Nachfolgend wird die Architektur anhand der internen Ausführung von Änderungs- und
Lesetransaktionen kurz beschrieben.71
Erhält eine Instanz eine Änderungstransaktion, führt sie diese zunächst lokal durch. Anschließend
erfolgt die Verteilung der Änderungen nach dem Push-Prinzip entweder synchron oder asynchron.
Im synchronen Fall erhält der Client erst dann eine Bestätigung, wenn die Änderungen an allen
Instanzen durchgeführt sind und folglich eine konsistente Sicht auf die Daten innerhalb des Clusters
besteht. Im asynchronen Fall erfolgt die Bestätigung unmittelbar nachdem die Daten lokal geschrie-
ben wurden, die Replikation der Änderungen erfolgt parallel bzw. verzögert. Dies entspricht dem
Konzept der Eventual Consistency, bei der das GDBMS für jede Instanz eine letztendlich konsis-
tente Sicht auf die Daten garantiert.
Das Ausführen von Lesezugriffen ist ebenfalls an allen Rechnern im Cluster möglich. Erfolgt die
Replikation von Änderungen asynchron, können gelesene Daten eventuell veraltet sein, bei einer
synchronen Replikation hingegen werden stets die aktuellen Daten gelesen.
Jede GDBMS-Instanz besitzt Informationen über alle weiteren Teilnehmer im Cluster, gleiches gilt
auch für Client-Anwendungen. Beim Entfernen oder Hinzufügen einer Instanz wird die zugehörige
Information an alle beteiligten Rechner propagiert. Dies bedeutet, dass sich Clients beim Aus-
fall einer GDBMS-Instanz automatisch zu einer neuen Instanz verbinden und die Kommunikation
fortsetzen können. Tritt eine neue Instanz dem Cluster bei, sendet diese zunächst eine Anfrage
zum Datenabgleich mit dem Verbund. Der Abgleich erfolgt auf Basis der Log-Informationen mit
einer der verfügbaren Instanzen, welche der neuen Instanz die entsprechende Differenzmenge an
Änderungen zusendet.
Skalierbarkeit Die Multi-Master-Replikation erlaubt das horizontale Skalieren von Lese- und
Schreibzugriffen. Zu beachten ist jedoch, dass dies für Schreibzugriffe nur im Fall einer asynchronen
Replikation und auch da nur eingeschränkt gilt. Änderungsoperationen müssen an allen Instanzen
durchgeführt werden, was je nach Anzahl der Rechner zu einer hohen Antwortzeit und somit bei
hoher Schreiblast zu Performance-Problemen führen kann. Darüber hinaus muss die Korrektheit
paralleler Schreibzugriffe generell und insbesondere auch beim Ausfall mehrerer Rechner sicherge-
stellt sein, insbesondere bezüglich des maximalen Datenvolumens ist die Architektur ausschließlich
vertikal skalierbar, da die Datenbasis an allen Instanzen komplett hinterlegt ist. Eine Partitionie-
rung des Graphen wird aktuell entwickelt, ist jedoch weder dokumentiert noch in einer stabilen
Version verfügbar.72
70http://www.hazelcast.com/
71Die offizielle Dokumentation enthält bezüglich der Datenverteilung nur wenig Informationen. Die vollständige
Evaluation des Quelltextes würde das Gewicht der Verteilung innerhalb der Evaluation nicht rechtfertigen.
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4.6. Titan
Titan ist das vierte System, welches im Rahmen der Evaluation betrachtet wird, es ist ein quelloffe-
nes, unter Apache 2.0 lizenziertes GDBMS. Es wird von der Firma Aurelius73 entwickelt und ist im
Vergleich zu den bisher betrachteten Systemen ein sehr junges Projekt. Die erste Veröffentlichung
erfolgte im September 2012, seit Mai 2013 ist die stabile Version 0.3.2 aktuell. Das Unternehmen
Aurelius arbeitet eng mit dem TinkerPop-Projekt zusammen und implementiert die darin definier-
te Blueprints API. Titan selbst ist ausschließlich in Java umgesetzt, somit ist die Ausführung auf
kompatiblen Plattformen möglich. Es handelt sich um ein GDBMS, in welchem Modellierung und
Verwendung der Daten nativ sind, Speicherung und Verarbeitung sind hingegen nicht-nativ, der
Graph wird auf ein Key-Column-Value-Datenmodell abgebildet. Das hierfür verwendete Speicher-
system ist austauschbar, Titan unterstützt aktuell die spaltenorientierten, verteilten Datenbanken
Apache Cassandra74 und Apache HBase75 sowie die zentrale Key-Value-Datenbank BerkeleyDB
Java Edition. Die genannten Speichersysteme sind disk-orientiert, Titan bietet jedoch auch eine
hauptspeicher-zentrierte Implementierung für Testzwecke an. Die Verwendung des GDBMS erfolgt
entweder eingebettet innerhalb von Java-Anwendungen oder im Client-Server-Betrieb.
Im Gegensatz zu den bisher betrachteten Systemen wird Titan primär für den Einsatz als verteiltes
GDBMS zur Verwaltung umfangreicher Graphen entwickelt. Dabei nutzt es die Vorteile vorhande-
ner Speichertechnologien, um eine horizontale Skalierbarkeit paralleler Zugriffe und Datenvolumen
zu gewährleisten. Aurelius definiert Graphen als umfangreich, wenn diese mehrere Milliarden Kno-
ten und Kanten aufweisen.76 Entsprechend der vorgestellten Kategorisierung handelt es sich somit
um eine Kombination aus Graphdatenbanksystem und Graph Processing System, welche Zugriffe
mit lokalem Bezug auf umfangreichen Graphen ermöglicht. Eine weitere Besonderheit von Titan ist
die Verwendung von Indizes an Knoten. Diese versprechen einen effizienteren Zugriff auf inzidente
Kanten bei Knoten mit hohem Grad.
Die nachfolgenden Erläuterungen beziehen sich auf Version 0.3.2 des GDBMS in Verbindung mit
BerkeleyDB und Apache Cassandra. Die Informationen stammen vorrangig aus der offiziellen Do-
kumentation zu Titan[69] und Gremlin[72] sowie aus der Mailing-Liste[70] des Herstellers.
4.6.1. Datenmodell und Typsystem
Titan implementiert das Property-Graph-Modell: Attribute können an Knoten und Kanten gespei-
chert werden, Kanten besitzen grundsätzlich eine Richtung und einen Bezeichner. Attributschlüssel
sind vom Typ String während für Attributwerte sämtliche primitiven Java-Datentypen sowie Ar-




76Im Mai 2013 veröffentlichte Aurelius einen beeindruckenden Benchmark in dem die Performance paralleler Zugriffe
auf einen Graph mit ca. 6 Milliarden Knoten und 121 Milliarden Kanten auf einem Titan-Cassandra-Cluster
gemessen wurde. Die Ergebnisse können unter [68] eingesehen werden.
77Titan verwendet die Java-Bibliothek Kryo für die (De-)Serialisierung von Objekten. Eine vollständige Liste der
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eines festen Knoten- bzw. Kantenschemas nicht möglich. Ungeachtet dessen lassen sich verschie-
dene Einschränkungen festlegen, die zum Teil auf das Modellieren einer Anwendungsdomäne, in
erster Linie jedoch auf das effizientere Verwalten des Graphen ausgerichtet sind.
Das GDBMS verwendet als spezielle Datentypen für Attributschlüssel und Kantenbezeichner
TitanKey und TitanLabel. Diese lassen sich entweder manuell festlegen oder bei erstmaliger Ver-
wendung eines Schlüssels oder Bezeichners automatisch durch das System erzeugen. Das manuelle
Vorgehen bietet mehrere Vorteile: Die Möglichkeit zur Definition von Integritätsbedingungen, eine
verbesserte Speichereffizienz sowie eine erhöhte Performance. Die genannten Typen definieren kein
Knoten- oder Kantenschema, weist jedoch eine Instanz ein typisiertes Attribut oder Label auf, so
müssen die geforderten Integritätsbedingungen eingehalten werden.
Typen besitzen einen systemweit eindeutigen Namen, dieser entspricht dem Attributschlüssel bzw.
dem Kantenbezeichner. Instanzen von TitanKey und TitanLabel können als UNIQUE deklariert
werden; für Attributschlüssel lässt sich die Bedingung entweder auf einen einzelnen Knoten bzw.
eine einzelne Kante oder auf den gesamten Graphen anwenden. Im ersten Fall darf dem entspre-
chend typisierten Attributschlüssel an einer Knoten- oder Kanteninstanz höchstens ein Wert zu-
geordnet sein, im zweiten Fall gilt die Einmaligkeit eines Schlüssel-Wert-Paares systemweit und
ermöglicht folglich die Definition anwendungsbezogener Primärschlüssel. Standardmäßig kann ein
Attributschlüssel mehrfach an einem Knoten vorkommen.
Für Kantenbezeichner hingegen legt die UNIQUE-Bedingung fest, dass zugehörige Instanzen in-
nerhalb der Menge inzidenter Kanten eines Knotens höchstens einmal vorkommen dürfen. Hier-
bei kann zwischen eingehenden und ausgehenden Kanten unterschieden werden.78 Folglich lassen
sich die Kardinalitäten der an einer Beziehung beteiligten Entitäten festlegen: Das Weglassen der
UNIQUE-Bedingung definiert eine n : m-Beziehung, dies entspricht dem Standard im PGM. Gilt
die Bedingung in ausgehender Richtung, modelliert dies eine 1 : n-, in eingehender Richtung ei-
ne n : 1-Beziehung. Gilt die UNIQUE-Bedingung in beiden Richtungen, so entspricht dies einer
1 : 1-Beziehung. Sowohl Typen für Attributschlüssel als auch für Kantenbezeichner lassen sich in
Gruppentypen zusammenfassen, was ein effizienteres Abfragen ermöglicht.79
Neben dem Namen und der Eindeutigkeit definiert ein TitanKey den Datentyp des zugeordneten
Attributwertes, was dessen Wertebereich festlegt und die effizientere Speicherung ermöglicht. Des
Weiteren können Attributschlüssel indexiert und somit der direkte, effiziente Zugriff auf die zuge-
hörigen Instanzen unter Angabe von Schlüssel-Wert-Paaren realisiert werden.
Im Gegensatz dazu lässt sich an einem TitanLabel ein Primärschlüssel festlegen. Weist eine Kan-
te das entsprechende Attribut auf, erlaubt dies das effizientere Auslesen inzidenter Kanten unter
Angabe eines Wertes oder Wertebereiches.80 Dies ist ein Alleinstellungsmerkmal von Titan und
verspricht eine höhere Performance beim Traversieren des Graphen. Der Hersteller bezeichnet die-
ses Konzept als vertex-centric indices. Neben dem Primärschlüssel kann ein Kantenbezeichner eine
78Der Name eines Mitarbeiters ist ein Beispiel für ein einmaliges Attribut an einem Knoten, während die Personal-
nummer innerhalb der gesamten Knotenmenge eindeutig sein muss. Ein Beispiel für eine einmalige Kante ist die
Beziehung vom Angestellten zum Vorgesetzten.
79Zum Beispiel lassen sich die Attributschlüssel name und age zu einem Gruppentyp personal_data zusammenfassen
und gemeinsam abfragen.
80Besitzt eine Beziehung vom Mitarbeiter zum Projekt einen Zeitstempel, welcher den Beitritt des Mitarbeiters
datiert, und ist dieser Zeitstempel ein Primärschlüssel, dann lassen sich Anfragen wie zum Beispiel An welchen
Projekten hat Mitarbeiter x im Mai 2013 mitgearbeitet? effizient beantworten. Ohne einen entsprechenden Index
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Signatur definieren, die angibt, welche Attribute die zugehörigen Kanteninstanzen besitzen bzw.
voraussichtlich besitzen. Dies verspricht ein effizienteres Speichern und Laden von Attributen.
Kanten sind gerichtet und können standardmäßig in beide Richtungen traversiert werden, Titan
erlaubt aber auch das Definieren uni-direktionaler Kanten, welche sich nur vom Start- zum Zielkno-
ten traversieren lassen. Hierdurch kann Speicherplatz am Zielknoten gespart werden. Zu beachten
ist dabei jedoch, dass ein Löschen des Zielknotens nicht das Löschen der Kante erfordert und das
Einhalten der referentiellen Integrität damit in der Verantwortung der Anwendung liegt.
Die Identität von Knoteninstanzen wird durch eine 64-Bit-Ganzzahl repräsentiert,81 die vom
GDBMS vergeben und nach dem Löschen von Instanzen nicht wiederverwendet wird. Kanten be-
sitzen ebenfalls eine Identität, auf diese wird im Zusammenhang mit der Persistenzverwaltung
eingegangen. Unter Angabe einer Identität lässt sich auf die zugehörige Instanz zugreifen, dies
entspricht der Definition eines Primärschlüssels.
Titan verwaltet genau eine Graphdatenbank, dieser sind alle Knoten und Kanten zugeordnet. Eine
anwendungsseitige Partitionierung der Knoten- und Kantenmenge zur unabhängigen Verwaltung
von Teilgraphen ist ausschließlich unter Verwendung dedizierter Attribute möglich.
Es wird deutlich, dass Titan sehr flexibel bezüglich der Definition, Änderung und Verwendung eines
Schemas ist. Wie bei Neo4j ist die Definition von Kantenbezeichnern obligatorisch, ihre Berücksich-
tigung innerhalb der Anwendung hingegen nicht. Die hinterlegten Nutzdaten sind semi-strukturiert
und lassen sich dynamisch zur Laufzeit manipulieren. Einem Attributschlüssel können Attribut-
werte verschiedenen Datentyps zugeordnet sein, wenn auf das manuelle Erzeugen von TitanKeys
verzichtet wird. Wie die bisher betrachteten GDBMS empfiehlt auch Titan die manuelle Typ-
Definition.
4.6.2. Zugriffsmechanismen und Indexverwaltung
Titan implementiert ebenfalls die Blueprints API und stellt hinsichtlich CRUD-Operationen den
gleichen Funktionsumfang wie OrientDB zur Verfügung. Auch Titan erweitert die API um Funk-
tionen zum Erzeugen von Typen, diese sind Instanzen von TitanKey bzw. TitanLabel und lassen
sich unter Anwendung der beschriebenen Einschränkungen definieren. ein Beispiel hierfür findet
sich in Anhang A.7. Aufgrund der Implementierung der Blueprints API können alle im Rahmen
des TinkerPop-Projektes angebotenen Werkzeuge in Titan verwendet werden. Neben der bereits im
Zusammenhang mit OrientDB beschrieben Algorithmensammlung Furnace ist dies u.a. Gremlin.
CRUD-Operationen via Gremlin Gremlin ist eine imperative, graphenorientierte Anfragespra-
che für den lesenden und schreibenden Zugriff auf die Datenbasis. Das TinkerPop-Projekt bietet
Gremlin für verschiedene JVM-Sprachen an, in den nachfolgenden Beispielen wird die Groovy-
Syntax verwendet.82 Gremlin wird aufgrund ihrer Kernfunktion, dem Beschreiben abstrakter Wege
zur Traversierung des Graphen, als graph traversal language bezeichnet, das Finden von Mustern
innerhalb der Datenbasis ist ebenfalls möglich. Analog zu Cypher handelt es sich um eine nicht
81Nachzuvollziehen unter https://github.com/thinkaurelius/titan/blob/0.3.2/titan-core/src/main/java/
com/thinkaurelius/titan/core/TitanElement.java#L52.
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standardisierte Sprache, sie kann jedoch in allen GDBMS eingesetzt werden, welche die Blueprints
API implementieren und wird von Titan als primäre Anfragesprache angeboten. Nachfolgend wer-
den die grundlegenden Komponenten erläutert, die vollständige Beschreibung der Sprache kann der
offiziellen Dokumentation entnommen werden[72].
Name : Schach























































Abbildung 4.11.: Erweitertes Beispiel eines Property-Graphen. Kanten mit ausgefüllter Spitze mo-
dellieren eine n : m- Beziehung und können mehrfach innerhalb der Nachbarschaft
eines Knotens vorkommen. Kanten mit leerer Spitze modellieren eine 1 : n-, Kan-
ten mit einem Karo am Startknoten eine n : 1-Beziehung. Mitarbeiter können
folglich mit beliebig vielen Kollegen zusammenarbeiten, jedoch nur an einem Pro-
jekt mitwirken. Nur ein Mitarbeiter darf für ein Projekt verantwortlich sein, dieser
darf jedoch nicht die Verantwortung über weitere Projekte übernehmen. Hervor-
gehobene Attributschlüssel sind indexiert, Knoten können unter Angabe eines
entsprechenden Schlüssel-Wert-Paares direkt gelesen werden.
Abbildung 4.11 zeigt eine mögliche Realisierung des Mitarbeiter-Projekt-Beispiels in Titan. Zu be-
achten sind dabei die zusätzlichen Einschränkungen der einzelnen Beziehungsarten. Zur Definition
von Typen für Attributschlüssel und Kantenbezeichner erweitert Titan die Sprache um Hilfsfunk-
tionen. Zum Beispiel lässt sich ein TitanKey für den Attributschlüssel name wie folgt definieren:
g.makeType().name(’name’).unique(OUT).indexed(Vertex.class)
.dataType(String.class).makePropertyKey();
In Gremlin werden Befehle durch die Verkettung bzw. Komposition von Funktionen gebildet, ein
Befehl wird immer von links nach rechts gelesen. Im Beispiel ist g eine Referenz auf den ver-
walteten Graphen, die Funktion name(’name’) definiert den global eindeutigen Attributschlüssel,
unique(OUT) legt die Eindeutigkeit des Attributes auf Instanzebene fest, die Funktion
indexed(Vertex.class) erzeugt einen Index für Knoteninstanzen mit dem entsprechenden Attri-
but, dataType(String.class) legt den Datentyp des Attributwertes fest und makePropertyKey()
erzeugt den Typen innerhalb der Datenbasis.
Ein TitanLabel lässt sich auch durch die Verkettung der benötigten Funktionen definieren. Soll zum
Beispiel der Kantenbezeichner WORKS_IN für die zugehörige n : 1-Beziehung zwischen Mitarbeiter
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g.makeType().name(’WORKS_IN’).unique(OUT).makeEdgeLabel();
Für Kantenbezeichner legt die Funktion unique(OUT) fest, dass eine entsprechend deklarierte Kan-
teninstanz in der Menge ausgehender Kanten eines Startknotens höchstens einmal vorkommen
darf, makeEdgeLabel() erzeugt den Typen innerhalb der Datenbasis. Anzumerken ist, dass bei der
Definition eines Kantenbezeichners keine Festlegung auf bestimmte Knotentypen für Start- oder
Zielknoten erfolgt.
Gremlin ermöglicht die Manipulation der Datenbasis und stellt Funktionen für das Anlegen und
Löschen von Knoten und Kanten zur Verfügung. Nachfolgend wird beispielhaft eine Knoteninstanz
für den Mitarbeiter Eve angelegt und an eine Variable gebunden:
eve = g.addVertex([type:’Employee’,name:’Eve’,age:27]);
Titan unterstützt keine Knotenbezeichner, ist eine Unterscheidung der Instanzen erforderlich, muss
hierfür ein dediziertes Attribut definiert werden. Im gezeigten Beispiel ist dies der Attributschlüssel
type. Das Aktualisieren von Knoten- und Kantenattributen ist ebenfalls möglich und erfolgt direkt
an der Instanz.
Beim Erzeugen einer Kante gibt die Reihenfolge der Parameter die Richtung vor, der Kantenbe-
zeichner wird als Zeichenkette an die Funktion übergeben. Existiert keine zugehörige TitanLabel-
Instanz, erzeugt das GDBMS diese mit Standardeinstellungen. Der Befehl
g.addEdge(eve,projectX,’WORKS_IN’);
fügt der Datenbasis eine gerichtete Kante von Eve nach ProjectX hinzu. Kantenattribute können,
wie bereits für Knoten gezeigt, ebenfalls an die Funktion übergeben werden.
Traversierung via Gremlin Gremlin ermöglicht das algorithmische Durchlaufen des Graphen aus-
gehend entweder von einer einzelnen Knoten- bzw. Kanteninstanz oder von einer Instanzmenge.
Dabei erlaubt eine Referenz auf den Graphen mit der Anweisung g.V bzw. g.E den Zugriff auf
die gesamte Knoten- bzw. Kantenmenge. Die Auswahl einzelner oder mehrerer Instanzen erfolgt
entweder explizit unter Angabe einer Identität oder mengenorientiert anhand eines Schlüssel-Wert-
Paares:
bob = g.v(23) // direct access via ID 23
employees = g.V(’type’,’Employee’) // set oriented access
Die erste Anweisung bindet die Knoteninstanz mit der Identität 23 an die Variable bob, während in
der zweiten Anweisung die Menge aller Mitarbeiter der Variable employees zugewiesen wird. Das
Auslesen der Attributwerte erfolgt entweder durch die direkte Verkettung mit dem Attributschlüssel
(z.B. bob.name) oder durch Anwendung der map-Funktion (z.B. bob.map(’name’,’age’)).
Das Konzept der Komposition wird in Gremlin zur Definition abstrakter Wege innerhalb des Gra-
phen genutzt. Hierfür stellt die Sprache entsprechende Funktionen, sog. steps, zur Verfügung.83
Jede Funktion innerhalb der Komposition ist somit ein Schritt innerhalb des abstrakten Weges.
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Eingabeparameter der Funktion ist die jeweilige Ergebnismenge des vorhergehenden Schrittes. Sol-
len beispielsweise die ausgehenden Kanten des Mitarbeiters Bob traversiert werden, ist dies mit
folgender Verkettung möglich:
bob.out
Das Ergebnis dieser einfachen Traversierung ist eine Menge von Knoten-Identitäten, welche über
eine ausgehende Kante mit Bob verbunden sind, was durch die Richtungsfunktion out formuliert
wird. Soll direkt auf Attributwerte der adjazenten Knoten zugegriffen werden, erfordert dies das
Anfügen des entsprechenden Attributschlüssels84 (z.B. bob.out.name). Aus Sicht eines Knotens
lässt sich darüber hinaus mit Hilfe der Richtungsfunktion in bzw. both auf adjazente Knoten
zugreifen, die über eine eingehende Kante bzw. über eine Kante beliebiger Richtung mit einem
Knoten verbunden sind. Die Funktionen outE, inE und bothE ermitteln die zu einem Knoten
inzidenten Kanten, welche wiederum mittels outV bzw. inV das Abrufen ihres jeweiligen Start- bzw.
Zielknotens erlauben. Die Traversierungen bob.out und bob.outE.inV sind folglich äquivalent.
Die Einschränkung zu traversierender Kanten ist durch die Angabe von Kantenbezeichnern mög-
lich. Diese werden als Parameter an die entsprechende Richtungsfunktion übergeben. Sollen zum
Beispiel die Namen der Mitarbeiter bestimmt werden, die an einem Projekt arbeiten, für das Bob
verantwortlich ist, so lässt sich dies mit folgender Anweisung realisieren:
bob.out(’RESPONSIBLE_FOR’).in(’WORKS_IN’).name
Dabei werden im ersten Schritt die Projekte traversiert, für welche Bob direkt verantwortlich ist. Im
zweiten Schritt werden ausgehend von jedem Projekt die eingehenden Kanten vom Typ WORKS_IN
traversiert, um zu den entsprechenden Mitarbeitern zu gelangen.
Neben der Einschränkung der Kantenbezeichner kann in Gremlin auch auf Grundlage der Attri-
bute entschieden werden, ob eine Instanz bei der Traversierung berücksichtigt wird. Die Sprache
bietet hierfür die Funktion filter, die das Definieren eines sog. Closure ermöglicht. Anhand dessen
lässt sich für jedes Element einer Ergebnismenge entscheiden, ob es im nächsten Schritt berück-
sichtigt wird. Sollen zum Beispiel alle Kollegen von Bob selektiert werden, welche seit 2012 mit ihm
zusammenarbeiten und die älter als 25 sind, so ist dies wie folgt möglich:
bob.bothE(’WORKS_WITH’).filter{it.since > 2011}.bothV.filter{it.age > 25}
Ausgehend vom Startknoten werden zunächst unter Verwendung von bothE aus- und eingehende
Kanten mit dem Bezeichner WORKS_WITH traversiert. Aus der Menge der inzidenten Kanten wer-
den mittels filter{it.since > 2011} jene Instanzen ausgewählt, die das Prädikat erfüllen. Die
Variable it wird von Gremlin verwaltet und referenziert ein Element in der Ergebnismenge des
vorhergehenden Schrittes. Anschließend liest bothV Start- und Zielknoten der Kante aus und fil-
tert jene, die älter als 25 sind. Knoten- und Kanteninstanzen werden in Gremlin standardmäßig
mehrfach besucht. Bei genauer Betrachtung des Beispiels wird deutlich, dass ein Berücksichtigen
von Start- und Zielknoten auch Bob in die Ergebnismenge der Traversierung einschließt. Dies lässt
sich mit der Funktion except vermeiden:
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bob.bothE(’WORKS_WITH’).filter{it.since > 2011}.bothV.except([bob])
.filter{it.age > 25}
Innerhalb des Closure können verschiedene mathematische, boolesche und string-basierte Funk-
tionen verwendet und kombiniert werden. Entscheidend ist dabei nur, dass der Rückgabewert ein
Wahrheitswert ist.
Die bisher betrachteten abstrakten Wege sind statisch definiert und besitzen eine feste Länge. Für
das Traversieren von Wegen beliebiger Länge bietet Gremlin die loop-Funktion, die es erlaubt,
definierte Abschnitte innerhalb eines Weges zu wiederholen. Soll zum Beispiel bestimmt werden,
welche Mitarbeiter höchstens zwei Schritte von Bob entfernt sind, so ist dies mit folgender Anwei-
sung realisierbar:
bob.as(’b’).out(’WORKS_WITH’).loop(’b’){it.loops < 3}{true}
Dabei legt die Funktion as(’b’) den Beginn des zu wiederholenden Abschnittes fest, während
loop(’b’) das Ende markiert. Der erste Parameter der loop-Funktion ist ein while-Closure, wel-
ches die Abbruchbedingung für die Traversierung definiert. Die Laufvariable it.loops speichert
den Abstand zum Startknoten innerhalb einer konkreten Pfadinstanz. Das zweite Closure ist optio-
nal und legt fest, ob eine besuchte Instanz der Ergebnismenge hinzugefügt werden soll, im Beispiel
gilt dies für alle besuchten Knoten. Durch Weglassen dieser Filterbedingung werden nur die End-
knoten der gefundenen Pfadinstanzen ausgegeben.
Alternativ können durch Anfügen der Funktion path die Pfadinstanzen der Ergebnismenge hinzu-
gefügt werden. In Verbindung mit einer Einschränkung an der loop-Funktion ermöglicht dies das
Berechnen von Pfaden zwischen zwei Instanzen:
alice.as(’a’).out.loop(’a’){it.loops < 4}{it.object.name == ’ProjectX’}.path
Durch das zweite Closure werden ausschließlich jene Knoten ausgegeben, welche das entsprechende
Prädikat erfüllen. Die Funktion path gibt für jeden dieser Knoten die Pfadinstanz aus, welche zu
diesem Knoten geführt hat. Das Ergebnis ist folglich eine Menge von Pfaden mit einer maximalen
Länge von drei zwischen Alice und ProjectX. Das Auswählen des kürzesten Pfades ist durch
anschließendes Sortieren nach Pfadlänge und Einschränken der Ergebnismenge auf ein Element
möglich.
Analog zu Cypher und OrientDB-SQL unterstützt Gremlin das Gruppieren und Aggregieren von
Ergebnismengen. Da Gremlin die Verwendung von Java erlaubt, lassen sich beliebige Berechnungen
durchführen. Nachfolgend wird das Alter des ältesten Mitarbeiters bestimmt:
oldest = Integer.MIN_VALUE;
g.V(’type’,’Employee’).sideEffect{oldest=(oldest<it.age)?it.age:oldest};
Die Funktion sideEffect lässt sich dazu verwenden, den Zustand globaler Variablen zu verändern.
Im Beispiel führt der ternäre Ausdruck genau dann zur Aktualisierung der Variable oldest, wenn
der aktuelle Mitarbeiter älter als die bisher betrachteten ist.
Die Ergebnismenge wird durch die Angabe eines Intervalls eingeschränkt. Beispielsweise lässt sich
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Dabei sortiert die order-Funktion die entsprechenden Attributwerte in natürlicher Ordnung, das
Intervall [0..1] schränkt die Ergebnismenge auf die ersten beiden Elemente ein.
Mustersuche via Gremlin In den bisherigen Beispielen wurden entweder Knoten- oder Kantenin-
stanzen am Ende eines abstrakten Weges, deren Attribute oder aber komplette Pfadinstanzen als
Ergebnis einer Traversierung ausgegeben. Zusätzlich erlaubt Gremlin das Suchen und Extrahieren
von Teilgraphen innerhalb der Datenbasis. Abbildung 4.12 zeigt den bereits für die Evaluation von
Cypher verwendeten Mustergraphen.
Name : Schach





























type : Employee type : Project
Abbildung 4.12.: Beispiel für einen Mustergraphen: Der grau hinterlegte Knoten ist eine Konstante
und stellt die Bindung zur Datenbasis her, weiß hinterlegte Knoten sind Variablen,
welche während der Mustersuche gebunden werden.
Da sich dieses Muster nicht als lineare Sequenz von Knoten und Kanten darstellen lässt, wurde
es in Cypher in zwei abstrakte Wege geteilt. Gremlin begegnet dieser Situation mit dem sog.
Backtracking. Mit Hilfe der back-Funktion lässt sich an einem beliebigen Punkt innerhalb des
abstrakten Weges entweder eine feste Anzahl von Schritten oder direkt zu einem definierten Punkt
zurückgehen. Das folgende einfache Beispiel soll dies verdeutlichen, es werden alle Kollegen von
Alice gesucht, die mit Kollegen zusammenarbeiten, welche älter als 25 sind:
alice.out(’WORKS_WITH’).as(’a’).out(’WORKS_WITH’).filter{it.age>25}.back(’a’)
Dabei werden die adjazenten Knoten von Alice mit as(’a’) markiert, anschließend werden wie-
derum deren adjazente Knoten dem geforderten Prädikat entsprechend eingeschränkt. Erfüllt ein
Nachbar das Prädikat, springt die Traversierung auf den vorher besuchten Knoten zurück und gibt
ihn aus.
Dieses Konzept kann für die Mustersuche genutzt werden. In Abbildung 4.12 ist Alice die Kon-
stante innerhalb des Musters mit der Bindung an die Datenbasis, die Variablen sind b, c und d. Für
Kanten- und Knoteninstanzen sind Einschränkungen hinsichtlich ihres Typs bzw. ihres Bezeichners
festgelegt. Die nachfolgende Anfrage sucht alle Teilgraphen innerhalb der Datenbasis und bindet
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.table(t); // store results into t
Zunächst wird eine Table-Datenstruktur erzeugt, welche die gefundenen Instanzen aufnimmt. In
Schritt 1 wird die Konstante Alice an den Bezeichner a gebunden, anschließend werden die ausge-
henden WORKS_WITH-Beziehungen traversiert und die Menge der Zielknoten auf jene eingeschränkt,
die vom Typ Employee sind.85 Die Menge der Knoten wird der Variable b zugewiesen. Anschließend
werden in Schritt 3 deren Projekte selektiert und an die Variable d gebunden. Mittels Backtracking
wird in Schritt 4 zurück zu den Projektleitern gegangen. Von diesen ausgehend erfolgt anschließend
das Traversieren der ausgehenden WORKS_WITH-Beziehungen. Die Menge der Zielknoten wird ent-
sprechend ihres Typs gefiltert und der Variable c zugewiesen. Dabei wird eine eventuell existierende
Kante zu a nicht berücksichtigt. In Schritt 6 werden alle inzidenten Kanten der Elemente in c tra-
versiert und dabei mittels retain nur jene Start- bzw. Zielknoten berücksichtigt, die a entsprechen.
Im letzten Schritt werden die gefundenen Instanzen in die vorher definierte Tabelle eingefügt. Jede
Zeile innerhalb dieser Tabelle entspricht einem gefundenen Teilgraph innerhalb der Datenbasis.
Die gezeigten Beispiele gewähren einen ersten Einblick in die Ausdrucksstärke der Sprache. Durch
die Universalität in Bezug auf Programmierbarkeit ist Gremlin ein mächtiges Werkzeug in der
Verarbeitung von Graphen. Optimierungen in der Anfrageausführung sind in erster Linie von der
Implementierung des jeweiligen GDBMS abhängig. Gremlin selbst nutzt, wenn vorhanden, globale
Indexstrukturen für das effiziente Auffinden von Knoten und Kanten anhand ihrer Attribute, sowie
die bereits erwähnten knoten-zentrierten Indizes. Der Ausführungsplan lässt sich ebenfalls ausge-
ben, was eine manuelle Optimierung zulässt. Auf konkrete Optimierungsmechanismen wird in [72]
eingegangen.
4.6.3. Persistenz-, Index- und Cacheverwaltung
Titan bildet den Graphen auf ein Datenmodell ab, das nicht für die native Verarbeitung vernetzter
Informationen konzipiert ist. Es handelt sich um das Key-Column-Value-Modell (KCV), welches
von Google entwickelt wurde und im Datenbanksystem BigTable Verwendung findet[11]. Es wird
u.a. von Apache Cassandra und Apache HBase implementiert und erweitert das Key-Value-Modell
um eine zusätzliche Dimension: Jedem Key ist eine Menge von Einträgen zugeordnet, wobei jeder
Eintrag aus einem eigenen Bezeichner (Column) und einem zugeordneten Wert (Value) besteht.
Das Modell ist folglich mit einer Tabelle im relationalen Datenmodell vergleichbar, wobei jede Zeile
individuell verschiedene Attribute besitzen kann.
Eine Beschreibung der Persistenzverwaltung ist bisher nicht Teil der offiziellen Dokumentation des
85Die Funktion has(key, value) ist eine Kurzform der filter-Funktion und liefert true, wenn die entsprechende
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GDBMS86. Die nachfolgenden, vereinfachten Erläuterungen basieren auf den Resultaten eines Re-
verse Engineering[23] mit Stand Juni 2013 und einer teilweisen Untersuchung des Quelltextes. Die
Persistenzverwaltung lässt sich in zwei Schichten unterteilen: Eine Speicherschicht, welche für die
Verwaltung der Informationen innerhalb des KCV-Modells verantwortlich ist und eine Datenbank-
schicht, welche die Informationen in das Property-Graph-Modell überführt und für die Anwendung
zur Verfügung stellt. Nachfolgend wird die Abbildung innerhalb der Speicherschicht erläutert.
Titan verwendet mehrere KCV-Datenbanken für die Speicherung der Datenbasis und interner In-
dexstrukturen. Der EdgeStore beinhaltet die Topologie des Graphen sowie die an Knoten und
Kanten hinterlegten Nutzdaten, wie in OrientDB werden diese in Titan nicht getrennt voneinander
gespeichert. Abbildung 4.13 zeigt die vereinfachte Darstellung eines Knotens im KCV-Modell am













Abbildung 4.13.: Vereinfachte Darstellung der Repräsentation eines Datensatzes im EdgeStore.
Grau hinterlegte Bereiche dienen der Beschreibung der einzelnen Komponenten
innerhalb des Datensatzes.
Die Speicherung erfolgt knoten-zentriert: Unter Angabe einer Knoten-Identität kann auf den zu-
gehörigen Datensatz zugegriffen werden. Ein Eintrag innerhalb des Datensatzes repräsentiert ent-
weder die Werte eines Knotenattributes oder die Kanteninstanzen zu einem Kantenbezeichner. Die
Unterscheidung erfolgt anhand der Column eines Eintrages, die entweder ein TitanKey oder ein
TitanLabel ist. In der Abbildung wird der Typ durch seinen global eindeutigen Namen dargestellt
(z.B. age).87
Handelt es sich um einen als UNIQUE deklarierten Typ, so ist dem Eintrag genau ein Wert zugeord-
net, was im Beispiel auf alle Attributschlüssel des Knotens zutrifft. Im Gegensatz dazu werden die
Werte gewöhnlicher Typen zusammen gespeichert. Die Abbildung verdeutlicht dies am Beispiel der
WORKS_WITH-Beziehung: Alle Kanteninstanzen mit dem entsprechenden Bezeichner sind einer Co-
lumn zugeordnet. Jede Instanz wird dabei durch einen eigenen Eintrag repräsentiert. Dieser besitzt
eine eindeutige Identität, im Beispiel sind dies die Werte 1 und 2. Wird beim manuellen Erzeugen
eines TitanLabel ein Primärschlüssel angegeben, so wird der entsprechende Attributwert als Iden-
tität verwendet. Die Einträge einer Column werden sortiert nach dieser Identität gespeichert, was
bedeutet, dass bei entsprechender Werteinschränkung ein effizientes Suchen innerhalb der Einträge
möglich ist.88
Die WORKS_WITH-Beziehung ist keine unidirektionale Kante und lässt sich somit in beiden Richtun-
86Laut Mailing-Liste ist eine entsprechende Dokumentation für Version 0.4.0 des GDBMS geplant: https://groups.
google.com/forum/?hl=de#!topic/aureliusgraphs/ixPXcG4UvSQ.
87Instanzen von TitanKey und TitanLabel werden ebenfalls innerhalb des EdgeStore gespeichert, ihre Attribute
setzen sich aus dem Namen und den definierten Integritätsbedingungen zusammen.
88An dieser Stelle wird deutlich, warum Aurelius die manuelle Typisierung von Attributwerten empfiehlt: Durch die
Vergabe eines Datentyps besitzt jeder Eintrag eine feste Länge und die Berechnung der absoluten Position inner-
halb der serialisierten Wertemenge ist effizient möglich. Werden hingegen beliebige Datentypen als Attributwert
zugelassen, erfordert dies die gemeinsame Speicherung von Typ-Information und Wert. Ein Eintrag besitzt somit
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gen traversieren. Die entsprechenden Kanteninformationen sind demzufolge an Start- und Zielkno-
ten gespeichert. Im Beispiel ist dies die ausgehende Kante zu Bob (ID 23) und die eingehende Kante
von Eve (ID 31). Kantenattribute werden als assoziatives Array innerhalb des Wertes redundant
hinterlegt.
Der Aufwand, die Nachbarschaft eines Knotens abzufragen, ist wesentlich vom eingesetzten Spei-
chersystem abhängig. Apache Cassandra basiert auf einer verteilten Hashtabelle und erlaubt den
Zugriff auf einen Eintrag im Datensatz in konstanter Zeit[36], während in BerkeleyDB der Aufwand
in einem logarithmischen Verhältnis zur Anzahl der Einträge steht. Ein Defizit bei Verwendung von
BerkeleyDB ist die fehlende Unterstützung der beschriebenen knoten-zentrierten Speicherung: Ti-
tan bildet das KCV-Modell auf das von BerkeleyDB verwendete Key-Value-Modell ab, indem es
für jedes Column-Value-Paar innerhalb eines Datensatzes ein eigenes Key-Value-Paar erzeugt und
in das Speichersystem einfügt.89 Daraus ergibt sich, dass der Umfang der hinterlegten Einträge in
BerkeleyDB der Anzahl der Einträge in allen Datensätzen einer äquivalenten KCV-Repräsentation
entspricht.90
Indexverwaltung Sind die Identitäten der Knoten und Kanten nicht bekannt, bietet das GDBMS
mit internen und externen Indexstrukturen zwei Mechanismen für den performanten Zugriff auf die
hinterlegten Informationen. Die internen Indexstrukturen sind der VertexIndex und der EdgeIndex,
die den Zugriff auf Knoten- bzw. Kanteninstanzen unter Angabe eines Schlüssel-Wert-Paares er-
lauben. Beide Indizes werden jeweils durch eine KCV-Datenbank repräsentiert, die Identifikation
eines Datensatzes erfolgt unter Angabe eines Attributwertes. Die Einträge in der entsprechenden
Zeile bestehen aus dem Attributschlüssel als Column, den Wert bildet die Menge der Knoten- bzw.
Kanten-Identitäten, welche das zugehörige Schlüssel-Wert-Paar aufweisen. Abbildung 4.14 verdeut-
licht dies am Beispiel des Attributwertes Employee. Die Syntax für das Anlegen eines Index wurde












Abbildung 4.14.: Vereinfachte Darstellung der Repräsentation eines Datensatzes im VertexIndex.
Grau hinterlegte Bereiche dienen lediglich der Beschreibung der einzelnen Kom-
ponenten innerhalb des Datensatzes.
Im Beispiel sind dem Schlüssel-Wert-Paar ("type","Employee") die Knoten-Identitäten der drei
Mitarbeiter (23, 31 und 42) zugeordnet. Der Aufbau des EdgeIndex ist analog.91 Die Indexstruk-
turen werden vom GDBMS in Anfragen berücksichtigt und bei der Manipulation der Datenbasis
automatisch aktualisiert.
89Dies lässt sich im Quelltext unter https://github.com/thinkaurelius/titan/blob/0.3.2/
titan-core/src/main/java/com/thinkaurelius/titan/diskstorage/keycolumnvalue/keyvalue/
OrderedKeyValueStoreAdapter.java#L73 nachvollziehen.
90Diese Vermutung wurde auf der Mailing-Liste durch die Entwickler bestätigt: https://groups.google.com/forum/
?hl=de#!topic/aureliusgraphs/ixPXcG4UvSQ.
91Die Identität einer Kante setzt sich aus der Identität ihres Startknotens, dem Bezeichner und der ID des entspre-
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Die internen Indexstrukturen erlauben lediglich die Suche nach exakten Übereinstimmungen mit
definierten Attributwerten. Sollen darüber hinaus komplexere Anfragen durch einen Index unter-
stützt werden, ist dies über das Einbinden eines externen Index möglich. Titan bietet aktuell zwei
Implementierungen an: ElasticSearch92 und Apache Lucene, die beide volltext-basierte und räumli-
che Anfragen sowie Bereichsanfragen unterstützen. ElasticSearch wird von Aurelius für den Einsatz
in einer verteilten Konfiguration empfohlen, während Lucene vorrangig für kleinere, zentrale In-
stallationen des GDBMS genutzt werden soll.
Cacheverwaltung Titan setzt Caches ausschließlich bei der Transaktionsausführung ein:93 Jeder
Transaktion ist dabei ein dedizierter Object-Cache zur Zwischenspeicherung von Objektrepräsen-
tationen deserialisierter Knoteninstanzen zugeordnet. Der Cache wird durch eine Hashtabelle mit
fester initialer Größe realisiert und sieht keine Verdrängung von Objekten vor.94 Ein Eintrag in-
nerhalb des Caches entspricht der Repräsentation eines Knotens innerhalb des KCV-Modells, d.h.
alle Attribute und inzidente Kanten eines Knotens werden einem Java-Objekt zugeordnet. Bei ei-
ner Leseoperation wird zunächst geprüft, ob sich die angeforderte Information bereits im Cache
befindet. Ist dies nicht der Fall, wird auf das jeweilige Speichersystem zugegriffen und das Ergeb-
nis im Cache abgelegt. Alle nachfolgenden Zugriffe auf das gleiche Objekt werden für die Dauer
der Transaktion aus dem Cache beantwortet. Wird nur auf einzelne Attribute oder Kanten eines
Knotens zugegriffen, werden auch nur diese aus dem Speichersystem geladen. Daraus geht hervor,
dass sich Teile der Knoteninformation im Cache oder im Speichersystem befinden können, folglich
werden alle Zugriffe mit den Informationen aus dem Cache integriert.
Nach Abschluss der Transaktion wird der Cache verworfen und die referenzierten Objekte durch
den Garbage Collector verdrängt. Titan 0.3.2 eignet sich demnach weniger für die Verwaltung um-
fangreicher Ergebnismengen, da alle gelesenen Objektinstanzen bis zum Transaktionsende im Cache
gehalten werden. Dies ist insbesondere für den eingebetteten Betrieb relevant, da sich hier GDBMS
und Anwendung den Heap-Speicher der JVM teilen.95
4.6.4. Verteilung und Skalierbarkeit
Das GDBMS implementiert selbst keine Verteilungsmechanismen, sondern überlässt Replikation
und Partitionierung dem eingesetzten Speichersystem. Stellvertretend wird nachfolgend der Vertei-
lungsmechanismus von Apache Cassandra kurz vorgestellt.
Durch die Unterstützung einer fragmentierten Replikation, bietet Apache Cassandra neben der hori-
zontalen Skalierbarkeit von Lese- und Schreibzugriffen sowie des Datenvolumens auch eine Toleranz
gegenüber Systemausfällen. Die Zuweisung der Daten zu den Rechnern im Cluster erfolgt durch die
Partitionierung des Wertebereiches einer Hash-Funktion, wobei jedem Rechner ein Abschnitt des
Wertebereiches zugewiesen ist. Unter Angabe des Zeilenschlüssels wird der Hash-Wert berechnet
92http://www.elasticsearch.org/
93BerkeleyDB, Apache Cassandra und HBase bieten darüber hinaus eigene Caching-Mechanismen an, welche jedoch
nicht im Rahmen der Arbeit erläutert werden.
94Nachzuvollziehen unter https://github.com/thinkaurelius/titan/blob/0.3.2/titan-core/src/main/java/
com/thinkaurelius/titan/graphdb/transaction/vertexcache/SimpleVertexCache.java#L20.
95Das Problem wurde auch von Aurelius erkannt, der Cache wird in der nachfolgenden Version um eine LRU-




4. Funktionaler Vergleich von Graphdatenbanksystemen
und die zugehörige Zeile der entsprechenden Partition zugeordnet. Ein Replikations-Faktor legt
fest, auf welche Anzahl von Rechnern ein Teilbereich der Datenbasis redundant abgelegt ist. Die
Verteilungsinformationen liegen an allen Rechnern im Cluster vor, jeder Rechner kann folglich Lese-
und Schreibzugriffe entgegennehmen und als Koordinator fungieren.
Schreibzugriffe werden vom Koordinator an alle Replikate eines Teilbereiches weitergeleitet. Ein
anwendungsseitig definiertes Konsistenz-Level legt fest, auf wie vielen Replikaten der Schreibzu-
griff erfolgreich sein muss, bevor eine Bestätigung an die Anwendung gesendet wird.96 Cassandra
stellt sicher, dass alle Replikate letztendlich konsistent sind. Das Konsistenz-Level bildet folglich
den Kompromiss zwischen Schreibperformance und Fehlertoleranz.
Bei lesenden Zugriffen wird ebenfalls ein Konsistenz-Level definiert. Es legt fest, an wie viele Repli-
kate eine Anfrage vom Koordinator weitergeleitet wird. Werden mehrere Replikate angefragt, prüft
der Koordinator die Konsistenz der gelesenen Informationen. Sind diese nicht konsistent, wird der
aktuelle Wert auf Basis eines Zeitstempels ermittelt und an die Anwendung zurückgegeben. Das
Konsistenz-Level stellt bei Lesezugriffen folglich den Kompromiss zwischen Leseperformance und
Aktualität der Daten dar.
Die eingesetzte Hash-Funktion garantiert eine gleichmäßige Verteilung der Datenbasis auf das Clus-
ter, folglich können logisch benachbarte Knoten physisch getrennt gespeichert sein. Die Dokumen-
tation von Titan beschreibt nicht, inwieweit die Verteilung beeinflusst werden kann. In [68] erwähnt
Aurelius die Verwendung einer domänenspezifischen Partitionierung des Graphen, geht dabei je-
doch nicht auf Details ein. Das Konsistenz-Level für lesende und schreibende Zugriffe lässt sich,
neben weiteren Einstellungen, im GDBMS konfigurieren und ist standardmäßig auf die Mehrheit
der Replikate festgelegt. Damit wird gewährleistet, dass gelesene Daten immer aktuell sind.
4.7. Zusammenfassung, Vergleich und Auswahl
In diesem Abschnitt werden die Ergebnisse der vorangegangenen funktionalen Analyse zusammen-
gefasst. Die tabellarische, kategorisierte Gegenüberstellung der Eigenschaften betrachteter Graph-
datenbanksysteme dient als Bewertungsgrundlage für die Eignung im beschriebenen Forschungs-
vorhaben. Ziel ist es, die Menge der Systeme anhand ihrer funktionalen Eigenschaften weiter einzu-
grenzen und die ausgewählten GDBMS in der sich anschließenden technischen Analyse hinsichtlich
ihrer Leistungsfähigkeit final einander gegenüberzustellen.
Kategorisierung und Dokumentation In Tabelle 4.6 werden allgemeine Informationen zusam-
mengefasst und die Systeme in die in Abschnitt 3.3.1 vorgestellten Kategorien eingeteilt.
Zur Analyse eines Systems ist die offizielle Dokumentation erster Anlaufpunkt. Neo4j verfügt über
eine umfassende, detaillierte und vor allem aktuelle Dokumentation, welche ausführlich auf Zugriffs-
mechanismen eingeht und auch Implementierungstechniken kurz beschreibt. Im Gegensatz dazu ist
die Dokumentation zu OrientDB in Teilen unvollständig und mit dem aktuellen Entwicklungsstand
des GDBMS nicht konsistent. Insbesondere bei der Analyse des Speichersystem musste auf den
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Hersteller Neo Technology Kobrix Software Orient Technologies Aurelius
Lizenz GPLv3 LGPL Apache 2.0 Apache 2.0
Version (Jahr) 2.0.0-M04 (2013) 1.2 (2012) 1.5.1 (2013) 0.3.2 (2013)
Sprache Java, Scala Java Java Java
Dokumentation +++ ++ + ++






Verarbeitung nativ nicht-nativ nativ nativ
Speicherung nativ nicht-nativ nicht-nativ nicht-nativ
Eingebettet X X X X
Client-Server X - X X




zentriert - - - -
Tabelle 4.6.: Allgemeine Informationen zu den verglichenen Graphdatenbanksystemen und deren
Kategorisierung.
Quelltext zurückgegriffen werden. Generell konzentriert sich die Dokumentation von OrientDB auf
die Verwendung als Dokumentendatenbank, die graphenorientierten Erweiterungen von SQL wer-
den nur anhand minimalistischer Beispiele beschrieben.
Die Dokumentationen zu HyperGraphDB und Titan bieten gut strukturierte, aktuelle Informatio-
nen; HyperGraphDB geht dabei auch auf Implementierungsdetails ein und Titan profitiert von den
sehr guten Dokumentationen des TinkerPop-Projektes. Eine Quelltextrecherche war jedoch auch
bei diesen Systemen im Zusammenhang mit der Persistenzverwaltung notwendig. Neben den Do-
kumentationen bieten alle Hersteller offizielle Mailinglisten an, dabei sind die Listen von Neo4j,
OrientDB und Titan im Vergleich zu HyperGraphDB deutlich aktiver. Insbesondere bei Neo4j ent-
steht der Eindruck, dass sich zahlreiche Entwickler und Nutzer einbringen, neben der offiziellen
Dokumentation finden sich viele Präsentationen, Blog-Artikel, Twitter-Nachrichten oder Forenbei-
träge mit Bezug zum GDBMS und dessen Anwendungen.
Die Kategorisierung verdeutlicht, dass nur Neo4j als vollständig natives GDBMS eingeordnet wer-
den kann, da es als einziges das PGM auf ein explizit dafür entwickeltes Speichersystem abbildet.
Die Einbettung in Java-Anwendungen ist in allen Systemen möglich. HyperGraphDB bietet keine
Unterstützung für den entfernten Zugriff und muss bei Bedarf erweitert werden. Ein hauptspeicher-
zentriertes Speichersystem wird von keinem der Systeme unterstützt.
Datenmodell Bei der Analyse des jeweiligen Datenmodells wurde festgestellt, dass eine Model-
lierung entsprechend dem PGM in allen Systemen möglich ist. Eine sich daraus ergebende weitere
Gemeinsamkeit ist die hohe Flexibilität bezüglich Schemaänderungen, ohne dass bestehende Nutz-
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tegration heterogener Geschäftsinformationssysteme. In Tabelle 4.7 sind die wichtigsten Merkmale
gegenüberstellt.
GDBMS Neo4j HyperGraphDB OrientDB Titan
Datenmodell PGM PHGM PGM PGM
Typsystem - X(Klassen) X(Klassen) X(Attributschlüssel,Kantenbezeichner)
Vererbung - mehrfach einfach -
Knotenbezeichner X(optional) X X -
Kantenbezeichner X X(optional) X X
Attributschema - X X(optional) -
dynamische Sche-


















Tabelle 4.7.: Gegenüberstellung der wesentlichen Eigenschaften des jeweiligen Datenmodells.
Neo4j bietet nur wenig Funktionalität für die Einflussnahme auf das Schema der hinterlegten Daten
und übergibt einen Großteil der Verantwortung hinsichtlich Schemaverwaltung und Konsistenzer-
haltung an die Anwendung. Eine Erweiterung des PGM stellen die Knotenbezeichner dar, mit ihnen
lassen sich Knoteninstanzen beliebig vielen Gruppen zuordnen, was zum Beispiel für die Untertei-
lung in Stammdaten und transaktionale Daten genutzt werden kann. Die Einbettung geschachtelter
Objekte als Attributwerte ist in Neo4j nicht möglich und muss bei Bedarf durch dedizierte Knoten
realisiert werden.
HyperGraphDB hingegen stellt mit dem Atom-Modell einen generischen Ansatz für die Abbildung
komplexer Strukturen mit n-ären und höherwertigen Beziehungen zur Verfügung. Eine Folge der ho-
hen Ausdrucksstärke ist die stellenweise wenig intuitive Verwendung, so muss der Ordnung innerhalb
der Zielmenge grundsätzlich eine Semantik zugewiesen werden. Da es sich bei den beschriebenen In-
formationsnetzwerken vorrangig um binäre Beziehungen handelt und n-äre Relationen auch durch
mehrfache binäre Relationen ausgedrückt werden können, ist die Implementierung des PHGM kein
wesentlicher Vorteil gegenüber den anderen Systemen. Ungeachtet dessen erlaubt HyperGraphDB
die Definition komplexer Typsysteme und eine Verwendung beliebiger Objektkompositionen zur
Beschreibung der Nutzdaten.
Im Gegensatz zu Neo4j und Titan kann in OrientDB unter Verwendung von Dokumentenklas-
sen eine Schemadefinition realisiert werden, dabei ist insbesondere die Vielzahl attributbezogener
Integritätsbedingungen hervorzuheben. Die Möglichkeit, Attribute als obligatorisch zu deklarie-
ren, stellt dabei einen Kompromiss zwischen selbstbeschreibender und strukturierter Datenhaltung
dar. Durch die Unterstützung eingebetteter Beziehungen sind beliebige Objektkompositionen an
Knoten- und Kanteninstanzen möglich.
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Knotenbezeichnern wird jedoch nicht unterstützt. Das GDBMS erlaubt als einziges im Vergleich
die mehrfache Verwendung von Attributschlüsseln an Knoten und Kanten sowie die Einschränkung
der Kardinalität der an einer Beziehung beteiligten Instanzen. Infolge der Definition von Attri-
butschlüsseln lässt sich darüber hinaus der Datentyp und somit der Wertebereich der Attributwerte
einschränken. Titan unterstützt im Gegensatz zu Neo4j auch assoziative Arrays als Datentyp und
erlaubt somit das Abbilden verschachtelter Objekte. Das Konzept der knoten-zentrierten Indizes
ist ein weiteres Alleinstellungsmerkmal und kann insbesondere in umfangreichen Informationsnetz-
werken mit einer Vielzahl verschiedener, attributierter Beziehungen vorteilhaft sein.
Zugriffsmechanismen Die Systeme wurden hinsichtlich ihrer Eignung für die in Abschnitt 3.5.2
beschriebenen graphenspezifischen Operationen untersucht, Tabelle 4.8 fasst die Ergebnisse zusam-
men.
Die Manipulation der Datenbasis ist in allen Systemen möglich, wird zusätzlich ein Typsystem
angeboten, stehen entsprechende Methoden für dessen Definition bereit. Beim Auslesen der Daten
kann die Selektion von Teilmengen durch die Angabe von Prädikaten realisiert werden. Ausgehend
von Knoten- und Kanteninstanzen erlauben die Systeme den Zugriff auf die jeweiligen inzidenten
Mengen und das Auslesen ihrer Attribute. Folglich eignen sich die imperativen Java APIs in allen
Systemen für die Implementierung eigener Graphalgorithmen.
GDBMS Neo4j HyperGraphDB OrientDB Titan
Zugriffsmechanismen
Java API X X X X
Traversal API X X X X




CRUD X X X X
Mengenorientiert X X X X
Traversierung X X X X
Mustersuche X - X X
Aggregation X - X X
Gruppierung X - X X
Summierung - - - -














Tabelle 4.8.: Gegenüberstellung der Zugriffsmechanismen und unterstützter Operationen in den
betrachteten GDBMS.
Neo4j bietet im Vergleich den größten Funktionsumfang für die Verarbeitung der hinterlegten Da-
ten an. Für die algorithmische Traversierung steht das Traversal Framework zur Verfügung: Die




4. Funktionaler Vergleich von Graphdatenbanksystemen
bezeichner und -richtung können konfiguriert werden; durch die Einbettung in Java lassen sich
beliebige Entscheidungslogiken implementieren. Das Prüfen der Erreichbarkeit ist folglich ebenfalls
möglich. Das GDBMS implementiert darüber hinaus eigene Graphalgorithmen zur Suche kürzester
Pfade in gewichteten und ungewichteten Graphen und für das Finden aller Wege zwischen definier-
ten Instanzen, es unterstützt dabei als einziges die Definition von Filterkriterien.
Neben dem Traversal Framework können alternativ die Anfragesprachen Gremlin und Cypher für
die Traversierung genutzt werden. Kernelement von Cypher ist das Kombinieren mehrerer abstrak-
ter Wegdefinitionen zu Mustergraphen. Der deklarative Charakter ermöglicht dabei ein dem PGM
entsprechendes intuitives Formulieren komplexer Strukturen. Mustergraphen lassen sich optional
an die Datenbasis binden und ihren Elementen Variablen zuweisen, deren Instanzmengen können
wiederum durch Prädikate eingeschränkt werden.
Eine topologische Summierung des Graphen wird von keinem der Systeme unterstützt. Die Aggre-
gation von Nutzdaten und die damit verbundene Gruppierung sind in Neo4j möglich. Hierfür bietet
Cypher eine Vielzahl von Funktionen zur Berechnung von Aggregaten sowie zur Manipulation der
Ergebnismenge.
HyperGraphDB weist im Vergleich den geringsten Funktionsumfang graphenspezifischer Operatio-
nen auf, bietet jedoch durch eine offene Architektur die Möglichkeit eigener Implementierungen. Der
Zugriff auf die Datenbasis erfolgt ausschließlich in Java. Wie auch bei Neo4j wird ein Framework für
die Traversierung des Graphen bereitgestellt, dieses ist jedoch weniger mächtig. Filterkriterien für
Knoten- und Kanteninstanzen lassen sich durch Prädikate formulieren, alle weiteren Eigenschaften
der Traversierung müssen via Java realisiert werden. Sollen Pfadinstanzen als Ergebnis zur Verfü-
gung stehen, so liegt dies in der Verantwortung des Programmierers.
Die Definition von Mustergraphen ist in HyperGraphDB nicht möglich, das integrierte, prädikat-
basierte Anfragesystem ist ausschließlich mengenorientiert und erlaubt keine Definition von Va-
riablen zur Extraktion von Teilgraphen. Das Aggregieren und Gruppieren von Nutzdaten muss
ebenfalls durch anwendungsseitig implementierte Funktionen erfolgen.
Der in OrientDB verwendete SQL-Dialekt eignet sich primär für die mengenorientierte Verarbeitung
semi-strukturierter Daten in Form von Dokumenten. Die von SQL gewohnte Aggregation und Grup-
pierung von Nutzdaten wird in diesem Zusammenhang unterstützt. Wird OrientDB als GDBMS
genutzt, müssen für die Datenmanipulation dedizierte Befehle verwendet werden. Das Traversieren
erfolgt durch einen speziellen SQL-Operator, Filter- und Abbruchkriterien werden durch Selektion
realisiert, was bei einer komplexen Traversierung die Schachtelung von Anfragen erfordert. Insge-
samt betrachtet sind die graphenspezifischen SQL-Erweiterungen wenig intuitiv, in Verbindung mit
der unzureichenden, inkonsistenten Dokumentation gestaltete sich ihre Verwendung im Vergleich zu
Cypher und Gremlin als schwierig bis unmöglich. Im Rahmen der Analyse kam es darüber hinaus
zu falschen Ergebnissen der integrierten Pfadsuchalgorithmen, ein entsprechender Eintrag auf der
Mailingliste blieb bisher unbeantwortet.97 Die Verwendung des SQL-Dialektes für die Realisierung
einer Mustersuche innerhalb des Graphen ist nicht dokumentiert.
Da OrientDB die Blueprints API implementiert, lässt sich Gremlin für graphenspezifische Opera-
tionen einsetzen. Die im Zusammenhang mit Titan beschriebene Traversierung und Mustersuche
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ist somit auch in OrientDB anwendbar. Weiterhin stehen für das Berechnen kürzester Pfade die im
TinkerPop-Projekt angebotenen Graphalgorithmen zur Verfügung.
Titan ist eine native Implementierung der Blueprints API und bietet Gremlin als primäre Anfra-
gesprache an. Diese kann sowohl für die Manipulation der Datenbasis als auch für Traversierung
und Mustersuche genutzt werden. Die Sprache wurde speziell für das PGM entwickelt und eignet
sich in besonderem Maße für die intuitive Beschreibung abstrakter Wege. Durch die Integration
in Groovy bzw. Java kann Programmlogik in Form von Seiteneffekten während der Traversierung
ausgeführt werden, somit lassen sich zum Beispiel das Berechnen von Aggregaten oder eine Ab-
bruchbedingung für Pfadsuchen realisieren. Analog zu OrientDB können die im TinkerPop-Projekt
angebotenen Graphalgorithmen in Titan verwendet werden.
Die Definition eines Mustergraphen ist in Gremlin ebenfalls möglich, sie gestaltet sich im Vergleich
zu Cypher jedoch aufwendiger, da eine Fragmentierung des Musters nur durch mehrere Anwei-
sungen und das Zwischenspeichern von Ergebnismengen möglich ist. Alternativ kann das Konzept
des Backtracking eingesetzt werden, dies führt jedoch zu komplexen, möglicherweise unübersichtli-
chen Anfragen. Auch hier lässt sich eine beliebige Anzahl von Konstanten und Variablen innerhalb
des Musters festlegen und Instanzen gefundener Teilgraphen können als Ergebnis zurückgegeben
werden.
Persistenz-, Cache- und Indexverwaltung Die Repräsentation des Graphen auf dem Externspei-
cher bzw. im verwendeten Speichersystem wurde ebenfalls betrachtet, um auf dieser Grundlage die
Performance graphenspezifischer Operationen theoretisch einschätzen zu können. Darüber hinaus
spielen Caches und Indexstrukturen beim Zugriff auf die hinterlegten Informationen eine wichtige
Rolle, weswegen diese ebenfalls untersucht wurden. Tabelle 4.10 fasst die Ergebnisse der Analyse
zusammen.
Im Vergleich bietet Neo4j als einziges GDBMS eine Speicherung an, die explizit für die Abbildung
eines Property-Graphen entwickelt und optimiert wurde. Die Differenzierung in Topologie und
Nutzdaten wird durch eine Aufteilung in mehrere Stores weiter verfeinert. Die Verwendung fester
Satzlängen und die Verwaltung doppelt verketteter Listen ermöglichen es, bereits in der physischen
Repräsentation die Nachbarschaft eines Knotens unabhängig von der Größe des Graphen effizient
zu berechnen, ohne dass dabei ein zusätzlicher Index berücksichtigt werden muss. Ein Nachteil,
welchen jedoch alle untersuchten GDBMS aufweisen, ist die fehlende Abbildung einer logischen auf
eine physische Adjazenz.
HyperGraphDB trennt ebenfalls Topologie und Nutzdaten, dabei ist jedoch zu beachten, dass das
Typsystem Teil des Graphen ist. Die Abbildung auf mehrere Key-Value-Datenbanken in Berke-
leyDB führt dazu, dass die Performanz der Traversierung von der Größe des gesamten Graphen
abhängt, da jeder Zugriff auf ein Graphelement eine Suche im B-Baum zur Folge hat. Dies gilt
sowohl für das Bestimmen der Inzidenzliste eines Atoms, als auch für das Auslesen der Nutzdaten.
Dass sich diese Abbildung negativ auf die Gesamtperformance des Systems auswirkt, wurde bereits
in [20] und [28] gezeigt.
OrientDB bildet den Graphen auf ein Dokumentenmodell ab und speichert dabei Nutzdaten und Be-
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GDBMS Neo4j HyperGraphDB(BerkeleyDB) OrientDB Titan
Persistenzverwaltung
Realisierung Store-Konzept Key-Value-Modell Dokument-Modell Key-Column-Value-Modell
Trennung Topolo-
gie, Nutzdaten X X - -






























Primärindex X X X X
Sekundärindex X X X X
mehrdimensional - - X -




Neo4j Spatial - -
Elastic Search,
Apache Lucene
Tabelle 4.9.: Gegenüberstellung der Persistenz-, Cache- und Indexverwaltung in den untersuchten
GDBMS.
in Cluster ermöglicht es dabei, die in einer Anfrage zu berücksichtigenden Datensätze einzuschrän-
ken. Aufgrund der festen Satzlänge innerhalb eines Clusters ist der Zugriff auf die Nachbarschaft
eines Knotens analog zu Neo4j in konstanter Zeit und ohne zusätzlichen Index möglich. Ungeachtet
dessen weist das Speichersystem von OrientDB mehrere Defizite auf: Die Cluster-Datei stellt eine
zusätzliche Indirektion im Zugriff auf die hinterlegten Daten dar, durch die variable Satzlänge im
Data Segment wird beim Zugriff auf einzelne Attribute oder Beziehungen zunächst das gesamte
Dokument vom Hintergrundspeicher geladen und anschließend die relevanten Informationen extra-
hiert. Werden darüber hinaus Kantenattribute verwendet, so sind diese in einem zusätzlichen Do-
kument abgelegt und stellen folglich eine weitere Indirektion im Zugriff auf die Nachbarschaft eines
Knotens dar. Insbesondere das notwendige Laden des vollständigen Dokumentes stellt im Kontext
des Forschungsvorhabens einen entscheidenden Nachteil dar, da Knoten und Kanten in Geschäfts-
informationssystemen typischerweise eine hohe Anzahl von Attributen aufweisen. Die aufgeführten
Defizite könnten eine Erklärung dafür sein, dass in [13] für OrientDB bei ausschließlich struk-
turbezogenen Benchmarks in attributierten Graphen trotz indexfreier Adjazenz das im Vergleich
schlechteste Leistungsverhalten festgestellt wurde.
Titan bildet den Graphen auf ein Key-Column-Value-Modell ab, eine Trennung von Topologie
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innerhalb eines Datensatzes abgelegt werden. Im Gegensatz zu OrientDB erlaubt Titan jedoch den
direkten physischen Zugriff auf einzelne Attributwerte unter Angabe eines Attributschlüssels sowie
den Zugriff auf inzidente Kanten anhand ihres Bezeichners. Zusätzlich kann durch die Definiti-
on eines Primärschlüssels der Zugriff auf Kanten beschleunigt werden, ein redundantes Speichern
der Kantenattribute an Start- und Zielknoten ermöglicht deren effizientes Auslesen, erfordert bei
Attributänderungen jedoch das Sperren beider Datensätze. Ein wesentlicher Nachteil des GDBMS
ergibt sich aus der Abbildung des KCV-Modells auf das KV-Modell von BerkeleyDB. Der Aufwand,
die Nachbarschaft eines Knotens abzufragen, steht hierbei in einem logarithmischem Verhältnis zur
Anzahl aller Knoten, Kanten und Attribute innerhalb des Graphen. Durch die Verwendung von
zum Beispiel Apache Cassandra kann diesem Problem begegnet werden.
Die Anzahl der Zugriffe auf den Hintergrundspeicher wird in allen Systemen durch den Einsatz
von Caching-Mechanismen verringert. Hierfür werden vorrangig Hashtabellen in Kombination mit
verschiedenen Ersetzungsverfahren eingesetzt. Aufgrund der fehlenden Cache-Synchronisation in
OrientDB empfiehlt der Hersteller das Deaktivieren der Caches im Mehrbenutzerbetrieb. In Ver-
bindung mit den genannten Defiziten der Persistenzverwaltung ist dies ein enormer Nachteil des
Systems.
Titan weist in der aktuellen Version das Problem auf, dass der Transaktionscache keine Verdrän-
gung von Objekten vorsieht, was bei langen Lesetransaktionen, die für analytische Anwendungen
typisch sind, zu Speicherproblemen führen kann. Generell profitieren HyperGraphDB und auch
Titan von den Caching-Mechanismen der verwendeten Speichersysteme.
Alle untersuchten Systeme unterstützen die Definition von Primär- und Sekundärindizes und ermög-
lichen somit den effizienten Zugriff auf Knoten- und Kanteninstanzen unter Angabe eines Schlüssel-
Wert-Paares. Zu beachten ist, dass HyperGraphDB und Titan systemseitig stets drei bzw. zwei
Indexstrukturen verwalten, die bei Änderungsoperationen aktualisiert werden müssen und was sich
möglicherweise negativ auf deren Schreibperformance auswirkt. Allein Neo4j und Titan bieten im
Vergleich die Möglichkeit, Index-Frameworks wie Apache Lucene oder Elastic Search einzubinden
und erlauben damit die Definition komplexerer Indexstrukturen, was insbesondere für die Analyse
von Unternehmensdaten nutzbringend sein kann.
Verteilung und Skalierbarkeit Für die Bewertung der Systeme im Rahmen des Forschungsvor-
habens sind die redundante Speicherung zur Erhöhung der Ausfallsicherheit und die horizontale
Skalierbarkeit von Zugriffen ebenfalls wichtige Faktoren. Die verwalteten Unternehmensdaten kön-
nen von Beginn an sehr umfangreich sein bzw. durch stetiges Wachstum einen Umfang erreichen,
der ihre Partitionierung erforderlich macht. Im Rahmen der Analyse wurden die Verteilungsmecha-
nismen der einzelnen Systeme kurz betrachtet, Tabelle 4.5 fasst dies zusammen.
Das redundante Speichern der Datenbasis und die daraus resultierende horizontale Skalierbarkeit
von Lesezugriffen sind in Neo4j, OrientDB und Titan möglich. HyperGraphDB bietet zwar ein
Framework für die verteilte Verwendung an, die damit verbundene Umsetzung einer Replikati-
on ist jedoch nicht dokumentiert. Die Partitionierung der Datenbasis ist ausschließlich mit Titan
möglich, welches hierfür die Verteilungsmechanismen von Apache Cassandra bzw. Apache HBase
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GDBMS Neo4j HyperGraphDB OrientDB Titan(Cassandra)





Replikation X - X X
Partitionierung - - - X
Skalierbarkeit
Lesen horizontal - horizontal horizontal
Skalierbarkeit
Schreiben vertikal - vertikal horizontal
Skalierbarkeit
Datenvolumen vertikal - vertikal horizontal
Tabelle 4.10.: Datenverteilung und Skalierbarkeit der untersuchten GDBMS
Lesezugriffen sowie des Datenvolumens umsetzbar. Anzumerken sei, dass bei der physischen Ver-
teilung des Graphen keine logische Nachbarschaft berücksichtigt wird und somit bei einer einfachen
Traversierung mehrere Rechner involviert sein können.
Auswahl Die Ergebnisse der funktionalen Analyse zeigen, dass vor allem Neo4j und Titan auf-
grund ihres hohen Funktionsumfangs an graphenspezifischen Operationen und auch durch ihre
effizienten Speicher- und Verteilungstechniken für den Einsatz innerhalb des Forschungsprojektes
in Frage kommen. Von diesen beiden eignet sich Neo4j in besonderem Maße, da es die im Vergleich
längste und aktivste Entwicklung aufweist und alle gestellten Anforderungen erfüllt. Einziger Nach-
teil dieses GDBMS ist sein geringes Angebot an systemseitigen Konsistenzmechanismen und der
damit verbundenen starken Bindung an die Anwendung.
Zwar ist Titan das im Vergleich jüngste System, es bietet jedoch ebenfalls interessante Funk-
tionalitäten für das Forschungsvorhaben an. Neben dem verwendeten Typsystem, der möglichen
Einschränkung von Kardinalitäten und der Indexierung von Kanten ist vor allem die Unterstützung
verschiedener Speichersysteme und die daraus resultierende Flexibilität für das Forschungsprojekt
von Interesse. Darüber hinaus bietet es als einziges GDBMS eine Partitionierung an und schränkt
damit die Größe des Graphen theoretisch nicht ein, was insbesondere für die Analyse umfangreicher
Unternehmensdaten nützlich ist.
OrientDB bietet einen vergleichbaren Funktionsumfang wie Neo4j und Titan, einzigartig sind die
datenbankseitige Schema- und Rechteverwaltung. Ein Defizit des Systems ist der für die graphen-
orientierte Verarbeitung als unzureichend eingeschätzte SQL-Dialekt, dieser Nachteil wird jedoch
durch die Unterstützung von Gremlin kompensiert. Das aktuelle Speichersystem von OrientDB
wird dennoch für das Forschungsvorhaben als ungeeignet betrachtet, da es sich ausgehend von den
theoretischen Erkenntnissen nicht für das effiziente Verwalten vernetzter, attributierter Unterneh-
mensdaten anbietet.
HyperGraphDB weist hinsichtlich graphenspezifischer Operationen einen deutlich geringeren Funk-
tionsumfang auf, erst umfangreiche manuelle Erweiterungen würden dem System eine, den anderen
GDBMS vergleichbare, Mächtigkeit verleihen und es so für das Forschungsprojekt nutzbar machen.
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ten, für das im Rahmen dieser Arbeit betrachtete Projekt stellt es jedoch keinen unmittelbaren
Mehrwert dar.
Zur abschließenden Beurteilung der Leistungsfähigkeit werden Neo4j und Titan in einem Bench-
mark gegenübergestellt. Insbesondere soll in der technischen Analyse auch untersucht werden, inwie-
weit eine native Speicherung des Graphen vorteilhaft ist oder ob die Nutzung bestehender Systeme
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In diesem Kapitel soll die Leistungsfähigkeit von Neo4j und Titan bei der Ausführung graphen-
spezifischer Operationen bewertet werden. Dabei ist es von besonderem Interesse, ob sich die im
vorhergehenden Kapitel aufgeführten funktionalen Unterschiede auf die Performance der GDBMS
auswirken. Zusätzlich soll beurteilt werden, inwieweit sich Cypher und Gremlin für die Formulie-
rung analytischer Anfragen eignen. Zunächst werden Testgraphen, Operationen und das Testsystem
vorgestellt, anschließend wird auf die Konfiguration der einzelnen GDBMS sowie auf die Methodik
bei der Durchführung der Messungen eingegangen. Im zweiten, abschließenden Teil des Kapitels
werden die Ergebnisse vorgestellt und bewertet.
5.1. Testumgebung
Bei der Analyse verwandter Arbeiten wurde festgestellt, dass aktuell - Stand Oktober 2013 - kein
standardisierter Benchmark für GDBMS existiert. Die Herangehensweise fußt auf den Empfehlun-
gen von Dominguez-Sal et al.[21], da diese bereits in den verwandten Arbeiten von Ciglan et al.[13]
und Gehrels[28] berücksichtigt wurden und somit als Quasi-Standard gewertet werden.
5.1.1. Datengrundlage
In Absprache mit dem Projektverantwortlichen wurde vereinbart, reale Datensätze als Datengrund-
lage zu verwenden. Für das in Abschnitt 4.1 beschriebene Forschungsvorhaben ist vorgesehen, In-
formationsnetzwerke aus unterschiedlichen Geschäftsinformationssystemen zu integrieren und den
daraus resultierenden Graphen zu analysieren. Die Netzwerke in den Quellsystemen können dabei
unterschiedliche topologische Eigenschaften aufweisen und die in ihnen gespeicherten Informationen
verschiedenen Klassen zugeordnet sein. Ein ERP-System verwaltet zum Beispiel Rechnungen, wäh-
rend ein CRM-System vorrangig Kundenaktivitäten speichert. Auf Grund der Wechselwirkungen
zwischen den Entitäten innerhalb der einzelnen Quellsysteme entstehen verschiedenartige Bezie-
hungsstrukturen.Folglich ist der integrierte Graph bezogen auf Topologie und Nutzdaten heterogen.
Die Algorithmen zur Erzeugung von Zufallsgraphen, welche in den verwandten Arbeiten eingesetzt
wurden, bilden ausschließlich homogene Netzwerke ab, in denen alle Klassen einer Domäne zuge-
ordnet sind. In [73] sind es zum Beispiel Herkunftsinformationen innerhalb eines Entstehungspro-
zesses, in [31] Personen, Aktivitäten, Organisationen und Nachrichten in einem sozialen Netzwerk,
in [13], [20] und [28] hingegen wird generell auf eine Klassifizierung der Informationen verzichtet.
Das Erzeugen synthetischer, heterogener Graphen ist sehr aufwändig, da jeder Klasse und jeder
Beziehungsart hinsichtlich ihrer Erzeugung eine eigene Logik zugeordnet werden muss.
Weil reale Daten aus Geschäftsinformationssystemen nicht frei zur Verfügung stehen, werden stell-
vertretend für heterogene Netzwerke amazon-meta[37] und soc-Pokec[38] verwendet, beides Da-
tensätze des Stanford Network Analysis Project98. Das Informationsnetzwerk amazon-meta bein-
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Beziehungen zwischen Produkten zählen.100 Pokec hingegen ist ein slowakisches soziales Online-
Netzwerk, in dem Nutzer durch gerichtete Freundschaftsbeziehungen miteinander verbunden sind.101
Abbildung 5.1 zeigt das integrierte Schema beider Netzwerke als Property-Graph.
Group
__id__   : String
__type__ : String
name     : String
Product
__id__     : String
__type__   : String
title      : String
salesrank  : Integer
categories : String[]
User
__id__   : String
__type__ : String
age      : Integer
gender   : Boolean













votes   : Integer
rating  : Integer
helpful : Integer
date    : String
FRIEND_OF
amazon-meta soc-Pokec
Abbildung 5.1.: Integriertes Schema aus Amazon- und Pokec-Daten.
Beide Datensätze verfügen über eine Klasse User. Deren Instanzen werden innerhalb von
amazon-meta durch eine eindeutige Identität repräsentiert und stehen nicht in Beziehung zuein-
ander. In soc-Pokec hingegen weisen die Instanzen eine Vielzahl von Attributen auf und sind
durch gerichtete FRIEND_OF-Beziehungen miteinander verbunden. Die Anzahl der Nutzer stimmt
in beiden Datensätzen annähernd überein, amazon-meta weist ca. 1.5 Mio., soc-Pokec etwa 1.6
Mio. Nutzer auf. Im Rahmen der Datenaufbereitung wurden zunächst Pokec-Nutzer pseudozufällig
auf Amazon-Nutzer abgebildet, anschließend wurde der durch die ausgewählten Knoten induzierte
Teilgraph aus soc-Pokec extrahiert und mit amazon-meta zu einem integrierten Graph zusammen-
geführt.
Die Netzwerke enthalten neben den topologischen Informationen auch Nutzdaten, welche für Grup-
pen, Produkte und Bewertungen vollständig aus den Rohdaten übernommen wurden, für die Nutzer
hingegen wurde eine Auswahl von Attributen unterschiedlichen Datentyps getroffen. Die Rohdaten
beider Netzwerke wurden für die weitere Verwendung in das textbasierte Geoff-Format102 überführt,
welches von Neo4j entwickelt wurde.
Ein wichtiges Kriterium bei der Durchführung eines Benchmarks ist das Leistungsverhalten einer
Anfrage bei steigendem Datenvolumen. Die Größe synthetisch erzeugter Datensätze lässt sich dem
Bedarf entsprechend definieren, reale Datensätze hingegen besitzen eine festgelegte Größe. Mit dem
Ziel, die Skalierbarkeit von Anfragen dennoch untersuchen zu können, wurden zusammenhängende
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Knoten Attribute
Graph Group Product User Σ Σ
orig 10 542 684 1 555 124 2 097 819 20 377 902
p_100 1 (1) 126 (1) 347 752 (1) 347 879 (1) 1 874 907 (1)
p_1K 4 (4) 1 089 (8.64) 665 116 (1.91) 666 209 (1.92) 3 710 473 (1.98)
p_10K 4 (1) 10 047 (9.23) 976 985 (1.47) 987 036 (1.47) 7 255 153 (1.96)
Tabelle 5.1.: Anzahl Instanzen der verschiedenen Knotenklassen und Gesamtanzahl der Knoten-
und Kantenattribute.
Kanten
Graph BELONGS_TO SIMILAR_TO REVIEWED_BY FRIEND_OF Σ
orig 542 684 1 231 400 7 593 109 27 787 537 37 154 730
p_100 126 (1) 396 (1) 1 909 (1) 704 092 (1) 706 523 (1)
p_1K 1 089 (8.64) 3 365 (8.5) 29 848 (15.64) 1 830 064 (2.6) 1 864 366 (2.64)
p_10K 10 048 (9.23) 27 976 (8.31) 401 917 (13.47) 3 576 276 (1.95) 4 016 216 (2.15)
Tabelle 5.2.: Anzahl Instanzen der verschiedenen Kantenbezeichner.
Teilgraphen aus dem integrierten Datensatz extrahiert. Die Teilgraphen sind bezüglich der Knoten
aus amazon-meta induziert, dies gilt nicht für den Teilgraph, welcher ausschließlich aus Nutzerkno-
ten besteht.103
Dominguez-Sal et al. empfehlen die Angabe eines einzelnen Skalierungsfaktors, der die Anzahl der
erzeugten Knoten und Kanten bestimmt, dieses Vorgehen lässt sich jedoch bei der Verwendung
realer Datensätze nicht umsetzen. Durch die Wahl der Parameter des Extraktionsalgorithmus wur-
de daher versucht, möglichst konstante Wachstumsfaktoren zu erreichen. Die Tabellen 5.1 und 5.2
stellen den integrierten Graph (orig) und die extrahierten Teilgraphen bezogen auf die Anzahl
der Knoten und Kanten gruppiert nach ihrer jeweiligen Klasse gegenüber. Zusätzlich wird der
Wachstumsfaktor für jeden Wert in Relation auf dessen Äquivalent im nächstkleineren Graphen
angeben. Ein Nachteil dieser Herangehensweise ist, dass sich die topologischen Eigenschaften der
verschiedenen extrahierten Teilgraphen unterscheiden können, was bei der nachfolgenden Bewer-
tung berücksichtigt wird.
5.1.2. Operationen
Stellvertretend für jene Anfragen, welche für die Analyse von Unternehmensdaten im Forschungs-
vorhaben relevant sind, wurden auf Grundlage des vorgestellten Schemas mehrere Anfragen de-
finiert, die jeweils einzelne oder mehrere der in Abschnitt 3.5.2 vorgestellten graphenspezifischen
Operationen beinhalten. Es handelt sich um lokale Anfragen, die ausgehend von einem Knoten
oder einer Knotenmenge einen Teil des Graphen analysieren. Dabei werden seine Topologie und
auch Nutzdaten in die Operationen einbezogen. Es wurde bewusst auf rein topologische und glo-
bale Anfragen verzichtet, da sie für das Forschungsvorhaben nicht relevant sind, Beispiele hierfür
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sind das Berechnen der k-Nachbarschaft ohne Berücksichtigung von Kantenbezeichnern oder das
Auslesen aller Kanten. Gleiches gilt für Schreibzugriffe, hier ist lediglich die Performance der Bulk-
Load-Mechanismen von Interesse.
Name Beschreibung (Kategorisierung der Operationen)
import
Importieren der Testgraphen in das jeweilige GDBMS unter Verwendung von Bulk-Load-
Mechanismen. (Schreibperformance beim Bulk-Load)
random_read
Zufällige Auswahl einzelner Produkte und Nutzer sowie vollständiges Auslesen ihrer Attribute.
(Leseperformance beim Attributzugriff)
sim_products
Zufällige Auswahl eines Produktes und anschließendes Traversieren ähnlicher Produkte bis Ab-
stand ≤ 2, die Kantenrichtung ist nicht relevant. Die Produkttitel sollen ausgegeben werden,
jeder Titel soll einmalig in der Ergebnismenge sein. (Lokale Traversierung, Einschränkung)
foaf_reviews
Zufällige Auswahl eines Nutzers und anschließende Selektion der Produkte, für die Freunde oder
deren Freunde ein Review geschrieben haben. Das Ergebnis soll nach Produkttitel gruppiert
und nach durchschnittlicher Bewertung sortiert werden. (Lokale Traversierung, Einschränkung,
Gruppierung, Aggregation)
path_all
Zufällige Auswahl eines Nutzers und eines Produktes und anschließendes Berechnen aller Pfade
der Länge ≤ 4 zwischen beiden Knoten. Dabei sollen nur die Kantenbezeichner FRIEND_OF,
REVIEWED_BY und SIMILAR_TO berücksichtigt werden, die Kantenrichtung ist nicht relevant. Im
Ergebnis sollen die Pfade gruppiert nach Länge und der jeweiligen Anzahl ausgegeben werden.
(Erreichbarkeit, Einschränkung, Gruppierung, Aggregation)
path_shortest
Zufällige Auswahl zweier Nutzer und anschließende Berechnung des kürzesten Pfades unter
Berücksichtigung der Kantenbezeichner FRIEND_OF, REVIEWED_BY und SIMILAR_TO. Die maxi-
male Pfadlänge beträgt 4, Kantenrichtungen werden nicht berücksichtigt. Das Ergebnis soll das
Attribut __id__ der Knoten innerhalb des Pfades beinhalten. (Erreichbarkeit, Einschränkung)
top_regions
Auswahl aller Produkte, welche der Gruppe ’Books’ angehören und das Prädikat salesrank ≤
500 000 erfüllen. Das Ergebnis soll nach dem Attribut region jener Nutzer gruppiert werden,
welche die Produkte mit einem rating ≥ 3 bewertet haben und dies für ≥ 5 Nutzer hilfreich
war. Darüber hinaus soll das Ergebnis nach der Anzahl der Produkte pro Region sortiert und
die oberen 10 Regionen ausgegeben werden. (Lokale Traversierung, Aggregation, Gruppierung,
Selektion)
sim_pattern
Zufällige Auswahl eines Nutzers und anschließendes Bestimmen seiner Freunde, die für mindes-
tens ein übereinstimmendes Produkt Reviews geschrieben haben. Das Ergebnis soll den Nutzer
selbst, die Freunde des Nutzers und die übereinstimmende Produktmenge beinhalten. (Lokale
exakte Mustersuche)
Tabelle 5.3.: Namen und Beschreibungen der durchzuführenden Anfragen.
In Tabelle 5.3 werden die Anfragen beschrieben und entsprechend der verwendeten Operationen
kategorisiert. Alle Anfragen wurden mittels Cypher und Gremlin realisiert und sind in Anhang
C aufgeführt. Eine Implementierung unter Verwendung der vorhandenen Java APIs wurde nicht
durchgeführt, da in dieser Arbeit die Verwendung aktueller graphenspezifischer Anfragesprachen
für die Formulierung komplexerer, analytischer Anfragen vordergründig ist. Bereits in [13], [28]
und [31] wurde gezeigt, dass sich der Verzicht auf eine zusätzliche Anfrageverarbeitung positiv
auf das Leistungsverhalten auswirkt. Eine Eignung der APIs für die Implementierung beliebiger
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5.1.3. Systemkonfiguration
Die verwendete Testumgebung setzt sich wie folgt zusammen:
• Intel i7-2620M (2x3.4 Ghz)
• 8 GB DDR-3 RAM (1333 Mhz)
• Crucial M4 SSD (128 GB)
• Xubuntu 13.10 64-Bit (Kernel 3.11.0-12-generic, ext4)
• Java(TM) SE Runtime Environment (build 1.7.0_45-b18)
Neo4j Das GDBMS wird in einer zentralen, eingebetteten Konfiguration verwendet, Anfragen
werden sowohl in Cypher als auch in Gremlin ausgeführt. Für Cypher-Anfragen wird die im vor-
hergehenden Kapitel betrachtete Version 2.0.0-M04 eingesetzt. Die Berücksichtigung von Gremlin
verbessert die Vergleichbarkeit mit Titan, macht es jedoch erforderlich, für die Durchführung auf
Version 1.9.4 des GDBMS zurückzugreifen, da Blueprints 2.4.0 und somit auch Gremlin bisher
nicht kompatibel zu den Neuerungen in Neo4j 2.0 sind. Die Ausführung von Cypher erfolgt unter
Verwendung der ExecutionEngine104, für Gremlin wird die in der Dokumentation beschriebene
GremlinGroovyScriptEngine105 genutzt.
Für den Bulk-Load der Testgraphen wird im import-Benchmark der von Neo4j zur Verfügung
gestellte BatchInserter entsprechend der Dokumentation106 eingesetzt. Während des Imports er-
folgt das Aktualisieren eines zusätzlichen Lucene-Index auf dem Knotenattribut __id__. Bei der
Verwendung von Neo4j 2.0.0-M04 werden darüber hinaus entsprechend der Knotenklasse Knoten-
bezeichner gesetzt, welche folglich nur in Cypher-Anfragen berücksichtigt werden können.
Die Kernel-Einstellungen107 des GDBMS werden unverändert übernommen. Die Größe des Heap-
Speichers der JVM wird entsprechend den Empfehlungen108 auf 4 GB festgelegt, eine Änderung
des Stack-Speichers erfolgt nicht. Darüber hinaus wird der Concurrent Mark and Sweep Compactor
Garbage Collector109 verwendet.
Die Einstellungen des Object-Cache bleiben unverändert, es wird demnach die in Abschnitt 4.3.3
beschriebene Standard-Implementierung genutzt. Der Filesystem-Cache wurde entsprechend der
Größe der Stores angepasst. Mit dem Ziel den Speicherbedarf zu ermitteln, wurde der größte Test-
graph (p_10K) importiert und die Größe der Stores im Dateisystem bestimmt. Für den Knoten-
Store sind dies 20 MB, für den Kanten-Store 150 MB.110 Interessant ist, dass trotz Verwendung von
String- und Array-Properties der Property-Store für primitive Datentypen den größten Speicherbe-








110Dieser Wert lässt sich ebenfalls aus der Datensatzgröße von 14 bzw. 33 Byte und der Anzahl Knoten bzw. Kanten
in Tabelle 5.1 bzw. 5.2 berechnen.
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fügt, wenn möglich, die entsprechenden Werte in den Property-Store für primitive Datentypen ein,
damit wird eine zusätzliche Indirektion beim Lese- und Schreibzugriff vermieden. Die Anpassung
des Filesystem-Cache ermöglicht es die komplette Datenbasis im Hauptspeicher vorzuhalten.
Titan Das GDBMS wird ebenfalls in einer zentralen, eingebetteten Konfiguration verwendet.
Anfragen werden ausschließlich in Gremlin ausgeführt, dies erfolgt wie bei Neo4j unter Verwendung
der GremlinGroovyScriptEngine. Das verwendete Speichersystem ist BerkeleyDB Java Edition,
die Konfiguration erfolgt ausschließlich mit den von Titan zur Verfügung gestellten Parametern.
Für den Import der Testgraphen wird der im TinkerPop-Projekt verfügbare BatchGraph verwendet,
eine Wrapper-Klasse, die Bulk-Load-Funktionalität für blueprints-kompatible GDBMS zur Verfü-
gung stellt.113 Die Verwendung von BatchGraph wird von Aurelius für Graphen mit bis zu 100
Mio. Kanten empfohlen. Zusätzlich wurde der Konfigurationsparameter storage.batch-loading
auf true gesetzt, dies deaktiviert die internen Konsistenzmechanismen und soll den Import be-
schleunigen.
Die Durchführung erfolgt sowohl mit manueller als auch mit systemseitiger Typdefinition, damit
soll untersucht werden, inwieweit sich die Festlegung der Datentypen auf die Leistungsfähigkeit des
GDBMS auswirkt. Bei der manuellen Vergabe werden Instanzen von TitanKey bzw. TitanLabel
vor dem Datenimport erzeugt. Für Instanzen von TitanKey werden Attributschlüssel, Datentyp
des Attributwertes und Eindeutigkeit an der Instanz festgelegt, dem Knotenattribut __id__ wird,
wie bei Neo4j, ein Index zugeordnet. Die Instanzen von TitanLabel werden den vier Beziehungsar-
ten entsprechend bezeichnet, BELONGS_TO-Kanten werden zusätzlich als n : 1-Beziehung zwischen
Produkt und Gruppe deklariert.
Entsprechend der Empfehlung von Aurelius werden BerkeleyDB 80% des Heap-Speichers zur Ver-
fügung gestellt.114 Auch dieser wird, wie bei Neo4j, auf insgesamt 4 GB festgelegt. Oracle empfiehlt
für BerkeleyDB ebenfalls die Verwendung des Concurrent Mark and Sweep Compactor Garbage
Collector, welcher folglich bei der Durchführung aktiviert ist.115
5.1.4. Methodik
Für die Durchführung der Messungen wurde im Rahmen der Arbeit ein Java-Framework116 ent-
wickelt, mit welchem sich individuell konfigurierbare Benchmarks entsprechend einem definierten
Protokoll ausführen lassen. Jede der zu messenden Anfragen kann einzeln aktiviert und konfiguriert
werden. Dabei lässt sich die Ausführungsreihenfolge beliebig variieren, bei der Durchführung wird
die Reihenfolge entsprechend Tabelle 5.3 beibehalten.
Die Testgraphen liegen im Geoff-Format vor und werden unter Verwendung eines Iterators ein-
gelesen. Dieser Ansatz ermöglicht die Verarbeitung umfangreicher Datensätze ohne zusätzliche
Inanspruchnahme des Hauptspeichers und gleichzeitig die Messung der unmittelbaren Schreibper-
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Zur Simulation eines realistischen Antwortzeitverhaltens empfehlen Dominguez-Sal et al. ein sog.
warmup der Caches. Darunter versteht man die Ausführung von Anfragen vor der eigentlichen Mes-
sung, was die Wahrscheinlichkeit eines Cache-Hits während der Messung erhöht. Eine Zielstellung
des Forschungsvorhabens ist die Verwendung des GDBMS im Rahmen einer Analyseplattform. Die-
se soll nicht nur bei Bedarf gestartet werden, sondern permanent in Betrieb sein. Folglich ist davon
auszugehen, dass sich entweder der gesamte Graph oder Teilgraphen zum Zeitpunkt der Anfrage
in den Caches befinden und somit eine effizientere Ausführung möglich ist.
Mit dem Ziel, die Vergleichbarkeit der Situation zu gewährleisten, wurde vor der Ausführung einer
Messung eine Iteration über die Gesamtheit der Knoten- und auch Kantenmenge durchgeführt.117
Zusätzlich wurde das Knotenattribut __type__ ausgelesen und die jeweilige Identität nach Typ
gruppiert gespeichert, diese Informationen werden für die pseudozufällige Auswahl der Startknoten
einer Anfrage genutzt.
Ein Benchmark zu jeder Anfrage wird nach folgendem Protokoll durchgeführt:
1. Vorbereitung des Benchmarks (GDBMS initialisieren)
2. Warmup-Prozedur ausführen (außer beim Importieren)
3. Für n Wiederholungen
a) Vorbereitung der Messung (Auswahl der Startknoten, Anfrage parametrisieren)
b) Beginn der Zeitmessung
c) Ausführen der Operation und ggf. vollständiges Auslesen der Ergebnismenge
d) Ende der Zeitmessung
4. Nachbereitung des Benchmarks (Ressourcen freigeben)
5. Speichern der Messergebnisse sowie GDBMS- und Benchmark-Konfiguration
Damit keines der Systeme benachteiligt wird, erfolgt für den Pseudozufallsgenerator die Festle-
gung eines seed-Wertes, was dazu führt, dass für alle Anfragen in jedem GDBMS die gleichen
Knoten ausgewählt werden und die Benchmarks reproduzierbar sind. Die Übereinstimmung der
Ergebnismengen wurde für jede Anfrage validiert.
Für den Erhalt statistisch signifikanter Ergebnisse wird die Anzahl der Wiederholungen generell
auf n = 1000 festgelegt, die import-Operation hingegen wird einmalig ausgeführt. Die Zeitmessung
bedient sich der statischen Methode System.nanoTime(). Da sowohl die ExecutionEngine als auch
die GremlinGroovyScriptEngine einen Cache für die jeweils generierten Ausführungspläne besit-
zen, ist die erste Anfrage typischerweise deutlich langsamer als alle nachfolgenden Anfragen, daher
wird der Messwert der ersten Iteration nicht berücksichtigt. Alle Anfragen werden sequentiell ausge-
führt, es findet kein konkurrierender Zugriff auf die Datenbasis statt. Für die Messung import sind
die Messgrößen Importdauer und Speicherverbrauch der Datenbank inklusive aller Indexstrukturen
auf dem Hintergrundspeicher, für alle anderen Operationen wird die Ausführungszeit gemessen. Die
erhaltenen Messwerte werden gespeichert und mittels LibreOffice Calc und R weiterverarbeitet.
117In Titan erfolgt in der warmup-Prozedur nach 20 000 gelesenen Objekten ein Commit, um potentielle Speicherpro-




5. Benchmark von Graphdatenbanksystemen
5.2. Ergebnisse
Im nachfolgenden Abschnitt werden die Ergebnisse der einzelnen Messungen vorgestellt und disku-
tiert. Hierfür werden entweder der Durchschnittswert in einem Säulendiagramm oder alle Werte in
einem Boxplot visualisiert. Das Säulendiagramm wird für Anfragen verwendet, in denen die Ergeb-
nismengen eine konstante oder zumindest annähernd konstante Größe aufweisen, was auf import,
random_read und top_regions zutrifft. Für die Veranschaulichung der übrigen Messergebnisse
wurde die Boxplot-Darstellung gewählt, da sich die Ergebnismengen je nach Grad zu berücksichti-
gender Knoten zum Teil stark unterscheiden und die Messwerte keiner Normalverteilung unterlie-
gen. Ein Durchschnittswert spiegelt in diesem Fall das Antwortzeitverhalten der einzelnen Systeme
nicht exakt wider und ermöglicht keine Beurteilung des generellen Leistungsverhaltens.
import Die Abbildungen 5.2(a) und 5.2(b) veranschaulichen die Ergebnisse des Datenimports. Es
wird deutlich, dass Neo4j für beide Messgrößen annähernd lineares Verhalten in Abhängigkeit zur
Datenmenge zeigt. In Titan trifft dies für den Speicherverbrauch zu, die Importdauer hingegen ska-
liert mit zunehmender Datenmenge schlechter. Wahrscheinlich besteht ein Zusammenhang mit der
Anzahl verwalteter Key-Value-Datenbanken: Eine KV-Datenbank speichert Topologie und Nutz-
daten, zwei KV-Datenbanken verwalten den Knoten- bzw. Kantenindex. Es ist festzuhalten, dass
Neo4j grundsätzlich weniger Zeit für den Bulk-Import beansprucht und eine kompaktere physische








































































Abbildung 5.2.: Ergebnisse der import-Messung. Titan (auto) bezeichnet die automatische Typi-
sierung von Attributschlüsseln und Kantenbezeichner, während Titan(manual) die
manuelle Typisierung repräsentiert.
random_read Diese Anfrage greift unter Verwendung der systemseitigen Identitäten auf Knoten-
instanzen zu und liest deren Attribute vollständig aus, Abbildung 5.3 zeigt hierfür die logarithmisch
skalierte durchschnittliche Antwortzeit beider GDBMS. Auffällig ist der deutliche Zeitunterschied
zwischen der Verwendung von Cypher und Gremlin: Cypher ist um einen Faktor von ca. 20 bis
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konform geht. Anzumerken ist, dass Neo4j in Verbindung mit Gremlin generell leicht kürzere Ant-
wortzeiten erreicht als Titan, dabei muss berücksichtigt werden, dass die in Titan indexierte Da-
















Neo4j 2.0 (Cypher) Neo4j 1.9.4 (Gremlin) Titan (auto) Titan (manual)
Abbildung 5.3.: Durchschnittliche Antwortzeit der random_read-Messung.
Eine manuelle Typisierung führt in Titan beim vollständigen Auslesen der Attribute zu keiner
messbaren Leistungssteigerung, es fällt jedoch auf, dass die Antwortzeiten bei steigendem Daten-
volumen annähernd konstant bleiben, während sie bei Neo4j 2.0 leicht ansteigen. Dies ist insofern
interessant, als dass beim Warmup lediglich auf das __type__-Attribut zugegriffen wurde und so-
mit in Titan alle Attribute beim Zugriff aus BerkeleyDB geladen werden müssen. In Neo4j werden
einfache Properties satzweise geladen und sollten sich daher beim Benchmark im Object-Cache
befinden. Dies spricht für die Leistungsfähigkeit von BerkeleyDB.
sim_products Die Anfrage ermittelt alle Knoten mit Abstand zwei zu einem ausgewählten Start-
knoten und bezieht folglich die Struktur des Graphen ein, die Menge zu berücksichtigender Kanten-
bezeichner wird eingeschränkt. Da die Anzahl ähnlicher Produkte je nach ausgewähltem Produkt
verschieden sein kann, wurde sich in Abbildung 5.4 für das Boxplot-Diagramm entschieden, die
Antwortzeit ist dabei logarithmisch skaliert.
Analog zu random_read zeigt sich für Neo4j auch in dieser Messung ein deutlicher Zeitunterschied
zwischen der Ausführung mit Cypher und Gremlin, wobei letztere um einen Faktor von ca. 20
schneller ist. Für beide Systeme bleiben die Antwortzeiten bei steigendem Datenvolumen konstant,
allein bei Neo4j 2.0 lassen sich ein geringer Anstieg und eine Verschiebung der statistischen Ausrei-
ßer feststellen. Das auffällige Antwortzeitverhalten von Cypher-Anfragen in p_100 könnte mit der
geringen Produktanzahl (126) zusammenhängen. Einzelne Produkte werden mehrfach abgefragt,
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Die Anfrage erfordert eine Auflistung der Produkttitel und somit direkten Zugriff auf das ent-
sprechende Knotenattribut. Ein manuelles Festlegen der Datentypen in Titan erzielte dabei keine


























































































































































































































































































Neo4j 2.0 (Cypher) Neo4j 1.9.4 (Gremlin) Titan (auto) Titan (manual)
Abbildung 5.4.: Ergebnisse der sim_products-Messung.
foaf_reviews Diese Anfrage beinhaltet neben einer lokalen Traversierung des Graphen eine
Gruppierung nach Knotenattributen sowie das Berechnen von Aggregaten anhand eines Kante-
nattributs. Die Ergebnismenge wird sortiert ausgegeben. Abbildung 5.5 zeigt die Messergebnisse
als Boxplot, auch hier wird die Antwortzeit logarithmisch skaliert.
Erneut lässt sich ein deutlicher Unterschied zwischen den Antwortzeiten von Cypher- und Gremlin-
Anfragen in Neo4j feststellen, Cypher-Anfragen sind um einen Faktor von ca. 80 langsamer. Bei
alleiniger Betrachtung der Systeme wird deutlich, dass die Antwortzeiten unabhängig von der Da-
tenmenge konstant sind. Insbesondere die Antwortzeiten der cypher-basierten Ausführung variieren
im Vergleich zu den Gremlin-Anfragen in Neo4j und Titan nur wenig, was auf eine effizientere An-
frageausführung schließen lässt. Auch hier weist Neo4j in Verbindung mit Gremlin das im Vergleich
beste Leistungsverhalten auf.
Anders als in den bisher betrachteten Anfragen wird in dieser auf Kantenattribute zugegriffen.
Dabei führt die Verwendung von typisierten Attributschlüsseln in allen Testgraphen zu niedrigeren
Antwortzeiten als eine automatische Vergabe, die Differenz ist jedoch sehr gering. Deutlicher hinge-
gen sind die in beiden Systemen höheren Antwortzeiten bei steigendem Datenvolumen, dabei fallen
insbesondere die Ausreißer von ca. 10s im größten Datensatz auf. Eine genauere Betrachtung der
Daten ergab, dass eine Ergebnismenge durchschnittlich 37 Produkttitel enthält. Die Ergebnismen-


































































































































































































































Abbildung 5.5.: Ergebnisse der foaf_reviews-Messung.
mit Cypher für diesen Wert ein besseres Ergebnis erzielt, als die ebenfalls in Neo4j ausgeführte
Gremlin-Anfrage. Die Ursache wird entweder in der Implementierung der Anfrageausführung von
Gremlin oder einer suboptimalen Formulierung der Anfrage vermutet.
path_all Die Anfrage berechnet alle existierenden Pfadinstanzen zwischen zwei Knoten, die ma-
ximale Pfadlänge ist begrenzt und die Menge zu besuchender Knoten wird durch die Definition
zulässiger Kantenbezeichner eingeschränkt. Wie in Abschnitt 3.5 im Zusammenhang mit der Tra-
versierung erläutert, bedarf die Pfadsuche eine Betrachtung aller Knoten, welche sich im definierten
maximalen Abstand zum Startknoten befinden und erfordert gleichzeitig das Zwischenspeichern
besuchter Knoten und berechneter Pfadinstanzen. Je nach Knotengrad kann folglich schon bei ge-
ringer Pfadlänge ein großer Teil des Graphen traversiert werden. Während der Ausführung wurde
bei einigen Messreihen festgestellt, dass der zur Verfügung stehende Hauptspeicher für die Berech-
nung nicht ausreicht und der Swap-Bereich des Betriebssystems beansprucht wurde. Die daraus
resultierenden Ergebnisse sind für eine allgemeingültige Bewertung folglich nicht verwendbar und
es musste auf die Messreihe Neo4j 2.0 im Datensatz p_1K sowie auf alle Messreihen im Datensatz
p_10K verzichtet werden. Abbildung 5.6 zeigt die Ergebnisse für die durchgeführten Messungen.
Das Prüfen der Erreichbarkeit in beiden GDBMS in Verbindung mit der verwendeten Hardware
liefert ausschließlich auf dem kleinsten Datensatz akzeptable Werte. Eine Verdopplung der Daten-
menge führt zu deutlich mehr Ausreißern mit einem Maximalwert von 777 Sekunden für Titan
(auto). Neo4j erreicht unter Verwendung von Gremlin die besten Ergebnisse und ist im kleinsten
Datensatz um etwa den Faktor 10 schneller als die Ausführung mit Cypher. Knoten- und Kantenat-
tribute wurden in dieser Anfrage nicht berücksichtigt, eine Auswirkung der manuellen Typisierung



























































































































































Abbildung 5.6.: Ergebnisse der path_all-Messung.
path_shortest Die Anfrage berechnet den kürzesten Pfad zwischen zwei Knoten unter Berück-
sichtigung definierter Kantenbezeichner und einer gleichzeitigen Beschränkung der maximalen Pfad-
länge. Auch hier musste aufgrund begrenzter Hardware-Ressourcen auf die Ausführung der Gremlin-
Anfragen in den Testgraphen p_1K und p_10K verzichtet werden. Abbildung 5.7 stellt die Ergebnisse
logarithmisch skaliert in einem Boxplot dar.
Bei der Formulierung der Cypher-Anfrage wurde die sprachinhärente shortestPath-Funktion ver-
wendet. Wie aus der Abbildung hervorgeht, erzielt deren Implementierung im Vergleich die nied-
rigsten Antwortzeiten, die sich auch bei steigendem Datenvolumen nur geringfügig verschlechtern.
Die manuelle Umsetzung der Anfrage in Gremlin führt hingegen in beiden GDBMS zu deutlich
höheren Ausführungszeiten und resultiert bereits im kleinsten Datensatz in Ausreißern von bis zu
150 Sekunden.
top_regions Die Anfrage berücksichtigt sowohl die Topologie des Graphen als auch eine Ein-
schränkung der Nutzdaten, die Ergebnisse werden gruppiert und aggregiert sowie anschließend
sortiert und limitiert. Für die Darstellung der Messergebnisse wurde das Säulendiagramm gewählt;
für jede Messreihe werden Durchschnittswert und Standardabweichung der Messwerte visualisiert
(Abbildung 5.8).
In der Messung erreicht Neo4j die besten Ergebnisse, in Verbindung mit Cypher sind die Antwortzei-
ten sogar kürzer als bei Verwendung von Gremlin. Dies lässt auf eine effizientere Anfrageausführung
in Verbindung mit Aggregation und Sortierung schließen. Es lässt sich feststellen, dass die Antwort-
zeiten in Neo4j linear mit der Datenmenge skalieren. Die Anzahl zu berücksichtigender Produkte
entspricht 1 852 (p_100), 12 831 (p_1K) und 242 354 (p_10K). Am Beispiel von p_1K und p_10K

















































































































Abbildung 5.7.: Ergebnisse der path_shortest-Messung. In den Datensätzen p_1K und p_10K wird
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steigt von 60 auf 1 110 Millisekunden (Faktor 18) und in Neo4j 1.9.4 von 80 auf 1 370 Millisekunden
(Faktor 18).
Gleiches gilt für Titan, hier sind die Antwortzeiten jedoch generell länger, was in diesem Fall auf das
GDBMS zurückzuführen ist, da eine identische Gremlin-Anfrage in Neo4j kürzere Antwortzeiten
erzielt. Die Anfrage berücksichtigt Attribute sowohl für die Einschränkung der Produktmenge als
auch für die Gruppierung der Ergebnisse. Eine manuelle Typdefinition in Titan führte hierbei nicht
zu messbaren Leistungsunterschieden.
sim_pattern Die letzte Anfrage repräsentiert eine komplexe Mustersuche innerhalb des Graphen
bei der eine Überlappung der Nachbarschaft einzelner Knoten berechnet werden muss. Wie Anhang
C zu entnehmen ist, sind die Anfragen in beiden Sprachen im Vergleich zu den bisherigen Anfragen
deutlich umfangreicher. Da sich die Ergebnismengen je nach ausgewähltem Startknoten unter-


























































































































































































































Abbildung 5.9.: Ergebnisse der sim_pattern-Messung.
Es wird deutlich, dass die Antwortzeiten mit steigender Datenmenge in beiden GDBMS konstant
bleiben. Die Antwortzeiten unter Verwendung von Cypher sind hierbei um einen Faktor von ca.
103 langsamer als die Ausführung mittels Gremlin. Bei der Messung im größten Datensatz treten
in beiden Systemen Ausreißer auf, was folglich auf die Anfrageverarbeitung von Gremlin bzw.
auf eine suboptimale Anfrageformulierung zurückzuführen ist. Ein Leistungsunterschied bei der
Verwendung manuell typisierter Attributschlüssel und Kantenbezeichner konnte nicht festgestellt
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Gesamtergebnis Beide GDBMS erzielen Antwortzeiten, die sie für das Forschungsprojekt geeig-
net erscheinen lassen. Für fast alle Anfragen erreicht Neo4j in Verbindung mit Gremlin die besten
Ergebnisse, der Vorsprung zu Titan ist dabei jedoch oft nur minimal. Hervorzuheben ist die li-
neare Skalierbarkeit beider Systeme bei steigendem Datenvolumen, wobei sich Neo4j für größere
Datenmengen besser zu eignen scheint, da die Messwerte bei Anfragen auf dem größten Datensatz
näher zusammenliegen und Extremwerte in den Messungen im Vergleich seltener auftreten und
generell niedriger sind. Bei Titan ist dies auf die Verwendung von BerkeleyDB als Speichersystem
zurückzuführen, die Ergebnisse können folglich für andere Speichersysteme abweichen.
Das Prüfen der Erreichbarkeit ist in beiden Systemen grundsätzlich möglich, erfordert aber je
nach Datenumfang entsprechende Hardware-Ressourcen. Generell sollte die Nutzung systemseiti-
ger Funktionen, wie z.B. shortestPath, einer eigenen Implementierung vorgezogen werden, da sich
hierdurch - wie auch gezeigt wurde - deutlich geringere Antwortzeiten erreichen lassen. Die Suche
nach dem kürzesten Pfad ist die Grundlage für komplexere, analytische Graphalgorithmen, Cypher
weist durch die Integration der Funktion einen wesentlichen Vorteil gegenüber Gremlin auf.
Neben der Suche nach dem kürzesten Pfad erzielte Cypher jedoch nur noch bei der Ausführung
von top_region bessere Ergebnisse als Gremlin, allgemein betrachtet ist die gremlin-basierte Aus-
führung insgesamt deutlich performanter, die Messwerte unterscheiden sich dabei um einen Faktor
von ca. 20 bis 103. Das im Vergleich schlechtere Antwortzeitverhalten von Cypher gegenüber Grem-
lin wurde bereits in den verwandten Arbeiten thematisiert und ist noch immer aktuell. Laut Neo
Technology sind nach der Veröffentlichung von Version 2.0 umfangreiche Optimierungen für Cypher
geplant.118
Titan erreicht im Vergleich ebenfalls akzeptable Werte, erzielte aber insbesondere bei topologi-
schen Anfragen auf dem größten Datensatz schlechtere Ergebnisse als Neo4j und dies mit teilweise
deutlichen Ausreißern. Der Grund dafür lässt sich nicht eindeutig feststellen, als mögliche Ursa-
chen kommen in Frage: suboptimale Anfrageformulierung, Anfrageausführung in Gremlin, Anfra-
geausführung in Titan oder BerkeleyDB. Eine manuelle Typisierung von Attributschlüsseln und
Kantenbezeichnern führte in nur einer Anfrage zu messbaren Verbesserungen, diese waren jedoch
minimal. Die Vermutung liegt nahe, dass sich die manuelle Typisierung bei Verwendung eines
KCV-Speichersystems eher auswirkt, da hier alle Attribute und Kanteninformationen innerhalb
eines Datensatzes und nicht voneinander getrennt gespeichert sind, wie es bei der Verwendung von
BerkeleyDB der Fall ist.
Neben der reinen Leistungsfähigkeit bei der Ausführung analytischer Anfragen sollte auch die Anfra-
geformulierung in Cypher und Gremlin bewertet werden. Alle Anfragen konnten in beiden Sprachen
umgesetzt und dabei eine annähernd identische Struktur der Ergebnismenge erreicht werden, unter
ausschließlicher Berücksichtigung der formulierten Anfragen sind die Sprachen somit gleich mäch-
tig. Subjektiv betrachtet lässt sich feststellen, dass das Formulieren graphenspezifischer Anfragen
in einer deklarativen Sprache wie Cypher im Vergleich zu einer imperativen Sprache wie Gremlin
einfacher ist. Durch die Kombination aus graphenspezifischer Musterdefinition und SQL-ähnlichen
Filterkriterien lassen sich in Cypher sowohl einfache Traversierungen als auch komplexere Mus-
tersuchen, Aggregationen und Transformationen realisieren. Gremlin eignet sich ebenfalls sehr gut
für die Beschreibung abstrakter Wege, erfordert hingegen bei komplexeren Anfragen zusätzliche
118Dies ergab eine Rückfrage im November 2013 per Email an Philip Rathle, dem Senior Director of Products von
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Datenstrukturen zur Zwischenspeicherung und bedarf der Formulierung mehrerer Anweisungen in
einem Gremlin-Skript, um identische Informationen abfragen zu können. Die Lesbarkeit der An-
fragen und deren Wartbarkeit bei eingebetteter Verwendung wird hierdurch stark eingeschränkt.
Für Programmierer eigenen sich beide Sprachen zur Analyse von Graphen, Analysten hingegen mit
SQL- aber wenig Programmiererfahrung werden vermutlich Cypher bevorzugen. Zu beachten ist
auch, dass das Formulieren von Anfragen in Gremlin ein hohes Maß an manueller Optimierung
erfordert, während eine deklarative Sprache wie Cypher es dem Datenbanksystem überlässt, wie
die Anfrage letztendlich ausgeführt wird und somit Raum für Anfrageoptimierung bietet.
In diesem Kapitel wurde eine technische Analyse von Neo4j und Titan durchgeführt. Nach der
Vorstellung der Testumgebung, der verwendeten Datensätze und der beispielhaften analytischen
Anfragen wurde näher auf die Methodik bei der Durchführung des Benchmarks eingegangen. An-
schließend wurden die Ergebnisse der Einzelmessungen veranschaulicht und ausgewertet. Der letzte
Abschnitt fasste die Ergebnisse aus allen Messungen zusammen, dabei wurden sowohl die Leis-
tungsfähigkeit der GDBMS als auch die Anfrageformulierung in Cypher und Gremlin bewertet.
Im letzten Kapitel wird das Fazit der Arbeit gezogen, dazu werden die Ergebnisse der funktionalen
Evaluation in Verbindung mit den Ergebnissen des Benchmarks ausgewertet und ein Ausblick auf
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6. Zusammenfassung, Fazit und Ausblick
Ziel der Arbeit war es, verschiedene Graphdatenbanksysteme anhand definierter Anforderungen zu
vergleichen, einige der Systeme auszuwählen und in einer funktionalen und technischen Evaluation
ihre Eignung für ein aktuelles Forschungsvorhaben der Abteilung Datenbanken der Universität
Leipzig zu untersuchen.
Nach der Diskussion verwandter Arbeiten wurde zunächst der theoretische Unterbau der Thematik
behandelt. Neben den graphentheoretischen Grundlagen wurden verschiedene Netzwerkarten und
die mit ihnen verbundenen Einsatzgebiete betrachtet. Die Gegenüberstellung verdeutlichte, dass
es graphenbasierte Softwaresysteme mit verschiedenen Schwerpunkten geben muss. Das Vorgehen
bei der Analyse der Systeme entsprach einer schrittweisen Eingrenzung: Zunächst wurden die drei
Kategorien Graphdatenbanksysteme, Graph Processing Systems und Visualisierungs- und Analyse-
software definiert. Der Fokus wurde dabei auf Graphdatenbanksysteme gelegt, da diese sich durch
ihre Ausrichtung auf lokale, traversierende Anfragen in Verbindung mit klassischen Datenbank-
funktionalitäten für das Forschungsprojekt eignen.
Der Kategorisierung verschiedener Ausprägungen von GDBMS folgte die Definition graphenorien-
tierter Datenmodelle, welche das Property-Graph-Modell, das Property-Hypergraph-Modell und
das Resource Description Framework sind. Aus der Untersuchung ging hervor, dass das PGM und
das PHGM aufgrund der flexiblen Verwaltung semistrukturierter Daten und der modellinhärenten
Differenzierung in Beziehungen und Nutzdaten für die weitere Betrachtung relevant sind. Das RDF-
Modell hingegen legt im Kontext des Semantic Web den Schwerpunkt auf Inferenz und virtuelle
Datenintegration, diese sind jedoch für das Forschungsvorhaben nicht relevant.
Die Vorbetrachtung schloss mit den Definitionen verschiedener graphenspezifischer Operationen,
wobei in grundlegende und komplexe Operationen unterschieden wurde. Zu den grundlegenden
Operationen gehört beispielsweise die Traversierung zur Definition abstrakter Wege innerhalb des
Graphen, sie dient gleichzeitig als Basis komplexer Operationen wie dem Prüfen der Erreichbar-
keit. Neben den topologiebasierten Operationen wurde auch die Aggregation von Nutzdaten mit
einbezogen, da sie für die Analyse von Unternehmensdaten relevant ist.
Als Zielstellungen des Forschungsvorhabens wurden die Integration von Unternehmensdaten aus
Geschäftsinformationssystemen in einen Graphen, die darauf aufbauende graphenorientierte Ana-
lyse und die Entwicklung einer Analyseplattform definiert. Dabei sind zum aktuellen Zeitpunkt
insbesondere die ersten zwei Ziele bei der Betrachtung von GDBMS relevant.
Aufgrund der Vielzahl verschiedener Implementierungen wurden im Rahmen der funktionalen Eva-
luation zunächst kategorisierte Anforderungen aus den Projektzielen abgeleitet und auf deren
Grundlage die Systeme verglichen. Durch die Differenzierung in obligatorische und optionale Anfor-
derungen konnten aus den ursprünglich in Betracht gezogenen 22 GDBMS vier Systeme ausgewählt
und anschließend detailliert untersucht werden: Neo4j, HyperGraphDB, OrientDB und Titan.
Schwerpunkte innerhalb der Evaluation waren das verwendete Datenmodell, Zugriffs- und Indexme-
chanismen, Persistenz- und Cacheverwaltung sowie Verteilung und Skalierbarkeit. Der individuellen
Betrachtung der vier Systeme folgte der Vergleich auf Grundlage der genannten Schwerpunkte, der
ergab, dass vor allem Neo4j und Titan aufgrund ihres hohen Funktionsumfangs an graphenspe-
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Einsatz innerhalb des Forschungsprojektes in Frage kommen.
Die Leistungsfähigkeit beider Systeme wurde in einem abschließenden Benchmark verglichen, dabei
wurden die Ausführung analytischer Anfragen sowie die Anfrageformulierung in den jeweiligen An-
fragesprachen bewertet. Die Ergebnisse der funktionalen und technischen Evaluation führen zum
folgenden Fazit.
Fazit Beide GDBMS implementieren das PGM und verzichten auf die systemseitige Unterstüt-
zung eines strikten Schemas. Durch ihre flexible Verwaltung semistrukturierter Daten eignen sich
beide Systeme für die Integration heterogener Daten und unterstützen eine strukturelle Evolution
ohne Beeinflussung bestehender Informationen.
Neo4j erweitert das Standardmodell um Knotenbezeichner, diese ermöglichen aus Anwendungssicht
in Kombination mit Kantenbezeichnern die Definition eines minimalen Schemas und lockern damit
die enge Kopplung von Datenbank und Anwendung. Aus Datenbanksicht schafft die Erweiterung
zusätzliche Optionen für die Anfrageoptimierung.
Titan bietet mehrere Erweiterungen des PGM an. Die Möglichkeit zur Typisierung von Attri-
butschlüsseln und Kantenbezeichnern verspricht eine effizientere Verarbeitung des Graphen, ei-
ne deutliche Auswirkung der manuellen Typisierung konnte im Benchmark jedoch nicht festge-
stellt werden. Die Einschränkung der Kardinalität der an einer Beziehung beteiligten Entitäten
ermöglicht es der Anwendung topologische Integritätsbedingungen auf dem Graphen festzulegen.
Knoten-zentrierte Indizes können insbesondere in umfangreichen Informationsnetzwerken mit vie-
len Beziehungsarten und Kantenattributen vorteilhaft sein, dies wurde im Benchmark jedoch nicht
untersucht.
Die Zugriffsmechanismen von Neo4j und Titan eignen sich gleichermaßen für die Analyse von Infor-
mationsnetzwerken. Generell sind die in den Benchmarks erreichten Antwortzeiten in Anbetracht
der verwendeten Datenmengen für das Forschungsprojekt akzeptabel. Hervorzuheben ist, dass in
beiden Systemen für fast alle Anfragen ein annähernd lineares Antwortzeitverhalten in Abhängig-
keit vom Datenvolumen festgestellt wurde. Das Prüfen der Erreichbarkeit beansprucht in beiden
Systemen entsprechende Hardwareressourcen, die zugehörigen Anfragen sind eher globaler Natur,
da je nach Struktur des Graphen ein Großteil der Datenbasis berücksichtigt werden muss.
Für die Analyse des Graphen bietet Neo4j im Vergleich den größeren Funktionsumfang an. Algo-
rithmen bzw. Anfragen können sowohl unter Verwendung der nativen Core API und des Traversal
Frameworks als auch mit den Anfragesprachen Cypher und Gremlin formuliert werden. Insbeson-
dere Cypher ist ein geeignetes Analyse-Werkzeug: Die intuitive Verwendung der Sprache und die
Möglichkeit zur Mustersuche, Aggregation und Projektion werden durch integrierte Funktionen, wie
zum Beispiel die Pfadsuche, ergänzt. Die Ergebnisse der Benchmarks zeigen, dass zum aktuellen
Zeitpunkt noch immer ein deutlicher Leistungsunterschied zwischen der Verwendung von Cypher
und Gremlin innerhalb von Neo4j und auch im Vergleich zu Titan besteht. Dies lässt auf das anhal-
tende Problem einer unzureichenden Anfrageoptimierung schließen, dabei ist zu berücksichtigen,
dass Neo Technology den Schwerpunkt zunächst auf die Entwicklung einer geeigneten Syntax gelegt
hat. Die Sprache eignet sich hierdurch auch als Werkzeug für Nicht-Programmierer bzw. Analys-
ten. Die Tatsache, dass Gremlin nicht von Neo Technology entwickelt wird, kann sich nachteilig
auswirken. Es ist nicht garantiert, dass nach Release einer Neo4j-Version alle Neuerungen, wie zum
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Titan bietet unter Verwendung der Blueprints API und Gremlin ebenfalls die Möglichkeit belie-
bige Algorithmen und Anfragen zu definieren. Gremlin eignet sich sehr gut für das Formulieren
abstrakter Wege. Eine Mustersuche ist ebenfalls möglich, die Anfrage ist jedoch abhängig vom
Muster deutlich komplexer als eine äquivalente Cypher-Anfrage. Durch die Integration in Groovy
bzw. Java lassen sich beliebige Funktionen als Seiteneffekt implementieren und damit während der
Traversierung Berechnungen ausführen. Der imperative Charakter der Sprache macht die Perfor-
manz jedoch im Wesentlichen von der Anfrageformulierung abhängig. Diese kann unter Umständen
sehr komplex sein und hierdurch eher für Anwendungsentwickler, weniger für Analysten geeignet
erscheinen.
Im Zusammenhang mit der physischen Repräsentation des Graphen verfolgen Neo4j und Titan
grundsätzlich verschiedene Ansätze. Während Neo4j auf die Implementierung einer graphenorien-
tierten Persistenzschicht setzt, nutzt Titan bestehende Datenbanksysteme und bildet den Graphen
auf diese ab.
In Neo4j ist die indexfreie Adjazenz auf physischer Ebene möglich, das Store-Konzept trennt da-
bei Topologie und Nutzdaten und bietet einen effizienten Zugriff auf beide. Die Ergebnisse des
Benchmarks zeigen, dass Neo4j über eine performante Caching- und Persistenzarchitektur verfügt,
welche auch bei steigendem Datenvolumen niedrige und dabei vor allem konstante Antwortzeiten
ermöglicht.
Der in Titan verfolgte Ansatz einer Entkopplung von Datenbank- und Speicherschicht ist innovativ
und ermöglicht sowohl die Nutzung bestehender als auch die Implementierung eigener problemspe-
zifischer Speichersysteme. Die Leistungsfähigkeit von Titan ist daher im Wesentlichen vom verwen-
deten Speichersystem abhängig. Die Ergebnisse des Benchmarks lassen den Schluss zu, dass sich
eine nicht-native Speicherung in BerkeleyDB für die Analyse der verwendeten Testgraphen eignet,
der Ansatz weist jedoch bei steigendem Datenvolumen ein erkennbar schlechteres Antwortzeitver-
halten als die native Implementierung in Neo4j auf.
Das redundante Speichern der Datenbasis und die daraus resultierende horizontale Skalierbarkeit
von Lesezugriffen ist in Neo4j möglich, was jedoch nur für die kostenpflichtige Enterprise-Edition
gilt. Eine Partitionierung des Graphen ist zum aktuellen Zeitpunkt systemseitig nicht möglich und
muss bei Bedarf selbst implementiert werden.
In Titan zeigt sich die Flexibilität des gewählten Ansatzes auch im Hinblick auf Datenverteilung:
In Kombination mit BerkeleyDB sind weder das Replizieren noch das Partitionieren des Graphen
möglich, wohingegen der Einsatz von Apache Cassandra beides erlaubt. Eine Berücksichtigung der
logischen Adjazenz findet bei der Partitionierung des Graphen aus Sicht von Titan nicht statt.
In Anbetracht des aktuellen Projektstandes eignen sich beide GDBMS aufgrund der von ihnen
angebotenen Verteilungsmechanismen. Die Möglichkeit der Nutzung quelloffener, kostenfreier, ver-
teilter Speicherlösungen spricht im Zusammenhang mit der Datenverteilung auf lange Sicht für den
Einsatz von Titan.
Eine der wichtigsten Anforderungen für das Forschungsvorhaben ist die Erweiterbarkeit und An-
passbarkeit der Systeme. Durch die Quelloffenheit und Lizenzierungsmodelle von Titan und Neo4j
ist dies grundsätzlich bei beiden uneingeschränkt möglich. Eigene Graphalgorithmen oder Operato-
ren für Cypher bzw. Gremlin können hinzugefügt werden, für das Anbinden spezieller Indexstruk-
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Titan deutlich einfacher, da hierfür definierte Schnittstellen zu implementieren sind und Datenbank-
und Speicherschicht im Vergleich zu Neo4j klarer voneinander getrennt sind.
Es entstand der Eindruck, dass Neo4j durch die deutlich längere Entwicklungsdauer gegenüber Ti-
tan über eine größere Entwickler- und Nutzergemeinde verfügt und damit verbunden eine stärkere
Außenwirkung besitzt. Es existieren zahlreiche, oft herstellerunabhängige Informationen in Form
von Blogs, Veröffentlichungen und Büchern. Beide Systeme verfolgen eine konsequente Ausrichtung
auf Quelloffenheit und Transparenz des Entwicklungsprozesses; zum Beispiel werden Erweiterungen
der Systeme auf den Mailing-Listen zusammen mit den Nutzern diskutiert.
Beiden GDBMS ist die detaillierte, aktuelle Dokumentation gemein, wobei diese im Fall von Neo4j
umfangreicher ist und teilweise auch Beschreibungen von Systeminterna beinhaltet. Generell fällt
die einfache Kommunikation mit den Herstellern auf: Fragen auf Mailing-Listen, via Skype oder
Mail wurden umgehend beantwortet, zum Teil fanden Erkenntnisse aus dieser Arbeit Eingang in die
Dokumentationen, so zum Beispiel die Analogie zur Kardinalität in Titan, welche nach entsprechen-
der Diskussion auf der Mailing-Liste in die Dokumentation übernommen wurde. Die im Benchmark
verwendeten Anfragen werden als Anwendungsbeispiel innerhalb der Cypher-Dokumentation ver-
fügbar gemacht.
Nach Auswertung der Ergebnisse der funktionalen und technischen Evaluation steht fest, dass sich
sowohl Neo4j als auch Titan als Graphdatenbanksystem innerhalb des Forschungsprojektes eignen.
Die Präferenz liegt bei Neo4j, da es im Vergleich mit Unterstützung von Cypher und Gremlin den
größeren Funktionsumfang aufweist und im Benchmark bei der Mehrzahl der Anfragen ein besseres
Leistungsverhalten zeigt.
Ausblick Eine für die effiziente Analyse umfangreicher, vernetzter Datenbestände nutzbringen-
de Systemeigenschaft ist die hauptspeicher-orientierte Verwaltung. Bisher existieren nur wenige
GDBMS, die diese Eigenschaft aufweisen, für Neo4j ist aktuell keine entsprechende Lösung ver-
fügbar, Titan bietet in Version 0.4.0 eine experimentelle Unterstützung von Hazelcast in Form
eines verteilten, hauptspeicher-zentrierten Speichersystems an. Die Evaluation bestehender oder
die Entwicklung eigener Lösungen ist in diesem Zusammenhang vorstellbar.
Umfangreiche Datenmengen und stetiges Datenwachstum erfordern in entsprechenden Anwendun-
gen eine Partitionierung des Graphen und die damit verbundene physische Verteilung. Die auto-
matische, gleichmäßige Zuweisung der Teilgraphen auf mehrere Rechner unter Einhaltung einer
möglichst minimalen Anzahl Kanten zwischen den Rechnern wird bisher von keinem der betrachte-
ten GDBMS unterstützt. Insbesondere bei dynamischen Graphen, welche permanenten Änderungen
unterliegen, sind statische Partitionierungsverfahren weniger geeignet. Vorstellbar wären hier zum
Beispiel adaptive Verfahren, welche das Anfrageverhalten untersuchen und den Graphen entspre-
chend verteilen.
Im Rahmen der Arbeit wurde der Schwerpunkt auf die Verwendung von Graphdatenbanksystemen
gelegt. Es wurde deutlich, dass diese insbesondere bei globalen Anfragen Leistungsdefizite aufwei-
sen. In diesem Zusammenhang wäre es interessant, wie sich entsprechende Anfragen mit Graph
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fern sich die Systeme generell für einen interaktiven Betrieb im Rahmen einer Analyseplattform
eignen.
Es wurde festgestellt, dass zum aktuellen Zeitpunkt keine standardisierte Anfragesprache für
GDBMS existiert. Gremlin kann zwar im Rahmen des TinkerPop-Projektes als Quasi-Standard
angesehen werden und wird bereits von mehreren Systemen unterstützt, eine deklarative Anfrage-
sprache wie zum Beispiel Cypher ist hingegen nur in Neo4j verfügbar. In diesem Zusammenhang
wären eine Formalisierung, Weiterentwicklung und Standardisierung einer graphenorientierten, de-
klarativen Anfragesprache erstrebenswert.
Eine mögliche Erweiterung des Speichersystems von Neo4j wäre die Berücksichtigung einer logi-
schen Adjazenz bei der physischen Abbildung des Graphen. Momentan können logisch benachbarte
Knoten innerhalb eines Stores beliebig verteilt sein. In Cypher wäre darüber hinaus die Unter-
stützung von Graphen als Anfrageergebnis denkbar. Aktuell werden Ergebnismengen in Form von
Tabellen dargestellt, das Erzeugen neuer Graphen hingegen würde die Schachtelung von Anfragen
und eine intuitive Weiterverarbeitung ermöglichen. Ein ebenfalls interessantes Forschungsgebiet ist
die Anfrageoptimierung. Wie gezeigt wurde, weist Cypher diesbezüglich Defizite auf und gibt somit
Raum für eigene Lösungsansätze.
Die betrachteten Systeme unterliegen einer stetigen Weiterentwicklung. So wäre es zum Beispiel
interessant, welche Verbesserungen das neue Speichersystemen von OrientDB aufweist. Hyper-
GraphDB nutzt ein sehr interessantes Datenmodell, erfährt aber im Vergleich zu den anderen
GDBMS verhältnismäßig wenig Beachtung. Eine Implementierung und Erweiterung der Blueprints
API hinsichtlich Hypergraphen könnte das GDBMS möglicherweise für verschiedene Projekte im
Bereich der Wissensverwaltung interessant machen.
Eine Erweiterung, die auch für das erwähnte Forschungsvorhaben eine Rolle spielt, ist die Visuali-
sierung von Graphen. In diesem Zusammenhang bieten die GDBMS bisher, wenn überhaupt, nur
einfache Werkzeuge an. Interessant wäre zu untersuchen, wie Ergebnisse analytischer Anfragen ver-
ständlich und nutzbringend dargestellt werden können. Dabei ist auch die Unterstützung mobiler
Endgeräte einzubeziehen.
Ein im Benchmark nicht betrachteter Aspekt ist die Performance der Systeme in einer verteil-
ten Konfiguration, hier wäre eine weiterführende Untersuchung hinsichtlich paralleler Leseanfragen
möglich. Ein generelles Manko ist das Fehlen eines standardisierten Benchmarks für GDBMS, wie
er zum Beispiel in Form der TPC-Benchmarks für relationale Datenbanksysteme existiert. Mit dem
Linked Data Benchmark Council119 besteht seit Ende 2012 ein Projekt, in welchem sich Partner
aus Forschung und Industrie zusammengeschlossen haben, um gemeinsam einen standardisierten
Benchmark für graphenbasierte Softwaresysteme zu entwickeln.
Der gegebene Ausblick lässt erahnen, dass das Gebiet der graphenbasierten Softwaresysteme reich-
lich Raum und vielfältige Ansätze für Forschung und Entwicklung verspricht. Zu Beginn des Pro-
jektes wurde die Implementierung eines eigenen Graphdatenbanksystems in Erwägung gezogen. Die
hier erfolgte detaillierte Auseinandersetzung mit dem Thema führt jedoch zu dem Schluss, dass der
Verwendung und Weiterentwicklung bestehender Technologien der Vorzug gegenüber einer eigenen
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Tabelle A.1.: Liste der Webseiten untersuchter GDBMS.
B. Quelltextbeispiele
Abbildung A.1 zeigt einen Property-Graphen, auf den sich die nachfolgenden Quelltextbeispiele
beziehen. Die Attribute und Bezeichner der Knoten und Kanten entsprechen denen im Benchmark.
Die Beispiele zeigen die Syntax für das Erzeugen von Knoten- und Kanteninstanzen, das Aus-
lesen der Nachbarschaft eines Knotens sowie - wenn vorhanden - die Verwendung von Traversal






__id__   : "g0"
__type__ : "g"
name     : "Books"
Product
__id__     : "p456"
__type__   : "p"
title      : "Effective Java" 













votes   : 15
rating  : 4
helpful : 10
date    : "2013-10-14"
User
__id__   : "u23"
__type__ : "u"
age      : 26
gender   : true
region   : Saxony
Product
__id__     : "p123"
__type__   : "p"
title      : "Java 7"
salesrank  : 2
categories : ["Programming"]
User
__id__   : "u42"
__type__ : "u"
age      : 28
gender   : false












votes   : 12
rating  : 3
helpful : 5




















Abbildung A.1.: Datengrundlage für Quellcodebeispiele.
Neo4j
1 try (Transaction tx = graphDB.beginTx()) {
2 // create labels
3 Label productLabel = new Label() {@Override public String name() {
4 return "Product"; }};





10 // create a product node instance
11 Node p123 = graphDB.createNode(productLabel); // no __type__ attribut needed
12 p123.setProperty("__id__", "p123");
13 p123.setProperty("title", "Effective Java");
14 p123.setProperty("salesrank", 2);
15 p123.setProperty("categories", new String[] { "Programming" });
16 // create a user node instance







24 // create REVIEWED_BY edge instance
25 Relationship review1 = p123.createRelationshipTo(u42,











33 // make changes persistent
34 tx.success();
35
36 // read the neighbourhood of p123 using all outgoing edges
37 for (Relationship e : p123.getRelationships(Direction.OUTGOING)) {
38 System.out.println(e.getType().name() + " points to "
39 + e.getEndNode().getProperty("__id__"));
40 }
41 // prints ...
42 // SIMILAR_TO points to p456
43 // BELONGS_TO points to g0
44 // REVIEWED_BY points to u42
45 }
Listing A.1: Neo4j: CRUD-Operationen
1 // abstract path description
2 TraversalDescription td = Traversal.description()
3 // traverse the graph in breadth first order
4 .breadthFirst()




9 // no zero length paths
10 .evaluator(Evaluators.excludeStartPosition());
11
12 // start traversal at user u23
13 for (Path p : td.traverse(u23)) {
14 System.out.println(p);
15 }
16 // prints paths ...
17 // (5)<--[FRIEND_OF,4]--(4) // 4 => u42
18 // (5)<--[REVIEWED_BY,7]--(3) // 3 => p456
19 // (5)<--[FRIEND_OF,4]--(4)<--[REVIEWED_BY,6]--(2) // 2 => p123
Listing A.2: Neo4j: Traversal Framework
HypergraphDB
1 // create JavaBean instances
2 Group books = new Group(1L, "Books");
3 Product p123 = new Product("p123", "Java 7", 2, new String[] { "Programming" });
4 Product p456 = new Product("p456", "Effective Java", 3, null);
5 User u42 = new User("u42", 28, false, "Saxony");
6 User u23 = new User("u23", 26, true, "Saxony");





8 Review rev2 = new Review("2013-10-14", 4, 15, 10);
9
10 // create atom handles for the nodes
11 HGHandle booksHandle = hg.add(books);
12 HGHandle p123Handle = hg.add(p123);
13 HGHandle p456Handle = hg.add(p456);
14 HGHandle u42Handle = hg.add(u42);
15 HGHandle u23Handle = hg.add(u23);
16
17 // link atoms using their handles
18 hg.add(new HGRel("belongs_to", p123Handle, booksHandle));
19 hg.add(new HGRel("belongs_to", p456Handle, booksHandle));
20 hg.add(new HGRel("similar_to", p123Handle, p456Handle));
21 hg.add(new HGRel("similar_to", p456Handle, p123Handle));
22 hg.add(new HGRel("friend_of", u42Handle, u23Handle));
23 hg.add(new HGRel("friend_of", u23Handle, u42Handle));
24 // use HGValueLink to store a value at the edge
25 hg.add(new HGValueLink(rev1, p123Handle, u42Handle));
26 hg.add(new HGValueLink(rev2, p456Handle, u23Handle));
Listing A.3: HyperGraphDB: CRUD-Operationen
1 // get all products with a salesrank greater than or equal to 3
2 // load the whole result into a list (instead of using an iterator)
3 List<Product> = hg.getAll(graph,
4 hg.and(hg.type(Product.class), hg.gte("salesrank", 3));
5
6 // go through the result
7 for (Product p : products) {
8 System.out.println(p);
9 }
10 // prints products ...
11 // Product [__id__=p456, title=Effective Java, salesrank=3, categories=null]
Listing A.4: HyperGraphDB: Mengenorientierte API
1 // get product handle
2 HGHandle p123Handle = graph.getHandle(p123);
3
4 // define an adjacency list generator
5 DefaultALGenerator alGen = new DefaultALGenerator(graph, hg.and(
6 // link predicate: traverse reviews which were helpful for at least 5 people
7 hg.type(Review.class), hg.gte("helpful", 5)),
8 // sibling predicate: just look at users who are at least 25 years old
9 hg.and(hg.type(User.class), hg.gte("age", 25)));
10
11 // initialize the traversal framework
12 HGTraversal traversal = new HGBreadthFirstTraversal(p123Handle, alGen);
13
14 // start the traversal
15 while (traversal.hasNext()) {
16 Pair<HGHandle, HGHandle> next = traversal.next();
17 HGLink link = (HGLink) graph.get(next.getFirst());





19 System.out.println("at atom " + atom + " using link " + link);
20 }
21 // prints ...
22 // at atom User [__id__=u42, age=28, gender=false, region=Saxony]
23 // using link Review [date=2013-10-16, rating=3, votes=12, helpful=5]
Listing A.5: HyperGraphDB: Traversal Framework
OrientDB
1 // create class for product
2 OClass product = graph.createVertexType("Product");




7 product.createProperty("categories", OType.EMBEDDEDLIST, OType.STRING);
8 // create unique index on __id__ for class product
9 graph.createKeyIndex("__id__", Vertex.class, new Parameter("type", "UNIQUE"),
10 new Parameter("class", "Product"));
11
12 // create class for user






19 // create unique index on __id__ for class user
20 graph.createKeyIndex("__id__", Vertex.class, new Parameter("type", "UNIQUE"),
21 new Parameter("class", "Product"));
22 // ...
23
24 // create class for ReviewedBy edge
25 OClass reviewedBy = graph.createEdgeType("ReviewedBy");







33 // create product node instance (define mandatory attributes in constructor)
34 Vertex p123 = graph.addVertex("class:Product", "__id__", "P123",
35 "title", "Java 7");
36 p123.setProperty("salesrank", 2);
37 p123.setProperty("categories", new String[] { "Programming" });
38 // create user node instance










45 // create ReviewedBy edge instance








54 // make changes persistent
55 graph.commit();
56
57 // read the neighbourhood of p123 using all outgoing edges
58 for (Edge e : p123.getEdges(Direction.OUT, new String[] {})) {
59 System.out.println(e.getLabel() + " points to "
60 + e.getVertex(Direction.IN).getProperty("__id__"));
61 }
62 // prints ...
63 // SimilarTo points to p456
64 // BelongsTo points to g0
65 // ReviewedBy points to u42
66
67 // perform an SQL-query
68 for (Vertex v : (Iterable<Vertex>) graph.command(
69 new OCommandSQL("SELECT FROM V WHERE __id__ IS NOT null")).execute()) {
70 System.out.println(v.getId() + " (" + v.getProperty("__id__") + ")");
71 }
72 // prints ...
73 // #11:0 (p456)
74 // #11:1 (p123)
75 // #12:0 (g0)
76 // #13:0 (u23)
77 // #13:1 (u42)
Listing A.6: OrientDB: CRUD-Operationen
Titan
1 // create TitanKey for __id__
2 graphDB.makeType().name("__id__")
3 // unique on vertex
4 .unique(Direction.BOTH)
















17 // create TitanLabel for BELONGS_TO
18 graphDB.makeType().name("BELONGS_TO")





24 // create product node instance
25 Vertex p123 = graphDB.addVertex(null);
26 p123.setProperty("__id__", "p123");
27 // store the type because there are no labels / classes
28 p123.setProperty("__type__", "p");
29 p123.setProperty("title", "Java 7");
30 List<String> list = new ArrayList<String>();
31 list.add("Programming");
32 p123.setProperty("categories", list);
33 // create user node instance








42 // create REVIEWED_BY edge instance







50 // make changes persistent
51 graphDB.commit();
52
53 // read the neighbourhood of p123 using all outgoing edges
54 // using Blueprints API, so its identical to OrientDB
55 for (Edge e : p123.getEdges(Direction.OUT, new String[] {})) {
56 System.out.println(e.getLabel() + " points to "
57 + e.getVertex(Direction.IN).getProperty("__id__"));
58 }
59 // prints ...
60 // REVIEWED_BY points to u42
61 // BELONGS_TO points to g0
62 // SIMILAR_TO points to p456








1 START a=node(42) RETURN *;
Listing A.8: Operation random_read in Cypher
1 g.v(42).map();




3 RETURN DISTINCT s.title AS title;
Listing A.10: Operation sim_products in Cypher
1 g.v(42).both(’SIMILAR_TO’).loop(1){it.loops <= 2}.dedup().title;




3 RETURN p.title AS title, avg(r.rating) AS weight
4 ORDER BY weight DESC;
Listing A.12: Operation foaf_reviews in Cypher
1 g.v(42).both(’FRIEND_OF’).both(’FRIEND_OF’).inE(’REVIEWED_BY’)
2 .groupBy{it.outV.next().title}{it.rating}{it.sum() * 1.0 / it.size()}
3 .cap.orderMap(T.decr);
Listing A.13: Operation foaf_reviews in Gremlin
path_all
1 START a=node(42), b=node(23)
2 MATCH p=a-[:FRIEND_OF|SIMILAR_TO|REVIEWED_BY*..4]-b
3 RETURN length(p) AS length, count(p) AS cnt;





1 a = g.v(42);
2 b = g.v(23);
3 visited=[a];
4 a.both(’FRIEND_OF’,’REVIEWED_BY’,’SIMILAR_TO’)
5 .loop(1){it.object != b && it.loops < 5}.retain([b])
6 .path._().transform{it.size() - 1}.groupCount().cap();
Listing A.15: Operation path_all in Gremlin
path_shortest
1 START a=node(42), b=node(23)
2 MATCH p=shortestPath(a-[:FRIEND_OF|:REVIEWED_BY|:SIMILAR_TO*..5]-b)
3 RETURN EXTRACT(n in NODES(p): n.__id__) AS path;
Listing A.16: Operation path_shortest in Cypher
1 a = g.v(42);
2 b = g.v(23);
3 visited=[a];
4 a.both(’FRIEND_OF’, ’REVIEWED_BY’, ’SIMILAR_TO’)
5 .except(visited).store(visited)
6 .loop(3){it.object != b && it.loops < 6}.retain([b])
7 .path{it.__id__};




3 WHERE p.salesrank < 500000
4 RETURN u.region AS region, count(u) AS cnt
5 ORDER BY cnt DESC
6 LIMIT 10;
Listing A.18: Operation top_region in Cypher
1 group = g.V(’__id__’, ’g0’).next();
2 group.in(’BELONGS_TO’).filter{it.salesrank < 500000}
3 .out(’REVIEWED_BY’).groupCount{it.region}.cap()
4 .orderMap(T.decr)[0..9];









4 WITH user, products, collect(distinct friends1.__id__) as f1, collect(distinct friends2.__id__
) as f2
5 WITH user, products, filter(x in f1 : x in f2) as intersect
6 WITH user, products, count(products) as n, intersect, length(intersect) as intersect_cnt
7 WHERE intersect_cnt > 1 and n > 0
8 RETURN user.__id__ as user_id, n, products.__id__ as product_id, intersect as friends,
intersect_cnt;
Listing A.20: Operation sim_pattern in Cypher
1 u = g.v(42);
2 m = [:]; common_products = [] as Set;
3 u.both("FRIEND_OF").dedup().transform({ it.in("REVIEWED_BY").dedup() })
4 .scatter().groupCount(m).filter({ m[it] >= 2 }).fill(common_products);
5 common_products._().as("product").transform({
6 it.out("REVIEWED_BY").filter({
7 it.in("REVIEWED_BY").retain(common_products)[0..<2].count() == 2
8 }).as("friend").both("FRIEND_OF").retain([u]).back("friend").toSet()
9 }).as("friends").table().cap().next();




It’s great to speak with you, thanks for reaching out. Cypher is indeed a great convenience. As you
point out, it’s not yet always fast: certain operations aren’t yet well optimized. There is a good
reason for this. Cypher was born right around two years ago: 11 years after the first line of Neo4j
code was written, and about a year before Titan was released, for anyone who’s counting :-) We
have spent a lot of time working on getting the language and functionality right, and not as much
time on performance. With the 2.0 release, which we expect to GA in December, we will have a
greatly improved Cypher language, as well as an enhanced "labeled property graph"model that will
now give Neo4j some important "hooks"through which it can better understand the data in the
graph.
Our #1 priority upon releasing 2.0 will be Cypher performance. In fact it will be a variety of
performance items, all geared towards improving performance for large graphs (some operations
affect small ones as well). The "hooks"that labels provide in 2.0 will allow us to use statistics for the
first time inside of the Cypher optimizer. Some of the foundation we have laid in 2.0 includes a new
internal API that plugs more closely and directly into the kernel than Gremlin and will ultimately





Generally what we tell people to do is to start with Cypher (because it’s easier and more readable)
and that if they need a query to run faster, to drop down into the native Java API. In the same way
that RDBMS vendors embarked upon a lifelong journey of optimizer improvements the moment
they adopted SQL, we’ve now done the same, and I expect it won’t be too long before standards
discussions occur and the entire industry is held to a higher bar. For this reason and a variety of
others expressed in the post below, we generally don’t recommend using Gremlin, though of course
it’s a personal choice:
http://www.fromdev.com/2013/09/Gremlin-Example-Query-Snippets-Graph-DB.html
Good luck with your project. I certainly hope you will choose Neo4j!
My perspective on Titan for what it’s worth–which I encourage you to question– is that it is
fairly new (I know of only one or two production deployments), it is backed by a group of around
7 consultants whose ambition is largely about consulting (vs. building a company and product
organization to build a world-class product), and that the technology starts with the shortcut of
building atop databases that fundamentally aren’t built do relate data. (Joins are an anti-pattern
in Cassandra, and I’ve seen many people in the last few months try and fail to get Titan to perform
with typical graph queries.) By contrast, Neo4j has 50K+ downloads per month (500K+ total),
over 100 commercial/paying customers (30 of which are Global 2000), $25M in funding by reputable
investors (such as Fidelity), a team of 55 people (which is growing), and is built atop a proven &
stable technology built from the ground up to store connected data. Total usage also accounts for
approx 85% of all graph database usage.
</end of marketing pitch>
Feel free to send along any additional questions!
Philip
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