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Single-shot images are the standard readout of experiments with ultracold atoms, the imperfect reflection of
their many-body physics. The efficient extraction of observables from single-shot images is thus crucial. Here
we demonstrate how artificial neural networks can optimize this extraction. In contrast to standard averaging
approaches, machine learning allows both one- and two-particle densities to be accurately obtained from a
drastically reduced number of single-shot images. Quantum fluctuations and correlations are directly harnessed
to obtain physical observables for bosons in a tilted double-well potential at an extreme accuracy. Strikingly,
machine learning also enables a reliable extraction of momentum-space observables from real-space single-shot
images and vice versa. With this technique, the reconfiguration of the experimental setup between in situ and
time-of-flight imaging is required only once to obtain training data, thus potentially granting an outstanding
reduction in resources.
DOI: 10.1103/PhysRevA.104.L041301
Ultracold atoms are used as remarkably flexible analog
quantum simulators of otherwise hardly accessible quantum
many-body states [1–6]. Recent highlights include the quan-
tum simulation of correlations in Fermi-Hubbard systems
[7] and the quantization of conductance through a quan-
tum point contact [8,9]. An important aspect underpinning
all cold-atom-based quantum simulators is that their readout
is single-shot images. Experimental techniques for record-
ing single-shot images include photoluminescence or indirect
microscopy and tomography [10–14]. These readouts of ul-
tracold atomic systems are projective measurements of the
many-body wave function [15–21]. Ideally, such single-shot
images (random samples of the N-body density) contain infor-
mation about the position or momentum of every imaged atom
and thus about densities and correlation functions to all orders
[22–24], quantum fluctuations [25,26], and full distribution
functions [27].
A key goal is to have a quantum simulator whose read-
outs directly furnish information about complex correlation
functions and distributions relevant, for instance, to our under-
standing of the nature of strongly correlated phases. Typically
sought observables, one- and two-body correlation functions,
are extracted by averaging a sufficiently large number of
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single-shot images. This averaging corresponds, formally, to
the extraction of a marginal distribution via a trace operation.
Such a trace operation might not preserve all the information
about correlation functions. Reaching towards the goal to opti-
mally readout quantum simulators, we propose to use artificial
neural networks (ANNs) to optimally extract a wide range of
pertinent observables from single-shot images.
The booming field of machine learning (ML) has led to
many notable results concerning the classification of phases of
matter with simulated [28–43] or experimental [44–46] data.
Artificial neural networks were used to obtain neural-network
quantum states, a compressed yet accurate representation of
many-body wave functions [47–59], and to devise efficient
quantum state tomography and observable extraction in qubit
systems [46,60–62]. Applications of ANNs to single-shot im-
ages of ultracold atoms so far have focused on classifying
phases of the doped Hubbard model [44], detection of phase
transitions of the Haldane and Bose-Hubbard models [45], and
denoising for single-exposure imaging [63]. A demonstration
that ANNs can be applied for the extraction of general observ-
ables including correlation functions from single-shot images
of ultracold atoms has been lacking.
In this Letter we consider the extraction of observables
from projective quantum measurements of many-body states
of ultracold atoms as a regression task. We then devise, train,
and apply ANNs to it (Fig. 1). Our ANN-based regression
yields observables with far superior accuracy as compared
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FIG. 1. Machine learning observables from single-shot images
of ultracold atomic systems. Single-shot images are measured ex-
perimentally or simulated numerically using MCTDH-X or other
algorithms and used as input data in an ML task. Other options
for wave-function-based approaches that allow the simulation of
single-shot measurements include ITensor [64], the TENSOR NET-
WORK THEORY (label TNT) library [65], or the openMPS software
[66,67]. The ANNs are trained on the simulated single-shot data set
obtained here for an N-boson tilted double-well system to output
multiple observables. The quantities (g, h, σ, α, N) characterizing
this double well are randomized.
to the standard averaging procedure applied to this regres-
sion task. As a key result of this Letter, we demonstrate
an ANN-based reconstruction of observables from single-
shot measurements that would traditionally require a change
in the imaging setup: Momentum-space observables can be
found from real-space single-shot data and vice versa. The
ANN in use has a few convolutional and dense hidden layers
and is described in detail in Sec. S1 of the Supplemental
Material [68]. The construction, training, and evaluation of
ANN models is implemented using TENSORFLOW [89,90] and
integrated into a flexible open-source toolkit: the Universal
Neural-network Interface for Quantum Observable Readout
from N-body wavefunctions (UNIQORN) [91].
We aim to demonstrate the potential of our ML algo-
rithm on a physical system that consists of N bosons in a








dx dx′̂†(x)̂†(x′)W (x, x′)̂(x′)̂(x), (1)
where ̂(x) and ̂†(x) are bosonic field operators. The
one-body part of the Hamiltonian contains a kinetic energy
term T (x) = − 12∂2x and a tilted one-body double-well po-
tential V (x) = 12 x2 + h exp(− x
2
σ 2
) + αx that is modeled as a
combination of an external harmonic confinement, a central
Gaussian barrier of height h and width σ , and a tilt of slope
α. The particles interact via a two-body contact repulsion
W (x, x′) = gδ(x − x′), g > 0 (Fig. 1). All units are given in
terms of the natural length scale L = √h̄/mω and energy scale
E = h̄ω, where m is the mass of the particles and ω is the
external harmonic trapping frequency.
The tilted double-well system can be viewed as a minimal
implementation of a quantum simulator of the two-site Hub-
bard model [7,92], when the shape of the state within each
well is ignored. The two lattice sites are then given by the
two minima of the one-body potential, the hopping strength
is controlled by the barrier height, and the on-site interaction
and energy offset are derived from the interaction strength and
the tilt, respectively. Despite their apparent simplicity, double
wells feature a wealth of many-body properties, e.g., cor-
relations [23,93,94], number fluctuations [95], self-trapping,
and equilibration dynamics [96], and are of contemporary
experimental interest [22,23,97,98]. Therefore, double wells
provide the perfect arena to implement and benchmark our
ANN approach to extract observables.
As the data set [99] for our ML tasks, we compute 3000
ground-state wave functions of the double-well system de-
scribed above. Each individual wave function corresponds
to a double-well system whose system parameters bar-
rier height h ∈ [5, 25], barrier width σ ∈ [0, 3], interactions
g ∈ [0.01, 0.2], tilt α ∈ [0, 0.5], and particle number N ∈
[10, 100] are generated randomly according to a uniform
distribution within the corresponding intervals. The ranges
for the random parameters are tuned such that the obtained
ground states span a range of physical phenomena that are
expected for interacting ultracold bosons in double-well po-
tentials. Our data set thus contains wave functions of both
condensed and fragmented systems where the reduced one-
body density matrix has a single [100] or several [101,102]
macroscopic [O(N )] eigenvalues, respectively.
For each wave function (x1, . . . , xN ) in our data set of
solutions of the Schrödinger equation with the Hamiltonian
(1), we generate 1000 single-shot images as the input data for
our ML tasks. These simulated single-shot images are random
samples (x̃1, . . . , x̃N ) that are drawn from the N-particle den-
sity P(x1, . . . , xN ) = |(x1, . . . , xN )|2 (see Refs. [19,103]).
As the labels for our supervised ML regression tasks, we
compute one-body densities (1BDs) and two-body densities
(2BDs) that we want to infer from the single-shot input data.
These input data and their labels are computed in real and
in momentum space and form our labeled data set [99]. For
convenience, we discuss the real-space data in the following;
the discussion is identical for the momentum-space case, re-
placing x → k. Since we have a range of different particle
numbers, the shot-to-shot fluctuations in the single-shot im-
ages in our data set stem from both the finite particle number
and quantum fluctuations [27,104]. Hence, individual single-
shot images in our data set may be very different from their
density labels. This deviation of single-shot images from the
density is particularly pronounced for small particle numbers
and/or strong quantum correlations [19,103].
To solve the N-boson Schrödinger equation for the ground
state and to simulate the system’s detection in single-shot
images [25–27,103,104], we use the multiconfigurational
time-dependent Hartree method for indistinguishable particles
(MCTDH-X) [26,105–111]. The MCTDH-X employs a fully
optimized basis set to obtain an accurate representation of the
many-body state (Sec. S2 in [68]). Generally, the MCTDH-X
can capture the physics of the system beyond the Hubbard
model [112–116].
Inspired by Ref. [7], we study here the ANN-based ex-
traction of 1BDs and 2BDs from single-shot images due to
their simplicity and importance. Notably, the 2BD has an
important role as the simplest indicator of correlation effects
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FIG. 2. Regression of real-space (a), (b), (e), and (g) 1BD ρ(x) and (c), (d), (f), and (h)–(j) 2BD ρ (2)(x, x′) from real-space single-shot
images. (a)–(d) and (f)–(i) Comparisons between predicted (labeled “pred.”) and true (labeled “true”) values from ANNs with Ns = 200 for
(a), (b), and (g) ρ(x) and (c), (d), (f), (h), and (i) ρ (2)(x, x′). Each dot in (a) and (f) compares each regressed data point in all test set observables
with its corresponding true value. The red line along the diagonal indicates perfect agreement for all ranges. In (b)–(d) one specific condensed
state is shown, while in (g)–(i) one specific fragmented state is shown. (e) and (j) Loss function measuring deviation of predictions from true
values (Sec. S1 in [68]) as a function of Ns compared between the ANN approach and the averaging approach for (e) ρ(x) and (j) ρ (2)(x, x′)
(100% corresponds to the loss obtained for the averaging formula at Ns = 10). All plotted quantities are dimensionless.
that underpins many-body phenomena beyond mean-field ap-
proaches [93,94]. We remark that our ANN-based approach
works also for other observables like the particle number and
the one-body reduced density matrix (Secs. S3 and S4 in [68],
respectively).
From the wave function |〉, the 1BD and 2BD can be
evaluated, respectively, as
ρ(x) = 〈|̂†(x)̂(x)|〉/N, (2)
ρ (2)(x, x′) = 〈|̂†(x)̂†(x′)̂(x′)̂(x)|〉. (3)
Figure 2 shows some results of our ANN-based extraction
of the 1BD [Eq. (2)] and 2BD [Eq. (3)] in Figs. 2(a)–2(e)
and 2(f)–2(j), respectively, from a set of simulated real-space
single-shot images {si(x), i = 1, . . . , Ns} as a function of the
number of images per input sample Ns. The detailed descrip-
tion of the ANNs, including the regularizations for preventing
overfitting, is shown in Sec. S1 in [68]. In comparison and in
contrast to the ANN method, the 1BD and 2BD can also be










si(x)[si(x′) − δ(x, x′)], (5)
where si(x) are the single-shot images.
In Fig. 2 we illustrate the performance of the ANN-based
approach with direct comparisons of the predicted and true
values of ρ and ρ (2). Indeed, very good agreement is seen
between the predictions and the true values on the full test set
[Figs. 2(a) and 2(f)], spanning all physical regimes with very
small (bottom left corner) to very large densities (upper right
corner).1 Furthermore, the predicted densities faithfully repro-
duce the corresponding true values for all different patterns of
coherence. This is exemplified for a condensed [Figs. 2(b)–
2(d)] and a fragmented [Figs. 2(g) and 2(h)] state. In the
fragmented state, spatial correlations between the particles in
distinct wells are present: ρ (2)(x, x′) is significant at (x, x′)
where x lies in one well and x′ lies in the other. For the
condensed state, such correlations are absent.
To contextualize the performance of the observable recon-
struction more concretely, we further explicitly compare the
ANN-based accuracy by evaluating the loss function for its
predictions on test data. Namely, we directly compare the
discrepancy in the ANN-based approach with its counterpart
for the averaging approach in Figs. 2(e) and 2(j). Strikingly,
the ANN-based approach with Ns = 10 outperforms by more
than one order of magnitude the averaging approach for all
numbers of single-shot images per sample. This means that
the ANN not only drastically reduces the number of single-
shot images needed to achieve a certain accuracy, but even
grants a better performance with that small number (e.g.,
Ns = 10) when compared to the averaging approach with a
large number, i.e., Ns = 200. Even larger numbers of samples
are used in some experiments, for instance, Ns ∼ O(103) in
the experiments in Refs. [7,23] on extracting correlations for
ultracold atoms in double-well systems. We infer that the
ANN-based approach can harness the information about the
state of the system |〉 embedded in the shot-to-shot fluc-
tuations and needed for the construction of observables that
bear correlation effects much more efficiently. We remark
that the regression of momentum-space 1BD and 2BD from
1Note that the larger values rarefy simply because they typically
correspond to states that are completely localized in one side of the
double well and are statistically less likely to appear for a randomly
distributed range of parameters.
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FIG. 3. Regression of momentum-space (a), (b), (e), and (g) 1BD ρ(k) and (c), (d), (f), and (h)–(j) 2BD ρ (2)(k, k′) from real-space
single-shot images. (a)–(d), (f), and (i) Comparisons between predicted (labeled “pred.”) and true (labeled “true”) values from ANNs with
Ns = 200 for (a), (b), and (g) ρ(k) and (c), (d), (f), (h), and (i) ρ (2)(k, k′). In (a) and (f) the results from the complete test set are shown,
in (b)–(d) one specific condensed state is shown, and in (g)–(i) one specific fragmented state is shown. (e) and (j) Loss function measuring
deviation of predictions from true values (Sec. S1 in [68]) as a function of Ns, compared between the ANN and averaging approach for (e) ρ(k)
and (j) ρ (2)(k, k′) (100% corresponds to the loss obtained for the averaging formula at Ns = 10). See Sec. S5 in [68] for complementary results
on extracting real-space observables from momentum-space single shots {si(k), i = 1, . . . , Ns}. All plotted quantities are dimensionless.
momentum-space single-shot images is performed equally
well with the ANN-based approach (see Sec. S6 and Fig.
S8 in [68]). To underpin the generality and relevance of our
findings also for experimental data, we demonstrate in Sec.
S7 in [68] that the ANN-based approach is remarkably stable
against different types of noise. Moreover, we demonstrate in
a cross-validation test in Sec. S8 in [68] that an ANN trained
on the double-well data set [99] performs similarly well on
the prediction of observables for a different data set which we
computed for a triple-well setup [117].
Motivated by these promising results for the cases where
a benchmark with an averaging formula exists, we now apply
ANNs to extract observables for which there exists no method
of inference. For this purpose, we consider the problem
of inferring momentum-space observables from real-space
single-shot images. We thus feed sets of simulated real-space
single-shot images {si(x)} to our ANNs as input data and train
them to reconstruct the momentum-space densities ρ(k) and
ρ (2)(k, k′) [replacing x → k in Eqs. (2) and (3), respectively].
A conventional formula in the spirit of Eqs. (4) and (5) is
unavailable for the inference of momentum-space observables
from real-space single-shot images. Nevertheless, we can
reconstruct them from momentum-space single-shot images
{si(k), i = 1, . . . , Ns} using Eqs. (4) and (5) after replacing
x → k. The loss function of this extraction approach can be
used for comparison with the ANN loss function.
Figure 3 shows the performance of the ANN-based ex-
traction of momentum-space observables ρ(k) and ρ (2)(k, k′)
from real-space single-shot images {si(x)}. Again, the ANN-
based extraction yields an outstanding accuracy. The loss
function for Ns ≈ 200 is drastically reduced with the ANN
approach as compared to the averaging. Additionally, the
ANN-based loss function shows an equally good performance
at low Ns ≈ 10 as the conventional extraction approach at high
Ns ≈ 200. Visually, we again find that all salient features of
the 1BD and 2BD in momentum space are reproduced with
large quantitative accuracy [Figs. 3(b) and 3(g) and Figs. 3(c),
3(d), 3(h), and 3(i), respectively]. Notably, the 2BDs are
clearly similar to the fermionic results presented in Ref. [7],
confirming again the presence (absence) of correlations in a
fragmented (condensed) state. The high accuracy of the ANN-
based regression, even when compared to a direct averaging
from momentum-space data, suggests that data obtained from
in situ imaging setup and processed with ANN architectures
could be sufficient to extract reliable momentum-space ob-
servables. The potentially time-consuming reconfiguration of
the imaging setup to a time-of-flight configuration would be
needed only once for obtaining the training data. Therefore,
our ANN approach could lead to an extraordinary reduction
of laboratory resources.
We thus show that ANN-based observable extraction is a
highly promising method for improving the performance of
standard measurements in ultracold-atom-based experiments.
The impact of our findings is far reaching and multifaceted.
Information on a wide range of different states with various
degrees of coherence can be retrieved reliably and rapidly.
The number of single-shot images and therefore the runtime
of a costly experimental setup can be drastically reduced when
using an ANN in comparison to when using the conventional
averaging approach. Moreover, we demonstrate how to ex-
tract momentum-space observables from in situ single-shot
images and vice versa without any tedious reconfiguration
of the imaging setup and at a very high degree of accu-
racy. Our results thus herald the potential of ANNs to obtain
even more information from ultracold-atom-based quantum
simulators.
The next step is to obtain a first proof of concept by
applying our ANN-based extraction to experimental single-
shot images of single- and double-well setups [7,23,98,118–
121]. Further applications include the investigation of more
involved cold-atom setups beyond single and double wells
and tough-to-measure quantities like the potential [122] or
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higher-order densities and correlation functions [24]. Follow-
ing our promising results of regressing triple-well observables
with a neural network trained on double-well data (Sec. S8
and Fig. S11 in [68]), another important future question is
to understand which further systems are amenable to re-
gression with the neural network with minimal additional
retraining.
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