Otimização de forma e topologia de placas usando o método level set by Castellón Torrico, Raúl Fernando
RAU´L FERNANDO CASTELLO´N
TORRICO
OTIMIZAC¸A˜O DE FORMA E
TOPOLOGIA DE PLACAS USANDO
OME´TODO LEVEL SET
FLORIANO´POLIS
2014
ii
UNIVERSIDADE FEDERAL DE SANTA CATARINA
PROGRAMA DE PO´S-GRADUAC¸A˜O
EM ENGENHARIA MECAˆNICA
OTIMIZAC¸A˜O DE FORMA E TOPOLOGIA DE PLACAS
USANDO OME´TODO LEVEL SET
Dissertac¸a˜o submetida a`
Universidade Federal de Santa Catarina
como parte dos requisitos para a obtenc¸a˜o do grau de
Mestre em Engenharia Mecaˆnica
RAU´L FERNANDO CASTELLO´N TORRICO
Floriano´polis, Maio de 2014
iv
OTIMIZAC¸A˜O DE FORMA E TOPOLOGIA DE PLACAS
USANDO OME´TODO LEVEL SET
RAU´L FERNANDO CASTELLO´N TORRICO
Esta Dissertac¸a˜o foi julgada adequada para obtenc¸a˜o do Tı´tulo de Mestre
em Engenharia Mecaˆnica, A´rea de concentrac¸a˜o Ana´lise e Projeto
Mecaˆnico, e aprovada em sua forma final pelo Programa de
Po´s-Graduac¸a˜o em Engenharia Mecaˆnica da Universidade Federal de
Santa Catarina.
Marcelo Krajnc Alves, Ph.D.
Orientador
Armando Albertazzi Gonc¸alves Jr., Dr.
Coordenador do Programa de Po´s-Graduac¸a˜o em Engenharia Mecaˆnica
Banca Examinadora:
Marcelo Krajnc Alves, Ph.D.
Presidente
Lindaura Maria Steffens, Dra.
Jose´ Carlos de Carvalho Pereira, Dr. Eng.
Ju´lio Apolina´rio Cordioli, Dr. Eng.
vi
AGRADECIMENTOS
vii
viii
Resumo da Dissertac¸a˜o apresentada a` UFSC como parte dos requisitos
necessa´rios para a obtenc¸a˜o do grau de Mestre em Engenharia Mecaˆnica.
OTIMIZAC¸A˜O DE FORMA E TOPOLOGIA DE PLACAS
USANDO OME´TODO LEVEL SET
Rau´l Fernando Castello´n Torrico
Maio / 2014
Orientador: Marcelo Krajnc Alves, Ph.D.
A´rea de Concentrac¸a˜o: Ana´lise e Projeto Mecaˆnico.
Palavras-chave: Otimizac¸a˜o de forma e topologia, me´todo level set, Me´todo
de Galerkin livre de elementos.
Esta dissertac¸a˜o apresenta uma abordagem sobre o desenvolvimento teo´rico
e computacional da ana´lise da otimizac¸a˜o de forma e topologia para a
minimizac¸a˜o da flexibilidade (compliance) em placas planas modelada pela
teoria de Mindlin. O problema de minimizac¸a˜o da compliance esta sujeito
a restric¸o˜es de volume e perı´metro impostos pelo me´todo do multiplicador
de Lagrange. O problema de otimizac¸a˜o utiliza o me´todo level set. A
func¸a˜o level set e´ utilizada para a definic¸a˜o do contorno da placa, sendo
as diferentes topologias obtidas ao longo do processo de otimizac¸a˜o pela
soluc¸a˜o da equac¸a˜o de Hamilton-Jacobi. A equac¸a˜o de Hamilton-Jacobi
requer a determinac¸a˜o da velocidade normal a ser imposta no contorno, a
qual e´ obtida apo´s a soluc¸a˜o da equac¸a˜o de estado da placa e pela ana´lise
de sensibilidade. A evoluc¸a˜o da func¸a˜o level set e´ regida pela equac¸a˜o de
Hamilton - Jacobi. Enta˜o, a equac¸a˜o de Hamilton-Jacobi e´ resolvida usando
o me´todo de Galerkin livre de elementos via streamline difusion (SDEFGM).
Alguns exemplos com resultados sa˜o apresentados para serem discutidos e
comparados com a literatura.
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This dissertation presents an approach to the development of theoretical and
computational analysis of the topology and shape optimization for minimiza-
tion of flexibility (compliance) in flat plates modeled by Mindlin theory. The
minimization problem of compliance is subject to restrictions imposed by the
volume and perimeter of the Lagrange multiplier method. The optimization
problem uses the method level. The level set function is used to define the
contour of the plate, with different topologies obtained during the optimiza-
tion process by solving the Hamilton-Jacobi equation. The Hamilton- Jacobi
equation requires the determination of the normal velocity to be imposed on
the boundary, which is obtained after the solution of the equation of state of
the plate and the sensitivity analysis. The evolution of the function level set
is governed by the equation of Hamilton-Jacobi. Then the Hamilton-Jacobi
equation is solved using the Galerkin method free of elements by Stream-
line Diffusion (SDEFGM). Some examples are presented with results to be
discussed and compared with literature.
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1 INTRODUC¸A˜O
Nos u´ltimos anos a humanidade tem procurado obter o melhor desem-
penho possı´vel nas diversas atividades em todos os campos da vida cotidiana;
desde o pequeno agricultor que com seu trabalho busca obter uma boa co-
lheita, ate´ as grandes empresas de aviac¸a˜o que procuram oferecer uma viagem
conforta´vel e de baixo custo a milhares de pessoas. O denominador comum
destes exemplos e´ a contı´nua procura do desempenho o´timo de seu trabalho.
O desenvolvimento, projeto e a fabricac¸a˜o de componentes especi-
almente no contexto industrial frequ¨entemente levanta questo˜es relativas a`
deciso˜es que devem ser tomadas visando a melhoria da qualidade e do de-
sempenho dos componentes, sem que certos limites sejam ultrapassados.
Estas questo˜es acarretam, eventualmente, na formulac¸a˜o de problemas de
otimizac¸a˜o sujeitos a restric¸o˜es. No contexto da mecaˆnica estrutural, com
o objetivo de solucionar estes problemas de projeto, surgiu uma nova a´rea,
no aˆmbito da Engenharia Assistida por Computador, comumente chamada de
otimizac¸a˜o estrutural (ESCHENAUER; OLHOFF, 2001).
No campo da engenharia estrutural o procedimento consiste basica-
mente na definic¸a˜o de uma func¸a˜o objetivo, na definic¸a˜o das varia´veis de pro-
jeto e finalmente a definic¸a˜o das restric¸o˜es tanto de igualdade como tambe´m
de desigualdade. Estas restric¸o˜es sa˜o impostas visando delimitar o domı´nio
factı´vel de projeto.
Muitas vezes o projeto envolve a criac¸a˜o de novos e sofisticados pro-
dutos, para os quais frequ¨entemente a intuic¸a˜o falha. O desenvolvimento de
tais produtos devem ser naturalmente assistidos com a aplicac¸a˜o de ferramen-
tas computacionais, baseadas em me´todos cientı´ficos bem estabelecidos, vi-
sando a soluc¸a˜o da equac¸a˜o de estado, da ana´lise de sensibilidade e a soluc¸a˜o
do problema de otimizac¸a˜o associado ao projeto o´timo de componentes (JU-
NIOR, 2003).
A otimizac¸a˜o estrutural divide-se em: parame´trica, de forma e de
topologia. Um problema tı´pico de otimizac¸a˜o parame´trica consiste na
determinac¸a˜o das a´reas o´timas das sec¸o˜es transversais das barras em uma
estrutura trelic¸ada visando a minimizac¸a˜o da func¸a˜o objetivo. Por exem-
plo, o peˆso pro´prio, sujeito a restric¸o˜es do tipo tenso˜es e flexo˜es ma´ximas
admissı´veis. Neste contexto, o problema de otimizac¸a˜o e´ definido em um
espac¸o de dimensa˜o finita, por exemplo, em Rn, no caso de n paraˆmetros. Por
outro lado, em um problema de optimizac¸a˜o de forma, o objetivo e´ encontrar
a forma o´tima deste domı´nio, i.e., a determinac¸a˜o do contorno o´timo do com-
ponente ou estrutura. Neste contexto o problema e´ definido em um espac¸o
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de func¸o˜es de dimensa˜o infinita. Na otimizac¸a˜o da topologia o problema
tambe´m e´ definido em um espac¸o de func¸o˜es, pore´m, ale´m de definir a forma
o´tima da estrutura permite tambe´m a introduc¸a˜o de cavidades, mudando
desta forma as propriedades da topologia do domı´nio o´timo considerado.
A a´rea de interesse deste trabalho concentra-se na aplicac¸a˜o de
te´cnicas baseadas no me´todo level set visando a otimizac¸a˜o da forma e da
topologia de componentes e estruturas, tendo como objetivo a minimizac¸a˜o
da flexibilidade (compliance) de placas planas sujeitas a restric¸o˜es de volume
e perı´metro. O me´todo level set, capaz de simular e analisar movimentos
de curvas em diferentes cena´rios fı´sicos, possibilita a descric¸a˜o da evoluc¸a˜o
do domı´nio inicial ate´ o domı´nio o´timo da estrutura. Este me´todo, (OSHER;
SETHIAN, 1988), apo´ia-se na ide´ia de representar uma determinada curva (ou
contorno de uma superfı´cie) ¶W como a curva de nı´vel zero (zero level set)
de uma func¸a˜o f de dimensa˜o maior (denominada func¸a˜o level set).
1.1 Objetivos
1.1.1 Objetivo geral
Propor o desenvolvimento teo´rico e computacional visando o desen-
volvimento de um co´digo para a otimizac¸a˜o da forma e da topologia de placas
planas tendo como objetivo a minimizac¸a˜o da flexibilidade da placa sujeita a
restric¸o˜es de volume e perı´metro.
1.1.2 Objetivos especı´ficos
 Revisar a bibliografia e artigos cientı´ficos relacionados com a
otimizac¸a˜o de forma e topologica.
 Elaborar um algoritmo implı´cito e sua implantac¸a˜o na plataforma com-
putacional ja´ existente no GMAC. A finalidade do software desenvol-
vido e´ simular o processo de otimizac¸a˜o da forma e da topologia de
placas planas submetidas a diferentes situac¸o˜es de carregamento.
 Testar exemplos e comparar os resultados nume´ricos obtidos com os
encontrados com a literatura.
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1.2 Revisa˜o bibliogra´fica
1.2.1 Otimizac¸a˜o de topologia e forma
O objetivo da otimizac¸a˜o topolo´gica consiste na determinac¸a˜o da
forma e da topologia o´tima de componentes ou estruturas, obtendo desta
forma a geometria o´tima. O problema matema´tico associado a` otimizac¸a˜o
topolo´gica pode ser formulado em termos contı´nuos, em um espac¸o de
func¸o˜es, ou em termos discretos, em Rn.
As abordagens mais comums de otimizac¸a˜o topolo´gica sa˜o as basea-
das na escolha da densidade como varia´vel de projeto, tais como as emprega-
das nos me´todos de homogeneizac¸a˜o e me´todos SIMP (Solid Isotropic Ma-
terial with Penalty). A outra classe importante de abordagens da otimizac¸a˜o
topolo´gica usa uma descric¸a˜o implı´cita do contorno via introduc¸a˜o de uma
func¸a˜o escalar, de maior dimensa˜o, visando a parametrizac¸a˜o da superfı´cie
do componente ou da estrutura, tal como propo˜e o me´todo level set (DIJK et
al., 2013).
A teoria da homogeneizac¸a˜o e´ utilizada para descrever as proprieda-
des efetivas do material composto, o qual e´ caracterizado por ter uma mi-
croestrutura parametrizada modelada localmente pelo tensor constitutivo do
material. Esta parametrizac¸a˜o relaxa o problema de otimizac¸a˜o, garantindo
um espac¸o de soluc¸a˜o mais abrangente e fechado, ale´m de tomar o problema
mais trata´vel computacionalmente. Para tanto, cada ponto do domı´nio discre-
tizado por elementos finitos, e´ constituı´do por um material composto gerado
pela repetic¸a˜o perio´dica de uma microestrutura. A variac¸a˜o dos paraˆmetros
durante o proceso de otimizac¸a˜o permite a representac¸a˜o final de pontos com
material so´lido, pontos com vazios e pontos com materiais intermediarios
(COUTINHO, 2006). Como exemplos citamos os trabalhos de: (BENDSØE; KI-
KUCHI, 1988), (SUZUKI; KIKUCHI, 1991) e (ALLAIRE et al., 1997).
Na formulac¸a˜o baseada em material intermedia´rio (SIMP), o modelo
constitutivo do material intermedia´rio (artificial) e´ definido por uma func¸a˜o
parame´trica r , associada a` densidade do material. O material so´lido e´ repre-
sentado por r = 1 e o vazio por r = 0. Desta forma, a densidade associada a
cada ponto do domı´nio e´ utilizada para a determinac¸a˜o do tensor constitutivo
C (r) do material, sendo esta a varia´vel de projeto que equivale a` relaxac¸a˜o
do problema de otimizac¸a˜o topolo´gica (JUNIOR, 2004). Como exemplos te-
mos os trabalhos: (BENDSØE, 1989) e (ZHOU; ROZVANY, 1991).
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1.2.2 O me´todo level set
O me´todo level set (LSM) e´ uma te´cnica nume´rica para o monitora-
mento de interfaces e formas. A vantagem do LSM e´ poder realizar ca´lculos
nume´ricos envolvendo curvas e superfı´cies em uma malha cartesiana fixa,
caracterizando uma abordagem Euleriana. Ale´m disso, LSM faz com que
seja muito fa´cil de seguir formas que mudam de topologia. Por exemplo,
quando uma forma se divide em duas, desenvolve furos, ou o inverso des-
sas operac¸o˜es. Todos estes aspectos fazem com que o me´todo level set seja
uma grande ferramenta para a modelagem de domı´nios que variam no tempo
(GEORGIOS, 2010).
Em otimizac¸a˜o estrutural o problema de duas fases material-vazio e´ o
caso mais simples e mais frequentemente tratado. Dada uma func¸a˜o level set
f , o LSM comumente define o domı´nio material W, o domı´nio vazio DnW e
a interface de material G dentro do domı´nio fixo de projeto D como:8<: f(X)> 0() X 2W (material)f(X) = 0() X 2 G (interface)f(X)< 0() X 2 (DnW) (vazio); (1.1)
sendo X um ponto do domı´nio de projeto. Alterando a func¸a˜o level set altera-
se a forma e possivelmente a topologia do domı´nio do material W. No caso
de domı´nios em R2, sa˜o ilustradas na Figura 1.1, exemplos da func¸a˜o level set
f definindo o domı´nio de material correspondente, W, antes e depois de uma
atualizac¸a˜o das varia´veis de projeto, em um procedimento do tipo busca de
linha.
Figura 1.1: Um exemplo da func¸a˜o level set f e domı´nio W antes e depois de uma
atualizac¸a˜o de desenho (DIJK et al., 2013).
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O conceito de LSM foi desenvolvido por Osher e Sethian para mo-
delar as fronteiras mo´veis (OSHER; SETHIAN, 1988). O conceito de usar uma
descric¸a˜o de geometria baseado no LSM para otimizac¸a˜o topolo´gica foi su-
gerido por Haber e Bendsøe (HABER; BENDSØE, 1998).
Osher e Santosa (OSHER; SANTOSA, 2001), Allaire (ALLAIRE; JOUVE;
TOADER, 2004) e Wang (WANG; WANG; GUO, 2003) lanc¸aram a ideia baseada
no LSM na otimizac¸a˜o estrutural baseada na sensibilidade de forma.
1.3 Organizac¸a˜o do trabalho
Este trabalho esta´ dividido em cinco capı´tulos: introduc¸a˜o, definic¸a˜o
do problema estrutural, definic¸a˜o do problema de otimizac¸a˜o, implementac¸a˜o
nume´rica e resultados nume´ricos e concluso˜es.
No primeiro capı´tulo e´ apresentada uma abordagem geral do trabalho,
os objetivos e a revisa˜o bibliogra´fica.
O capı´tulo dois apresenta a definic¸a˜o do problema estrutural: a
formulac¸a˜o forte; a formulac¸a˜o fraca e variacional do problema estrutural; a
formulac¸a˜o do problema de minimizac¸a˜o e a formulac¸a˜o variacional fraca do
problema da placa de Mindlin.
O capı´tulo treˆs apresenta a definic¸a˜o do problema de otimizac¸a˜o es-
trutural; a ana´lise de sensibilidade de forma; a abordagem Euleriana para a
otimizac¸a˜o de forma e topolo´gica.
O capı´tulo quatro apresenta a implementac¸a˜o nume´rica do problema
de otimizac¸a˜o; a soluc¸a˜o da equac¸a˜o de Hamilton-Jacobi; a soluc¸a˜o da
equac¸a˜o de reinicializac¸a˜o; a discretizac¸a˜o da equac¸a˜o de estado, descre-
vendo o problema estrutural da placa de Mindlin.
O capı´tulo cinco apresenta os resultados nume´ricos obtidos na
resoluc¸a˜o de um conjunto de problemas de otimizac¸a˜o topolo´gica e de forma,
tendo como objetivo a verificac¸a˜o e validac¸a˜o do algoritmo de otimizac¸a˜o
proposto. Neste capı´tulo sa˜o apresentadas tambe´m as concluso˜es obtidas
apo´s a realizac¸a˜o do trabalho.
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2 DEFINIC¸A˜O DO PROBLEMA ESTRUTURAL
Neste capı´tulo e´ apresentada a formulac¸a˜o forte, fraca e variacional do
problema estrutural. Alguns conceitos importantes sa˜o tambe´m apresentados,
tais como: a lei de Hooke; a densidade de energia de deformac¸a˜o; o princı´pio
da mı´nima energia do potencial total; e a teoria de placa de Mindlin. Estes
conceitos sa˜o importantes para a formulac¸a˜o do problema de minimizac¸a˜o
e da formulac¸a˜o do problema de ponto de sela, utilizado na formulac¸a˜o do
problema de otimizac¸a˜o de placas.
2.1 Definic¸a˜o da formulac¸a˜o forte do problema estrutural
Inicialmente sera´ descrito o problema cla´ssico da elasticidade linear o
qual sera´ posteriormente modificado pela introduc¸a˜o de hipo´teses cinema´ticas
e constitutivas, objetivando a formulac¸a˜o do problema cla´ssico de placas de
Mindlin.
Seja W  Rd um conjunto aberto limitado ocupado por um material
isotro´pico, homogeˆneo, linear e ela´stico cujo tensor constitutivo de quarta
ordem e´ dado por D. A lei de Hooke generalizada que fornece o tensor tensa˜o
s e o tensor deformac¸a˜o e , neste caso pode ser descrita por:
s = De = 2 m¯ e+ l¯ tr (e)I (2.1)
sendo m¯ e l¯ as constantes ela´sticas de Lame´ (MALVERN, 1969). Considera-se
que a fronteira de W e´ decomposta em treˆs partes disjuntas:
¶W= G0[GN [GD, (2.2)
sendo as condic¸o˜es de contorno de Dirichlet aplicadas sobre GD, e condic¸o˜es
de contorno de Neumann aplicadas sobre G0 [GN , sendo G0 a parte do con-
torno sujeita a uma trac¸a˜o nula prescrita. De ummodo geral, pode-se conside-
rar varia´vel os contornos G0, GD e GN com relac¸a˜o ao processo de otimizac¸a˜o,
embora seja possı´vel fixar alguns destes contornos. Aqui, por simplicidade,
considera-se que GD e GN sejam fixos, i.e., que apenas G0 sera´ permitido va-
riar de forma no processo de otimizac¸a˜o.
Denota-se~b o vetor que representa as forc¸as de corpo prescritas, por
unidade de volume, e ~t as trac¸o˜es prescritas em GN . Assim, o problema
cla´ssico da elasticidade linear pode enta˜o ser formulado como:
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Determinar o campo de deslocamentos~u definido em W soluc¸a˜o de:
div [s (~u)]+~b =0 em W
sujeito a`s condic¸o˜es de contorno:
~u=0 em GD
s (~u)~n=~0 em G0
e
s (~u)~n=~t em GN ,
(2.3)
sendo s= De (~u) o tensor tensa˜o e e (~u) o tensor deformac¸a˜o infinitesimal,
dado por
e (~u) =
1
2

Ñ~x~u+[Ñ~x~u]T

. (2.4)
2.1.0.1 Derivac¸a˜o da formulac¸a˜o fraca do problema estrutural
A fim de obter a forma fraca associada ao problema na Eq. (2.3),
introduz-se inicialmente o conjunto dos deslocamentos admissı´veis (REDDY,
2006), V0, definido por
V0 =
n
~uj ~u 2H1 (W)d ,~u=~0 em GD
o
, (2.5)
e o conjunto das variac¸o˜es admissı´veis, Var0, definido por
Var0 =
n
~wj ~w 2H1 (W)d , ~w=~0 em GD
o
. (2.6)
Por simplicidade, considera-se que a condic¸a˜o de contorno essencial
seja dada por ~u =~0 em GD, o que implica, como consequeˆncia, que V0 =
Var0.
A partir de agora, denota-se ambos os subespac¸os por V0, ou seja
V0 V0 = Var0  H1 (W)d . (2.7)
A fim de obter a forma fraca da equac¸a˜o de equilı´brio, considera-se:
R
W
n
div [s (~u)]+~b
o
:~w dW= 0, para todo ~w 2 V0
em que
s (~u) = De (~u) .
(2.8)
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Pore´m,
div
 
sT~w

= div(s):~w+s :e (~w)
eR
W div
 
sT~w

dW=
R
GN
~t:~w dG
(2.9)
o que acarreta emZ
W
div(s (~u)):~w dW=
Z
GN
~t:~w dG 
Z
W
s :e (~w)dW. (2.10)
Introduzindo a Eq. (2.10) na Eq. (2.8) tem-se:R
Ws (~u) :e (~w)dW=
R
W
~b:~w dW+
R
GN ~w:~t dG, para todo ~w 2 V0
em que
s (~u) = De (~u) .
(2.11)
Definindo-se a forma bilinear a(W;~u;~w) por
a(W;~u;~w) =
Z
W
s (~u) :e (~w)dW, (2.12)
e a forma linear l (W;~w) por
l (W;~w) =
Z
W
~b:~w dW+
Z
GN
~w:~t dG. (2.13)
Assim, pode-se formular a forma fraca do problema da elasticidade linear
como:
Determinar~u 2 V0 tal que:
a(W;~u;~w) = l (W;~w) , 8~w 2 V0
sendo
a(W;~u;~w) =
R
Ws (~u) :e (~w)dW
e
l (W;~w) =
R
W
~b:~w dW+
R
GN ~w:~t dG.
(2.14)
2.2 Derivac¸a˜o da formulac¸a˜o variacional do problema estrutural
Nesta sec¸a˜o, por simplicidade, considera-se apenas princı´pios vari-
acionais aplicados a materiais ela´sticos lineares sujeitos a` cargas esta´ticas
(REDDY, 2006).
Portanto, os problemas esta˜o restritos a deslocamentos e deformac¸o˜es
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infinitesimais; e a resposta material satisfaz a lei de Hooke generalizada, para
a elasticidade linear.
2.2.1 Lei de Hooke generalizada
A equac¸a˜o constitutiva para um material ela´stico linear pode ser ex-
pressa, de acordo com a lei de Hooke generalizada, como:
si j = Di jklekl
ou, na forma compacta, conforme
s = De
(2.15)
sendoD o tensor de quarta ordem constitutivo com as seguintes propriedades:
(i) D e´ sime´trico, ou seja:
DA:B= A:DB, (2.16)
para qualquer tensor de segunda ordem sime´trico A e B, ou seja A e B 2 L,
em que L denota o conjunto das transformac¸o˜es lineares sime´tricas de V em
V. Em componentes, temos
Di jklAklBi j = AklDkli jBi j 8 A e B 2 L
ou seja,
Di jkl = Dkli j.
(2.17)
(ii) D e´ positivo definido, ou seja,
DA:A 0 8 A2 L
e
DA:A= 0, A= 0.
(2.18)
No caso particular de materiais isotro´picos, o tensor constitutivo de
quarta ordem pode ser expresso por:
D=2m¯ I+ l¯ (I
 I) , (2.19)
sendo m¯ e l¯ as constantes ela´sticas de Lame´, I o tensor identidade de segunda
ordem e I o tensor identidade de quarta ordem, com relac¸a˜o aos elementos de
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L. Em componentes:
Di jkl=2m¯ Ii jkl + l¯ (I
 I)i jkl
sendo
Ii jkl = 12

dikd jl +dild jk
	
e
(I
 I)i jkl = di jdkl .
(2.20)
O tensor tensa˜o, para o caso de material isotro´pico, ela´stico e linear, pode ser
calculado como:
s = De (2.21)
= 2m¯ Ie+ l¯ (I:e) I
= 2m¯ e+ l¯ tr (e) I.
2.2.2 Definic¸a˜o da densidade de deformac¸a˜o ela´stica
Define-se a densidade de deformac¸a˜o ela´stica por unidade de volume
(REDDY, 2002), F, como:
F(~u) = 12s (~u) :e (~u)
ou seja
F(e (~u)) = 12De (~u) :e (~u).
(2.22)
Definindo-se e˜ = e
 !˜
u

e e = e (~u), juntamente com a expansa˜o de F(e˜)
em uma se´rie de Taylor em e , obte´m-se
F(e˜) =F(e)+ ¶F¶e

e
:(e˜  e)+ 12 ¶
2F
¶e2

e
(e˜  e) :(e˜  e). (2.23)
Agora,
¶F
¶ei j
= Di jrsers = si j, (2.24)
e
¶ 2F
¶ekl¶ei j
= Di jkl (2.25)
o que implica em
F(e˜) =F(e)+s :(e˜  e)+ 12D(e˜  e) :(e˜  e). (2.26)
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Visto que D e´ positivo definido, i.e.,
D(e˜  e) :(e˜  e) 0. (2.27)
obte´m-se
F(e˜)F(e)+s :(e˜  e)
ou seja
s 2 ¶F(e).
(2.28)
No entanto, como
e (~u) =
1
2
 
Ñ~u+Ñ~uT

, (2.29)
pode-se expressar a densidade de deformac¸a˜o ela´stica, em termos do campo
de deslocamento, como
F(~u) =
1
2
De (~u) :e (~u) (2.30)
de modo que
F
 !˜
u

F(~u)+De (~u) :e
 !˜
u  ~u

na qual a igualdade e´ alcanc¸ada por !˜
u =~u.
(2.31)
2.2.3 Formulac¸a˜o do princı´pio da mı´nima energia potencial total
Seja o corpo ela´stico ocupando o domı´nio W¯ = W[G, descrita na Fi-
gura 2.1, sendo W um conjunto aberto com contorno ¶W e sujeito a um sis-
tema de cargas prescritas:~b, relativa a` uma forc¸a de corpo prescrita e~t relativa
a` uma trac¸a˜o prescrita em Gt , Gt = GN [G0; (FUNG, 1965) e (WASHIZU, 1975).
O contorno ¶W = GD [Gt , GD \Gt = ? sendo GD a parte da fronteira com
condic¸o˜es essenciais prescritas,~u=~0, e Gt a parte da fronteira com condic¸o˜es
naturais prescritas, s~n=~t. Gt e´ por sua vez cecomposto como Gt = GN [G0,
GN \G0 =?, sendo
s~n=~t em GN
e
s~n= 0 em G0.
(2.32)
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Agora, a partir da Eq. (2.14) pode-se formular o problema fraco associado a`
elasticidade linear cla´ssica como: Determinar~u 2 V0 tal queR
Ws (~u) :e (~w) dW=
R
W
~b:~w dW+
R
GN
~t:~w dG, 8~w 2 V0
ou sejaR
WDe (~u) :e (~w) dW=
R
W
~b:~w dW+
R
GN
~t:~w dG, 8~w 2 V0.
(2.33)
Figura 2.1: Corpo ela´stico sujeito a cargas prescritas (JUNIOR, 2003).
Note que, para qualquer elemento arbitra´rio
 !˜
u 2 V0, temos
~w=
 !˜
u  ~u

2 V0. (2.34)
Por conseguinte, a substituic¸a˜o da Eq. (2.34) na Eq. (2.33) produz:
R
WDe (~u) :e
 !˜
u  ~u

dW=
R
W
~b:
 !˜
u  ~u

dW
+
R
GN
~t:
 !˜
u  ~u

dG, 8 !˜u 2 V0
sendo
s (~u) = De (~u).
(2.35)
No entanto, a partir das propriedades de densidade de deformac¸a˜o
ela´stica na Eq. (2.31), deriva-se:
F
 !˜
u

 F(~u) De (~u) :e
 !˜
u  ~u

, 8 !˜u 2 V0. (2.36)
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o que implica
R
WF
 !˜
u

dW  RWF(~u)dW RWDe (~u) :e  !˜u  ~udW, 8 !˜u 2 V0.
(2.37)
Substituindo a Eq. (2.35) na Eq. (2.37) obte´m-se
R
WF
 !˜
u

dW  RW~b: !˜u dW  RGN~t: !˜u dG RWF(~u)dW
 RW~b:~u dW  RGN~t:~u dG, 8 !˜u 2 V0
onde
F(~u) = 12De (~u) :e (~u).
(2.38)
Ou seja
p
 !˜
u

 p (~u), 8 !˜u 2 V0
sendo
p (~u) =
R
WF(~u)dW 
R
W
~b:~u dW  RGN~t:~u dG.
(2.39)
2.2.4 Formulac¸a˜o variacional
O problema variacional pode ser formulado como: ~u 2 V0 e´ soluc¸a˜o
do problema de valor de contorno, dado na Eq. (2.3) ou Eq. (2.14), se:
~u= argminp
 !˜
u

, 8 !˜u 2 V0
sendo
p
 !˜
u

=
R
WF
 !˜
u

dW  RW~b: !˜u dW  RGN~t: !˜u dG.
(2.40)
O resultado da Eq. (2.40) nos permite concluir que: dentre todos os campos
de deslocamentos admissı´veis
 !˜
u 2 V0, o que minimiza a energia potencial
total p
 !˜
u

em V0 e´ o que soluciona o problema de valor de contorno, dado
na Eq. (2.3) ou Eq. (2.14).
Note pore´m, que o conjuntoV0 =
n
~uj ~u 2H1 (W)d ,~u=~0 em GD
o
re-
quer que ~u=~0 em GD. Essa restric¸a˜o pode ser removida do domı´nio factı´vel
do problema de mı´nimo atrave´s da imposic¸a˜o da condic¸a˜o
~u=~0 em GD (2.41)
como uma restric¸a˜o de igualdade, no problema de minimizac¸a˜o. Neste con-
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texto, o problema de minimizac¸a˜o na Eq. (2.40) pode ser redefinido em ter-
mos do subespac¸o V=
n
~uj ~u 2H1 (W)d
o
de modo que ~u 2 V e´ a soluc¸a˜o
para o problema de valor de contorno se
~u= arg min !˜
u 2V
p
 !˜
u

sujeito a` restric¸a˜o
~h
 !˜
u

 !˜u =~0 em GD
sendo
p
 !˜
u

= 12
R
Ws
 !˜
u

:e
 !˜
u

dW  RW~b: !˜u dW  RGN~t: !˜u dG
em que
s
 !˜
u

= De
 !˜
u

.
(2.42)
2.2.5 Teoria de placa de Mindlin
A teoria cla´ssica de placas de Kirchhoff-Love supo˜e que uma sec¸a˜o
reta perpendicular a` superfı´cie me´dia da placa antes do carregamento perma-
nece reta e perpendicular a` superfı´cie me´dia da placa apo´s o carregamento.
A teoria de primeira ordem de Mindlin, difere da teoria de Kirchhoff-Love
por admitir que, na configurac¸a˜o deformada, a sec¸a˜o reta na˜o permanece
necessariamente perpendicular a` superfı´cie me´dia da placa apo´s o carrega-
mento, acarretando como consequeˆncia deformac¸o˜es cisalhantes transversais
na˜o nulas ao longo da espessura (BELO, 2006). Na Figura 2.2 sa˜o ilustradas
as hipo´teses cinema´ticas do modelo de primeira ordem proposto por Mindlin.
Neste trabalho e´ abordada a Teoria de Primeira Ordem (FSDT First-
order Shear Deformation Theory), cuja hipo´tese cinema´tica e´ a utilizada pela
teoria de placa de Mindlin, que preveˆ as solicitac¸o˜es de cisalhamento trans-
versal; (TELES, 2007) e (REDDY, 2004), i.e., considera-se que o corpo W re-
presenta uma placa fina em que o efeito da tensa˜o cisalhante transversal e´
considerado (teoria de placas semi-espessas).
2.2.5.1 Hipo´teses cinema´ticas:
(i)A teoria de Mindlin considera que o campo de deslocamento e´ dado
por:
~u(x,y,z)=~u0(x,y)-z ~q (x,y), (2.43)
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Figura 2.2: Configurac¸a˜o da placa deformada e indeformada segundo a teoria de pri-
meira ordem (BELO, 2006).
onde
~uo(x;y) = uo(x;y)~ex+ vo(x;y)~ey+wo(x;y)~ez
e
~q(x;y) = qy(x;y)~ex+qx(x;y)~ey.
(2.44)
De forma ana´loga
~u(x;y;z) = [uo(x;y)+ zqy(x;y)]~ex+[vo(x;y)  zqx(x;y)]~ey+wo(x;y)~ez,
(2.45)
i.e.
~u(x;y;z) =U(x;y)~ex+V (x;y)~ey+W (x;y)~ez, (2.46)
na qual
U(x;y) = uo(x;y)+ zqy(x;y) (2.47)
V (x;y) = vo(x;y)  zqx(x;y)
W (x;y) = wo(x;y).
(ii) Considera-se que a tensa˜o normal szz ' 0 e que as laˆminas esta˜o
sujeitas a um estado plano de tensa˜o. Sa˜o incorporadas tambe´m no modelo o
efeito das tenso˜es cisalhantes transversais.
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As componentes do tensor deformac¸a˜o infinitessimal podem ser ex-
pressas por
exx = ¶U¶x
eyy = ¶V¶y
ezz = ¶W¶ z ,
(2.48)
i.e.
gxz = 2exz = ¶U¶ z +
¶W
¶x
e
gyz = 2eyz = ¶V¶ z +
¶W
¶y .
(2.49)
Substituindo as componentes do campo de deslocamento, definidas na Eq.
(2.47), nas equac¸o˜es acima tem-se:
exx = ¶U¶x =
¶u0
¶x + z
¶qy
¶x = e
o
xx+ z kxx
eyy = ¶V¶y =
¶v0
¶y   z ¶qx¶y = eoyy+ z kyy
ezz = 0
gxy =
h
¶U
¶y +
¶V
¶x
i
=
h
¶u0
¶y +
¶v0
¶x
i
+ z
h
¶qy
¶y   ¶qx¶x
i
gxy = goxy+ z kxy
gxz = ¶U¶ z +
¶W
¶x = qy+
¶w0
¶x
gyz = ¶V¶ z +
¶W
¶y = qx+ ¶w0¶y .
(2.50)
2.2.6 Definic¸a˜o do problema de minimizac¸a˜o
Para a determinac¸a˜o do princı´pio variacional associado ao pro-
blema da placa de Mindlin, parte-se do princı´pio variacional associado a`
formulac¸a˜o cla´ssica da elasticidade geral a qual e´ posteriormente modificada
pela imposic¸a˜o das hipo´teses cinema´ticas e constitutivas referentes ao mo-
delo de Mindlin. O princı´pio variacional associado ao problema de valor de
contorno, vide Eq. (2.3) ou (2.14), e´ formulado como:
Determinar~u 2 V, V=
n
~vj ~v 2H1 (W)d
o
, tal que
min
~w2V
p (~w)
sujeito a~h(~w) =~0 em GD
sendo p (~w) = 12
R
Ws :e (~w) dW 
R
W
~b:~w dW  RGN~t:~w dG
e~h(~w) = ~w com s = De (~w).
(2.51)
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Os termos do funcional p (~w) sa˜o modificados, pela incorporac¸a˜o das
hipo´teses de Mindlin, da seguinte forma:
 O termo (1), definido por:
(1) =
1
2
Z
W
s :e (~w) dW,
pode ser expresso, pela introduc¸a˜o da Eq. (2.50), como
(1) = 12
R
A
R h
2
 h
2

sxx [eoxx+ z kxx]+syy

eoyy+ z kyy

+sxy

goxy+ z kxy

+k sxzgxz+ k syzgyz
	
dzdA,
(2.52)
em que k = 56 e´ chamado de fator de correc¸a˜o do cisalhamento trans-
versal.
Definindo os esforc¸os generalizados como:
Nxx =
R h
2
 h
2
sxxdz, Nyy =
R h
2
 h
2
syydz,
Nxy =
R h
2
 h
2
sxydz, Qxz = k
R h
2
 h
2
sxzdz,
Mxx =
R h
2
 h
2
zsxxdz, Myy =
R h
2
 h
2
zsyydz,
Mxy =
R h
2
 h
2
zsxydz, Qyz = k
R h
2
 h
2
syzdz,
(2.53)
visualizados na Figura 2.3.
Assim, tem-se:
(1) = 12
R
A

Nxxeoxx+Mxxkxx+Nyyeoyy+Myykyy
+Nxygoxy+Mxykxy+Qxzgxz+Qyzgyz
	
dA.
(2.54)
A Eq. (2.54) pode se redefinida, como produto escalar pela introduc¸a˜o dos
vetores: esforc¸o generalizado ~M
~MT =

Nxx;Nyy;Nxy;Mxx;Myy;Mxy;Qxz;Qyz
	
(2.55)
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Figura 2.3: Esforc¸os en placa plana (BELO, 2006).
e deformac¸a˜o generalizada ~k
~k =

eoxx;eoyy;goxy;kxx;kyy;kxy;gxz;gyz
	
(2.56)
como
(1) =
1
2
Z
A
~M:~k dA. (2.57)
Supondo que a placa seja isotro´pica ou de material compo´sito laminado, (ver
Apeˆndice A e B), tem-se:
~M = [D]~k . (2.58)
Como resultado, tem-se
(1) = 12
R
A
~M:~k dA
em que
~M = [D]~k .
(2.59)
 O termo (2), definido por
(2) =
Z
W
~b:~u dW, (2.60)
pode ser expresso, considerando o peso pro´prio ~b constante em cada
laˆmina e dado por
~bk = rk ~g=Cte, (2.61)
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como
(2) =
Z
A
Z h
2
 h
2
~b:
h
~uo  z ~q
i
dzdA (2.62)
=
Z
A
n
å
k=1
n
rk

hk+1 hk
o
~g:~u0dA
=
Z
A
n
å
k=1
n
rk

hk+1 hk
o 
gxuo+gyvo+gzwo
	
dA,
i.e.
(2) =
R
Aå
n
k=1

rk
 
hk+1 hk	 gxuo+gyvo+gzwo	dA
(2.63)
em que
 
hk+1 hk representa a espessura da k-e´sima laˆmina do
compo´sito e rk a sua densidade.
 O termo (3), definido por,
(3) =
Z
GN
~t:~u dG, (2.64)
pode ser expresso como
R
GN
~t:~u dG=
R
¶AN
R h
2
 h
2
~t:~u dzds+
R
AN q0~n:~u0dA. (2.65)
Na Eq. (2.65) considera-se:
1. Trac¸a˜o prescrita na face lateral do contorno da placa, representada
pelo termo R
¶AN
R h
2
 h
2
~t:~u dzds. (2.66)
2. Distribuic¸a˜o de carregamento transversal, normal a` superfı´cie da
placa, representada porR
AN qo~n:~uodA
em que
qo = qo (x;y) - e´ uma distribuc¸a˜o de pressa˜o normal
a` superficie media da placa,
e~n=~ez.
(2.67)
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Como resultado:
(3) =
Z
¶AN
Z h
2
 h
2
~t:~u dzds+
Z
AN
qo~n:~uodA (2.68)
=
Z
¶AN
Z h
2
 h
2
~t:
h
~uo  z ~q
i
dzds+
Z
AN
qo~n:~uo dA
=
Z
¶AN
Z h
2
 h
2
~t:~uo  z~t: ~q dzds+
Z
AN
qo~n:~uo dA.
Definindo os esforc¸os generalizados prescritos, aplicados na borda do
contorno da placa, como
 !¯
N =
R h
2
 h
2
~t dz
 !¯
M =
R h
2
 h
2
~tz dz,
(2.69)
tem-se
(3) =
R
¶AN
n !¯
N :~uo 
 !¯
M :~q
o
ds+
R
AN qo~n:~uo dA, (2.70)
em que ¶AN representa a parte do contorno da superfı´cie me´dia da
placa (borda) sujeita aos esforzos
 !¯
N e
 !¯
M prescritos e qo = qo (x;y).
Substituindo-se as Eq. (2.59), Eq. (2.63) e Eq. (2.70) na Eq. (2.51)
tem-se:
Á

~uo;~q

= 12
R
A [D]~k:~k dA 
R
Aå
n
l=1

r l
 
hl+1 hl	~g:~uo dA
 R¶AN n !¯N :~uo  !¯M :~qods  RAN qo~n:~uo dA.
(2.71)
Uma vez incorporada as hipo´teses da placa de Mindlin, obte´m-se o
princı´pio variacional associado a` teoria de placa semi-espessa de Mindlin o
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qual e´ formulado como:
Determinar

~uo;~q

2W,W= (~v;~a)j vi 2H1 (W) e ai2H1 (W)	
soluc¸a˜o de: min
(~w;~a)2W
Á(~w;~a)
sujeito a`s restric¸o˜es de igualdade:
~hu0 (~w) = ~w=~0 e~hq (~a) = ~a =~0 em ¶AD,
sendo:
Á(~w;~a) = 12
R
A [D]~k (~w;~a) :~k (~w;~a) dA 
R
¶AN
n !¯
N :~w  !¯M :~a
o
ds
 RAN qo~n:~w dA  RAånl=1r l  hl+1 hl	 ~g:~w dA
onde:
~k =

eoxx;eoyy;goxy;kxx;kyy;kxy;gxz;gyz
	
.
(2.72)
2.3 Formulac¸a˜o do problema de ponto de sela
Na maior parte dos casos, os problemas de engenharia apresentam al-
gum tipo de restric¸a˜o. Sendo assim, a ide´ia chave para aplicar as condic¸o˜es
necessa´rias e suficientes para o problema de otimizac¸a˜o com restric¸o˜es e
transforma´-lo em um problema de otimizac¸a˜o sem restric¸o˜es. Uma forma
de fazer esta transformac¸a˜o e´ atrave´s do funcional lagrangeano (COUTINHO,
2006).
Para o problema de minimizac¸a˜o com restric¸o˜es, descrito na Eq.
(2.72), o funcional lagrangeano L˘; (COUTINHO, 2006) e (RAVINDRAN; REKLAI-
TIS; RAGSDELL, 2006), e´ dado por
L˘(~w;~a;~muo ;~mq ) = Á(~w;~a)+
Z
¶AD
~muo :~huo (~w)ds+
Z
¶AD
~mq :~hq (~a)ds.
(2.73)
O problema de ponto de sela associado ao problema de minimizac¸a˜o
com restric¸o˜es de igualdade, em (2.72), e´ formulado como: Determinar
~uo;~q ;~luo ;~lq

2WH, comH=
n
~luo ;~lq ;
 ~luo2L2 (GD)d e~lq2L2 (GD)do,
tal que
L˘

~uo;~q ;~muo ;~mq

 L˘

~uo;~q ;~luo ;~lq

 L˘

~w;~a;~luo ;~lq

,
para todo (~w;~a;~muo ;~mq ) 2WH.
(2.74)
Seja

~uo;~q ;~luo ;~lq

a soluc¸a˜o do problema de ponto de sela. Enta˜o, da pri-
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meira desigualdade na Eq. (2.74) temos
L˘

~uo;~q ;~muo ;~mq

 L˘

~uo;~q ;~luo ;~lq

, 8(~muo ;~mq ) em H, (2.75)
i.e.
Á

~uo;~q

+
R
¶AD~muo :
~huo (~uo)ds+
R
¶AD~mq :
~hq

~q

ds Á

~uo;~q

+
R
¶AD
~luo :~huo (~uo) ds+
R
¶AD
~lq :~hq

~q

ds, 8(~muo ;~mq ) em H
(2.76)
o que implica em
R
¶AD

~luo  ~muo

:~huo (~uo)ds
+
R
¶AD

~lq  ~mq

:~hq

~q

ds 0, 8(~muo ;~mq ) em H.
(2.77)
Desta forma, substituindo-se ~muo =~0 e ~mq =~lq em (2.77) deriva-seZ
¶AD
~luo :~huo (~uo)ds 0. (2.78)
Adicionalmente, substituindo-se ~muo = 2~luo e ~mq =~lq em Eq. (2.77) obte´m-
se Z
¶AD
~luo :~huo (~uo)ds 0. (2.79)
Portanto, das Eq. (2.78) e Eq. (2.79) tem-se:R
¶AD
~luo .~huo (~uo)ds= 0. (2.80)
Por analogia, substituindo-se ~muo =~luo e ~mq = 0 em (2.77) deriva-seZ
¶AD
~lq :~hq

~q

ds 0. (2.81)
Adicionalmente, substituindo-se ~muo =~luo e ~mq = 2~lq em (2.77) obte´m-seZ
¶AD
~lq :~hq

~q

ds 0. (2.82)
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Combinando os resultados em Eq. (2.81) e (2.82) tem-se:
R
¶AD
~lq :~hq

~q

ds= 0. (2.83)
Note que os resultados em (2.80) e (2.83) indicam a ortogonalidade en-
tre os multiplicadores de Lagrange

~luo ;~lq

com as restric¸o˜es~huo (~uo) em
L2 (GD)d e~hq

~q

em L2 (GD)d . Ale´m disso, tomando-se ~muo =~luo + d~luo ,
e ~mq =~lq +d~lq , para qualquer

d~luo ;d~lq

em H, tem-se
R
¶AD d
~luo :~huo (~uo) ds= 0,
eR
¶AD d
~lq :~hq

~q

ds= 0, 8

d~luo ;d~lq

em H,
(2.84)
resultando em
~huo (~uo) = 0 em ¶AD
e
~hq

~q

= 0 em ¶AD.
(2.85)
Esta u´ltima equac¸a˜o indica que a soluc¸a˜o de

~uo;~q

para o problema de
ponto de sela satisfaz as restric¸o˜es do problema de minimizac¸a˜o originais em
(2.72), ou seja, 
~uo;~q

2W
com
~huo (~uo) = 0 e ~hq

~q

= 0 em ¶AD.
(2.86)
Por outro lado, a partir da segunda desigualdade no problema de ponto de sela
na Eq. (2.74) tem-se que
L˘

~uo;~q ;~luo ;~lq

 L˘

~w;~a;~luo ;~lq

, para cada (~w;~a) 2W, (2.87)
2.3 Formulac¸a˜o do problema de ponto de sela 25
i.e.
Á(~w;~a) Á

~uo;~q

+
R
¶AD
~luo :

~huo (~w) ~huo (~uo)

ds
+
R
¶AD
~lq :

~hq (~a) ~hq

~q

ds 0, 8(~w;~a) 2W.
(2.88)
Supondo que o funcional Á() e´ G-diferencia´vel emW, obtemos
DÁ

~uo;~q
h
d~uo;d~q
i
= lim
e!0

Á(~uo+ed~uo;~q+ed~q) Á(~uo;~q)
e

= dde
n
Á

~uo+ ed~uo;~q + ed~q
o
e=0
.
(2.89)
Adicionalmente, supondo que~huo() e~hq () sa˜o G-diferencia´veis em H, ob-
temos
D~huo(~uo) [d~uo] = lime!0
n
~huo (~uo+ed~uo) ~huo (~uo)
e
o
= dde
n
~huo (~uo+ ed~uo)
o
e=0
e
D~hq (~q)
h
d~q
i
= lim
e!0

~hq (~q+ed~q) ~hq (~q)
e

= dde
n
~hq

~q + ed~q
o
e=0
.
(2.90)
Agora, tomando-se ~w=~uo+ ed~uo e ~a = ~q + ed~q , para e 2 R, dividindo-se
por e > 0 e tomando-se o limite e! 0 e dividindo-se por e < 0 e tomando-se
o limite e ! 0 deriva-se
DÁ

~uo;~q
h
d~uo;d~q
i
+
R
¶AD
~luo :D~huo (~uo) [d~uo]ds
+
R
¶AD
~lq :D~hq (~q)
h
d~q
i
ds= 0, 8

d~uo;d~q

2W
sendo
DÁ

~uo;~q
h
d~uo;d~q
i
= dde
n
Á

~uo+ ed~uo;~q + ed~q
o
e=0
D~huo (~uo) [d~uo] = dde
n
~huo (~uo+ ed~uo)
o
e=0
D~hq (~q)
h
d~q
i
= dde
n
~hq

~q + ed~q
o
e=0
.
(2.91)
Ale´m disso, a partir da segunda desigualdade e da condic¸a˜o de ortogonalidade
26 2 Definic¸a˜o do problema estrutural
nas Eq.(2.78) e Eq. (2.83), dadas porR
¶AD
~luo :~huo (~uo)ds= 0
eR
¶AD
~lq :~hq

~q

ds= 0,
(2.92)
tem-se
Á

~uo;~q

 L˘

~w;~a;~luo ;~lq

= Á(~w;~a)+
R
¶AD
~luo :~huo (~w)ds
+
R
¶AD
~lq :~hq (~a)ds, para cada (~w;~a) 2W
(2.93)
Impondo-se adicionalmente que
~huo (~w) = 0, em ¶AD
e
~hq (~a) = 0, em ¶AD.
(2.94)
deriva-se
Á

~uo;~q

 L˘

~w;~a ;~luo ;~lq

= Á(~w;~a)+
R
¶AD
~luo :~huo (~w)ds
+
R
¶AD
~lq :~hq (~a)ds
= Á(~w;~a),
para cada (~w;~a) 2Wo W sendo
W0 =
n
(~w;~a) j (~w;~a) 2W,~huo (~w) = 0 e~hq (~a) = 0, em ¶AD
o
,
(2.95)
a qual pode ser expressa de forma compacta como:
Á

~uo;~q

 Á(~w;~a), para cada (~w;~a) 2W0 W. (2.96)
Como resultado, pode-se concluir que se

~uo;~q

e´ soluc¸a˜o do problema de
ponto de sela em (2.74) enta˜o

~uo;~q

e´ o minimizador de Á(~w;~a) sobre o
conjunto restritoW0, sendo
W0 =
n
(~w;~a) j (~w;~a) 2W,~huo (~w) = 0 e~hq (~a) = 0, em ¶AD
o
.
(2.97)
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Dos resultados acima temos que:

~uo;~q ;~luo ;~lq

2WH satisfaz
(a)
R
¶AD
~luo :~huo (~uo)ds= 0
(b)
R
¶AD
~lq :~hq

~q

ds= 0
(c)
R
¶AD d
~luo :~huo (~uo)ds= 0, 8d~luo implicando~huo (~uo) = 0 em ¶AD
(d)
R
¶AD d
~lq :~hq

~q

ds= 0, 8d~lq implicando~hq

~q

= 0 em ¶AD
(e)DÁ

~uo;~q
h
d~uo;d~q
i
+
R
¶AD
~luo :D~huo(~uo) [d~uo]ds
+
R
¶AD
~lq :D~hq

~q
h
d~q
i
ds= 0, 8

d~uo;d~q

2W.
(2.98)
As relac¸o˜es de (a), (b), (c), (d) e (e) na Eq. (2.98) sa˜o denominadas condic¸o˜es
de Kuhn-Tucker para o problema de minimizac¸a˜o com restric¸o˜es em (2.72).
Da definic¸a˜o de~huo(~uo) e~hq

~q

tem-se:
D~huo(~uo) [d~uo] = d~uo
e
D~hq

~q
h
d~q
i
= d~q .
(2.99)
Ale´m disso:
DÁ

~uo;~q
h
d~uo;d~q
i
=
R
A [D]~k

~uo;~q

:~k

d~uo;d~q

dA
 R¶AN n !¯N :d~uo  !¯M :d~qods
 RAånl=1r l  hl+1 hl	 ~g:d~uodA  RAN qo~n:d~uo dA.
(2.100)
Substituindo (2.99) e (2.100) nos itens de (c), (d) e (e) da Eq. (2.98),
finalmente determina-se as condic¸o˜es necessa´rias de otimalidade, i.e., se
~uo;~q ;~luo ;~lq

2 WH e´ soluc¸a˜o do problema de ponto de sela enta˜o
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satisfaz as seguintes relac¸o˜es:
(a)
R
¶AD d
~luo :~huo (~uo) ds+
R
¶AD d
~lq :~hq

~q

ds= 0, 8

d~luo ;d~lq

2H;
e
(b)
R
A [D]~k

~uo;~q

:~k

d~uo;d~q

dA  RAånl=1r l  hl+1 hl	 ~g:d~uo dA
 R¶AN n !¯N :d~uo  !¯M :d~qods  RAN qo~n:d~uo dA+ R¶AD~luo :d~uo ds
+
R
¶AD
~lq :d~q ds= 0, 8

d~uo;d~q

2W.
(2.101)
As expresso˜es acima podem ser rearranjadas resultando na seguinte
formulac¸a˜o fraca do problema de placa:
Determinar

~uo;~q ;~luo ;~lq

2WH de modo queR
A [D]~k

~uo;~q

:~k

d~uo;d~q

dA  RAånl=1r l  hl+1 hl	~g:d~uo dA
 R¶AN n !¯N :d~uo  !¯M :d~qods  RAN qo~n:d~uo dA+ R¶AD n~luo :d~uo+d~luo :~uoods
+
R
¶AD
n
~lq :d~q +d~lq :~q
o
ds= 0, 8

d~uo;d~q ;d~luo ;d~lq

2 VH.
(2.102)
3 DEFINIC¸A˜O DO PROBLEMA DE OTIMIZAC¸A˜O
Neste capı´tulo apresenta-se a formulac¸a˜o do problema de otimizac¸a˜o
para a minimizac¸a˜o da flexibilidade sujeito a` restric¸o˜es de volume e perı´metro
utilizando-se o me´todo level set. Apresenta-se tambe´m a ana´lise de sensibili-
dade de forma que permite a determinac¸a˜o do campo de velocidades normais
a` fronteira, o qual e´ responsa´vel por gerar uma sequeˆncia minimizante para
o problema de otimizac¸a˜o estrutural. Adicionalmente, apresenta-se a abor-
dagem euleriana para otimizac¸a˜o de forma visando descrever o processo de
otimizac¸a˜o baseado no me´todo level set.
3.1 Formulac¸a˜o do problema de otimizac¸a˜o
Denota-se a func¸a˜o objetivo como: J

W;~uo;~q ;~luo ;~lq

. Por simpli-
cidade considera-se que a func¸a˜o objetivo, J

W;~uo;~q ;~luo ;~lq

, e´ dada pela
compliance da estrutura. Ou seja, pelo trabalho realizado pela carga externa
prescrita (ALLAIRE; JOUVE; TOADER, 2004), definida por:
J

W;~uo;~q ;~luo ;~lq

=
R
Aå
n
l=1

r l
 
hl+1 hl	~g:~uo dA
+
R
¶AN
n !¯
N :~uo 
 !¯
M :~q
o
ds+
R
A qo~n:~uo dA.
(3.1)
Note que, em (3.1), para um determinado W,

~uo;~q ;~luo ;~lq

e´ a
soluc¸a˜o da Eq. (2.102). Como W e´ varia´vel ao longo do processo de
otimizac¸a˜o,~bk e~t devem ser conhecidos em todas as configurac¸o˜es possı´veis
de W. Para tanto, introduz-se um domı´nio de trabalho D (um conjunto aberto
limitado de R2) que conte´m todas as formas admissı´veis W, ou seja:
W D,
sendo
D um conjunto aberto limitado e fixo em R2.
(3.2)
Para establecer o problema ”bem posto”matematicamente dada pela Eq. (2.3)
ou (2.102), escolhe-se~bk 2 L2 (D)d e~t 2 H1 (D)d e assume-se que GD 6= ?.
Em tal caso, e´ sabido que na Eq. (2.3) ou (2.102) admite uma soluc¸a˜o u´nica
em H1 (D)d .
Define-se um conjunto de formas admissı´veis que devem ser conjuntos
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abertos contidos no domı´nio de trabalho D com volume fixo V ,
Ãad = fW D tal que Vol (W) =Vg
sendo
Vol (W) =
R
W 1 dW.
(3.3)
Observe que, minimizar a flexibilidade de um corpo significa maxi-
mizar a sua rigidez. Isto significa que, neste caso, formas ideais tendem a
utilizar tanto material quanto possı´vel. Desta maneira, para obter-se uma
forma e topologia o´tima e´ necessa´rio a imposic¸a˜o de uma restric¸a˜o de volume.
Portanto, faz sentido penalizar o volume da estrutura em nosso problema de
otimizac¸a˜o de forma atrave´s da introduc¸a˜o de um paraˆmetro de controle na˜o
negativo, (Multiplicador de Lagrange), mv 2 R, mv  0 visando a incorporac¸a˜o
da restric¸a˜o de volume. Como segue
Jm

W;~uo;~q ;~luo ;~lq

=
R
Aå
n
l=1

r l
 
hl+1 hl	~g:~uo dA
+
R
¶AN
n !¯
N :~uo 
 !¯
M :~q
o
ds+
R
A qo~n:~uo dA
+mv
R
W 1 dW.
(3.4)
O problema de otimizac¸a˜o de forma, neste ponto, pode ser definido como:
infW2Ãad Jm

W;~uo;~q ;~luo ;~lq

onde, para cada W,

~uo;~q ;~luo ;~lq

2WH e´ soluc¸a˜o de
a

W;~uo;~q ;d~uo;d~q

+
R
¶AD
n
~luo :d~uo+d~luo :~uo
o
ds
+
R
¶AD
n
~lq :d~q +d~lq :~q
o
ds= l

W;d~uo;d~q

,
para cada

d~uo;d~q ;d~luo ;d~lq

2WH
(3.5)
sendo
a

W;~uo;~q ;d~uo;d~q

=
R
A [D]~k

~uo;~q

:~k

d~uo;d~q

dA e
l

W;d~uo;d~q

=
R
Aå
n
l=1

r l
 
hl+1 hl	~g:d~uo dA
+
R
¶AN
n !¯
N :d~uo 
 !¯
M :d~q
o
ds+
R
A qo~n:d~uo dA.
(3.6)
E´ bem conhecido que o problema da minimizac¸a˜o na Eq. (3.5) ge-
ralmente na˜o e´ bem posto no conjunto da formas admissı´veis definidos por
(3.5), i.e., na˜o tem soluc¸a˜o (ALLAIRE; JOUVE; TOADER, 2004). A fim de ob-
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ter a existeˆncia de formas ideais sa˜o necessa´rias algumas func¸o˜es suaves ou
geome´tricas ou restric¸o˜es topolo´gicas. Por exemplo, uma variante da Eq.
(3.5) com uma restric¸a˜o de perı´metro torna o problema bem-posto matema-
ticamente. O perı´metro gp (W) de um conjunto aberto W e´ definido como
a medida de Hausdorff (d 1) dimensional da sua fronteira ¶W, ou seja
gp (W) =H d 1 (¶W), a qual reduz-se a` gp (W) =
R
¶W 1 dG para domı´nios
suaves.
Com esta informac¸a˜o em mente, pode-se redefinir o conjunto de for-
mas admissı´veis como sendo os conjuntos abertos contidos no domı´nio de
trabalho D com um volume V e perı´metro P fixos, i.e.,
Ãad= fW D de modo que Vol (W) =V e Per (W) = Pg
sendo
Per (W) =
R
¶W 1 dG.
(3.7)
Assim, faz sentido penalizar na˜o so´ o volume da estrutura, mas tambe´m
o perı´metro da estrutura. No caso do perı´metro, isto e´ feito atrave´s da
introduc¸a˜o de um paraˆmetro de controle na˜o negativo mp 2 R, mp  0 e pela
modificac¸a˜o da func¸a˜o objetivo na Eq. (3.4) como:
Jm

W;~uo;~q ;~luo ;~lq

=
R
Aå
n
l=1

r l
 
hl+1 hl	~g:~uo dA
+
R
¶AN
n !¯
N :~uo 
 !¯
M :~q
o
ds+
R
A qo~n:~uo dA
+mv
R
A 1 dA+mp
R
¶A 1 ds.
(3.8)
Como resultado, o problema de otimizac¸a˜o de forma pode ser formulado
como:
infW2Ãad Jm

W;~uo;~q ;~luo ;~lq

na qual, para um dado W,

~uo;~q ;~luo ;~lq

2WH e´ a soluc¸a˜o de
a

W;~uo;~q ;d~uo;d~q

+
R
¶AD
n
~luo :d~uo+d~luo :~uo
o
ds
+
R
¶AD
n
~lq :d~q +d~lq :~q
o
ds= l

W;d~uo;d~q

,
8

d~uo;d~q ;d~luo ;d~lq

2WH,
(3.9)
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onde
a

W;~uo;~q ;d~uo;d~q

=
R
A [D]~k

~uo;~q

:~k

d~uo;d~q

dA
l

W;d~uo;d~q

=
R
Aå
n
l=1

r l
 
hl+1 hl	~g:d~uo dA
+
R
¶AN
n !¯
N :d~uo 
 !¯
M :d~q
o
ds+
R
A qo~n:d~uo dA,
(3.10)
sendo Ãad = fW D de modo que Vol (W) =V e Per (W) = Pg, em que W
tem um contorno de Lipschitz.
3.2 Formulac¸a˜o do problema com o me´todo level set
O objetivo aqui e´ apresentar a ide´ia do level set e reformular a
minimizac¸a˜o do funcional acima na Eq. (3.9) em termos de um espac¸o
vetorial, cujos elementos sa˜o um conjunto de func¸o˜es suaves, f (~x). Como
resultado, o problema pode ser formulado em uma estrutura level set, em que
o domı´nio e´ descrito por um contorno o qual e´ incorporado implicitamente
via a introduc¸a˜o de uma func¸a˜o escalar de dimensionalidade maior.
Como um conjunto de func¸o˜es level set a descric¸a˜o do contorno e´
feita implicitamente, i.e., sem a necessidade de uma representac¸a˜o explı´cita
do contorno. Embora a forma e a conectividade (isto e´, a topologia) do con-
torno possam sofrer alterac¸o˜es dra´sticas, a func¸a˜o level set permanece sim-
ples na sua topologia. Portanto, para um ca´lculo direto e eficiente no espac¸o
de aproximac¸a˜o, os contornos podem ser rastreados a um nı´vel de precisa˜o,
resultando em uma melhor estrutura em termos de forma e topologia. Os
me´todos level set sa˜o referidos como me´todos de representac¸a˜o de regia˜o e
eles podem facilmente representar contornos complexos que podem formar
vazios, dividir em va´rias partes, ou mesclar com outros para formar um u´nico
domı´nio. Com base no conceito de propagac¸a˜o da interface usando um func¸a˜o
level set, pode-se desenvolver um algoritmo de otimizac¸a˜o o qual faz uso da
ana´lise da sensibilidade de forma levando a` determinac¸a˜o da forma e topolo-
gia o´tima da estrutura.
Seja D  R2 o domı´nio limitado de trabalho em que todas as formas
admissı´veis W esta˜o incluı´das, isto e´ W  D. Parametriza-se o contorno de
W por meio de uma func¸a˜o level set (OSHER; SETHIAN, 1988). Define-se esta
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func¸a˜o level set f em D de modo que:
f (~x) = 0()~x 2 ¶W\D
f (~x)< 0()~x 2  DnW¯
f (~x)> 0()~x 2W,
(3.11)
sendo~n o vetor unita´rio normal a` forma W, definido por:
~n=  Ñ~xf(~x)kÑ~xf(~x)k . (3.12)
3.2.1 Problema de minimizac¸a˜o com restric¸o˜es de desigualdade
Com a introduc¸a˜o da func¸a˜o level set pode-se reformular o problema
de otimizac¸a˜o em (3.9) como:
inff2Wf Jm

f ;~uo;~q ;~luo ;~lq

em que
Jm

f ;~uo;~q ;~luo ;~lq

= J

f ;~uo;~q ;~luo ;~lq

+mvgv (f)+mpgp (f),
(3.13)
com
J

f ;~uo;~q ;~luo ;~lq

=
R
Då
n
l=1

r l
 
hl+1 hl	~g:~uo h(f)dA
+
R
D qo~n:~uo h(f) dW+
R
D
n !¯
N :~uo 
 !¯
M :~q
o
dGN (f)kÑ~xf (~x)kdA;
(3.14)
sendo
gv (f) =
R
D h(f) dA
gp (f) =
R
D 1 dG (f)kÑ~xf (~x)kdA.
(3.15)
Note que, nas equac¸o˜es acima, para cada dada f ,

~uo;~q ;~luo ;~lq

2WH e´
soluc¸a˜o de:
a

W;~uo;~q ;d~uo;d~q

+
R
¶AD
n
~luo :d~uo+d~luo :~uo
o
ds
+
R
¶AD
n
~lq :d~q +d~lq :~q
o
ds= l

W;d~uo;d~q

,
8

d~uo;d~q ;d~luo ;d~lq

2WH;
(3.16)
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com
a

W;~uo;~q ;d~uo;d~q

=
R
A [D]~k

~uo;~q

:~k

d~uo;d~q

dA
l

W;d~uo;d~q

=
R
Aå
n
l=1

r l
 
hl+1 hl	~g:d~uo dA
+
R
¶AN
n !¯
N :d~uo 
 !¯
M :d~q
o
ds+
R
A qo~n:d~uo dA.
(3.17)
Aqui, Wf=ff j f 2 Hq (D) para q suf. grandeg, em que h(f) e´ a func¸a˜o
Heaviside definida por
h(f (~x)) =

1, se f (~x) 0
0, se f (~x)< 0 (3.18)
e dG (f) a func¸a˜o generalizada delta de Dirac definida, no sentido de
distribuic¸a˜o, conforme
dG (f (~x)) = ddf fh(f (~x))g, para~x 2 G. (3.19)
3.3 Formulac¸a˜o do problema de minimizac¸a˜o sem restric¸o˜es
O problema de minimizac¸a˜o sem restric¸o˜es pode ser formulado como:
Dado (mv;mp) (0;0), Determinar
fo = arg inff2Wf Jm

f ;~uo (f) ;~q (f) ;~luo (f) ;~lq (f)

sendo
Jm

f ;~uo (f) ;~q (f) ;~luo (f) ;~lq (f)

= J

f ;~uo (f) ;~q (f) ;~luo (f) ;~lq (f)

+mvgv (f)+mpgp (f),
(3.20)
no qual
J

f ;~uo (f) ;~q (f) ;~luo (f) ;~lq (f)

=
R
Då
n
l=1

r l
 
hl+1 hl	~g:~uoh(f)dA
+
R
D qo~n:~uoh(f)dA+
R
D
n !¯
N :~uo 
 !¯
M :~q
o
dGN (f)kÑ~xf (~x)kdA
(3.21)
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em que, para cada f ,

~uo (f) ;~q (f) ;~luo (f) ;~lq (f)

2 VH e´ soluc¸a˜o de
a

Wf ;~uo;~q ;d~uo;d~q

+
R
¶AD
n
~luo :d~uo+d~luo :~uo
o
ds
+
R
¶AD
n
~lq :d~q +d~lq :~q
o
ds= l

Wf ;d~uo;d~q

, 8

d~uo;d~q ;d~luo ;d~lq

2WH
(3.22)
com
a

Wf ;~uo;~q ;d~uo;d~q

=
R
D [D]~k

~uo;~q

:~k

d~uo;d~q

h(f)dA
l

Wf ;d~uo;d~q

=
R
Då
n
l=1

r l
 
hl+1 hl	~g:d~uoh(f) dA
+
R
D
n !¯
N :d~uo 
 !¯
M :d~q
o
dGN (f)kÑ~xf (~x)kdW+
R
D qo~n:d~uoh(f) dA.
(3.23)
O problema de otimizac¸a˜o, definido na Eq. (3.20), pode ser refor-
mulado, considerando

~uo;~q ;~luo ;~lq

como sendo independente de f e
adicionando-se, como restric¸a˜o de igualdade, a equac¸a˜o de estado da placa.
Neste caso (3.20) pode ser reescrita como
Dado (mv;mp) (0;0), determinar

f ;~uo;~q ;~l uo ;
~l q

de modo que
Jm

f ;~uo;~q ;~l uo ;
~l q

= inf
n
Jm

f ;~uo;~q ;~luo ;~lq
o
,
(3.24)
sujeito a` restric¸a˜o de igualdade para cada f :n
~uo;~q ;~luo ;~lq

2WH
o
e´ soluc¸a˜o de:
af

W;~uo;~q ;d~uo;d~q

+
R
¶AD
n
~luo :d~uo+~lq :d~q

+

d~luo :~uo+d~lq :~q
o
ds
= lf

W;d~uo;d~q

, 8

d~uo;d~q ;d~luo ;d~lq

2WH,
(3.25)
com
a

f ;~uo;~q ;d~uo;d~q

=
R
D [D]~k

~uo;~q

:~k

d~uo;d~q

h(f)dA
l

f ;d~uo;d~q

=
R
Då
n
l=1

r l
 
hl+1 hl	~g:d~uo h(f) dA
+
R
D
n !¯
N :d~uo 
 !¯
M :d~q
o
dGN (f)kÑ~xf (~x)kdA+
R
D qo~n:d~uoh(f) dA
(3.26)
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em que a func¸a˜o objetivo e´ dada por
Jm

f ;~uo;~q ;~luo ;~lq

= J

f ;~uo;~q ;~luo ;~lq

+mvgv (f)+mpgp (f),
(3.27)
na qual
J

W;~uo;~q ;~luo ;~lq

=
R
Då
n
l=1

r l
 
hl+1 hl	~g:~uoh(f)dA
+
R
D qo~n:~uoh(f)dA+
R
D
n !¯
N :~uo 
 !¯
M :~q
o
dGN (f)kÑ~xf (~x)kdA.
(3.28)
O funcional Lagrangeano associado ao problema de otimizac¸a˜o acima
e´ dado por:
L˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq

= Jm

W;~uo;~q ;~luo ;~lq

 
n
a

W;~uo;~q ;~puo ;~pq

+
R
¶AD
n
~luo :~puo +~lq :~pq
o
ds
+
R
¶AD
n
~qluo :~uo+~qlq :
~q
o
ds  l (W;~puo ;~pq )
o (3.29)
sendo
Jm

W;~uo;~q ;~luo ;~lq

= J

W;~uo;~q ;~luo ;~lq

+mv gv (W)+mp gp (W),
(3.30)
com
J

W;~uo;~q ;~luo ;~lq

=
R
Aå
n
l=1

r l
 
hl+1 hl	~g:~uodA
+
R
A qo~n:~uodA+
R
¶AN
n !¯
N :~uo 
 !¯
M :~q
o
ds
gv (W) =
R
A 1dA
gp (W) =
R
¶A 1 ds.
(3.31)
3.3.1 Ana´lise da sensibilidade de forma
Para obter uma adequada direc¸a˜o de descida no caminho da otimizac¸a˜o
e´ preciso conhecer a sensibilidade do problema estrutural com respeito a`s
varia´veis de projeto.
A ana´lise de sensibilidade consiste em obter as derivadas da func¸a˜o
objetivo, das restric¸o˜es e da equac¸a˜o de estado em relac¸a˜o a um nu´mero fi-
nito de paraˆmetros que controlam o comportamento do sistema, as chamadas
varia´veis de projeto. Estas varia´veis podem representar: propriedades consti-
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tutivas, caracterı´sticas geome´tricas, o pro´prio sistema de ac¸o˜es externas, etc.
A ana´lise de sensibilidade do domı´nio determina a variac¸a˜o da resposta do
problema em relac¸a˜o a`s alterac¸o˜es na configurac¸a˜o espacial, (JUNIOR, 2011)
e (SOKOLOWSKI; ZOLESIO, 1992).
A fim de obter a equac¸a˜o de estado associado ao problema de
otimizac¸a˜o em (3.24), calcula-se a estacionaridade de L˜() com respeito a`
(~puo ;~pq ) e
 
~qluo ;~qlq

.
 Dado W, a estacionaridade de L˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq

com respeito a`
 
~qluo ;~qlq

fornece:
DL˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq
 
d~qluo ;d~qlq

= dda
n
L˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo +ad~qluo ;~qlq +ad~qlq
o
a=0
= 0, 8 d~qluo ;d~qlq  2H,
(3.32)
i.e.,
d
da
n
L˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo +ad~qluo ;~qlq +ad~qlq
o
a=0
=
R
¶AD

~uo:d~qluo +~q :d~qlq

ds
= 0, 8 d~qluo ;d~qlq  2H.
(3.33)
 Dado W, a estacionaridade de L˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq

com respeito a` (~puo ;~pq ) fornece:
DL˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq

[(d~puo ;d~pq )]
= dda
n
L˜

W;~uo;~q ;~luo ;~lq ;~puo +ad~puo ;~pq +ad~pq ;~qluo ;~qlq
o
a=0
= 0, 8(d~puo ;d~pq ) 2W,
(3.34)
i.e.,
d
da
n
L˜

W;~uo;~q ;~luo ;~lq ;~puo +ad~puo ;~pq +ad~pq ;~qluo ;~qlq
o
a=0
= a

W;~uo;~q ;d~puo ;d~pq

  R¶AD ~luo :d~puo +~lq :d~pqds
+l (W;d~puo ;d~pq ) = 0, 8(d~puo ;d~pq ) 2W e 8a 2 R.
(3.35)
Agora, tomando-se os resultados das Eq. (3.33) e (3.35) pode-se obter a
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equac¸a˜o de estado, a qual e´ formulada como:
Dado W, determinar

~uo;~q ;~luo ;~lq

2WH soluc¸a˜o de
a

W;~uo;~q ;d~puo ;d~pq

+
R
¶AD

~luo :d~puo +~lq :d~pq

ds
+
R
¶AD

~uo:d~qluo +~q :d~qlq

ds= l (W;d~puo ;d~pq )
8 d~puo ;d~pq ;d~qluo ;d~qlq  2WH,
(3.36)
sendo
a

W;~uo;~q ;d~puo ;d~pq

=
R
A [D]~k

~uo;~q

:~k (d~puo ;d~pq )dA
com [D]T = [D]
l (W;d~puo ;d~pq ) =
R
Aå
n
l=1

r l
 
hl+1 hl	~g:d~puodA
+
R
¶AN
n !¯
N :d~puo  
 !¯
M :d~pq
o
ds+
R
A qo~n:d~puodA.
(3.37)
A fim de obter a equac¸a˜o adjunta associada ao problema de otimizac¸a˜o
em (3.24), calcula-se a estacionariedade de L˜() com relac¸a˜o a`

~uo;~q

e
~luo ;~lq

. Aqui, como sera´ visto, a equac¸a˜o adjunta coincide com a equac¸a˜o
de estado o que mostra ser o problema proposto auto-adjunto.
 Dado W, a estacionaridade de L˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq

com respeito a`

~luo ;~lq

fornece:
DL˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq
h
d~luo ;d~lq
i
=
d
da
n
L˜

W;~uo;~q ;~luo +ad~luo ;~lq +ad~lq ;~puo ;~pq ;~qluo ;~qlq
o
a=0
= 0,
8

d~luo ;d~lq

2H,
(3.38)
i.e.,
d
da
n
L˜

W;~uo;~q ;~luo +ad~luo ;~lq +ad~lq ;~puo ;~pq ;~qluo ;~qlq
o
= R¶AD nd~luo :~puo +d~lq :~pqods= 0,
8

d~luo ;d~lq

2H e 8a 2 R.
(3.39)
 Dado W, a estacionaridade de L˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq

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com respeito a`

~uo;~q

fornece:
DL˜

W;~uo+ad~uo;~q +ad~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq
h
d~uo;d~q
i
= dda
n
L˜

W;~uo+ad~uo;~q +ad~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq
o
a=0
= 0,
8

d~uo;d~q

2W,
(3.40)
i.e.,
DL˜

W;~uo+ad~uo;~q +ad~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq
h
d~uo;d~q
i
= l

W;d~uo;d~q

 a

W;~puo ;~pq ;d~uo;d~q

 R¶AD n~qluo :d~uo+~qlq :d~qods= 0, 8d~uo;d~q 2W.
(3.41)
Agora, tomando-se os resultados de (3.39) e (3.41) permite-se obter a equac¸a˜o
adjunta, a qual e´ formulado como:
Dado W, determinar
 
~puo ;~pq ;~qluo ;~qlq
 2WH soluc¸a˜o de
a

W;~puo ;~pq ;d~uo;d~q

+
R
¶AD
n
~qluo :d~uo+~qlq :d~q
o
ds
+
R
¶AD
n
d~luo :~puo +d~lq :~pq
o
ds= l

W;d~uo;d~q

8

d~uo;d~q ;d~luo ;d~lq

2WH,
(3.42)
sendo
a

W;~puo ;~pq ;d~uo;d~q

=
R
A [D]~k (~puo ;~pq ) :~k

d~uo;d~q

dA
l

W;d~uo;d~q

=
R
Aå
n
l=1

r l
 
hl+1 hl	~g:d~uodA
+
R
¶AN
n !¯
N :d~uo 
 !¯
M :d~q
o
ds+
R
A qo~n:d~uodA.
(3.43)
Comparando a equac¸a˜o de estado para

~uo;~q ;~luo ;~lq

na Eq. (3.36) e a
equac¸a˜o adjunta para
 
~puo ;~pq ;~qluo ;~qlq

na Eq. (3.42) conclui-se que ambas
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sa˜o ideˆnticas, o que conduz a` conclusa˜o de que:
Dado W, a soluc¸a˜o

~uo;~q ;~luo ;~lq

da equac¸a˜o de estado e´ tambe´m
soluc¸a˜o da equac¸a˜o adjunta, i.e.,
~uo;~q ;~luo ;~lq

=
 
~puo ;~pq ;~qluo ;~qlq

(3.44)
o que significa que o problema e´ auto-adjunto.
 A fim de obter a ana´lise de sensibilidade da forma contı´nua do pro-
blema da placa deve-se calcular, veja o apeˆndice C, a seguinte derivada:
DL˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq
h
~V (~x)
i
= ddt
n
L˜t

Wt ;~uot ;~qt ;~luot ;~lqt ;~puot ;~pqt ;~qluot ;~qlqt
o
t=0
.
(3.45)
A ana´lise de sensibilidade de L˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq

, com res-
peito a` mudanc¸a de W pelo mapeamento
~yt = Tt (~x) =~x+ t ~V (~x), (3.46)
e´ dada por
DL˜

W;~uo;~q ;~luo ;~lq ;~puo ;~pq ;~qluo ;~qlq
h
~V (~x)
i
= ddt
n
L˜t

Wt ;~uot ;~qt ;~luot ;~lqt ;~puot ;~pqt ;~qluot ;~qlqt
o
t=0
(3.47)
sendo
L˜t

Wt ;~uot ;~qt ;~luot ;~lqt ;~puot ;~pqt ;~qluot ;~qlqt

= Jmt

Wt ;~uot ;~qt ;~luot ;~lqt

 
n
a

Wt ;~uot ;~qt ;~puot ;~pqt

+
R
¶ADt
n
~luot :~puot +~lqt :~pqt
o
dst
+
R
¶ADt
n
~qluot :~uot +~qlqt :
~qt
o
dst   l
 
Wt ;~puot ;~pqt
o
,
(3.48)
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em que
Jmt

Wt ;~uot ;~qt ;~luot ;~lqt

= Jt

Wt ;~uot ;~qt ;~luot ;~lqt

+mvgv (Wt)+mpgp (Wt)
Jt

Wt ;~uot ;~qt ;~luot ;~lqt

=
R
At å
n
l=1

r l
 
hl+1 hl	~gt :~uotdAt
+
R
At qot~nt :~uot dAt +
R
¶ANt
n !¯
Nt :~uot  
 !¯
Mt :~qt
o
dst
gv (Wt) =
R
At 1dAt
gp (Wt) =
R
¶At 1 dst .
(3.49)
No entanto, como problema e´ auto-adjunto, ver Eq. (3.44), tem-se:
L˜t

Wt ;~uot ;~qt ;~luot ;~lqt

= Jmt

Wt ;~uot ;~qt ;~luot ;~lqt

 
n
a

Wt ;~uot ;~qt ;~uot ;~qt

+2
R
¶ADt
n
~luot :~uot +~lqt :~qt
o
dst   l

Wt ;~uot ;~qt
o
,
(3.50)
sendo
Jmt

Wt ;~uot ;~qt ;~luot ;~lqt

= Jt

Wt ;~uot ;~qt ;~luot ;~lqt

+mv gv (Wt)+mp gp (Wt)
Jt

Wt ;~uot ;~qt ;~luot ;~lqt

= l

Wt ;~uot ;~qt

.
(3.51)
Ou seja,
L˜t

Wt ;~uot ;~qt ;~luot ;~lqt

= 2 l

Wt ;~uot ;~qt

 a

Wt ;~uot ;~qt ;~uot ;~qt

 2R¶ADt n~luot :~uot +~lqt :~qtodst
+mv gv (Wt)+mp gp (Wt).
(3.52)
Como resultado:
d
dt

L˜t (Wt ;)
	
= ddt

mv gv (Wt)+mp gp (Wt)
	
+2 ddt
n
l

Wt ;~uot ;~qt
o
  ddt
n
a

Wt ;~uot ;~qt ;~uot ;~qt
o
 2 ddt
nR
¶ADt
n
~luot :~uot +~lqt :~qt
o
dst
o
.
(3.53)
Por simplicidade, a diferenciac¸a˜o de cada termo acima sera´ descrito
separadamente, como se segue:
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 Do termo (1), dado por
(1) l

Wt ;~uot ;~qt

=
R
At å
n
l=1

r l
 
hl+1 hl	~gt :~uot dAt
+
R
¶ANt
n !¯
N :~uot  
 !¯
M :~qt
o
dst +
R
At qot~nt :~uotdAt ,
(3.54)
tem-se
d
dt f(1)g= ddt
nR
At
~bt :~uot dAt
o
+ ddt
nR
¶ANt
n !¯
Nt :~uot  
 !¯
M t :~qt
o
dst
o
+ ddt
R
At qot~nt :~uot dAt
	
sendo
~bt = ånl=1

r l
 
hl+1 hl	~gt
(3.55)
em que
d
dt
n
l

Wt ;~uot ;~qt
o
=
R
At
~bt (~yt) : ¶¶t f~uot (~yt)gdAt
+
R
¶A0t
n
~bt (~yt) :~uot (~yt)
o
~vt (~yt) :~nt (~yt) dst
+
R
At
~bqt (~yt) : ¶¶t f~uot (~yt)gdAt
+
R
¶A0t
n
~bqt (~yt) :~uot (~yt)
o
~vt (~yt) :~nt (~yt) dst
+
R
¶ANt
 !¯
N t (~yt) : ¶¶t f~uot (~yt)gdst
 R¶ANt  !¯Mt (~yt) : ¶¶t n~qt (~yt)odst
(3.56)
no qual
~bt (~yt) = ånl=1

r l
 
hl+1 hl	~go =Cte
~bqt = qo~ez.
(3.57)
 Termo (2), dado por
(2) a

Wt ;~uot ;~qt ;~uot ;~qt

=
R
At [D]~k

~uot ;~qt

:~k

~uot ;~qt

dAt ,
(3.58)
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tem-se
d
dt
f(2)g= 2
Z
At
[D]~k

~uot ;~qt

:~k
 
¶~uot
¶t
;
¶~qt
¶t
!
dAt
+
Z
¶At
n
[D]~k

~uot ;~qt

:~k

~uot ;~qt
o
vNtdst .
Logo,
d
dt
n
a

Wt ;~uot ;~qt ;~uot ;~qt
o
= 2
R
At [D]~k

~uot ;~qt

:~k

¶~uot
¶t ;
¶~qt
¶t

dAt
+
R
¶A0t
n
[D]~k

~uot ;~qt

:~k

~uot ;~qt
o
vNt
com
vNt (~yt) =~vt (~yt) :~nt (~yt).
(3.59)
 Termo (3), dado por
(3) R¶ADt ~luot :~uot +~lqt :~qtdst , (3.60)
tem-se
d
dt f(3)g=
R
¶ADt
¶
¶t
n
~luot
o
:~uot +~luot :
¶
¶t f~uot gdst
+
R
¶ADt
¶
¶t
n
~lqt
o
:~qt +~lqt :
¶
¶t
n
~qt
o
dst .
(3.61)
 Termo (4), dado por
(4) gv (Wt) =
Z
At
1dAt , (3.62)
tem-se
d
dt fgv (Wt)g=
R
¶At~vt (~yt) :~nt (~yt)dst
consequentemente
d
dt fgv (Wt)g

t=0 =
R
¶Ao
~V (~x) :~no (~x)dso.
(3.63)
 Termo (5), dado por
(5) gp (Wt ;~ut) =
Z
¶At
1 dst , (3.64)
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tem-se
d
dt

gp (Wt)
	
=
R
¶At Ht (~yt) ~vt (~yt) :~nt (~yt)dst
consequentemente
d
dt

gp (Wt)
	
t=0 =
R
¶Ao Ho (~x)
~V (~x) :~no (~x)dso
com
Ho (~x) = div [~no (~x)].
(3.65)
Resumindo-se os resultados acima e obte´m-se que
d
dt

L˜t (Wt ;)
	
t=0 = mv
R
¶Ao
~V (~x) :~no (~x)dso+mp
R
¶Ao Ho (~x)
~V (~x) :~no (~x)dso
+2
R
A0
~b0: ¶¶t f~uogdAo+2
R
¶A0
n
~bo:~uo
o
~V (~x) :~no (~x)dso
+2
R
A0
~bq0:
¶
¶t f~uogdAo+2
R
¶A0
n
~bqo:~uo
o
~V (~x) :~no (~x)dso
+2
R
¶AN
 !¯
N o: ¶¶t f~uogdso 2
R
¶AN
 !¯
Mo: ¶¶t
n
~q
o
dso
 2RA0 [D]~k ~uot ;~qt :~k  ¶~uo¶t ; ¶~q¶t dAo
 R¶A0 n[D]~k ~uo;~q :~k ~uo;~qo ~V (~x) :~no (~x)dso
 2R¶ADo  ¶¶t n~luoo :~uo+ ¶¶t n~lqo :~qdso
 2R¶ADo ~luo : ¶¶t f~uog+~lq : ¶¶t n~qodso
(3.66)
sendo
~bo = ånl=1

r l
 
hl+1 hl	~go =Cte
~bqo = qo~ez =Cte.
(3.67)
 Entretanto, como

¶~uot
¶t ;
¶~qt
¶t ;
¶~luot
¶t ;
¶~lqt
¶t

2WH, para campos
suficientemente suaves, tem-se que a forma fraca em (3.36) formulada como:
Dado Wt , determinar

~uot ;~qt ;~luot ;~lqt

2WH soluc¸a˜o de
a

Wt ;~uot ;~qt ;d~puot ;d~pqt

+
R
¶ADt

~luot :d~puot +~lqt :d~pqt

dst
+
R
¶ADt

~uot :d~qluot +~qt :d~qlqt

dst = l
 
Wt ;d~puot ;d~pqt

8

d~puot ;d~pqt ;d~qluot ;d~qlqt

2WH,
(3.68)
e´ tambe´m satisfeita por

¶~uot
¶t ;
¶~qt
¶t ;
¶~luot
¶t ;
¶~lqt
¶t

,

d~puot ;d~pqt ;d~qluot ;d~qlqt

,
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i.e.,
Dado Wt , determinar

~uot ;~qt ;~luot ;~lqt

2WH soluc¸a˜o deR
At [D]~k

~uot ;~qt

:~k

¶~uot
¶t ;
¶~qt
¶t

dAt +
R
¶ADt

~luot :
¶~uot
¶t +
~lqt :
¶~qt
¶t

dst
+
R
¶ADt

~uot :
¶~luot
¶t +
~qt :
¶~lqt
¶t

dst =
R
At
~bt :
¶~uot
¶t dAt
+
R
¶ANt
n !¯
Nt :
¶~uot
¶t  
 !¯
M t : ¶
~qt
¶t
o
dst +
R
At
~bqt :
¶~uot
¶t dAt
sendo
~bt = ånl=1

r l
 
hl+1 hl	~gt
~bqt = qt~nt .
(3.69)
 Substituindo-se (3.69) em (3.66) fornece
d
dt

L˜t (Wt ;)
	
t=0 = mv
R
¶Ao
~V (~x) :~no (~x)dso+mp
R
¶Ao Ho (~x)
~V (~x) :~no (~x)dso
+2
R
¶A0
n
~bo:~uo
o
~V (~x) :~no (~x)dso
+2
R
¶A0
n
~bqo:~uo
o
~V (~x) :~no (~x)dso
 R¶A0 n[D]~k ~uo;~q :~k ~uo;~qo ~V (~x) :~no (~x)dso
sendo
~bo = ånl=1

r l
 
hl+1 hl	~go =Cte
~bqo = qo~ez =Cte.
(3.70)
Consequentemente:
DL˜

W;~uo;~q ;~uo;~q
h
~V (~x)
i
=
d
dt
n
L˜t

Wt ;~uot ;~qt ;~uot ;~qt
o
t=0
. (3.71)
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Como resultado,
DL˜

W;~uo;~q ;~uo;~q
h
~V (~x)
i
=
= 2
R
¶A0
n
~bo:~uo
o
~V (~x) :~no (~x)dso
+2
R
¶A0
n
~bqo:~uo
o
~V (~x) :~no (~x)dso
 R¶A0 n[D]~k ~uo;~q :~k ~uo;~qo~V (~x) :~no (~x)dso
+mv
R
¶Ao
~V (~x) :~no (~x)dso+mp
R
¶Ao Ho (~x)
~V (~x) :~no (~x)dso
sendo
~bo = ånl=1

r l
 
hl+1 hl	~go =Cte
~bqo = qo~ez =Cte.
(3.72)
3.4 Abordagem Euleriana para a otimizac¸a˜o de forma
3.4.1 Derivac¸a˜o da equac¸a˜o de Hamilton-Jacobi
O processo de otimizac¸a˜o e´ caracterizado pela evoluc¸a˜o da forma
(contorno) na direc¸a˜o de descida da func¸a˜o objetivo. A evoluc¸a˜o e´ feita
de forma implı´cita atrave´s da evoluc¸a˜o da func¸a˜o level set, movimento este
regido pela equac¸a˜o de transporte de Hamilton-Jacobi. A determinac¸a˜o da
direc¸a˜o de descida requer a determinac¸a˜o da derivada normal ao contorno,
com relac¸a˜o ao paraˆmetro t , resultante do mapeamento Tt (~x)=~x+ t~V (~x), o
qual caracteriza uma deformac¸a˜o do conjunto de nı´vel zero da func¸a˜o level
set, na direc¸a˜o do campo de velocidade ~V (~x).
Para ser mais preciso, a determinac¸a˜o da derivada normal ao contorno
consiste em supor que o domı´nio W¯ = f~x j f (~x) 0g e´ deformado pelo ma-
peamento T :~x 2W D!~yt 2Wt  D dado por
~yt = Tt (~x) T (~x;t) =~x+ t~V (~x)
para alguma func¸a˜o ~V (~x) conhecida, definida em D,
tal que no contorno ~V (~x) = vN (~x) ~n(~x)
(3.73)
em que ~V (~x) e´ um vetor velocidade normal, com componente vN (~x), e ~n(~x)
e´ o vector unita´rio normal ao contorno ¶W.
De acordo com o mapeamento proposto, Tt (~x), a forma W evolui no
tempo t 2 R+ com uma velocidade ~V (~x) resultando em:
Wt = Tt (W). (3.74)
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O interior do corpo, dado pelo conjunto aberto W, e´ definido em termos da
func¸a˜o level set f (~x) como:
W= f~x 2 Dj f (~x)> 0g. (3.75)
Supondo que a transformac¸a˜o Tt (~x) e´ regular e invertı´vel tem-se, para cada
t 2 R+, que
~yt = Tt (~x)
e
~x= T 1t (~yt).
(3.76)
Assim, ~yt pode ser visto como sendo o sistema de coordenadas empregados
na descric¸a˜o dos campos definidos em Wt (perturbado/configurac¸a˜o defor-
mada) e ~x o sistema de coordenadas empregados na descric¸a˜o dos campos
definidos em W. A abordagem Euleriana consiste em descrever o problema
em termos de~yt .
De acordo com o mapeamento na Eq. (3.76) pode-se representar a
descric¸a˜o Euleriana da func¸a˜o level set como:
ft (~yt) = f (~x)j~x=T 1t (~yt )
ou equivalentemente
ft (~yt (~x)) = f (~x)
para cada t 2 R+.
(3.77)
Consequentemente,
Wt = f~yt (~x) 2 Dj ft (~yt (~x))> 0g
sendo
~yt (~x) = Tt (~x) = T (~x;t).
(3.78)
Com base na abordagem Euleriana, e a definic¸a˜o do contorno deWt , dada por
¶Wt = f~yt (~x) 2 Dj ft (~yt (~x)) = 0g
sendo
ft (~yt) f (~yt ;t),
(3.79)
tem-se:
ft (~yt) = 0 para qualquer~yt 2 ¶Wt e cada t 2 R+
ou
ft (~yt (~x)) = 0 para qualquer~x 2 ¶W e cada t 2 R+.
(3.80)
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Diferenciando a Eq. (3.80) em termos de t resulta em
¶ft (~yt )
¶t +
¶ft (~yt )
¶~yt
d~yt
dt = 0
ou
¶ft (~yt )
¶t +


Ñ~ytft (~yt) ;~vt (~yt)

= 0
sendo
ft (~yt) f (~yt ;t)
e
~vt (~yt) = ~V (~x)

T 1t (~yt )
.
(3.81)
Por outro lado, para~vt (~yt) da forma
~vt (~yt) = vNt (~yt) ~nt (~yt)
ou
~vt (~yt (~x)) = vNt (~yt (~x)) ~nt (~yt (~x)),
(3.82)
tem-se:
¶ft (~yt (~x))
¶t + vNt (~yt (~x))


Ñ~ytft (~yt (~x)) ;~nt (~yt (~x))

= 0. (3.83)
Agora, como
~nt (~yt (~x)) =  Ñ~yt ft (~yt )kÑ~yt ft (~yt )k

~yt=Tt (~x)
, (3.84)
obte´m-se
¶ft (~yt (~x))
¶t   vNt (~yt (~x))
Ñ~ytft (~yt (~x))= 0
sujeita, em t = 0, a` condic¸a˜o inicial, dada por
ft (~yt (~x))jt=0 = f (~x)
a qual e´ calculada como
f (~x) =
8<: min~z2¶Wk~x ~zk , se~x 2 W¯ min
~z2¶W
k~x ~zk , se~x 2 DnW¯.
(3.85)
A equac¸a˜o de Hamilton-Jacobi e´ definida em toda a caixa D, e na˜o
apenas sobre o contorno ¶Wt , o que requer o conhecimento da velocidade
~vt (~yt) em todo o domı´nio D.
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3.4.1.1 Formulac¸a˜o level set
O me´todo level set, (PENG et al., 1999), considera o contorno ¶W mo-
vendo em Rd com codimensa˜o 1. Seja Wt = Tt (W) a regia˜o (possivelmente
multiconecta) envolvida pelo contorno ¶Wt . Associa-se a Wt uma func¸a˜o
auxiliar f (~yt ;t), Lipschitz continua que satisfaz as seguintes condic¸o˜es:
f (~yt ;t) = 0()~yt 2 ¶Wt \D
f (~yt ;t)> 0()~yt 2Wt
f (~yt ;t)< 0()~yt 2
 
DnW¯t

.
(3.86)
Como o contorno do corpo e´ definido por ¶Wt =

~yt 2 Rd
 f (~yt ;t) = 0	,
deslocar a interface (contorno) e´ equivalente ao transporte de f (~yt ;t), obtido
pela resoluc¸a˜o da equac¸a˜o de Hamilton-Jacobi, dada por
¶f(~yt ;t)
¶t   vN (~yt ;t)
Ñ~ytf (~yt ;t)= 0
sujeita a` condic¸a˜o inicial
ft (~yt (~x))jt=0 = f (~x).
(3.87)
A condic¸a˜o inicial da func¸a˜o f (~y0;0) = f (~x) e´ determinada segundo
(MOURAD; DOLBOW; GARIKIPATI, 2005), como sendo a func¸a˜o distaˆncia sina-
lizada da interface, definida por
f (~x) =
8<: min~z2¶Wk~x ~zk , se~x 2 W¯ min
~z2¶W
k~x ~zk , se~x 2 DnW¯. (3.88)
Uma das caracterı´sticas interessantes da formulac¸a˜o level set e´ que as quan-
tidades geome´tricas, descritas abaixo, teˆm representac¸o˜es simples em termos
de ft (~yt) f (~yt ;t), i.e.,
~nt (~yt) =  Ñ~yt ft (~yt )kÑ~yt ft (~yt )k
Ht (~yt) = div [~nt (~yt)]
Per (Wt) j¶Wt j=
R
D d (ft (~yt))
Ñ~ytft (~yt)dW
e
Vol (Wt) jWt j=
R
D h(ft (~yt))dW;
(3.89)
sendo d (f) a distribuic¸a˜o de Dirac 1D, h(ft) a func¸a˜o heaviside 1D, e
Ht (~yt) a curvatura me´dia positiva. Em 2D, j¶Wt j e´ simplesmente o com-
primento do arco de ¶Wt e jWt j a a´rea de Wt ; enquanto em 3D, j¶Wt j e´ a
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a´rea de superfı´cie de ¶Wt e jWt j o volume de Wt .
Note que:
 A extensa˜o do campo de velocidade vNt (~yt) para todo o domı´nio D e´
obtido de forma natural pelo me´todo level set.
 A estabilidade do algoritmo requer que a evoluc¸a˜o da func¸a˜o level set
seja tal que
0< c Ñ~ytft (~yt)C (3.90)
para alguma constante c e C. De fato, e´ deseja´vel que, ao longo
do processo de otimizac¸a˜o, a func¸a˜o level set, ft (~yt), seja uma boa
aproximac¸a˜o da func¸a˜o distaˆncia sinalizada, a qual satisfaz a condic¸a˜oÑ~ytft (~yt)= 1. (3.91)
Observe que, se ft (~yt) e´ uma func¸a˜o distaˆncia sinalizada, enta˜o auto-
maticamente satisfaz
Ñ~ytft (~yt)= 1. No entanto, isso so´ ocorre, no
algoritmo, para t = 0, ou seja, kÑ~xf (~x)k= 1. Para um tempo diferente,
t , ft (~yt) e´ obtida resolvendo a equac¸a˜o de Hamilton-Jacobi. Assim,
devido a` dissipac¸a˜o nume´rica, a propriedade acima, caracterı´stica da
func¸a˜o distaˆncia sinalizada, pode ser perdida. Devido a esta perda de
propriedade torna-se necessa´rio a reinicializac¸a˜o da func¸a˜o level set.
Este processo de reinicializac¸a˜o requer a soluc¸a˜o de uma nova equac¸a˜o
do tipo transporte, a qual sera´ abordada mais a` frente.
3.5 Principais vantagens do me´todo level set para otimizac¸a˜o de forma
Va´rias caracterı´sticas e vantagens do presente me´todo, que represen-
tam a forma so´lida desconhecida atrave´s da func¸a˜o level set ft (~yt), tornam-se
evidentes:
1. Primeiro, os me´todos level set para otimizac¸a˜o sa˜o topologicamente
flexı´veis. A func¸a˜o escalar ft (~yt) e´ definida para ter sempre uma
topologia simples e a representac¸a˜o na˜o depende de qualquer tipo de
parametrizac¸a˜o explı´cita. A representac¸a˜o da forma e´ ta˜o geral quanto
a teoria fı´sica subjacente. Estas capacidades permitem aos me´todos le-
vel set mudar facilmente a topologia e a forma o´tima de componentes
e estruturas, sendo capazes de formar vazios, dividir e formar va´rios
contornos, ou fundir com outros contornos para formar uma superfı´cie
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u´nica, em contraste com a forma do contorno de qualquer projeto con-
vencional (SETHIAN, 1999).
2. Uma vez que a forma geome´trica (contorno) e´ restrita a ser a curva de
nı´vel zero da func¸a˜o level set, ft (~yt), o movimento do conjunto de
nı´vel e´ obtido pela soluc¸a˜o da equac¸a˜o de Hamilton-Jacobi, sendo o
movimento ao longo da direc¸a˜o normal a` curva de nı´vel, ft (~yt), con-
duzido pela velocidade normal vNt (~yt) = h~vt (~yt) ;~nt (~yt)i. Por conse-
guinte, a alterac¸a˜o da forma geome´trica e´ tambe´m incorporada apenas
na sua direc¸a˜o normal. E´ bem conhecido em geometria diferencial,
que para um vetor velocidade geral ~vt (~yt), a componente tangencial
na˜o influencia na geometria da forma ou contorno o´timo, sendo res-
ponsa´vel apenas por uma mudanc¸a na parametrizac¸a˜o. Desta forma,
os me´todos level set de otimizac¸a˜o fazem uso apenas da componente
normal a` superfı´cie do contorno.
3. Na teoria de otimizac¸a˜o de forma, cla´ssica, existe um conceito impor-
tante do campo de velocidade de deformac¸a˜o da forma. Baseado em
ide´ias da mecaˆnica do contı´nuo, verifica-se que as derivadas da forma,
para uma transformac¸a˜o~yt = Tt (~x), existem apenas na direcc¸a˜o normal
ao contorno. Neste contexto, o princı´pio subjacente da otimizac¸a˜o da
forma cla´ssica e´ encontrar uma escolha adequada do campo de veloci-
dade normal vNt (~yt) = h~vt (~yt) ;~nt (~yt)i para assegurar uma sequeˆncia
convergente para a forma o´ptima do contorno. Claramente, o modelo
level set fornece um caminho natural para acomodar esse requisito.
Isto e´ obtido pela incorporac¸a˜o da componente normal da velocidade,
vNt (~yt), na equac¸a˜o de Hamilton-Jacobi, responsa´vel pelo transporte
da func¸a˜o level set de modo a assegurar uma reduc¸a˜o da func¸a˜o obje-
tivo J(~ut (~yt) ;Wt).
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4 IMPLEMENTAC¸A˜O NUME´RICA
Neste capı´tulo e´ apresentada a implementac¸a˜o nume´rica da
formulac¸a˜o do problema de otimizac¸a˜o. Sa˜o apresentadas as discretizac¸o˜es,
tanto no espac¸o quanto no tempo, das equac¸o˜es de Hamilton-Jacobi e da
equac¸a˜o de reinicializac¸a˜o. A discretizac¸a˜o espacial da equac¸a˜o de Hamilton-
Jacobi e´ feita pelo me´todo de Galerkin livre de elementos (BELYTSCHKO; LU;
GU, 1994) e sua discretizac¸a˜o temporal e´ feita pelo me´todo das diferenc¸as fi-
nitas, utilizando um esquema de upwind (Petrov-Galerkin) (BROOKS; HUGHES,
1982). A discretizac¸a˜o espacial da equac¸a˜o de reinicializac¸a˜o e´ feita pelo
me´todo Galerkin livre de elementos e sua discretizac¸a˜o temporal e´ feita pelo
me´todo das diferenc¸as finitas. Sa˜o apresentadas tambe´m a discretizac¸a˜o da
equac¸a˜o de estado, feita pelo me´todo de Galerkin livre de elementos, e a
descric¸a˜o do algoritmo associado ao problema de otimizac¸a˜o.
4.1 Soluc¸a˜o da equac¸a˜o level set
A equac¸a˜o de Hamilton-Jacobi, descrevendo a evoluc¸a˜o da func¸a˜o le-
vel set, e´ expressa por
¶f (~x;t)
¶t
  vN (~x;t) kÑ~xf (~x;t)k= 0, (4.1)
estando sujeita a` condic¸a˜o inicial:
f (~x;0) = fo (~x) . (4.2)
A condic¸a˜o de contorno e´, para cada t 2 R+, dada por
f (~x;t) = 0 em~x 2 D. (4.3)
Devido ao fato da equac¸a˜o de Hamilton-Jacobi ser fortemente ad-
vectiva, a aplicac¸a˜o de me´todos cla´ssicos de Galerkin podem resultar em
oscilac¸o˜es indesejadas na sua soluc¸a˜o. De modo a contornar estes proble-
mas de estabilidade do algorı´tmo, e´ aplicado o me´todo de Galerkin livre de
elementos conjuntamente com um esquema upwind, i.e., pelo streamline di-
fusion element free Galerkin method, (SDEFGM). A condic¸a˜o de contorno e´
do tipo Dirichlet, dada por f (~x;t) = 0, aplicada na fronteira do domı´nio de
projeto fixo D.
A vantagem do me´todo proposto e´ que a otimizac¸a˜o estrutural,
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em domı´nios de projeto irregular, pode ser realizada facilmente utili-
zando partic¸o˜es do domı´nio utilizando malhas na˜o-estruturadas (ce´lulas de
integrac¸a˜o). Ale´m disso, uma vez que e´ empregado o me´todo de Galerkin
livre de elementos, a discretizac¸a˜o do problema torna-se menos sensı´vel a`
orientac¸a˜o da malha, principalmente em partic¸o˜es estruturadas do domı´nio.
Por outro lado, por meio de uma func¸a˜o de peso regulares, pode-se obter uma
soluc¸a˜o com a regularidade desejada tanto para a equac¸a˜o de Hamilton-Jacobi
como tambe´m para a equac¸a˜o de reinicializac¸a˜o.
O me´todo level set tornou-se uma te´cnica emergente para otimizac¸a˜o
estrutural de forma e topolo´gica devido a sua capacidade de poder lidar com
mudanc¸as na topologia de forma simples e obter contornos suaves, quando
comparados com me´todos cla´ssicos. Na maioria das aplicac¸o˜es, a equac¸a˜o
de Hamilton-Jacobi e´ implementada com a te´cnica de diferenc¸as finitas utili-
zando um esquema upwind (ALLAIRE; JOUVE; TOADER, 2004). Estes me´todos
funcionam bem numa rede estruturada, mas apresentam dificuldades quando
sa˜o aplicados a problemas que envolvem geometrias e fronteiras complexas,
em que a discretizac¸a˜o espacial com a rede estruturada na˜o e´ possı´vel.
A vantagem do me´todo de Galerkin livre de elementos (MEFG) e´ sua
habilidade em lidar com domı´nios arbitra´rios e gerar soluc¸o˜es aproximadas
suaves tanto para a equac¸a˜o de Hamilton-Jacobi quanto para a equac¸a˜o de
reinicializac¸a˜o.
Existem basicamente duas etapas no processo de otimizac¸a˜o estrutural
via level set que sa˜o: a fase de soluc¸a˜o da equac¸a˜o de estado (problema da
placa de Mindlin) e a fase do transporte e recuperac¸a˜o da func¸a˜o level set.
A primeira fase e´ resolvida pelo EFGM resultando em soluc¸o˜es suaves para
o problema da placa de Mindlin e para a velocidade normal, determinada
pela ana´lise de sensibilidade, a qual e´ utilizada na equac¸a˜o de transporte de
Hamilton-Jacobi.
Na segunda fase sa˜o resolvidas as equac¸o˜es de Hamilton-Jacobi, pelo
SDEFGM e de reinicializac¸a˜o pelo EFGM juntamente com o me´todo de
diferenc¸as finitas. A equac¸a˜o de Hamilton-Jacobi e´ uma equac¸a˜o hiperbo´lica
de primeira ordem do tipo advectiva o que requer para sua estabilizac¸a˜o a
aplicac¸a˜o de esquemas do tipo upwind.
Um me´todo comumente aplicado na literatura para a soluc¸a˜o da
equac¸a˜o de Hamilton-Jacobi e´ o me´todo dos elementos finitos. Barth e
Sethian sa˜o os primeiros a discretizar a equac¸a˜o level set em malhas na˜o
estruturadas usando te´cnicas de elementos finitos (BARTH; SETHIAN, 1998).
Ale´m disso, algumas outras te´cnicas de elementos finitos foram implemen-
tadas para a soluc¸a˜o de problemas de otimizac¸a˜o e de evoluc¸a˜o de interfaces
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usando level set, como: Streamline upwind/Petrov-Galerkin (SUPG) (CO-
DINA; ON˜ATE; CERVERA, 1992), the Galerkin least squares method (GLSM)
(THOMPSON; PINSKY, 1995), the Taylor Galerkin and the characteristic Ga-
lerkin methods (LEE; LIN, 2001), the discontinuous Galerkin method (DGM)
and the least squares finite element method (LSFEM). Outra abordagem,
e´ a de eliminar o termo de advecc¸a˜o usando o chamado assumed gradient
method o que possibilita resolver a equac¸a˜o utilizando o Me´todo padra˜o de
Elementos Finitos (MEF).
Neste trabalho, a equac¸a˜o de Hamilton-Jacobi e´ resolvida pelo
SDEFGM, i.e., utilizando o Streamline upwind/Petrov-Galerkin method.
4.1.1 Descric¸a˜o do me´todo level set
No me´todo level set, o contorno do corpo a ser otimizado e´ repre-
sentado implicitamente atrave´s de uma func¸a˜o level set f (~x;t), a qual, para
cada t , e´ uma func¸a˜o escalar definida em um domı´nio de projeto fixo D.
Neste trabalho, define-se o contorno como sendo a curva de nı´vel zero da
func¸a˜o level set. O interior do corpo (estrutura) como sendo o domı´nio onde
f (~x;t) > 0 e o exterior do corpo como sendo o domı´nio onde f (~x;t) < 0.
Esta representac¸a˜o pode ser visualizada na Figura 4.1.
Figura 4.1: Representac¸a˜o da func¸a˜o level set no domı´nio em 2D e no espac¸o 3D
(LUO et al., 2012).
O me´todo level set adiciona dinaˆmica ao contorno definido
implı´citamente e sua evoluc¸a˜o e´ governada pela equac¸a˜o de Hamilton-Jacobi,
i.e.,
¶f (~x;t)
¶t
  vN (~x;t) kÑ~xf (~x;t)k= 0, (4.4)
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em que vN (~x;t) e´ a velocidade normal, obtida a partir da ana´lise de sensi-
bilidade utilizando dados derivados da soluc¸a˜o da equac¸a˜o de estado, repre-
sentando neste trabalho o problema da placa de Mindlin. Assim, uma vez
que a velocidade e´ calculada usando o resultado da ana´lise de sensibilidade,
pode-se atualizar o contorno da estrutura resolvendo a Eq. (4.4).
Durante a evoluc¸a˜o, a func¸a˜o level set frequentemente se torna demasi-
ada plana ou muito acentuada, o que pode introduzir erros nume´ricos trazendo
instabilidade ao algoritmo utilizado na soluc¸a˜o da equac¸a˜o de Hamilton-
Jacobi. A fim de regularizar a func¸a˜o level set, reinicializa-se periodicamente
resolvendo a equac¸a˜o de reinicializac¸a˜o, dada por
¶y(~x;t¯)
¶ t¯ +~w(~x; t¯) :Ñ~xy (~x; t¯) div [e Ñ~xy (~x; t¯)] = sign(~x; t¯)
(4.5)
sendo
~w(~x; t¯) = sign(~x; t¯) Ñ~xy(~x;t¯)kÑ~xy(~x;t¯)k
sign(~x; t¯) = y(~x;0)p
y(~x;0)2+aa
,
(4.6)
sujeito a` condic¸a˜o inicial
y (~x;0) = f (~x;tn) , (4.7)
no passo tn da equac¸a˜o de Hamilton-Jacobi e a` condic¸a˜o fronteira natural
Ñ~xy (~x;t) = 0 at (~x;t) 2 ¶D [0;¥). (4.8)
em que aa um paraˆmetro suficientemente pequeno e e um termo de difusa˜o.
4.2 Soluc¸a˜o da equac¸a˜o de transporte level set pelo me´todo SDEFGM
4.2.1 Processo de estabilizac¸a˜o via Stream Line Petrov-Galerkin method
A fim de obter a forma fraca incremental da equac¸a˜o de Hamilton-
Jacobi, define-se r (~x;t) como sendo o resı´duo da equac¸a˜o advectiva de
Hamilton-Jacobi, ou seja
r (~x;t) = ¶f(~x;t)¶t   vN (~x;t)kÑ~xf (~x;t)k (4.9)
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a qual pode ser tambe´m expressa como
r (~x;t) = ¶f(~x;t)¶t +
D
~V (~x;t) ;Ñ~xf (~x;t)
E
sendo
~V (~x;t) = vN (~x;t) ~n(~x;t) com~n(~x;t) =  Ñ~xf(~x;t)kÑ~xf(~x;t)k .
(4.10)
Fazendo uma partic¸a˜o do domı´nio do tempo em incrementos unifor-
mes Dt e aplicando o me´todo de Euler explı´cito entre tn e tn+1, obtemos,
para o resı´duo em tn, a seguinte expressa˜o
r (~x;tn) = f(~x;tn+1) f(~x;tn)4t   vN (~x;tn)kÑ~xf (~x;tn)k
sendo
¶f(~x;t)
¶t

t=tn
=
f(~x;tn+1) f(~x;tn)
4t .
(4.11)
Denotando-se
rn = r (~x;tn)
f n = f (~x;tn)
f n+1 = f (~x;tn+1)
vnN = vN (~x;tn);
(4.12)
A forma fraca incremental da equac¸a˜o de Hamilton-Jacobi pode ser enta˜o
formulada como: Dado vnN e f n, determinar f n+1 tal que
R
D r
n

j+ h
2jvnN j
D
~V n;Ñ~xj
E
dW= 0, 8j 2Wfh
em que
~V n = vnN ~n
n e~nn =  Ñ~xfnkÑ~xfnk .
Observe-se que:
~V n= jvnN j.
(4.13)
Na expressa˜o acima, h e´ alguma medida do tamanho local da partic¸a˜o
triangular da malha em ce´lulas de integrac¸a˜o. Ale´m disso, aqui j e´ enten-
dida como uma func¸a˜o de teste pertencente a um espac¸o de aproximac¸a˜o ade-
quado Wfh . A estabilizac¸a˜o e´, portanto, dependente do campo de velocidade
vN (~x;t), adicionando uma certa quantidade controlada de difusa˜o na direc¸a˜o
das caracterı´sticas.
Assim, a forma fraca incremental da equac¸a˜o de Hamilton-Jacobi pode
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ser formulada como: Dado vnN e f n, determinar f n+1 que resolve:
R
D f n+1j dW+
R
D da f n+1
D
~V n;Ñ~xj
E
dW=
R
D f nj dW
+4t RD vnN kÑ~xf nkj dW+ RD da f nD~V n;Ñ~xjEdW
+4t RD da vnN kÑ~xf nkD~V n;Ñ~xjEdW, 8j 2Wfh
sendo da = h2jvnN j .
(4.14)
A fim de resolver este problema emprega-se uma partic¸a˜o do domı´nio
descrito, em ce´lulas de integrac¸a˜o do tipo Tri3, descrita na Figura 4.2.
Figura 4.2: Aproximac¸a˜o do limite curvo usando treˆs no´s de elementos finitos trian-
gulares (FISH; BELYTSCHKO, 2007).
4.2.2 Discretizac¸a˜o da equac¸a˜o incremental de Hamilton-Jacobi
A fim de aplicar o SDEFGM, realiza-se uma discretizac¸a˜o do domı´nio
em ce´lulas de integrac¸a˜o triangulares como ilustradas na Figura 4.2. Por
convenieˆncia, visando a simplificac¸a˜o da integrac¸a˜o nas ce´lulas triangulares,
introduz-se uma mudanc¸a de varia´veis determinada pelas relac¸o˜es
x= x(x ;h) = xaiNi(x ;h) (4.15)
y= y(x ;h) = yaiNi(x ;h),
sendo Ni(x ;h) as func¸o˜es Tri3 cla´ssicas, utilizadas pelo me´todo dos elemen-
tos finitos (DHATT; LEFRANC¸OIS; TOUZOT, 2012). A func¸a˜o level set f n (x;y)
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e a func¸a˜o teste j (x;y) sa˜o aproximadas utilizando-se as bases globais
FI (~x(x ;h)) construı´das pelo me´todo dos mı´nimos quadrados mo´veis, como
f n(x ;h) =
N
å
I=1
FI (~x(x ;h))f nI (4.16)
j(x ;h) =
N
å
I=1
FI (~x(x ;h))jnI .
Denota-se: n
~Unf
oT
=

f n1 f
n
2 ::::: f
n
N
	
, (4.17)
em que
 
f nai

representa o ai e´simo paraˆmetro associado a` func¸a˜o base de
aproximac¸a˜o global, FI (~x(x ;h)). Pode-se, de forma compacta, expressar a
func¸a˜o level set f n (x;y) e func¸a˜o teste j (x;y) como
f n =
n
~Ff (~x)
o
:
n
~Unf
o
j =
n
~Ff (~x)
o
:
n
d~Uf
o
comn
~Ff (~x)
oT
= fF1(x ;h);F2(x ;h); :::FN(x ;h)gn
d~Uf
oT
=

df1 df2 ::::: dfN
	
.
(4.18)
As componentes dos vetores gradiente Ñ~xf n e Ñ~xj podem ser expressas
numa forma compacta como
Ñ~xf n =
(
¶fn
¶x
¶fn
¶y
)
=
N
å
I=1
(
¶FI(~x(x ;h))
¶x
¶FI(~x(x ;h))
¶y
)
f nI
Ñ~xf n =

Bf
n
~Unf
o
com
Bf

=
hh
Bfi
i
j i= 1; ::N
i
Ñ~xj =
(
¶fn
¶x
¶fn
¶y
)
=

Bf
n
d~Uf
o
,
(4.19)
em que h
Bfi
i
=

Fi;x
Fi;y

, (4.20)
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ou seja 
Bf

=
hh
Bf1
i
j
h
Bf2
i
j
h
Bf3
ii
(4.21)
Bf

=

F1;x
F1;y

j

F2;x
F2;y

j :::::

FN;x
FN;y

.
4.2.2.1 Discretizac¸a˜o da equac¸a˜o incremental de Hamilton-Jacobi
A discretizac¸a˜o do problema incremental na Eq.(4.14), permite iden-
tificar os seguintes termos:
(1) =
R
D f n+1j dW= åe
R
We f
n+1j dW
(2) =
R
D f nj dW= åe
R
We f
nj dW
(3) =
R
D v
n
N kÑ~xf nkj dW= åe
R
We v
n
N kÑ~xf nkj dW
(4) =
R
D da f n+1
D
~V n;Ñ~xj
E
dW= åe
R
We da f
n+1
D
~V n;Ñ~xj
E
dW
(5) =
R
D da f n
D
~V n;Ñ~xj
E
dW= åe
R
We da f
n
D
~V n;Ñ~xj
E
dW
(6) =
R
D da vnN kÑ~xf nk
D
~V n;Ñ~xj
E
dW
(6) = åe
R
We da v
n
N kÑ~xf nk
D
~V n;Ñ~xj
E
dW.
(4.22)
Agora, uma vez que a aproximac¸a˜o dos campos f n+1, f n e j sa˜o dadas por
f n+1 = ~Ff :~Un+1f
f n = ~Ff :~Unf
j = ~Ff :d~Uf
Ñ~xj =

Bf

d~Uf
Ñ~xf n =

Bf

~Unf ,
(4.23)
pode-se determinar as seguintes contribuic¸o˜es em cada ce´lula de integrac¸a˜o:
 Termo
(1) =
R
We f
n+1j dW
(1) =
h
Mfe
i
~Un+1f :d~Uf .
 Termo
(2) =
R
We f
nj dW
(2) =
h
Mfe
i
~Unf :d~Uf = ~F
M
e :d~Uf .
(4.24)
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 Termo
(3) =
R
We v
n
N kÑ~xf nkj dW
(3) = ~FNe :d~Uf .
(4.25)
 Termo
(4) =
R
We da f
n+1
D
~V n;Ñ~xj
E
dW
(4) =

KVe
n
~Un+1f
o
:
n
d~Uf
o
.
(4.26)
 Termo
(5) =
R
We da f
n
D
~V n;Ñ~xj
E
dW
(5) =

KVe
n
~Unf
o
:
n
d~Uf
o
(5) = ~FVe :d~Uf .
(4.27)
 Termo
(6) =
R
We da v
n
N kÑ~xf nk
D
~V n;Ñ~xj
E
dW
(6) = ~F4e :d~Uf .
(4.28)
Consequentemente, tem-se:
åe
nh
Mfe
i
~Un+1f :d~Uf
o
+åe
n
KVe
n
~Un+1f
o
:
n
d~Uf
oo
= åe
n
~FMe :d~Uf
o
+åe4t
n
~FNe :d~Uf
o
+åe
n
~FVe :d~Uf
o
+åe4t
n
~F4e :d~Uf
o
.
(4.29)
4.2.2.2 Montagem do problema linear global
Uma vez que ~Un+1f e ~U
n
f sa˜o os vetores contendo todos os paraˆmetros
nodais associados a` aproximac¸a˜o dos mı´nimos quadrados moveis das func¸o˜es
level set em tn+1 e tn respectivamente, denota-se:
~FN = ˇ^
e
n
~FNe
o
~FV = ˇ^
e
n
~FVe
o
~FM = ˇ^
e
n
~FMe
o
~F4 = ˇ^
e
n
~F4e
o

Mf

=
e^
h
Mfe
i

Kf

=
e^

KVe

,
(4.30)
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o que acarreta em 
Mf

+

Kf

~Un+1f = ~R
sendo
~R= ~FM +~FV +4t
n
~FN +~F4
o
.
(4.31)
Como resultado
Mf

+

Kf

~Un+1f =

Mf

+

Kf

~Unf +4t
n
~FN +~F4
o
ou seja
~Un+1f = ~U
n
f +4t

Mf

+

Kf
 1n~FN +~F4o. (4.32)
Definindo o vetor unita´rio ~D como
~D= [[
Mf ]+[Kf ]]
 1f~FN+~F4g[[Mf ]+[Kf ]] 1f~FN+~F4g (4.33)
tem-se a equac¸a˜o incremental
~Un+1f = ~U
n
f +4topt ~D
sendo
~D=

Mf

+

Kf
 1n~FN +~F4o
4topt = argmin
4t0
n
J

~Unf +4t ~D
o
em que J

~Uf

define a func¸a˜o objetivo.
(4.34)
4.3 Equac¸a˜o de reinicializac¸a˜o
O objetivo aqui e´ de apresentar o procedimento usado na formulac¸a˜o
do problema de reinicializac¸a˜o. A equac¸a˜o de reinicializac¸a˜o, modificada
com a inclusa˜o de um termo de difusa˜o e , e´ dada por
¶y(~x;t¯)
¶ t¯ +~w(~x; t¯) :Ñ~xy (~x; t¯) div [e Ñ~xy (~x; t¯)] = sign(~x; t¯)
(4.35)
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sendo
~w(~x; t¯) = sign(~x; t¯) Ñ~xy(~x;t¯)kÑ~xy(~x;t¯)k
sign(~x; t¯) = y(~x;0)p
y(~x;0)2+aa
,
(4.36)
sujeita a` condic¸a˜o inicial
y (~x;0) = f (~x;tn) , em at (~x;t) 2 ¶D [0;¥). (4.37)
Antes de aplicar o processo de discretizac¸a˜o de Galerkin, realiza-se
uma discretizac¸a˜o no domı´nio do tempo atrave´s da aplicac¸a˜o de um esquema
de diferenc¸as finitas, dado por
y(~x;t¯k+1) y(~x;t¯k)
4t¯ +~w(~x; t¯k) :Ñ~xy (~x; t¯k)
 div [e Ñ~xy (~x; t¯k+1)] = sign(~x; t¯k).
(4.38)
Multiplica-se a Eq. (4.38) por4t¯ e deriva-se o seguinte problema incremen-
tal: Dado y (~x; t¯k), determinar y (~x; t¯k+1) tal que
y (~x; t¯k+1) y (~x; t¯k)+4t¯ ~w(~x; t¯k) :Ñ~xy (~x; t¯k)
 4t¯ div [e Ñ~xy (~x; t¯k+1)] =4t¯ sign(~x; t¯k), (4.39)
sujeito a` condic¸a˜o de contorno
y (~x; t¯k+1) = 0 em~x 2 ¶D. (4.40)
Logo, seja r¯ (~x) o resı´duo da equac¸a˜o de reinicializac¸a˜o, ou seja
r¯ (~x) = y (~x; t¯k+1) 4t¯ div [e Ñ~xy (~x; t¯k+1)] y (~x; t¯k)
 4t¯ sign(~x; t¯k) [1 kÑ~xy (~x; t¯k)k]. (4.41)
A formulac¸a˜o fraca pode ser escrita comoR
D r (~x)j (~x) dW= 0, 8j . (4.42)
Portanto, denotando-se
r¯n = r¯ (~x;tn)
Sk = sign(~x; t¯k)
yk+1 = y (~x; t¯k+1)
yk = y (~x; t¯k).
(4.43)
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determina-se o problema incremental o qual e´ formulado como: Dado yk,
determinar yk+1 tal que
r¯n = yk+1 4t¯ dive Ñ~xyk+1 yk
 4t¯ Sk 1 Ñ~xyk= 0
sujeito a` condic¸a˜o de fronteira
yk+1 (~x) = 0 em~x 2 ¶D
sendo
Sk = y(~x;0)p
y(~x;0)2+aa
com y (~x;0) = f (~x;tn).
(4.44)
4.3.1 Derivac¸a˜o da forma fraca da equac¸a˜o incremental
A fim de obter a forma fraca da equac¸a˜o incremental, mediante a
aplicac¸a˜o do me´todo de Galerkin livre de elementos, procede-se como se se-
gue: Seja R
D r¯
nj dW= 0, 8j . (4.45)
Pore´m,Z
D
r¯nj dW=
Z
D
yk+1j dW 
Z
D
ykj dW 4t¯
Z
D
Sk
h
1 
Ñ~xykij dW
(4.46)
 4t¯
Z
D
div
h
e Ñ~xyk+1
i
j dW.
Como resultado, obte´m-se:R
Dyk+1j dW+4t¯
R
D e Ñ~xyk+1:Ñ~xj dW
=
R
Dykj dW+4t¯
R
D S
k

1 Ñ~xykj dW 8j . (4.47)
Efetuando-se uma discretizac¸a˜o do domı´nio em ce´lulas de integrac¸a˜o, We,
obte´m-se as seguintes contribuic¸o˜es:
(1) =
R
Dyk+1j dW= åe
R
We y
k+1j dW
(2) =
R
Dykj dW= åe
R
We y
kj dW
(3) =
R
D e Ñ~xyk+1:Ñ~xj dW
(3) = åe
R
We e Ñ~xy
k+1:Ñ~xj dW
(4) =
R
D S
k

1 Ñ~xykjdW
(4) = åe
R
We S
k

1 Ñ~xykjdW.
(4.48)
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Neste ponto, supo˜e-se a mesma aproximac¸a˜o para yk+1, yk e j como usado
para f n+1, ou seja
yk+1 = ~Ff :~pk+1
yk = ~Ff :~pk
j = ~Ff :d~p
Ñ~xj =

Bf

d~p
Ñ~xyk =

Bf

~pk
Ñ~xyk+1 =

Bf

~pk+1.
(4.49)
o que nos permite identificar as seguintes contribuic¸o˜es, da formulac¸a˜o dis-
cretizada da equac¸a˜o de reinicializac¸a˜o, em cada ce´lula de integrac¸a˜o:
 Termo
(1) =
h
Mfe
i
~pk+1:d~p; (4.50)
 Termo
(2) = ~FMe :d~p=
h
Mfe
i
~pk:d~p; (4.51)
 Termo
(3) =

Kye

~pk+1:d~p; (4.52)
 Termo
(4) =
n
~FNe
o
:fd~pg. (4.53)
Consequentemente, tem-se
åe
nh
Mfe
i
~pk+1:d~p
o
+åe
4t¯ Kye ~pk+1:d~p	
= åe
nh
Mfe
i
~pk:d~p
o
+4 t¯åe
n
~FNe

:d~p
o
.
(4.54)
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4.3.1.1 Montagem do problema global
Uma vez que ~pk+1 seja o vetor de todos os paraˆmetros nodais da
func¸a˜o level set reinicializada em t¯k+1, denota-se
~FN = ˇ^
e
n
~FNe
o
~FM = ˇ^
e
n
~FMe
o
~Fd = ˇ^
e
n
~Fde
o
[Ky ] =
e^

Kye

Mf

=
e^
h
Mfe
i
.
(4.55)
O problema discreto pode ser formulado como: Dado ~pk, determinar
~pk+1 soluc¸a˜o de:
Mf

~pk+1:d~p+4t¯ [Ky ]~pk+1:d~p= ~FM:d~p+4t¯~FN :d~p
para cada d~p 2 RN
ou seja
Mf

+4t¯ [Ky ]~pk+1	= ~FM +4t¯~FN .
(4.56)
4.4 Discretizac¸a˜o da equac¸a˜o de estado
4.4.1 Formulac¸a˜o do problema de estado
O problema de estado da placa de Mindlin pode ser expresso como:
Determinar

~uo;~q ;~luo ;~lq

2WH tal queR
A [D]~k

~uo;~q

:~k

d~uo;d~q

dA  RAånl=1r l  hl+1 hl	~g:d~uo dA
 R¶AN n !¯N :d~uo  !¯M :d~qods  RAN qo~n:d~uo dA+ R¶AD n~luo :d~uo+d~luo :~uoods
+
R
¶AD
n
~lq :d~q +d~lq :~q
o
ds= 0, 8

d~uo;d~q ;d~luo ;d~lq

2WH.
(4.57)
Na Eq. (4.57), [D] e´ definido no Apeˆndice A ou B.
Com a introduc¸a˜o da func¸a˜o level set, a formulac¸a˜o do problema da
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placa de Mindlin pode ser expressa como:
Determinar

~uo;~q ;~luo ;~lq

2WH tal queR
D [D (s)]~k

~uo;~q

:~k

d~uo;d~q

h(s)dA  RDånl=1r l  hl+1 hl	~g:d~uo h(s) dA
 R¶AN n !¯N :d~uo  !¯M :d~qods  RD qo~n:d~uo h(s) dA
+
R
¶AD
n
~luo :d~uo+d~luo :~uo
o
ds
+
R
¶AD
n
~lq :d~q +d~lq :~q
o
ds= 0, 8

d~uo;d~q ;d~luo ;d~lq

2WH
(4.58)
sendo os subespac¸osW e H dados por
W=

(~v;~a)j vi 2H1 (D) e ai2H1 (D)
	
H=
n
~luo ;~lq ;
 ~luo2L2 (¶AD) e~lq2L2 (¶AD)o. (4.59)
e o tensor ela´stico de quarta ordem D (s) como
D (s) = r (s)Do, sendo Do e´ uma matriz constante
r (s) = rsh(s)+ri (1 h(s))
rs = 1 e ri = 10 3
h(s) =

1, se s 0
0, se s< 0 .
(4.60)
Note que, por simplicidade, considerou-se fixo com relac¸a˜o ao processo de
otimizac¸a˜o, os contornos ¶AD e ¶AN . Devido a` abordagem pelo me´todo da
func¸a˜o level set, as func¸o˜es

~uo;~q

e

d~uo;d~q

foram estendidas para todo
o domı´nio D, com A D.
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4.5 Discretizac¸a˜o do problema pelo me´todo de Galerkin livre de ele-
mentos
Considere o problema da Placa de Mindlin formulado como: Dado
e > 0, encontrar

~uo;~q ;~luo ;~lq

2WH tal que:
R
D [De (s)]~k

~uo;~q

:~k

d~uo;d~q

he(s)dA 
R
Då
n
l=1

r l
 
hl+1 hl	~g:d~uo he(s) dA
 R¶AN n !¯N :d~uo  !¯M :d~qods  RD qo~n:d~uo he(s) dA
+
R
¶AD
n
~luo :d~uo+d~luo :~uo
o
ds
+
R
¶AD
n
~lq :d~q +d~lq :~q
o
ds= 0, 8

d~uo;d~q ;d~luo ;d~lq

2WH,
(4.61)
em que
[De (s)] = re (s)Do, sendo Do e´ uma matriz constante
re (s) = rshe (s)+ri (1 he (s))
em que he (s) e´ a func¸a˜o passo regularizada.
(4.62)
4.5.1 Discretizac¸a˜o espacial
A fim de obter a forma fraca discreta associada a` formulac¸a˜o do pro-
blema da placa, os campos

~uo;~q

e suas variac¸o˜es

d~uo;d~q

sa˜o aproxi-
mados, utilizando uma abordagem por mı´nimos quadrados mo´veis, como:
uo (~x) =
n
å
I=1
FI (~x)uI (4.63)
vo (~x) =
n
å
I=1
FI (~x)vI
wo (~x) =
n
å
I=1
FI (~x)wI
qy (~x) =
n
å
I=1
¶FI
¶x
(~x)qyI
 qx (~x) =
n
å
I=1
¶FI
¶y
(~x)qxI ,
4.5 Discretizac¸a˜o do problema pelo me´todo de Galerkin livre de elementos 69
e
duo (~x) =
n
å
I=1
FI (~x)duI (4.64)
dvo (~x) =
n
å
I=1
FI (~x)dvI
dwo (~x) =
n
å
I=1
FI (~x)dwI
dqy (~x) =
n
å
I=1
¶FI
¶x
(~x)dqyI
 dqx (~x) =
n
å
I=1
¶FI
¶y
(~x)dqxI ;
sendo
FI (~x) =
D
~p(~x) ; [A(~x)] 1~BI (~x)
E
, (4.65)
com
[A(~x)] =
n
å
I=1
j (~x ~xI) [~p(~xI)
~p(~xI)]
~p(~x) = fp1 (~x) ; p2 (~x) ; :::pm (~x)g
e
~BI (~x) = j (~x ~xI)~p(~xI).
(4.66)
Note que, no caso 2D em que ~x = fx;yg 2 R2, as func¸o˜es base mais
utilizadas para ~p(~x) na literatura sa˜o:
(i) - Base linear em 2D dada por:
~p(~x)T = f1; x; yg, m= 3;
(ii) - Base quadra´tica em 2D dada por:
~p(~x) =

1; x; y; x2; xy; y2
	
, m= 6.
(4.67)
A partir da aproximac¸a˜o acima o vetor de deslocamento~uo, com com-
ponentes (uo;vo;wo), pode ser expresso como:
~uo (~x) =
8<: uo (~x)vo (~x)wo (~x)
9=;= Fg (~x)n~Ugo
Fg (~x)

=

F1 [(~x)]
 [F2 (~x)]     [Fn (~x)] ,
(4.68)
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sendo n
~Ug
oT
=

u1 v1 w1 qy1  qx1    (4.69)
un vn wn qyn  qxn
	
os graus de liberdade associados aos campos de deslocamento e de rotac¸a˜o
da placa. Por analogia, tem-se:
d~uo (~x) =
8<: duo (~x)dvo (~x)dwo (~x)
9=;= Fg (~x)nd~Ugo
Fg (~x)

=

[F1 (~x)]
 [F2 (~x)]     [Fn (~x)] nd~Ugo,
(4.70)
com
[Fa (~x)] =
24 Fa (~x) 0 0 0 00 Fa (~x) 0 0 0
0 0 Fa (~x) 0 0
35 (4.71)
e n
d~Ug
oT
=

du1 dv1 dw1 dqy1  dqx1    (4.72)
dun dvn dwn dqyn  dqxn
	
.
Ale´m disso, a partir da aproximac¸a˜o acima, o vetor de rotac¸a˜o ~q =
(qy; qx) pode ser expresso como:
~q =

qy (~x)
 qx (~x)

=
h
Yg (~x)
in
~Ug
o
~q =

[Y1 (~x)]
 [Y2 (~x)]     [Yn (~x)] n~Ugo, (4.73)
em que
[Ya (~x)] =
"
0 0 0 ¶Fa(~x)¶x 0
0 0 0 0 ¶Fa(~x)¶y
#
. (4.74)
Por analogia, tem-se
d~q (~x) =

dqy (~x)
 dqx (~x)

=

Y¯g (~x)
n
d~Ug
o
d~q (~x) =

[Y1 (~x)]
 [Y2 (~x)]     [Yn (~x)] nd~Ugo. (4.75)
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Por outro lado, as deformac¸o˜es generalizadas~k

~uo;~q

podem ser ex-
pressas como
~k =

B¯g (~x)
n
~Ug
o
~k =

[B1 (~x)]
 [B2 (~x)]     [Bn (~x)] n~Ugo, (4.76)
sendo
[Ba (~x)] =
26666666666666664
¶Fa(~x)
¶x 0 0 0 0
0 ¶Fa(~x)¶y 0 0 0
¶Fa(~x)
¶y
¶Fa(~x)
¶x 0 0 0
0 0 0 ¶
2Fa(~x)
¶x2 0
0 0 0 0 ¶
2Fa(~x)
¶y2
0 0 0 ¶
2Fa(~x)
¶y¶x
¶ 2Fa(~x)
¶x¶y
0 0 ¶Fa(~x)¶x
¶Fa(~x)
¶x 0
0 0 ¶Fa(~x)¶y 0
¶Fa(~x)
¶y
37777777777777775
. (4.77)
Adicionalmente, por analogia, tem-se
d~k =

B¯g (~x)
n
d~Ug
o
d~k =

[B1 (~x)]
 [B2 (~x)]     [Bn (~x)] nd~Ugo. (4.78)
Para descrever completamente as equac¸o˜es discretas relacionadas a`
formulac¸a˜o do problema da placa, aproximam-se os multiplicadores de La-
grange

~luo (~x) ;~lq (~x)

e suas variac¸o˜es

d~luo (~x) ;d~lq (~x)

como:
~luo (~x) =
kD
å
I=1
[NI (~x(s¯))]~l uoI
~lq (~x) =
kD
å
I=1
[NI (~x(s¯))]~l qI ;
(4.79)
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e
d~luo (~x) =
kD
å
I=1
[NI (~x(s¯))]d~l uoI
d~lq (~x) =
kD
å
I=1
[NI (~x(s¯))]d~l qI ;
(4.80)
sendo kD o nu´mero total de no´s no contorno ¶AD. No caso 2D, o contorno
sera´ uma curva em R2. Pore´m, devido a` partic¸a˜o do domı´nio em ce´lulas de
integrac¸a˜o triangulares, o contorno sera´ aproximado por segmentos de reta.
Como resultado, tanto

~luo (~x) ;~lq (~x)

como

d~luo (~x) ;d~lq (~x)

sera˜o in-
terpolados linearmente em cada segmento usando func¸o˜es base cla´ssicas, uti-
lizadas pelo me´todo dos elementos finitos lineares.
A interpolac¸a˜o acima pode tambe´m ser expressa como
~luo (~x(s¯)) =
8<: luo (~x(s¯))lvo (~x(s¯))lwo (~x(s¯))
9=;= kDåI=1 [NI (~x(s¯))]
8<:
l uo
I
(~x(s¯))
l vo
I
(~x(s¯))
lwo
I
(~x(s¯))
9=;
sendo
[NI (~x(s¯))] =
24 NI (~x(s¯)) 0 0 0 00 NI (~x(s¯)) 0 0 0
0 0 NI (~x(s¯)) 0 0
35;
(4.81)
e
~lq (~x(s¯)) =

lqy (~x(s¯))
lqx (~x(s¯))

=
kD
å
I=1
[MI (~x(s¯))]
(
l qyI (~x(s¯))
l qxI (~x(s¯))
)
sendo
[MI (~x(s¯))] =

0 0 0 NI (~x(s¯)) 0
0 0 0 0 NI (~x(s¯))

.
(4.82)
Denotando-sen
~Ul
oT
=
n
l uo
1
;l vo
1
;lwo
1
;l qy1 ;l
qx
1
l uo2 ;l vo2 ;lwo2 ;l qy2 ;l qx2     (4.83)
l uo
kD
;l vo
kD
;lwo
kD
;l qykD ;l
qx
kD
o
como sendo o vetor dos graus de liberdade associados aos multiplicadores
de Lagrange, pode-se reescrever as equac¸o˜es acima, numa forma compacta
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matricial, como
~luo (~x(s¯)) =
8<: luo (~x(s¯))lvo (~x(s¯))lwo (~x(s¯))
9=;= [Ng (~x(s¯))]~Ul
sendo
[Ng (~x(s¯))] =

[N1 (~x)]
 [N2 (~x)]     [Nku (~x)] n~Ulo;
(4.84)
e
~lq (~x(s¯)) =

lqy (~x(s¯))
lqx (~x(s¯))

= [Mg (~x(s¯))]~Ul
sendo
[Mg (~x(s¯))] =

[M1 (~x)]
 [M2 (~x)]     [Mku (~x)] n~Ulo.
(4.85)
Por analogia, deriva-se tambe´m uma expressa˜o compacta para
d~luo (~x) ;d~lq (~x)

dado por
d~luo (~x(s¯)) =
8<: dluo (~x(s¯))dlvo (~x(s¯))dlwo (~x(s¯))
9=;= [Ng (~x(s¯))]d~Ul
e
d~lq (~x(s¯)) =

dlqy (~x(s¯))
dlqx (~x(s¯))

= [Mg (~x(s¯))]d~Ul .
(4.86)
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4.5.2 Derivac¸a˜o das equac¸o˜es discretas associadas ao modelo da placa de
Mindlin
Substituindo-se as Eq. (4.68), (4.73), (4.70), (4.75), (4.76), (4.78),
(4.84), (4.85) e (4.86) em cada um dos termos da Eq. (4.61), obtem-se
(a) =
R
D [De (s)]~k

~uo;~q

:~k

d~uo;d~q

he(s) dA
(b) =
R
Då
n
l=1

r l
 
hl+1 hl	~g:d~uo he(s) dA
(c) =
R
¶AN
n !¯
N :d~uo 
 !¯
M :d~q
o
ds
(d) =
R
D qo~n:d~uo he(s) dA
(e) =
R
¶AD
n
~luo :d~uo+~lq :d~q
o
ds
( f ) =
R
¶AD
n
d~luo :~uo+d~lq :~q
o
ds
com s= f˜ (~x;t)
(4.87)
os quais podem ser computados como:
 Termo (a)
(a) =

Kgu;u
n
~Ug
o
:
n
d~Ug
o
sendo
Kgu;u

=
R
D

B¯g (~x)
T
[De (s)]

B¯g (~x)

he(s)dA;
(4.88)
 Termo (b)
(b) =
n
~Fgr
o
:
n
d~Ug
o
sendo
~Fgr =
R
Då
n
l=1

r l
 
hl+1 hl	F¯g (~x)T ~g he(s) dA; (4.89)
 Termo (c)
(c) =
n
~FgNM
o
:
n
d~Ug
o
sendo
~FgNM =
R
¶D\¶AN

F¯g (~x)
T  !¯N   Y¯g (~x)T  !¯Mds; (4.90)
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 Termo (d)
(d) =
n
~Fgq
o
:
n
d~Ug
o
sendo
~Fgq =
R
D qo

F¯g (~x)
T
~n he(s) dA;
(4.91)
 Termo (e)
(e) =
h
Kgu;l
in
~Ul
o
:
n
d~Ug
o
sendoh
Kgu;l
i
=
R
D\¶AD
n
F¯g (~x)
T
[Ng (~x(s¯))]+

Y¯g (~x)
T
[Mg (~x(s¯))]
o
ds;
(4.92)
 Termo ( f )
( f ) =
h
Kgl ;u
in
~Ul
o
:
n
d~Ug
o
sendoh
Kgl ;u
i
=
R
D\¶AD
n
[Ng (~x(s¯))]T

F¯g (~x)

+[Mg (~x(s¯))]T

Y¯g (~x)
o
ds.
(4.93)
Substituindo-se as Eq. (4.88), (4.89), (4.90), (4.91), (4.92) e (4.93) na
Eq. (4.61), tem-se:24 Kgu;u hKgu;lih
Kgl ;u
i
[0]
35 ~Ug
~Ul

:

d~Ug
d~Ul

=

~Fgr +~F
g
NM +
~Fgq
0

:

d~Ug
d~Ul

para 8

d~Ug;d~Ul

,
(4.94)
o que resulta no seguinte sistema de equac¸o˜es lineares, dado por24 Kgu;u hKgu;l ih
Kgl ;u
i
[0]
35 ~Ug
~Ul

=

~Fg
0

sendo
~Fg = ~Fgr +~F
g
NM +
~Fgq .
(4.95)
4.6 Algorı´tmo do problema de otimizac¸a˜o
O algoritmo de otimizac¸a˜o descreve-se pelo seguinte procedimento:
76 4 Implementac¸a˜o nume´rica
 Inicializac¸a˜o:
Leitura de dados:
paraˆmetros geome´tricos,
paraˆmetros materiais,
no´s, elementos, restric¸o˜es, etc.
Fixa-se:
erro, toleraˆncia, iterac¸o˜es,
nu´mero de iterac¸o˜es ma´ximas.
multiplicadores de Lagrange.
norma do gradiente da func¸a˜o level set admissı´vel (GLSA).
 Otimizac¸a˜o:
Determina-se o valor inicial do vetor das varia´veis de projeto.
Determina-se o volume inicial e o perı´metro inicial.
Determina-se o vetor dos deslocamentos nodais.
Determina-se a func¸a˜o objetivo.
Enquanto (erro > toleraˆncia) fac¸a:
Determina-se:
direc¸a˜o de descida
limite superior do paraˆmetro de passo
vetor da velocidade normal de cada no´ da malha.
Resolve-se o problema de otimizac¸a˜o sem restric¸o˜es.
Determina-se o passo o´timo na direc¸a˜o de descida.
Atualiza-se o vetor das varia´veis de projeto.
Calcula-se o novo erro.
Atualiza-se a iterac¸a˜o.
Calcula-se:
valor do gradiente da func¸a˜o level set (MGLSA).
Se (MGLSA > GLSA) fac¸a:
Efetua-se a reinicializac¸a˜o.
Determina-se o vetor dos deslocamentos nodais.
Determina-se a func¸a˜o objetivo.
Fim de Enquanto
 Efetua-se o po´s-processamento.
5 RESULTADOS NUME´RICOS
Neste capı´tulo sa˜o apresentados alguns resultados relativos a`
formulac¸a˜o discutida nos capı´tulos anteriores para o problema proposto.
Um software em Fortran orientado a objetos foi desenvolvido e utilizado na
determinac¸a˜o da soluc¸a˜o nume´rica dos problemas empregados na validac¸a˜o
do me´todo de otimizac¸a˜o proposto. Algumas considerac¸o˜es iniciais sa˜o
feitas inicialmente as quais foram utilizadas na elaborac¸a˜o dos exemplos
nume´ricos. O pre´-processamento e po´s-processamento foi realizado com o
uso de um software comercial.
5.1 Considerac¸o˜es gerais
A validac¸a˜o do algoritmo proposto foi dividida em duas partes que
sa˜o:
(i) Validac¸a˜o do algoritmo utilizado na soluc¸a˜o da equac¸a˜o de estado relativa
ao problema da placa de Mindlin. A validac¸a˜o do algoritmo e´ feita pela
comparac¸a˜o das soluc¸o˜es nume´ricas obtidas com soluc¸o˜es analı´ticas
encontradas na literatura. Nesta etapa sa˜o avaliadas a escolha do fator
de abrangeˆncia e o tipo de func¸a˜o peso adotada.
(ii) Validac¸a˜o do algoritmo de otimizac¸a˜o. A validac¸a˜o do algoritmo e´ feita
pela comparac¸a˜o das formas e topologias o´timas obtidas com as formas
e topologias o´timas encontradas na literatura, para o mesmo problema
tipo.
5.2 Soluc¸a˜o da equac¸a˜o de estado
As hipo´teses adotadas em cada exemplo para obtenc¸a˜o dos resultados
sa˜o as seguintes:
1. Estado plano de tenso˜es.
2. Auseˆncia de forc¸as de corpo.
3. Partic¸a˜o do domı´nio em ce´lulas triangulares, do tipo Tri3, e
base implı´cita quadra´tica, utilizada na aproximac¸a˜o de mı´nimos quadrados
mo´veis.
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5.2.1 Problema 1
Trata-se do problema de uma placa quadrada isotro´pica simplesmente
apoiada (SS-1) submetida a um carregamento uniforme, como ilustrado a Fi-
gura 5.1.
Figura 5.1: Placa quadrada simplesmente apoiada (TELES, 2007).
Os paraˆmetros geome´tricos e materiais deste modelo sa˜o:
 Dimenso˜es da placa: a = 1 m, b = 1 m, a espessura tem os valores
h= 10 mm, h= 50 mm e h= 100 mm;
 Propriedades do material (ac¸o): E = 210 GPa, n = 0:3 e k = 56 ;
 Condic¸o˜es de contorno essenciais: placa simplesmente apoiada (SS-1),
utilizando 1/4 do domnio devido a condic¸o˜es de simetria;
 Carregamento: pressa˜o uniformemente distribuı´da na superfı´cie da
placa, de intensidade qo = 10 N=m2, na direc¸a˜o z;
 Malha estruturada de 1250 ce´lulas de integrac¸a˜o triangulares contendo
676 no´s (ve´rtices);
Para avaliar o efeito da func¸a˜o peso em relac¸a˜o ao fator de abrangeˆncia
(s) foram apresentados os resultados nas Tabelas 5.1, 5.2 e 5.3. A
soluc¸a˜o analı´tica para este problema e´ encontrada em Timoshenko,
Woinowsky-Krieger e Woinowsky (1959).
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Tabela 5.1: Resultados do problema 1 com s= 1:5
a=h Func¸a˜o peso wmax (Mx)max (My)max
( m ) ( Nm=m ) ( Nm=m )
10 Polinomial par (I) 2.18920E-09 0.476 0.476
Exponencial (VI) 2.17980E-09 3.815 11.537
Spline cu´bica (III) 2.23300E-09 1.268 0.480
Spline qua´rtica (IV) 2.23670E-09 0.483 0.483
Spline de se´tima ordem (V) 2.22590E-09 0.481 0.481
Polinomial (II) 2.19180E-09 0.476 0.476
Valor teorico Timoshenko 2.16354E-09 0.479 0.479
20 Polinomial par (I) 1.66666E-08 0.465 0.465
Exponencial (VI) 1.65940E-08 113.900 92.035
Spline cu´bica (III) 1.69170E-08 0.744 2.005
Spline qua´rtica (IV) 1.69380E-08 0.470 0.470
Spline de se´tima ordem (V) 1.68660E-08 1.588 2.970
Polinomial (II) 1.66760E-08 0.465 0.465
Valor teorico Timoshenko 1.73083E-08 0.479 0.479
100 Polinomial par (I) 2.01740E-06 0.455 0.455
Exponencial (VI) 2.00400E-06 0.443 0.443
Spline cu´bica (III) 2.03350E-06 0.465 0.465
Spline qua´rtica (IV) 2.04010E-06 0.465 0.465
Spline de se´tima ordem (V) 2.03550E-06 0.464 0.464
Polinomial (II) 2.00900E-06 0.457 0.457
Valor teorico Timoshenko 2.16354E-06 0.479 0.479
A partir da ana´lise dos resultados apresentados na Tabela 5.1, pode-
se concluir que as func¸o˜es peso com um fator de abrangeˆncia s = 1:5, na˜o
oferecerem resultados confia´veis.
A partir da ana´lise dos resultados apresentados na Tabela 5.2, pode-se
concluir que as func¸o˜es peso com um fator de abrangeˆncia s = 1:8, ofere-
cerem resultados confia´veis; a func¸a˜o com melhor resultado e´ o polinoˆmio
par/ı´mpar.
A partir da ana´lise dos resultados apresentados na Tabela 5.3, pode-se
concluir que as func¸o˜es peso com um fator de abrangeˆncia s = 2:0, oferece-
rem resultados confia´veis; a func¸a˜o peso com melhor resultado e´ a polinomial
de classeC2
 
R2

do tipo (II), ver apeˆndice D.
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Tabela 5.2: Resultados do problema 1 com s= 1:8
a=h Func¸a˜o peso wmax (Mx)max (My)max
( m ) ( Nm=m ) ( Nm=m )
10 Polinomial par (I) 2.19640E-09 0.504 0.504
Exponencial (VI) 2.19710E-09 0.475 0.475
Spline cu´bica (III) 2.31410E-09 0.733 0.733
Spline qua´rtica (IV) 2.33210E-09 0.803 0.803
Spline de se´tima ordem (V) 2.28340E-09 0.660 0.660
Polinomial (II) 2.19270E-09 0.486 0.486
Valor teorico Timoshenko 2.16354E-09 0.479 0.479
20 Polinomial par (I) 1.67400E-08 0.494 0.494
Exponencial (VI) 1.67480E-08 0.465 0.465
Spline cu´bica (III) 1.74730E-08 0.673 0.673
Spline qua´rtica (IV) 1.75850E-08 0.734 0.734
Spline de se´tima ordem (V) 1.72570E-08 0.602 0.602
Polinomial (II) 1.67040E-08 0.477 0.477
Valor teorico Timoshenko 1.73083E-08 0.479 0.479
100 Polinomial par (I) 2.02940E-06 0.486 0.486
Exponencial (VI) 2.03310E-06 0.458 0.458
Spline cu´bica (III) 2.10160E-06 0.696 0.696
Spline qua´rtica (IV) 2.11280E-06 0.742 0.742
Spline de se´tima ordem (V) 2.07760E-06 0.588 0.588
Polinomial (II) 2.02340E-06 0.474 0.474
Valor teorico Timoshenko 2.16354E-06 0.479 0.479
5.3 Ana´lise de otimizac¸a˜o
As hipo´teses adotadas em cada exemplo para obtenc¸a˜o dos resultados
nume´ricos sa˜o as seguintes:
1. Considera-se que a tensa˜o normal szz ' 0 e que as laˆminas esta˜o
sujeitas a um estado plano de tensa˜o e que a sec¸a˜o esta´ sujeita a tenso˜es cisa-
lhantes transversais (hipo´tese ba´sica do modelo de placa de Mindlin);
2. Aplica-se as hipo´teses cinema´ticas propostas por Mindlin;
3. Auseˆncia de forc¸as de corpo;
4. Utiliza-se ce´lulas de integrac¸a˜o triangulares, do tipo Tri3;
5. Os gra´ficos obtidos da ana´lise de otimizac¸a˜o sa˜o representados me-
diante a func¸a˜o step regularizada ilustrada na Figura 5.2. Os valores sa˜o repre-
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Tabela 5.3: Resultados do problema 1 com s= 2:0
a=h Func¸a˜o peso wmax (Mx)max (My)max
( m ) ( Nm=m ) ( Nm=m )
10 Polinomial par (I) 2.13780E-09 0.468 0.468
Exponencial (VI) 2.21330E-09 0.500 0.500
Spline cu´bica (III) 2.41840E-09 0.962 0.962
Spline qua´rtica (IV) 2.47410E-09 1.016 1.016
Spline de se´tima ordem (V) 2.40990E-09 0.877 0.877
Polinomial (II) 2.22090E-09 0.486 0.486
Valor teorico Timoshenko 2.16354E-09 0.479 0.479
20 Polinomial par (I) 1.62820E-08 0.458 0.458
Exponencial (VI) 1.68560E-08 0.488 0.488
Spline cu´bica (III) 1.82280E-08 0.925 0.925
Spline qua´rtica (IV) 1.86190E-08 0.993 0.964
Spline de se´tima ordem (V) 1.81530E-08 0.844 0.844
Polinomial (II) 1.69060E-08 0.475 0.475
Valor teorico Timoshenko 1.73083E-08 0.479 0.479
100 Polinomial par (I) 1.96850E-06 0.448 0.448
Exponencial (VI) 2.04360E-06 0.476 0.476
Spline cu´bica (III) 2.18690E-06 0.962 0.962
Spline qua´rtica (IV) 2.23090E-06 0.995 0.995
Spline de se´tima ordem (V) 2.17660E-06 0.886 0.886
Polinomial (II) 2.04090E-06 0.462 0.462
Valor teorico Timoshenko 2.16354E-06 0.479 0.479
sentados mediante cores; o intervalo de valores de 0:5 a 1 indicam a presenc¸a
de material; o intervalo de valores de 0:0 a 0:5 indicam a presenc¸a de vazios.
O contorno do corpo e´ dado pelas curvas de nı´vel de valor 0:5 da func¸a˜o step
regularizada;
6. O presente me´todo requer a inclusa˜o inicial de vazios circulares, ja´
que o me´todo na˜o e´ capaz de nuclear vazios, apresentando assim restric¸o˜es
quando a` topologia o´tima obtida. O contorno do domı´nio inicial e´ obtido
pelas curvas de nı´vel zero da func¸a˜o level set ou, de forma equivalente, pelas
curvas de nı´vel de valor 0:5 da func¸a˜o step regularizada.
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Figura 5.2: Func¸a˜o step regularizada (JUNIOR, 2011) e faixa de cores para cada valor
adotado.
5.3.1 Problema 2
O problema a ser resolvido consiste em uma placa retangular engas-
tada em ambos lados como ilustrada na Figura 5.3, submetida a um estado
plano de tenso˜es. A placa e´ submetida a uma carga concentrada aplicada
no ponto me´dio da aresta inferior. Os principais paraˆmetros geome´tricos e
materiais sa˜o:
E = 210 GPa
n = 0:3
P= 1106 N
a= 1 m
b= 0:5 m
h= 1 m.
Para o problema, utiliza uma malha estruturada com 200 ce´lulas de
integrac¸a˜o triangulares contendo 441 no´s. O problema foi modelado para
diferentes configurac¸o˜es iniciais como pode ser visto na Figura 5.4. Para a
obtenc¸a˜o destes resultados foram utilizados: fator de abrangeˆncia da cober-
tura s = 1:8, func¸a˜o peso dada pela func¸a˜o peso (II), ver appeˆndice D, base
polinomial quadra´tica, 7 pontos de integrac¸a˜o no contorno e 13 pontos de
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integrac¸a˜o no interior da ce´lula de integrac¸a˜o triangular.
Figura 5.3: Placa retangular engastada em ambos lados - Problema 2.
A configurac¸a˜o final, obtida na iterac¸a˜o 30, pode ser vista na Figura
5.5. O gra´fico mostrando a evoluc¸a˜o da func¸a˜o objetivo em relac¸a˜o ao nu´mero
de iterac¸o˜es e´ mostrado na Figura 5.6. A Figura 5.6 mostra que a soluc¸a˜o final
na˜o depende do nu´mero de vazios circulares utilizadas no domı´nio inicial.
5.3.2 Problema 3
Considere o problema ilustrado na Figura 5.7 o qual consiste em uma
placa engastada em suas bordas, submetida a uma carga central normal a`
superfı´cie. Os principais paraˆmetros geome´tricos e materiais sa˜o:
E = 210 GPa
n = 0:3
P= 4000 N
a= 0:5 m
h= 0:01 m.
Para a soluc¸a˜o do problema, foi utilizada uma malha estruturada com
800 ce´lulas de integrac¸a˜o triangulares contendo 441 no´s (ve´rtices) e pode ser
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Figura 5.4: Diferentes opc¸o˜es para a configurac¸a˜o inicial para o problema 2.
Figura 5.5: Configurac¸a˜o final para o problema 2.
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Figura 5.6: Convergeˆncia da func¸a˜o objetivo para o problema 2.
vista na Figura 5.8. A configurac¸a˜o inicial mostrada na Figura 5.9, tem 25
vazios circulares de raio 0:005 m.
O histo´rico do processo iterativo pode ser visto na Figura 5.10, na
qual sa˜o ilustradas as topologias obtidas nas iterac¸o˜es 5 e 10; e na Figura 5.11
sa˜o ilustradas as topologias obtidas nas iterac¸o˜es 15 e 20. Para a obtenc¸a˜o
destes resultados foram utilizados: fator de abrangeˆncia da cobertura s= 1:8,
func¸a˜o peso polinomial do tipo (II), base implı´cita quadra´tica, 7 pontos de
integrac¸a˜o no contorno e 13 pontos de integrac¸a˜o no interior da ce´lula de
integrac¸a˜o triangular.
A configurac¸a˜o final, obtida na iterac¸a˜o 25, pode ser vista na Figura
5.12; a Figura 5.13 mostra a configurac¸a˜o final segundo Junior (2003) e Bend-
soe e Sigmund (2003). Devido ao fato da malha na˜o ser adequadamente re-
finada, o que acarretaria no aumento do subespac¸o de aproximac¸a˜o, ja´ que a
cada ve´rtice da malha corresponde uma nova func¸a˜o base global, a topologia
e forma o´tima na˜o foram adequadamente representadas.
O gra´fico que mostra a evoluc¸a˜o da func¸a˜o objetivo em relac¸a˜o ao
nu´mero de iterac¸o˜es e´ mostrado na Figura 5.14. Observa-se que, no processo
de iterac¸a˜o, a func¸a˜o objetivo tem subidas como resultado do processo de
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Figura 5.7: Placa engastada no contorno sobre carga transversal - Problema 3 (JU-
NIOR, 2003).
Figura 5.8: Malha estruturada com 800 ce´lulas de integrac¸a˜o triangulares.
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Figura 5.9: Configurac¸a˜o inicial do problema.
Figura 5.10: Resultados intermedia´rios do problema 3.
88 5 Resultados nume´ricos
Figura 5.11: Resultados intermedia´rios do problema 3.
Figura 5.12: Configurac¸a˜o final do problema 3.
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Figura 5.13: a) Configurac¸a˜o final do problema 3 segundo Junior (2003). b)
Configurac¸a˜o final do problema 3 segundo Bendsoe e Sigmund (2003).
reinicializac¸a˜o.
5.3.3 Problema 4
O problema a ser resolvido consiste em uma placa quadrada engas-
tada em torno nos ve´rtices como ilustrado na Figura 5.15. A placa e´ subme-
tida a uma carga transversal concentrada aplicada no centro. Os principais
paraˆmetros geome´tricos e materiais sa˜o:
E = 210 GPa
n = 0:3
P= 4000 N
a= 0:45 m
b= 0:05 m
h= 0:01 m
Para a soluc¸a˜o do problema foi utilizada uma malha estruturada com
800 ce´lulas de integrac¸a˜o triangulares contendo 441 no´s (ve´rtices) e pode ser
vista na Figura 5.8. A configurac¸a˜o inicial e´ mostrada na Figura 5.9, ou seja
similar ao problema anterior, tem-se 25 vazios circulares de raio 0:005 m. O
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Figura 5.14: Convergeˆncia da func¸a˜o objetivo do problema 3.
histo´rico do processo iterativo pode ser visto na Figura 5.16, a qual ilustra as
topologias obtidas nas iterac¸o˜es 4 e 16; Figura 5.17, sa˜o ilustradas as topo-
logias obtidas nas iterac¸o˜es 28 e 40. Para obtenc¸a˜o destes resultados foram
utilizados: fator de abrangeˆncia da cobertura s= 1:8, func¸a˜o peso polinoˆmial
do tipo (II), base quadra´tica, 7 pontos de integrac¸a˜o no contorno e 13 pontos
de integrac¸a˜o no interior da ce´lula de integrac¸a˜o triangular.
A configurac¸a˜o final, obtida na iterac¸a˜o 50, pode ser vista na Figura
5.18 e comparada segundo Junior (2003). Neste caso, devido a` orientac¸a˜o
favora´vel da malha, pode-se obter uma topologia o´tima com um contorno
bem definido.
O gra´fico que mostra a evoluc¸a˜o da func¸a˜o objetivo em relac¸a˜o ao
nu´mero de iterac¸o˜es e´ mostrado na Figura 5.19. Na Figura 5.19 observa-se,
no gra´fico de evoluc¸a˜o da func¸a˜o objetivo, a presenc¸a de subidas no valor da
func¸a˜o objetivo como resultado do processo de reinicializac¸a˜o.
5.3.4 Problema 5
Considere o problema ilustrado na Figura 5.20 que consiste em uma
placa engastada na borda esquerda e submetida a duas cargas concentradas
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Figura 5.15: Placa quadrada engastada em torno dos ve´rtices sobre carga transversal
- Problema 4 (JUNIOR, 2003).
Figura 5.16: Resultados intermedia´rios do problema 4.
92 5 Resultados nume´ricos
Figura 5.17: Resultados intermedia´rios do problema 4.
Figura 5.18: a) Configurac¸a˜o final do problema 4. b) Configurac¸a˜o final do problema
4 segundo Junior (2003).
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Figura 5.19: Convergeˆncia da func¸a˜o objetivo do problema 4.
aplicadas na borda oposta. Os principais paraˆmetros geome´tricos e materiais
sa˜o:
E = 210 GPa
n = 0:3
P= 500 N
a= 1 m
b= 0:275 m
h= 0:01 m
Para a soluc¸a˜o do problema, foi utilizada uma malha estruturada com
800 ce´lulas de integrac¸a˜o triangulares contendo 441 no´s e pode ser vista na
Figura 5.8. A configurac¸a˜o inicial e´ mostrada na Figura 5.9, ou seja similar a`
do problema anterior, a qual possui 25 vazios circulares de raio 0:005 m. O
histo´rico do processo iterativo pode ser visto na Figura 5.21, a qual ilustra as
topologias obtidas nas iterac¸o˜es 7 e 17. Na Figura 5.22, sa˜o ilustradas as to-
pologias obtidas nas iterac¸o˜es 27 e 37. Para obtenc¸a˜o destes resultados foram
utilizados: fator de abrangeˆncia da cobertura s= 1:8, func¸a˜o peso polinoˆmial
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Figura 5.20: Placa engastada no lado sobre carga transversal - Problema 5 (JUNIOR,
2003).
do tipo (II), base implı´cita quadra´tica, 7 pontos de integrac¸a˜o no contorno e
13 pontos de integrac¸a˜o no interior da ce´lula de integrac¸a˜o triangular.
A configurac¸a˜o final, obtida na iterac¸a˜o 59, pode ser vista na Figura
5.23 e comparada segundo Bendsoe e Sigmund (2003). Neste caso pode-se
ver tambe´m que a utilizac¸a˜o de uma malha mais refinada, com o consequente
aumento do espac¸o de aproximac¸a˜o, levaria a uma melhor descric¸a˜o da topo-
logia o´tima, i.e., de uma topologia o´tima com um contorno melhor definido.
O gra´fico que mostra a evoluc¸a˜o da func¸a˜o objetivo em relac¸a˜o ao
nu´mero de iterac¸o˜es e´ mostrado na Figura 5.24. Na Figura 5.24 observa-se
que no processo de iterac¸a˜o a func¸a˜o objetivo tem subidas como resultado do
processo de reinicializac¸a˜o.
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Figura 5.21: Resultados intermedia´rios do problema 5.
Figura 5.22: Resultados intermedia´rios do problema 5.
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Figura 5.23: a) Configurac¸a˜o final do problema 5. b) Configurac¸a˜o final do problema
5 segundo Bendsoe e Sigmund (2003).
Figura 5.24: Convergeˆncia da func¸a˜o objetivo do problema 5.
6 CONCLUSO˜ES
Esta dissertac¸a˜o apresentou uma abordagem sobre o desenvolvimento
teo´rico e computacional da ana´lise da otimizac¸a˜o de forma e topologia para a
minimizac¸a˜o da flexibilidade em placas planas modelada pela teoria de Min-
dlin. Uma se´rie de testes foi feita e podem-se destacar as seguintes concluso˜es
obtidas do trabalho desenvolvido:
 A abordagem proposta resultou em uma ferramenta muito promissora
para a determinac¸a˜o de leiautes estruturais o´timos de placas planas.
 A func¸a˜o peso polinoˆmial do tipo (II) e o fator de abrangeˆncia s= 1:8
apresentaram melhores resultados.
 A presente abordagem mostrou que nos problemas considerados o re-
sultado final da topologia na˜o foi influenciado pelo nu´mero de vazios
circulares empregados no domı´nio inicial. Pore´m, este resultado na˜o
pode ser generalizado para casos mais complexos.
 A soluc¸a˜o dos problemas 3 e 5 obtidos neste trabalho sa˜o comparados
aos resultados obtidos em Bendsoe e Sigmund (2003). Os resultados
finais possuem topologias semelhantes.
 A soluc¸a˜o dos problemas 3 e 4 obtidos neste trabalho sa˜o comparados
aos resultados obtidos em Junior (2003). Os resultados finais possuem
topologias semelhantes. Note que como os espac¸os de approximac¸a˜o
utilizados sa˜o distintos, nesta comparac¸a˜o, o valor da func¸a˜o objetivo
o´tima na˜o sa˜o os mesmos.
 O processo de reinicializac¸a˜o utilizado na regularizac¸a˜o da func¸a˜o level
set mostrou-se fundamental, ja´ que evita a instabilidade do processo de
otimizac¸a˜o causado pelos erros nume´ricos advindos do mal condicio-
namento matema´tico do problema, ao longo do processo de evoluc¸a˜o
da func¸a˜o level set.
6.0.5 Sugesto˜es para trabalhos futuros
Esta linha de pesquisa mostrou-se bastante promissora com relac¸a˜o ao
desenvolvimento de algoritmos para a determinac¸a˜o da topologia o´tima de
placas, utilizando-se o me´todo de level set. Este trabalho abordou a questa˜o
do me´todo level set para otimizac¸a˜o de forma e topologia para a minimizac¸a˜o
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da flexibilidade em placas planas modelada pela teoria de Mindlin. Pore´m,
va´rias extenso˜es podem ser pesquisadas, dentre elas podemos citar:
 Extensa˜o ao problema de placas laminadas.
 Extensa˜o ao problema de cascas 3D, visando a otimizac¸a˜o de reforc¸os
em vasos de pressa˜o.
 Trabalho envolvendo placas sujeidas a grandes deslocamentos entre ou-
tras possibilidades.
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APEˆNDICE A – COMPOSTOS LAMINADOS
Um composto e´ um material estrutural que consiste em dois ou mais
componentes que sa˜o combinados a um nı´vel macrosco´pico e na˜o sa˜o solu´veis
uns nos outros. O componente que conte´m os demais componentes e´ deno-
minado de material de fase de matriz. Os demais componentes sa˜o chamados
de fase de reforc¸o. Os materiais da fase de reforc¸o podem estar na forma
de fibras, partı´culas ou flocos. O material de fase de matriz e´ geralmente
contı´nuo. Exemplos de sistemas compostos incluem concreto reforc¸ado com
ac¸o e epo´xi reforc¸ado com fibras de vidro ou grafite, etc (KAW, 2006).
As estruturas laminadas, fabricadas em materiais compostos, consis-
tem na sobreposic¸a˜o de va´rias laˆminas, que sa˜o formadas por fibras unidireci-
onais envolvidas por uma matriz (resina). Estas fibras podem estar orientadas
diferentemente e teˆm a finalidade de oferecer resisteˆncia mecaˆnica necessa´ria
a` estrutura, enquanto que a matriz garante sua rigidez.
Considerando que o material composto e´ formado por constituintes
distintos, as propriedades equivalentes de cada laˆmina sa˜o determinadas a
partir das propriedades ela´sticas de seus constituintes. Esse modelo considera
o material composto laminar como sendo um material homogeˆneo, pore´m
anisotro´pico. Por causa das diferentes propriedades materiais das diferentes
laˆminas, o laminado resultante e´ modelado atrave´s da teoria da laˆmina equi-
valente, que considera uma adesa˜o perfeita na interface das laˆminas, isto e´,
considera os deslocamentos e as deformac¸o˜es contı´nuas atrave´s da espessura
do laminado.
Na ana´lise de tenso˜es de materiais compostos, divide-se o estudo em
duas a´reas: a micromecaˆnica e a macromecaˆnica. A micromecaˆnica estuda
as interac¸o˜es microsco´picas entre os elementos constituintes de uma laˆmina.
Este estudo e´ utilizado para determinar as constantes de engenharia do mate-
rial composto. Outra forma de se obter estas constantes e´ experimentalmente,
atrave´s de ensaios de trac¸a˜o. A macromecaˆnica refere-se ao comportamento
da laˆmina apenas quando propriedades mecaˆnicas aparentes me´dias sa˜o con-
sideradas (TELES, 2007).
A.1 Propriedades da laˆmina
No estudo da micromecaˆnica, as seguintes hipo´teses sa˜o feitas:
A laˆmina e´ macroscopicamente homogeˆnea e ortotro´pica;
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A laˆmina e´ ela´stica linear e livre de qualquer tensa˜o interna ou te´rmica;
As fibras sa˜o uniformes nas propriedades e diaˆmetros, sa˜o contı´nuas,
paralelas e regularmente espac¸adas;
A matriz e´ considerada homogeˆnea, isotro´pica e de comportamento
ela´stico linear;
Existe perfeita adesa˜o entre matriz e fibra e na˜o existem vazios.
Para o estudo das propriedades mecaˆnicas de uma laˆmina, define-se
um sistema de coordenadas ortogonal que coincide com o sistema de eixos
de ortotropia da laˆmina, onde a direc¸a˜o 1 e´ a longitudinal das fibras, a direc¸a˜o
2 e´ transversal a`s fibras, pore´m no plano da laˆmina, e a direc¸a˜o 3 e´ transversal
em relac¸a˜o as fibras e ortogonal ao plano da laˆmina. A figura A.1 mostra este
sistema.
Figura A.1: Sistema de eixos de ortotropia da laˆmina (REDDY, 2004).
Com base neste sistema de eixos, definem-se as propriedades
mecaˆnicas ela´sticas da laˆmina. Considerando o estado plano de tensa˜o e
a propriedade de isotropia transversa, resulta em propriedades mecaˆnicas na
direc¸a˜o 3 iguais a`s da direc¸a˜o 2. As constantes necessa´rias para descrever o
comportamento de um material ortotro´pico geral sa˜o:
Ei : mo´dulo de elasticidade na direc¸a˜o i;
Gi j : mo´dulo de cisalhamento no plano i  j;
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ni j : coeficiente de Poisson referente a` deformac¸a˜o na direc¸a˜o j causada
por uma solicitac¸a˜o na direc¸a˜o i.
A Eq. (A.1) apresenta a relac¸a˜o entre tensa˜o e deformac¸a˜o dada pela
matriz de flexibilidade para transversalmente isotro´pico.
8>>>>>><>>>>>>:
e11
e22
e33
g23
g13
g12
9>>>>>>=>>>>>>;
=
2666666664
1
E1
  n21E2  
n31
E3
0 0 0
  n12E1
1
E2
  n32E2 0 0 0
  n13E1  
n23
E2
1
E3
0 0 0
0 0 0 1G23 0 0
0 0 0 0 1G13 0
0 0 0 0 0 1G12
3777777775
8>>>>>><>>>>>>:
s11
s22
s33
s23
s13
s12
9>>>>>>=>>>>>>;
(A.1)
satisfazendo as relac¸o˜es
n12
E1
=
n21
E2
(A.2)
n13
E1
=
n31
E3
n23
E2
=
n32
E3
.
Como resultado, apenas 9 paraˆmetros materiaissa˜o distintos, que sa˜o:
fE1;E2;E3;G12;G23;G13;n12;n23;n13g> 0. (A.3)
No caso particular do material ser transversalmente isotro´pico, o com-
portamento mecaˆnico da laˆmina fica caracterizado apenas por 6 constantes
materiais, abaixo identificadas:
E1 : mo´dulo de elasticidade da fibra (direc¸a˜o 1);
E2 = E3 : mo´dulo de elasticidade da matriz (direc¸a˜o 2 e 3);
G1 = G13 = G12 : mo´dulo de cisalhamento nos planos que conteˆm a
fibra (1-2 ou 1-3);
G2 = G23 : mo´dulo de cisalhamento da matriz;
n12 = n13 : coeficiente de Poisson referente a` deformac¸a˜o na direc¸a˜o
transversal a fibra (direc¸a˜o 2 ou 3) causada por uma solicitac¸a˜o na
direc¸a˜o da fibra (direc¸a˜o 1);
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n2 = n23 = n32 : coeficiente de Poisson da matriz.
A matriz de flexibilidade, Eq. (A.1), pode ser escrita na forma matri-
cial compacta como
~eL =

SL

~sL. (A.4)
em que o ı´ndice L indica que sa˜o valores no sistema de eixos de ortotropia.
Invertendo a matriz de flexibilidade

SL

, obte´m-se a matriz de rigidez
QL

, ou seja, 
QL

=

SL
 1
. (A.5)
Logo:
~sL =

QL

~eL. (A.6)
A.2 Comportamento do laminado
Como um laminado e´ composto por diversas laˆminas com orientac¸o˜es
diferentes, e´ necessa´rio adotar um sistema de coordenadas de refereˆncia para
todas as laˆminas, de modo que se possa sobrepor as propriedades particula-
res de cada laˆmina e obter a propriedade equivalente do laminado. A Figura
A.2 mostra a rotac¸a˜o do sistema de ortotropia em relac¸a˜o ao sistema de re-
fereˆncia. O eixo x3 do sistema de ortotropia coincide com o eixo z do sistema
de refereˆncia.
Figura A.2: Sistemas de eixos de ortotropia e refereˆncia (REDDY, 2004).
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Para determinar o comportamento da laˆmina no sistema de refereˆncia
(tensa˜o, deformac¸a˜o e matriz de rigidez), e´ necessa´rio rotacionar os valo-
res obtidos no sistema de ortotropia para o sistema de refereˆncia. Os dois
sistemas de coordenadas cartesianas ortonormais sa˜o definidos pelas bases
~ex;~ey;~ez
	
e f~e1;~e2;~e3g e um vetor arbitra´rio~r pode ser representado como:
~r = x~ex+ y~ey+ z~ez (A.7)
= x1 ~e1+ x2 ~e2+ x3 ~e3.
Considere q como sendo a rotac¸a˜o do eixo~e1 com relac¸a˜o ao eixo~ex.
Enta˜o, os vetores das bases sa˜o relacionados como
~e1 = cos(q)~ex+ sin(q)~ey (A.8)
~e2 = sin(q)~ex+ cos(q)~ey
~e3 =~ez.
Introducindo a Eq. A.8 na Eq. A.7, tem-se:8<: xyz
9=;=
24 cos(q)  sin(q) 0sin(q) cos(q) 0
0 0 1
358<: x1x2x3
9=; , (A.9)
a qual pode ser expressa na forma compacta8<: xyz
9=;= [R]
8<: x1x2x3
9=; . (A.10)
em que identificamos a matrix de rotac¸a˜o [R].
Seja [s ] e

sL

as matrizes que representan um tensor nas bases
~ex;~ey;~ez
	
e f~e1;~e2;~e3g respectivamente. Neste caso, temos
[s ]~v:~v= [s ]L~vL ~vL, (A.11)
em que~v e´ arbitrario e
~v= [R]~vL. (A.12)
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Desta forma, obtemos
[s ]~v:~v= [s ] [R]~vL  [R]~vL (A.13)
= [R]T [s ] [R]~vL ~vL,
ou seja:
[s ]L~vL ~vL = [R]T [s ] [R]~vL ~vL. (A.14)
Como~vL e´ arbitrario, pode-se deduzir que
[s ]L = [R]T [s ] [R] (A.15)
ou
[s ] = [R] [s ]L [R]T .
Considerando agora que
[s ] =
24 sxx sxy sxzsxy syy syz
sxz syz szz
35 (A.16)
e que
[s ]L =
24 s11 s12 s13s12 s22 s23
s31 s32 s33
35 (A.17)
pode-se definir os vetores
~sT =

sxx;syy;szz;syz;sxz;sxy
	
e 
~sL
T
= fs11;s22;s33;s23;s13;s12g.
(A.18)
Substituindo-se as Eq (A.16), (A.17) e [R], na Eq. (A.15), tem-se
~s = [Ts ]~sL. (A.19)
A matriz [Ts ] transforma as tenso˜es dadas no sistema de coordenadas de or-
totropia em tenso˜es no sistema de coordenadas de refereˆncia.
De uma maneira muito similar tem-se
~e = [Te ]~eL (A.20)
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na qual
~eT =

exx;eyy;ezz;gyz;gxz;gxy
	
. (A.21)
A matriz [Te ] transforma as deformac¸o˜es dadas no sistema de coordenadas de
ortotropia em deformac¸o˜es no sistema de coordenadas de refereˆncia.
Invertendo as relac¸o˜es acima, obtem-se
~sL = [Ts ] 1~s
e
~eL = [Te ] 1~e ,
(A.22)
o que permite-se obter
~s = [Ts ]~sL (A.23)
~s = [Ts ]

QL

~eL
~s = [Ts ]

QL

[Te ]
 1~e
~s = [Q]~e .
em que identificamos
[Q] = [Ts ]

QL

[Te ]
 1 (A.24)
sendo [Q] a matriz constitutiva no sistema de refereˆncia, a qual pode ser ex-
pressa como
[Q] =
26666664
Q11 Q12 Q13 0 0 Q16
Q21 Q22 Q23 0 0 Q26
Q31 Q32 Q33 0 0 Q36
0 0 0 Q44 Q45 0
0 0 0 Q54 Q55 0
Q61 Q62 Q63 0 0 Q66
37777775 . (A.25)
No caso da relac¸a˜o inversa, [S] = [Q] 1, tem-se:
~e = [Te ]~eL (A.26)
~e = [Te ]

SL

~sL
~e = [Te ]

SL

[Ts ]
 1~s
~e = [Te ]

SL

[Te ]
T ~s
~e = [S]~s ,
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o que fornece
[S] = [Te ]

SL

[Te ]
T , (A.27)
a qual pode ser expressa como
[S] =
26666664
S11 S12 S13 0 0 S16
S21 S22 S23 0 0 S26
S31 S32 S33 0 0 S36
0 0 0 S44 S45 0
0 0 0 S54 S55 0
S61 S62 S63 0 0 S66
37777775 . (A.28)
Desta forma, para a k e´sima laˆmina, por exemplo na Figura A.3.
Figura A.3: Orientac¸a˜o das placas laminadas (REDDY, 2004).
Tem-se:
~s (k) = [Q](k)~e(k). (A.29)
A.3 Estado plano de tenso˜es
Como a maioria dos laminados sa˜o tipicamente finos e sa˜o sujeitos a`
tenso˜es planas, tem-se que s33 = s13 = s23 = 0. Da condic¸a˜o de s33 = 0
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obte´m-se 8<: e11e22g12
9=;=
264
1
E1
  n12E1 0
  n12E1
1
E2
0
0 0 1G12
375
8<: s11s22s12
9=; (A.30)8<: e11e22g12
9=;= Sˇ
8<: s11s22s12
9=; ,
a qual pode ser expressa como8<: s11s22s12
9=;=
24 C11 C12 0C12 C22 0
0 0 C66
358<: e11e22g12
9=; , (A.31)
em que
C11 =
Sˇ22
Sˇ11Sˇ22  Sˇ212
=
E1
1 n12n21 (A.32)
C12 =
Sˇ12
Sˇ11Sˇ22  Sˇ212
=
n12E2
1 n12n21 =
n21E1
1 n12n21
C22 =
Sˇ22
Sˇ11Sˇ22  Sˇ212
=
E2
1 n12n21
C66 =
1
Sˇ66
= G12.
Note que esta equac¸a˜o constitutiva depende apenas de 4 paraˆmetros
materiais, que sa˜o:
fE1;E2;n12;G12g . (A.33)
Para s33 = s13 = s23 = 0, tem-se:8<: sxxsyysxy
9=;=
24 cos2 (q) sin2 (q)  2sin(q)cos(q)sin2 (q) cos2 (q) 2sin(q)cos(q)
sin(q)cos(q)  sin(q)cos(q) cos2 (q)  sin2 (q)
358<: s11s22s12
9=;
(A.34)
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e 8<: e11e22g12
9=;=
24 cos2 (q) sin2 (q) sin(q)cos(q)sin2 (q) cos2 (q)  sin(q)cos(q)
 sin(2q) sin(2q) cos2 (q)  sin2 (q)
358<: exxeyygxy
9=; .
(A.35)
Consequentemente:8<: sxxsyysxy
9=;=
24 C¯11 C¯12 C¯16C¯12 C¯22 C¯26
C¯16 C¯26 C¯66
358<: exxeyygxy
9=; . (A.36)
Das equac¸o˜es anteriores pode-se identificar as seguintes expresso˜es:8>>>>>><>>>>>>:
C¯11
C¯12
C¯16
C¯22
C¯26
C¯66
9>>>>>>=>>>>>>;
=
8>>>>>><>>>>>>:
C11 cos4 q +2(C12+2C66)sin2 q cos2 q +C22 sin4 q
C12
 
sin4 q + cos4 q

+(C11+C22 4C66)sin2 q cos2 q
(C11 C12 2C66)cos3 q sinq +(C12 C22+2C66)cosq sin3 q
C22 cos4 q +2(C12+2C66)sin2 q cos2 q +C11 sin4 q
(C12 C22+2C66)cos3 q sinq +(C11 C12 2C66)cosq sin3 q
C66
 
cos4 q + sin4 q

+(C11 2C12+C22 2C66)sin2 q cos2 q
9>>>>>>=>>>>>>;
.
(A.37)
Quando as deformac¸o˜es cisalhantes tranversais sa˜o incluidas, deve-se
adicionar a seguinte relac¸a˜o constitutiva:
s23
s13

=

C44 0
0 C55

g23
g13

, (A.38)
em que
C44 = G23
e
C55 = G13.
(A.39)
No caso das tenso˜es e deformac¸o˜es cisalhantes transversais, temos
g23
g13

=

cos(q)  sin(q)
sin(q) cos(q)

gyz
gxz

(A.40)
e 
syz
sxz

=

cos(q) sin(q)
 sin(q) cos(q)

s23
s13

, (A.41)
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as quais sa˜o relacionadas por
syz
sxz

=

C¯44 C¯45
C¯45 C¯55

gyz
gxz

(A.42)
sendo
C¯44 =C44 cos2 (q)+C55 sin2 (q) , (A.43)
C¯45 = (C55 C44)sin(q)cos(q) ,
C¯55 =C44 sin2 (q)+C55 cos2 (q) .
Combinando os resultados acima, determina-se8>>>><>>>>:
sxx
syy
sxy
syz
sxz
9>>>>=>>>>;=
266664
C¯11 C¯12 C¯16 0 0
C¯12 C¯22 C¯26 0 0
C¯16 C¯26 C¯66 0 0
0 0 0 C¯44 C¯45
0 0 0 C¯45 C¯55
377775
8>>>><>>>>:
exx
eyy
gxy
gyz
gxz
9>>>>=>>>>; , (A.44)
em que

C¯

=
266664
C¯11 C¯12 C¯16 0 0
C¯12 C¯22 C¯26 0 0
C¯16 C¯26 C¯66 0 0
0 0 0 C¯44 C¯45
0 0 0 C¯45 C¯55
377775 . (A.45)
A.4 Esforc¸os e deformac¸o˜es generalizadas em placas de Mindlin
Nesta dissertac¸a˜o e´ abordada a teoria de placa proposta por Mindlin
que preveˆ as solicitac¸o˜es de cisalhamento transversal, na qual a relac¸a˜o cons-
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titutiva, entre os esforc¸os e deformac¸o˜es generalizadas e´ dada por8>>>>>>>>>><>>>>>>>>>>:
Nxx
Nyy
Nxy
Mxx
Myy
Mxy
Qxz
Qyz
9>>>>>>>>>>=>>>>>>>>>>;
=
266666666664
A11 A12 A12 B11 B12 B13 0 0
A21 A22 A23 B21 B22 B23 0 0
A31 A32 A33 B31 B32 B33 0 0
B11 B12 B13 D11 D12 D13 0 0
B21 B22 B23 D21 D22 D23 0 0
B31 B32 B33 D31 D32 D33 0 0
0 0 0 0 0 0 F11 F11
0 0 0 0 0 0 F11 F11
377777777775
8>>>>>>>>>><>>>>>>>>>>:
eoxx
eoyy
goxy
kxx
kyy
kxy
gxz
gyz
9>>>>>>>>>>=>>>>>>>>>>;
(A.46)
Para se determinar as matrizes [A], [B], [D] e [F ] e´ necessa´rio definir a
identificac¸a˜o das laˆminas do laminado, bem como as coordenadas inferior e
superior de cada laˆmina. A Figura A.4 mostra o crite´rio adotado neste traba-
lho. O laminado tem N laˆminas do laminado, a espessura total do laˆminado e´
h e uma laˆmina qualquer k tem coordenada inferior zk e coordenada superior
zk+1.
Figura A.4: Identificac¸a˜o das laˆminas no laminado (REDDY, 2004).
No caso de considerar materiais compostos tem-se, para a k-e´sima
laˆmina do composto, a seguinte equac¸a˜o constitutiva:
~s (k) =

C¯
(k)~e(k). (A.47)
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Partindo agora da definic¸a˜o de esforc¸os generalizadis tem-se:8<: NxxNyyNxy
9=;=
Z h
2
 h
2
8<: sxxsyysxy
9=;dz. (A.48)
Pore´m: 8<: exxeyygxy
9=;=
8<:
eoxx+ z kxx
eoyy+ z kyy
goxy+ z kxy
9=; . (A.49)
Substituindo-se as Eq. (A.36), (A.49) na Eq. (A.48), fornece:8<: NxxNyyNxy
9=;=
24ånk=1
24 C¯11 C¯12 C¯16C¯12 C¯22 C¯26
C¯16 C¯26 C¯66
35 zk+1  zk
358<:
eoxx
eoyy
goxy
9=;
+
24ånk=1
24 C¯11 C¯12 C¯16C¯12 C¯22 C¯26
C¯16 C¯26 C¯66
35 [zk+1]2 [zk]2
2
358<: kxxkyykxy
9=;.
(A.50)
Por outro lado,8<: MxxMyyMxy
9=;=
Z h
2
 h
2
z
8<: sxxsyysxy
9=;dz. (A.51)
Substituindo-se as Eq. (A.36), (A.49) na Eq. (A.51), fornece:8<: MxxMyyMxy
9=;=
24ånk=1
24 C¯11 C¯12 C¯16C¯12 C¯22 C¯26
C¯16 C¯26 C¯66
35 [zk+1]2 [zk]2
2
358<:
eoxx
eoyy
goxy
9=;
+
24ånk=1
24 C¯11 C¯12 C¯16C¯12 C¯22 C¯26
C¯16 C¯26 C¯66
35 [zk+1]3 [zk]3
3
358<: kxxkyykxy
9=;.
(A.52)
Finalmente, pode-se determinar a equac¸a˜o constitutiva generalizada
relacionando esforc¸os cortantes e distorc¸o˜es, em que definimos os esforc¸os
cortantes como 
Qxz
Qyz

=
Z h
2
 h
2
k

sxz
syz

dz, (A.53)
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sendo k = 5=6. Pore´m,
sxz
syz

=

C¯44 C¯45
C¯45 C¯55

gxz
gyz

, (A.54)
o que fornece
Qxz
Qyz

= k
"
n
å
k=1

C¯44 C¯45
C¯45 C¯55

zk+1  zk
# gxz
gyz

. (A.55)
Consequentemente, tem-se:
[A] =
n
å
k=1
24 C¯11 C¯12 C¯16C¯12 C¯22 C¯26
C¯16 C¯26 C¯66
35zk+1  zk , (A.56)
[B] =
n
å
k=1
24 C¯11 C¯12 C¯16C¯12 C¯22 C¯26
C¯16 C¯26 C¯66
35

zk+1
2  zk2
2
, (A.57)
[D] =
n
å
k=1
24 C¯11 C¯12 C¯16C¯12 C¯22 C¯26
C¯16 C¯26 C¯66
35

zk+1
3  zk3
3
, (A.58)
e
[F ] = k
n
å
k=1

C¯44 C¯45
C¯45 C¯55

zk+1  zk

. (A.59)
Desta forma, pode-se identificar os termos da matriz constitutiva generalizada
da placa composita, dada por
[D] =
266666666664
A11 A12 A12 B11 B12 B13 0 0
A21 A22 A23 B21 B22 B23 0 0
A31 A32 A33 B31 B32 B33 0 0
B11 B12 B13 D11 D12 D13 0 0
B21 B22 B23 D21 D22 D23 0 0
B31 B32 B33 D31 D32 D33 0 0
0 0 0 0 0 0 F11 F11
0 0 0 0 0 0 F11 F11
377777777775
. (A.60)
Tem-se a equac¸a˜o constitutiva relacionando esforc¸os com deformac¸o˜es
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generalizadas, expressa por8>>>>>>>>>><>>>>>>>>>>:
Nxx
Nyy
Nxy
Mxx
Myy
Mxy
Qxz
Qyz
9>>>>>>>>>>=>>>>>>>>>>;
=
266666666664
A11 A12 A12 B11 B12 B13 0 0
A21 A22 A23 B21 B22 B23 0 0
A31 A32 A33 B31 B32 B33 0 0
B11 B12 B13 D11 D12 D13 0 0
B21 B22 B23 D21 D22 D23 0 0
B31 B32 B33 D31 D32 D33 0 0
0 0 0 0 0 0 F11 F11
0 0 0 0 0 0 F11 F11
377777777775
8>>>>>>>>>><>>>>>>>>>>:
eoxx
eoyy
goxy
kxx
kyy
kxy
gxz
gyz
9>>>>>>>>>>=>>>>>>>>>>;
,
(A.61)
pode ser reescrita, de forma compacta, como
~M = [D]~k . (A.62)
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APEˆNDICE B – PLACA ISOTRO´PICA
B.1 Determinac¸a˜o da equac¸a˜o constitutiva
No caso da placa isotro´pica, considera-se que a laˆmina esta´ sujeita a
um estado plano de tenso˜es, dados por8<: sxxsyysxy
9=;= DPSo 
8<: exxeyyexy
9=; (B.1)
em que
DPSo =
E
1 n2
24 1 n 0n 1 0
0 0 1 n2
35 (B.2)
sendo E o mo´dulo de Young e n o coeficiente de Poisson.
Adicionalmente, o modelo de placa de Mindlin considera o efeito da
deformac¸a˜o cisalhante transversal, a qual esta´ relacionada com as tenso˜es
cisalhantes transversais como
s23
s13

=
h
DShearo
i g23
g13

sendo h
DShearo
i
=

G 0
0 G

. (B.3)
Considere a equac¸a˜o constitutiva relacionando as tenso˜es e
deformac¸o˜es generalizadas dada por8>>>>>>>>>><>>>>>>>>>>:
Nxx
Nyy
Nxy
Mxx
Myy
Mxy
Qxz
Qyz
9>>>>>>>>>>=>>>>>>>>>>;
=
266666666664
A11 A12 A12 B11 B12 B13 0 0
A21 A22 A23 B21 B22 B23 0 0
A31 A32 A33 B31 B32 B33 0 0
B11 B12 B13 D11 D12 D13 0 0
B21 B22 B23 D21 D22 D23 0 0
B31 B32 B33 D31 D32 D33 0 0
0 0 0 0 0 0 F11 F11
0 0 0 0 0 0 F11 F11
377777777775
8>>>>>>>>>><>>>>>>>>>>:
eoxx
eoyy
goxy
kxx
kyy
kxy
gxz
gyz
9>>>>>>>>>>=>>>>>>>>>>;
.
(B.4)
Para identificarmos as constantes materiais acima, fazemos uso das ex-
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presso˜es:
Forc¸as generalizadas e deformac¸o˜es generalizadas de membrana. Neste
caso, partindo da relac¸a˜o8<: NxxNyyNxy
9=;= DPSo  z2  z1
8<:
eoxx
eoyy
goxy
9=;
+
"
DPSo
 [z2]2 [z1]2
2
#8<: kxxkyykxy
9=;,
(B.5)
em que identificamos as coordenadas zi da u´nica laˆmina isotro´pica
como
z2 = h2
e
z1 =  h2 ,
(B.6)
podemos determinar8<: NxxNyyNxy
9=;= hDPSo 
8<:
eoxx
eoyy
goxy
9=; . (B.7)
Como resultado, obtemos a identificac¸a˜o das matrizes de constantes
materiais [A] e [B] como
[A] = h

DPSo

= Eh1 n2
24 1 n 0n 1 0
0 0 1 n2
35
e
[B] = 0.
(B.8)
Momentos generalizados e curvaturas generalizadas. Neste caso, par-
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tindo da relac¸a˜o8<: MxxMyyMxy
9=;=
"
DPSo
 [z2]2 [z1]2
2
#8<:
eoxx
eoyy
goxy
9=;
+
"
DPSo
 [z2]3 [z1]3
3
#8<: kxxkyykxy
9=;,
(B.9)
em que identificamos as coordenadas zi da u´nica laˆmina isotro´pica
como
z2 = h2
e
z1 =  h2
(B.10)
podemos determinar8<: MxxMyyMxy
9=;= h312 DPSo 
8<: kxxkyykxy
9=;, (B.11)
i.e.,8<: MxxMyyMxy
9=;= Eh312(1 n2)
24 1 n 0n 1 0
0 0 1 n2
358<: kxxkyykxy
9=;. (B.12)
Como resultado, obtemos a identificac¸a˜o das matrizes de constantes
materiais [B] e [D] como
[B] = 0
e
[D] = Eh
3
12(1 n2)
24 1 n 0n 1 0
0 0 1 n2
35. (B.13)
Esforc¸os cortantes generalizados e deformac¸o˜es cisalhantes generali-
zadas. Neste caso, partindo da relac¸a˜o
Qxz
Qyz

= ks
 
z2  z1 G 00 G

gxz
gyz

(B.14)
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em que identificamos as coordenadas zi da u´nica laˆmina isotro´pica
como
z2 = h2
e
z1 =  h2
podemos determinar
Qxz
Qyz

= ksh

G 0
0 G

gxz
gyz

. (B.15)
Como resultado, obtemos a identificac¸a˜o da matriz de constantes ma-
teriais [F ] como
[F ] = ksh

G 0
0 G

. (B.16)
Em resumo, a relac¸a˜o constitutiva entre esforc¸os e deformac¸o˜es gene-
ralizadas, para um material ela´stico, linear e isotro´pico, e´ dada por8>>>>>>>>>><>>>>>>>>>>:
Nxx
Nyy
Nxy
Mxx
Myy
Mxy
Qxz
Qyz
9>>>>>>>>>>=>>>>>>>>>>;
=
266666666664
A11 A12 A12 B11 B12 B13 0 0
A21 A22 A23 B21 B22 B23 0 0
A31 A32 A33 B31 B32 B33 0 0
B11 B12 B13 D11 D12 D13 0 0
B21 B22 B23 D21 D22 D23 0 0
B31 B32 B33 D31 D32 D33 0 0
0 0 0 0 0 0 F11 F11
0 0 0 0 0 0 F11 F11
377777777775
8>>>>>>>>>><>>>>>>>>>>:
eoxx
eoyy
goxy
kxx
kyy
kxy
gxz
gyz
9>>>>>>>>>>=>>>>>>>>>>;
(B.17)
sendo que
[A] = Eh1 n2
24 1 n 0n 1 0
0 0 1 n2
35
[B] = 0,
[D] = Eh
3
12(1 n2)
24 1 n 0n 1 0
0 0 1 n2
35
e
[F ] = ksh

G 0
0 G

.
(B.18)
APEˆNDICE C – ANA´LISE DA SENSIBILIDADE
C.1 Derivada material
C.1.1 Mudanc¸a de domı´nio e velocidade de deformac¸a˜o
Considere um domı´nio W em uma, duas, ou treˆs dimenso˜es, como
mostrado esquematicamente na Figura C.1. A geometria inicial da estrutura
W e´ mudada para a nova geometria Wt utilizando o me´todo de otimizac¸a˜o
parame´trica, abaixo definida.
Figura C.1: Perturbac¸a˜o de domı´nio induzido por mapeamento T (CHOI; KIM, 2006).
Aqui, um paraˆmetro escalar t indica a quantidade de mudanc¸a de
forma varia´vel na direc¸a˜o da varia´vel de projeto, tal que em t = 0 representa
a geometria inicial W. Esta perturbac¸a˜o da forma (domı´nio) pode ser consi-
derada um mapeamento (transformac¸a˜o ou deformac¸a˜o) de W em Wt , o qual
e´ designado por T , como mostrado na Figura C.1. O mapeamento T :~x!~yt ,
~x 2W e´ dado por
~yt = T (~x;t) = Tt (~x) . (C.1)
Assim,
~x= T 1t (~yt) , (C.2)
e
Wt = Tt (W) . (C.3)
O processo de deformac¸a˜o deW emWt pelo mapeamento da Eq. (C.1),
pode ser visto como um processo dinaˆmico de deformac¸a˜o de um contı´nuo,
com t desempenhando o papel de tempo. No tempo inicial t = 0, o domı´nio
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e´ W. A trajeto´ria de um ponto~yt = Tt (~x), comec¸ando em t = 0, pode agora
ser seguida. O ponto inicial se move para ~yt = Tt (~x). Ao pensar t como o
tempo, a velocidade de deformac¸a˜o pode ser definida como
~vt (~yt)~v(~yt ;t) (C.4)
~vt (~yt) = ~V (x;t)

~x=T 1t (~yt )
,
com
~V (x;t) =
d~xt
dt
=
dT (~x;t)
dt
=
¶T (~x;t)
¶t
,
sendo a u´ltima igualdade decorrente do fato de que o ponto inicial ~x na˜o de-
pende de t . Esta velocidade pode tambe´m ser expressa em termos da posic¸a˜o
da partı´culas no tempo t . Se e´ assumido que T 1t existe, i.e., ~x = T 1t (~yt),
enta˜o a velocidade de deformac¸a˜o em~yt = Tt (~x), e´
~vt (~yt)~v(~yt ;t) = d~ytdt (C.5)
~vt (~yt) =
¶T (~x;t)
¶t

~x=T 1t (~yt )
=
¶~yt
¶t

~x=T 1t (~yt )
=
¶~yt
¶t
T 1t (~yt) .
A trajeto´ria da partı´cula que estava no ponto~x em t = 0 agora e´ defi-
nida pelo problema de valor inicial
d~yt
dt =~v(~yt ;t)
sendo
~yt=0 =~x.
(C.6)
Assim, se T e´ dado, enta˜o a velocidade de deformac¸a˜o~v(~yt ;t) pode ser cons-
truı´da. Por outro lado, se o campo da velocidade de deformac¸a˜o ~v(~yt ;t) e´
dado, enta˜o o mapeamento T pode ser definido como
T (~x;t) =~yt , (C.7)
em que~yt e´ a soluc¸a˜o do problema de valor inicial, dada na Eq. (C.6).
Se a transformac¸a˜o T (~x;t) e´ assumida como sendo regular na
vizinhanc¸a de t = 0, enta˜o ela pode ser expandida utilizando uma se´rie de
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Taylor em torno de t = 0 como
T (~x;t) = T (~x;0)+
1
1!
¶T (~x;t)
¶t

t=0
t+
1
2!
¶ 2T (~x;t)
¶t2

t=0
t2 (C.8)
+ ::::+
1
n!
¶ nT (~x;t)
¶tn

t=0
tn+ ::::.
Para determinar a ana´lise de sensibilidade de primeira ordem, os dois
primeiros termos da expansa˜o da se´rie de Taylor T (~x;t) sa˜o usados. Assim,
ignorando termos de ordem superior, a seguinte relac¸a˜o de mapeamento linear
e´ obtida
T (~x;t) = T (~x;0)+ ¶T (~x;t)¶t

t=0
t+o
 
t2

sendo
limt!0
o(t2)
t = 0.
(C.9)
Desta forma,
T (~x;t) = T (~x;0)+~V (x;0)t+o
 
t2

, (C.10)
a qual pode ser aproximada por
~yt = T (~x;t)
~yt =~x+ t~V (~x)
sendo
~V (~x)~V (~x;0).
(C.11)
A variac¸a˜o do domı´nio induzida por este mapeamento linear e´ mos-
trada na Figura C.2.
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Teorema 1
Seja A  Rn um conjunto aberto e considere, para cada t 2 R, que
Tt : A  Rn ! Rn seja de classe C1. Seja ~xo 2 A e suponha que JTt (~xo) 6= 0,
sendo
JTt (~xo) = det [DTt (~xo)] = det [Ñ~xTt (~xo)]
sendo
[DTt (~xo)] =
¶~yt (~xo)
¶~x = Ñ~xTt (~xo) = I+ tÑ~x~V (~xo)
com
~yt = Tt (~x).
(C.12)
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Figura C.2: Variac¸a˜o de domı´nio utilizando o mapeamento linear (CHOI; KIM, 2006).
Enta˜o, existe uma vizinhanc¸aU de~xo em A e um conjunto abertoW de Tt (A)
tal que Tt (U) =W e Tt () tem uma inversa de classe C1, T 1t :W ! U .
Adicionalmente, para~yt 2W ,~x= T 1t (~yt), temos
DT 1t (~yt)

= [DTt (~x)]
 1
sendo
DT 1t (~yt)

i j =
¶ (~x)i
¶ (~yt ) j
o qual pode ser escrito comoh
¶~x
¶~yt
i
~yt=Tt (~x)
=
h
¶~yt
¶~x
i 1
ou na forma de componente
¶~x
¶~yt

~yt=Tt (~x)

i j
=
h
¶~yt
¶~x
i 1
i j
.
(C.13)
Como resultado, o gradiente da transformac¸a˜o T (~x;t) com relac¸a˜o a~x e´ dado
por
Ñ~xTt (~x) F (~x;t) = ¶~yt¶~x (C.14)
=
¶T (~x;t)
¶~x
= I+ tÑ~x~V (~x) .
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Sua inversa, i.e. F (~x;t) 1, pode ser determinada por
F (~x;t) 1 =
¶~x
¶~yt

~yt=Tt (~x)
=
¶T 1t (~yt)
¶~yt

~yt=Tt (~x)
(C.15)
= [Ñ~xTt (~x)] 1 .
Note que
~V (~x;t) =
¶~yt
¶t
=
¶T (~x;t)
¶t
=~vt (~yt (~x)) (C.16)
e
¶~V (~x;t)
¶~x
=
¶ 2T (~x;t)
¶~x¶t
(C.17)
=
¶ 2T (~x;t)
¶t¶~x
=
¶F (~x;t)
¶t
= F˙ (~x;t) .
Adicionalmente,
¶~vt (~yt (~x))
¶~x
=
¶~vt (~yt (~x))
¶~yt
¶~yt
¶~x
(C.18)
= Lt (~yt (~x))F (~x;t) .
Igualando (C.17) com (C.18) implica
F˙ (~x;t) = Lt (~yt (~x))F (~x;t)
where
Lt (~yt (~x)) =
¶~vt (~yt )
¶~yt

~yt=Tt (~x)
.
(C.19)
Consequentemente
Lt (~yt (~x)) = F˙ (~x;t)F (~x;t) 1 (C.20)
Considere, agora, o determinate de F (~x;t), denominado por
j (~x;t) = det [F (~x;t)], (C.21)
o qual ocorre, como consequencia da troca de varia´veis ~y = T (~x;t), em um
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elemento de volume
dWt = j (~x;t)dWo
em que
j (~x;t) = det [F (~x;t)]
(C.22)
O objetivo, a seguir, consiste na determinac¸a˜o de d j(~x;t)dt .
Teorema 2
Seja P um tensor de segunda ordem. Enta˜o, te´m-se da ana´lise tenso-
rial, que
d
dt fdet [P(t)]g= det [P(t)] tr

P˙(t)

[P(t)] 1

sendo
P˙(t) = ddt fP(t)g.
(C.23)
Note que
F (~x;t) = I+ tÑ~x~V (~x)
F˙ (~x;t) = Ñ~x~V (~x)
e
F˙ (~x;t)

[F (~x;t)] 1 = Lt (~yt (~x))
em que
Lt (~yt (~x)) =
¶~vt (~yt )
¶~yt

~yt=Tt (~x)
.
(C.24)
Desta forma, temos
d
dt
f j (~x;t)g= d
dt
fdetF (~x;t)g (C.25)
= det [F (~x;t)] tr

F˙ (~x;t)

[F (~x;t)] 1

= j (~x;t) tr (Lt (~yt (~x)))
= j (~x;t) tr

Ñ~yt~vt (~yt)

~yt=Tt (~x)

= j (~x;t) div(~vt (~yt (~x)))
Teorema 3 (Formula integral de Hadamard)
Seja W um domı´nio C1 em RN e V um campo vetorial C1. Seja f a
func¸a˜o no espac¸o C1((0;e);C0(Wt))\C0((0;e);C1(Wt)). Enta˜o, o funcio-
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nal, definido por
J1 ( ft ;Wt) =
R
Wt f (t;~yt)dWt
em que
~yt = Tt (~x) = T (~x;t) =~x+ t~V (~x)
com
~V (~x) =~V
 
T 1t (~yt)

=~vt (~yt)
(C.26)
e´ diferencia´vel e sua derivada e´ dada por
d
dt fJ1 ( ft ;Wt)g=
=
R
Wt
¶ f (t;~yt )
¶t +div [ f (t;~yt)~vt (~yt)]dWt
i.e.
d
dt fJ1 ( ft ;Wt)g=
=
R
Wt
¶ f (t;~yt )
¶t dWt +
R
¶Wt f (t;~yt) ~vt (~yt) :~nt (~yt) dAt .
(C.27)
De fato,
d
dt
R
Wt f (t;~yt)dWt =
d
dt
R
Wo f (t;~yt (~x)) jt (~x)dWo
em que
jt (~x) = j (~x;t) = det [Ñ~xTt (~x)]
(C.28)
logo
d
dt
R
Wt f (t;~yt)dWt =
d
dt
R
Wo f (t;~yt (~x)) jt (~x)dWo
=
R
Wo
d
dt f f (~yt (~x) ;t)g jt (~x) dWo
+
R
Wo f (~yt (~x) ;t)
d
dt f jt (~x)gdWo
=
R
Wt

¶ ft (~yt )
¶t +Ñ~yt ft (~yt) :~vt (~yt)

+ ft (~yt) tr(Lt (~yt))dWt
=
R
Wt
¶ ft (~yt )
¶t +


Ñ~yt ft (~yt) ;~vt (~yt)

+ ft (~yt)div [~vt (~yt)]dWt
sendo
~vt (~yt) = ~v(~x;t)j~x=T 1t (~yt )
e
~v(~x;t) = ddt
n
~x

~X ;t
o
= ¶¶t
n
~x

~X ;t
o
.
(C.29)
Aqui, fazendo uso de
tr(Lt (~yt)) = tr(Ñ~yt~vt (~yt)) = div [~vt (~yt)] (C.30)
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e notando que
div( ft ~vt) = ft div(~vt)+Ñ~yt ft :~vt (C.31)
obte´m-se
d
dt
Z
Wt
f (t;~yt)dWt =
Z
Wt

¶ f (~yt ;t)
¶t
+div( ft ~vt)

dWt (C.32)
=
Z
Wt
¶ f (~yt ;t)
¶t
dWt +
Z
¶Wt
ft ~vt :~nt dAt
i.e.
d
dt
R
Wt f (t;~yt)dWt =
R
Wt
¶ f (~yt ;t)
¶t dWt +
R
¶Wt ft ~vt :~nt dAt . (C.33)
Teorema 4
Seja W um domı´nioC2 em RN e V um campo vetorialC2. Seja f uma
func¸a˜o no espac¸o C1((0;e);C0(Wt))\C0((0;e);C1(Wt)). Enta˜o, o funcio-
nal, definido por
J2 ( ft) =
R
¶Wt f (t;~yt) dAt , (C.34)
e´ diferencia´vel e sua derivada e´ dada por
d
dt fJ2 ( ft ;Wt)g=
R
¶Wt
¶ f (t;~yt )
¶t dAt
+
R
¶Wt

Ht (~yt) f (t;~yt)+ ¶ f (t;~yt )¶~nt

~vt (~yt) :~nt (~yt)dAt
em que
Ht (~yt) = div [~nt (~yt)];
(C.35)
sendo Ht (~yt) a curvatura me´dia do contorno no ponto ~yt e
¶ f (t;~yt )
¶~nt =

Ñ~yt f ;~nt

a derivada normal (direcional).
De fato,
DJ2 ( f ;Wo)
h
~V
i
=
d
dt
Z
¶Wt
f (t;~yt) dAt

t=0
(C.36)
Visando derivar o teorema acima, derivamos inicialmente a relac¸a˜o entre os
elementos de a´rea. Considere as relac¸o˜es
~nt dAt = jt
 
F 1t
T
~no dAo (C.37)
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e
~nt :~nt = 1 (C.38)
enta˜o
~nt dAt :~nt dAt =~nt :~ntdA2t (C.39)
= dA2t
= jt
 
F 1t
T
~no dAo: jt
 
F 1t
T
~no dAo
= j2t
D 
F 1t
T
~no;
 
F 1t
T
~no
E
dA2o
= j2t
 F 1t T~no2 dA2o.
Agora, tomando a raiz quadrada em ambas as partes obtemos
dAt = jt
 F 1t T~no dAo (C.40)
logo
~nt jt
F Tt ~no dAo = jt F Tt ~no dAo (C.41)
i.e.
~nt =

F Tt

~noF Tt ~no (C.42)
enta˜o
d
dt
R
¶Wt f (t;~yt)dAt
= ddt
R
¶Wo
n
f (~yt (~x) ;t) jt (~x)
[Ft (~x)] T~no (~x)odAo
=
R
¶Wo
d
dt f f (~yt (~x) ;t)g jt (~x)
[Ft (~x)] T~no (~x)dAo
+
R
¶Wo f (~yt (~x) ;t)
d
dt f jt (~x)g
[Ft (~x)] T~no (~x)dAo
+
R
¶Wo f (~yt (~x) ;t) jt (~x)

d
dt
[Ft (~x)] T~no (~x)dAo
=
R
¶Wt
d
dt f ft (~yt)gdAt +
R
¶Wt ft (~yt)div(~vt (~yt))dAt
+
R
¶Wo f (~yt (~x) ;t) jt (~x)

d
dt
[Ft (~x)] T~no (~x)dAo.
(C.43)
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Pore´m
d
dt
[Ft (~x)] T~no (~x)2 =
= ddt
D 
F 1t
T
~no;
 
F 1t
T
~no
E
= 2
D 
F 1t
T
~no; ddt
n 
F 1t
To
~no
E
.
(C.44)
Adicionalmente
FTt F
 T
t = I (C.45)
logo
dFTt
dt
F Tt +F
T
t
dF Tt
dt
= 0 (C.46)
i.e.
dF Tt
dt
= F Tt
dFTt
dt
F Tt (C.47)
o que implica
d
dt
[Ft (~x)] T~no (~x)2
= 2
D
F Tt

~no;
h
F Tt
dFTt
dt F
 T
t
i
~no
E
.
(C.48)
Mas,
dFt
dt
= [Lt (~yt (~x))]Ft (C.49)
logo
dFTt
dt
= FTt [Lt (~yt (~x))]
T (C.50)
enta˜o
d
dt
[Ft (~x)] T~no (~x)2 =
= 2
D
F Tt

~no;
h
F Tt FTt [Lt (~yt (~x))]
T F Tt
i
~no
E
= 2
D
F Tt

~no; [Lt (~yt (~x))]
T F Tt ~no
E
= 2
[Lt (~yt (~x))]F Tt ~no;F Tt ~no
= 2
[Ft (~x)] T~no (~x) ddt [Ft (~x)] T~no (~x)
(C.51)
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consequentemente
d
dt
[Ft (~x)] T~no (~x)= h[Lt (~yt (~x))][F Tt ]~no;[F Tt ]~noik[Ft (~x)] T~no(~x)k
= h[Lt (~yt (~x))][F
 T
t ]~no;[F Tt ]~noi
k[Ft (~x)] T~no(~x)k2
[Ft (~x)] T~no (~x)
= 

[Lt (~yt (~x))]
[F Tt ]~no
k[Ft (~x)] T~no(~x)k ;
[F Tt ]~no
k[Ft (~x)] T~no(~x)k


[Ft (~x)] T~no (~x)
= h[Lt (~yt (~x))]~nt (~yt (~x)) ;~nt (~yt (~x))i

[Ft (~x)] T~no (~x)
(C.52)
enta˜o
d
dt
R
¶Wt f (t;~yt)dAt =
R
¶Wt
d
dt f ft (~yt)gdAt
+
R
¶Wt ft (~yt)div(~vt (~yt))dAt R¶Wo f ft (~yt (~x))h[Lt (~yt (~x))]~nt (~yt (~x)) ;~nt (~yt (~x))i
jt (~x)
[Ft (~x)] T~no (~x)odAo
(C.53)
i.e.
d
dt
R
¶Wt f (t;~yt)dAt =
R
¶Wt
d
dt f ft (~yt)gdAt
+
R
¶Wt ft (~yt)div(~vt (~yt))dAt R¶Wt ft (~yt)h[Lt (~yt)]~nt (~yt) ;~nt (~yt)i dAt . (C.54)
a qual pode ser expressa como
d
dt
R
¶Wt f (t ;~yt) dAt =
R
¶Wt
¶ ft (~yt )
¶t dAt
+
R
¶Wt


Ñ~yt ft (~yt) ;~vt (~yt)

dAt
+
R
¶Wt f (~yt ;t)fdiv(~vt (~yt)) h[Lt (~yt)]~nt (~yt) ;~nt (~yt)igdAt
(C.55)
Pore´m, supondo que o campo de velocidade e´ do tipo
~vt (~yt) = vtn (~yt) ~nt (~yt) (C.56)
deriva-se
div(~vt) h[Lt ]~nt ;~nti=
= div(~vt) 


Ñ~yt~vt

~nt ;~nt

= div(vtn ~nt) 


Ñ~yt (vtn ~nt)

~nt ;~nt

.
(C.57)
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Mas,
div(ft ~ut) = grad [ft ] :~ut +ft div [~ut ]
e
grad [ft ~ut ] =~ut 
grad [ft ]+ft grad [~ut ]
(C.58)
logo
div [vtn ~nt ] = Ñ~yt vtn :~nt + vtn div [~nt ]
e
Ñ~yt (vtn ~nt)

=~nt 
Ñ~yt vtn + vtn

Ñ~yt~nt
 (C.59)
fornecendo
div [~vt ] 


Ñ~yt~vt

~nt ;~nt

= div [vtn ~nt ]
 
~nt 
Ñ~yt vtn + vtn Ñ~yt~nt~nt ;~nt. (C.60)
Contudo, nota-se por definic¸a˜o, que
~nt :~nt = 1 (C.61)
a qual pode ser expressa em componentes como
f~ntgi f~ntgi = 1. (C.62)
o que implica
¶
¶ f~ytg j
(f~ntgi f~ntgi) = 0 (C.63)
i.e.
f~ntgi
¶ f~ntgi
¶ f~ytg j
= 0 (C.64)
a qual pode ser expressa de forma compacta como
Ñ~yt~nt
T
~nt = 0. (C.65)
Entretanto,

~nt 
Ñ~yt vtn + vtn

Ñ~yt~nt

~nt ;~nt

=
=


~nt 
Ñ~yt vtn

~nt ;~nt

+ vtn
D
~nt ;

Ñ~yt~nt
T
~nt
E
=


Ñ~yt vtn ;~nt
h~nt ;~nti
=


Ñ~yt vtn ;~nt
 (C.66)
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logo
div [~vt ] 


Ñ~yt~vt

~nt ;~nt

= div [vtn ~nt ] 


Ñ~yt vtn ;~nt

= vtn div [~nt ]
(C.67)
i.e.
div [~vt ] 


Ñ~yt~vt

~nt ;~nt

= vtn div [~nt ]
para uma velocidade do tipo
~vt = vtn~nt .
(C.68)
Consequentemente
d
dt
R
¶Wt f (t;~yt)dAt =
R
¶Wt
d
dt f f (~yt ;t)gdAt
+
R
¶Wt f (~yt ;t) vtn (~yt) div [~nt (~yt)]dAt .
(C.69)
Enta˜o, definindo
Ht (~yt) = div [~nt (~yt)] (C.70)
obte´m-se finalmente
d
dt
R
¶Wt f (t;~yt)dAt =
R
¶Wt
¶ f
¶t (~yt ;t) dAt
+
R
¶Wt


Ñ~yt ft ;~nt

+ f (~yt ;t)Ht (~yt)
	
vtn (~yt)dAt
=
R
¶Wt
¶ f
¶t (~yt ;t) dAt
+
R
¶Wt
n
¶ ft
¶~nt + f (~yt ;t)Ht (~yt)
o
vtn (~yt)dAt
(C.71)
i.e.
d
dt
R
¶Wt f (t;~yt)dAt =
R
¶Wt
¶ f
¶t (~yt ;t) dAt
+
R
¶Wt
n
¶ ft
¶~nt + f (~yt ;t)Ht (~yt)
o
vtn (~yt)dAt .
(C.72)
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APEˆNDICE D – ME´TODO DE GALERKIN LIVRE DE ELEMENTOS
O me´todo de Galerkin livre de elementos consiste basicamente na
construc¸a˜o de um conjunto de func¸o˜es base, ou de forma, que definem o
espac¸o de aproximac¸a˜o, o qual e´ utilizado para a determinac¸a˜o de uma
aproximac¸a˜o pela aplicac¸a˜o do me´todo de Galerkin (TELES, 2007). O me´todo
de Galerkin livre de elementos usa a aproximac¸a˜o por mı´nimos quadrados
mo´veis (MLS) para construir as func¸o˜es base ou de forma (BELYTSCHKO; LU;
GU, 1994).
D.1 Aproximac¸a˜o por mı´nimos quadrados mo´veis
Este me´todo consiste em uma aproximac¸a˜o por mı´nimos quadrados
ponderada, na qual uma func¸a˜o de aproximac¸a˜o uh e´ construı´da a partir de um
conjunto de dados discretos (uI ;xI), I = 1:::nT , em que nT e´ o nu´mero total
de particulas (no´s) em um dominio W. A func¸a˜o de aproximac¸a˜o e´ definida
como:
uh(~x) =
m
å
j=1
p j (~x)a j (~x) = h~p(~x) ;~ai (D.1)
Na Eq. (D.1), p j (~x) ; j = 1:::m representa a base intrı´nseca; a j; j = 1:::m e´ o
conjunto de coeficientes a ser determinados e m e´ o nu´mero de elementos de
p j (~x).
Para determinar o vetor de coeficientes ~a(~x) e´ aplicada a norma de
erro discreta, J(~a), dada por:
J(~a) =
n
å
I=1
w(~x ~xI) [h~p(~xI) ;~ai uI ]2 . (D.2)
A func¸a˜o peso w(~x ~xI) determina quantas partı´culas n da vizinhanza de ~x
participa da determinac¸a˜o de~a(~x), ou seja, quais as partı´culas uI (localizadas
em~xI) teˆm w(~x ~xI) 6= 0, como mostra a Figura D.1 para o caso dimensional.
Como resultado da minimizac¸a˜o de J(~a), e´ obtida a relac¸a˜o entre uh(~x)
e os valores discretos uI , na vizinhanc¸a de~x, como:
uh(~x) =
n
å
I=1
FI (~x)uI . (D.3)
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Figura D.1: Func¸o˜es peso em um problema unidimensional (TELES, 2007).
Na Eq. (D.3), FI (~x) e´ chamada de func¸a˜o de forma global e e´ obida como
FI (~x) = ~p(~x)  [A(~x)] 1~bI(~x), (D.4)
em que [A(~x)] e´ denominada matriz momento e e´ obtida pela equac¸a˜o:
A(~x) =
n
å
I=1
w(~x ~xI) [~p(~xI)
~p(~xI)] . (D.5)
O vetor~bI(~x) e´ definido como:
~bI(~x) = w(~x ~xI)~p(~xI) . (D.6)
A base intrı´nseca ~p(~x) e´ comumente uma base polinomial, sendo as mais
usada as bases linear e quadra´tica, dadas respectivamente por
~pT (~x) =

1 x y

(D.7)
e
~pT (~x) =

1 x y x2 xy y2

. (D.8)
As componentes do gradiente de FI (~x) sa˜o
¶FI(~x)
¶xi
= ¶~p(~x)¶xi A(~x)
 1
I
~bI(~x)
+~p(~x)  ¶A(~x) 1¶¶xi ~bI(~x)
+~p(~x) A(~x) 1 ¶~bI(~x)¶xi
(D.9)
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e as componentes da hessiana de FI (~x) sa˜o
¶ 2FI(~x)
¶xi¶x j
= ¶
2~p(~x)
¶xi¶x j
A(~x) 1I ~bI(~x)+ ¶~p(~x)¶x j 
¶A(~x) 1
¶xi
~bI(~x)
+ ¶~p(~x)¶x j A(~x)
 1 ¶~bI(~x)
¶xi
+ ¶~p(~x)¶xi 
¶A(~x) 1
¶x j
~bI(~x)
+~p(~x)  ¶ 2A(~x) 1¶xi¶x j ~bI(~x)+~p(~x) 
¶A(~x) 1
¶x j
¶~bI(~x)
¶xi
+ ¶~p(~x)¶xi A(~x)
 1 ¶~bI(~x)
¶x j
+~p(~x)  ¶A(~x) 1¶xi
¶~bI(~x)
¶x j
+~p(~x) A(~x) 1 ¶ 2~bI(~x)¶xi¶x j .
(D.10)
D.2 Func¸o˜es peso
As func¸o˜es peso desempenham um importante papel no desempenho
dos me´todos sem malha. Elas devem ser construı´das de forma que:
Sejam positivas;
Garantam a soluc¸a˜o u´nica para~a(~x);
Sejam func¸o˜es monotoˆnicas decrescentes com respeito a` distaˆncia de~x
para~xI , ou seja, devem representar um decre´scimo em sua magnitude a`
medida que a distaˆncia de~x com relac¸a˜o~xI aumenta.
As func¸o˜es peso sa˜o comumente usadas como dependentes da
distaˆncia entre dois pontos, r, como:
w(~x ~xI) = wI(r); sendo rI = k~x ~xIk . (D.11)
A escolha adequada das func¸o˜es peso e´ mais ou menos arbitra´ria a`
medida que a func¸a˜o seja positiva e contı´nua, juntamente com suas derivadas
ate´ o grau desejado. A escolha do tamanho da regia˜o em que a func¸a˜o peso
e´ na˜o nula deve garantir que a matriz momento A(~x), definida na Eq. (D.5),
seja invertı´vel. A distribuic¸a˜o de partı´culas deve satisfazer uma condic¸a˜o de
estabilidade para que exista a inversa de A(~x). Esta condic¸a˜o de estabilidade
pode ser enunciada como mostra a equac¸a˜o.
card = f~xJ j FJ (~x) 6= 0g  dim [A(~x)] (D.12)
O domı´nio de influeˆncia de uma partı´cula I e´ a regia˜o do domı´nio do
problema, WI W, em que a func¸a˜o peso wI e´ na˜o nula. A Figura D.2 mostra
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Figura D.2: Domı´nio de influeˆncia circular (TELES, 2007).
um tipo de domı´nio de influeˆncia do tipo circular para problemas bidimensio-
nais. O suporte de um ponto qualquer~x e´ o conjunto de partı´culas cuja func¸a˜o
peso e´ diferente de zero em~x.
A abrangeˆncia do domı´nio de influeˆncia de uma partı´cula “I” deve ser
calculada em func¸a˜o da distaˆncia de~xI em relac¸a˜o a`s partı´culas adjacentes na
malha de integrac¸a˜o. A Figura (D.3) ilustra o significado de rImax , definindo
como a ma´xima distaˆncia de ~xI a`s partı´culas adjacentes. Este paraˆmetro na˜o
e´ necessariamente a ma´xima distaˆncia, mas sim algum valor relacionado a`s
distaˆncias das partı´culas.
Figura D.3: Significado geome´trico do paraˆmetro rImax (TELES, 2007).
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O procedimiento para determinar o domı´nio de influeˆncia para cada
partı´cula “I” e´ o seguinte:
(i)Compo˜e-se a lista de no´s adjacentes,~LI , associada a`~xI ;
(ii)Determina-se o valor de rImax , definido por:
rImax =maxi
k~xi ~xIk ; com i 2~LI ; (D.13)
(iii)Arbitra-se o valor do fator de abrageˆncia s> 1, com s 2 R;
(iv)Calcula-se o valor do raio do domı´nio de influeˆncia r¯I do no´ “I”, definido
por:
r¯I = s  rImax (D.14)
D.3 Tipos de func¸o˜es peso
A seguir sa˜o apresentadas as func¸o˜es peso utilizadas neste trabalho:
(I)Func¸a˜o peso polinomial par de classeC2
 
R2

jI
 
d¯I

=

1 6d¯ 4I +8 d¯ 6I  3 d¯ 8I , para d¯I  1
0, para d¯I > 1
. (D.15)
(II)Func¸a˜o peso polinomial de classeC2
 
R2

jI
 
d¯I

=

1 15d¯ 4I +24 d¯ 5I  10 d¯ 6I , para d¯I  1
0, para d¯I > 1
. (D.16)
(III)Func¸a˜o peso spline cu´bica
j (dI) =
8<:
2
3  4 d¯2I +4 d¯ 3I , para d¯I  12
4
3  4 d¯I +4 d¯ 2I   43 d¯ 3I , para 12 < d¯I  1
0, para d¯I > 1
. (D.17)
(IV)Func¸a˜o peso spline qua´rtica
j (dI) =

1 6 d¯ 2I +8 d¯ 3I  3 d¯ 4I , para d¯I  1
0, para d¯I > 1
. (D.18)
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(V)Func¸a˜o peso spline de se´tima ordem
jI
 
d¯I

=

1  4710 d¯ 2I +12 d¯ 4I  10 d¯ 5I + 12 d¯ 6I + 65 d¯ 7I , para d¯I  1
0, para d¯I > 1
.
(D.19)
(VI)Func¸a˜o exponencial de classeC0
 
R2

sendo boa aproximac¸a˜o deC1
 
R2

e C2
 
R2

dependendo da escolha do paraˆmetro a . Valor tı´pico usado
a = 0:4.
jI
 
d¯

=
8><>: e
 

d¯Ia
4
 e (
1
a )
4
1 e (
1
a )
4 , for d¯I  1
0, for d¯I > 1
(D.20)
sendo
d¯I = dIdmax , com dI = k~x ~xIk
em que dmax e´ o tamanho dado do suporte de j (dI).
(D.21)
