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Resumo
Omodelo de IaaS proporcionado pelo paradigma de Computação na Nuvem tem como prin-
cipais características a provisão sob demanda de recursos e a tarifação do uso de recursos a
partir de um modelo pay-as-you-go, que permitem que o custo de utilização do serviço seja
proporcional à quantidade e ao tempo de uso dos recursos. Essas características possibilitam
a criação de infraestruturas virtuais elásticas, que podem ser dinamicamente modiﬁcadas,
em termos da capacidade de recursos, a ﬁm de acomodar as demandas da aplicação que
nela executa. Tal elasticidade é principalmente explorada para o provisionamento de apli-
cações horizontalmente escaláveis, que possuem demandas variáveis no tempo e executam
por longos períodos. Idealmente, para aplicações desse tipo, a capacidade da infraestrutura
de execução pode ser automaticamente provisionada com base nas demandas da aplicação,
de forma a assegurar a QoS da aplicação e ao mesmo tempo minimizar os custos de execu-
ção em termos dos recursos adquiridos. Esse cenário de provisionamento automático pode
ser expandido para o desenvolvimento de um serviço de provisionamento automático de re-
cursos em IaaS. Desta forma, o responsável pela aplicação pode contratar um serviço que
assuma a responsabilidade de dinâmica e eﬁcientemente provisionar a sua aplicação durante
a execução desta. No entanto, por questões de privacidade e principalmente generalidade em
termos das aplicações provisionadas, espera-se que um serviço desse tipo opere com infor-
mações não especíﬁcas da aplicação, tais como utilização de CPU, memória, etc., ou seja,
de forma não intrusiva. Este trabalho visa investigar a tese sobre a viabilidade de constru-
ção de um serviço de provisionamento automático e não intrusivo para diferentes aplicações
horizontalmente escaláveis em um ambiente de IaaS. Tal serviço deve ser capaz de manter a
QoS da aplicação provisionada em níveis aceitáveis e, havendo variação de carga de traba-
lho, minimizar os custos de sua execução. Em geral, as atuais soluções de provisionamento
automático fazem uso de abordagens de provisionamento que operam de forma reativa ou
proativa. Desta forma, o principal objetivo desse trabalho consiste em analisar como solu-
ções de provisionamento, reativas e proativas, podem ser empregadas na construção de um
serviço de provisionamento em IaaS, destacando eﬁciências e limitações destas abordagens
e apontando diretrizes para a criação desse serviço.
i
Abstract
The IaaS model, provided by the Cloud Computing paradigm, is deﬁned by two main featu-
res: the on-demand provision of resources; and the pay-as-you-go pricing model, that allows
application providers to pay proportionally to the quantity and time of use of the acquired
resources. These features are used to build elastic virtual infrastructures, which can have
its resources capacity dynamically modiﬁed to accommodate demands’ ﬂuctuations of the
running application. Such elasticity is mainly exploited for running horizontally scalable ap-
plications, that executes over a long period of time and have time-varying workloads. Ideally,
for such applications, the capacity of the execution infrastructure can be automatically provi-
sioned based on the application demands, to ensure the application QoS and at the same time
minimize the execution costs, in terms of the acquired resources. This provisioning context
can be expanded to conceive a scenario of auto scaling as a service in IaaS. In this way, the
application owner can contract a service that assumes the responsibility of dynamically and
efﬁciently provisioning the application during its execution. However, due to privacy and
mainly generality issues in terms of the provisioned applications, this service needs to ope-
rate with non-application-speciﬁc information, such as CPU utilization, memory, etc., i.e., in
a non-intrusive way. This work aims to investigate the thesis on the construction feasibility
of a non-intrusive auto scaling service for different horizontally scalable applications in an
IaaS environment. Such service must be able to keep the QoS of the provisioned application
at acceptable levels and, if there are workload variations, minimize the execution costs. In
general, current provisioning solutions use provisioning approaches that operate in a reactive
or proactive manner. Thus, the main objective of this work is to analyze how reactive and
proactive auto scaling solutions can be used to basis an auto scaling service in IaaS, descri-
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Este capítulo oferece uma visão geral da tese, indicando o contexto no qual ela se insere,
motivações, escopo, relevância, contribuições e objetivos perseguidos. Por ﬁm, também é
apresentada a estrutura deste documento. Este trabalho de tese visa investigar como técnicas
de provisionamento automático de recursos podem ser utilizadas para a construção de um
serviço não intrusivo de provisionamento automático de aplicações em ambientes de IaaS e
Computação na Nuvem. Este serviço de provisionamento deve minimizar o custo de execu-
ção das aplicações sempre que possível, porém sem degradar o desempenho das mesmas.
1.1 Contextualização e Escopo
O paradigma de Computação na Nuvem consolidou-se nos últimos anos no cenário global
de Tecnologia da Informação (TI) [5], proporcionando ﬂexibilidade e escalabilidade na pro-
visão e na utilização de serviços computacionais. Estima-se um crescimento signiﬁcativo do
mercado de Computação na Nuvem para o ano de 2017, com uma desaceleração limitada de
investimentos prevista para os próximos cinco anos [26]. Dada a crescente demanda desse
mercado, e o natural aumento na heterogeneidade dessas demandas, os provedores de Com-
putação na Nuvem precisam oferecer diferentes modelos para a aquisição de seus serviços
computacionais, com o intuito de atender as diferentes necessidades dos seus clientes.
Um modelo de Computação na Nuvem oferecido atualmente, bastante popular, consiste
na oferta de infraestruturas como serviço (IaaS, do inglês Infrastructure as a Service), que
em geral são apresentadas na forma de máquinas virtuais (VM, do inglês Virtual Machine)
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implantadas em centros de processamento de dados dos provedores de Computação na Nu-
vem [60]. Na prática, este tipo de serviço consiste na obtenção de recursos computacionais
de um provedor e na utilização destes recursos para implantação e execução de aplicações
de interesse [59]. Nesse cenário, o usuário do serviço de IaaS não gerencia ou controla a in-
fraestrutura de Nuvem, mas possui o controle sobre sistemas operacionais, armazenamento
e aplicações implantadas em VMs adquiridas [41].
As duas principais características do modelo de IaaS consistem na elasticidade de oferta
de recursos e no modelo de tarifação dos recursos adquiridos. A elasticidade é a propriedade
que permite a provisão sob demanda de recursos computacionais para uma dada aplicação [1,
34]. Graças a esta propriedade, uma aplicação pode requisitar diferentes quantidades de
recursos para suprir variações em sua carga de trabalho ao longo do tempo. Para tal, os
clientes de IaaS podem adquirir e liberar recursos em curtos períodos de tempo com o intuito
de reﬂetir as demandas de suas aplicações em execução na infraestrutura virtual adquirida.
Omodelo de tarifação comumente adotado em IaaS permite que o serviço seja "pago con-
forme utilização" (do inglês pay-as-you-go), onde os clientes pagam apenas pelos recursos
de fato adquiridos [6]. Esse modelo permite que o custo da infraestrutura virtual adquirida
seja proporcional ao tamanho e ao tempo de uso desta infraestrutura. Na prática, essas in-
fraestruturas são compostas por um conjunto de VMs, cujos tipos são previamente deﬁnidos
e ofertados pelo provedor de IaaS [28]. Normalmente, cada tipo de VM ou instância ofere-
cido pelo provedor é deﬁnido em termos de capacidade de recursos computacionais (CPU,
memória RAM, disco, etc.) e tarifado com base no período mínimo de uso, que geralmente
considera unidades inteiras de tempo (por exemplo, 1 hora), e na capacidade do tipo da VM.
Dadas essas características, os ambientes de IaaS são comumente explorados para a exe-
cução de aplicações horizontalmente escaláveis, cujo desempenho pode ser controlado pela
quantidade de unidades computacionais que executam a aplicação. Tipicamente, tais aplica-
ções executam por longos períodos de tempo e possuem cargas de trabalho que podem variar
ao longo do tempo, o que potencializa o uso de IaaS para a execução desse tipo de aplica-
ção. Desta forma, ao deﬁnir a infraestrutura a ser utilizada para executar uma determinada
aplicação com essas características, é preciso decidir criteriosamente a quantidade e a con-
ﬁguração das VMs necessárias para manter o custo de provisionamento baixo e ao mesmo
tempo suprir adequadamente as demandas por recursos da aplicação em diferentes dimen-
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sões (por exemplo recursos de CPU, memória, disco, etc.), mantendo assim seu desempenho
e qualidade de serviço (QoS, do inglês Quality of Service) em níveis aceitáveis.
Quando a capacidade não é adequadamente deﬁnida, podem ocorrer cenários de super
ou sub provisionamento. Nos cenários de super provisionamento existe um excedente de
recursos e uma consequente elevação nos custos de execução. Já nos cenários de sub pro-
visionamento, o custo é reduzido, porém a quantidade de recursos alocados não é suﬁciente
para executar eﬁcientemente a aplicação. Nesse último caso a aplicação opera com níveis de
QoS abaixo do ideal, o que pode impactar o processo de negócio suportado pela aplicação.
Ainda, dependendo do tipo de serviço provido pela aplicação, baixos níveis de QoS podem
levar à perda de clientes e de operações de clientes devido ao aumento dos tempos de res-
posta e do número de requisições não respondidas. Além do mais, acredita-se que há uma
relação entre o sub provisionamento e perdas no nível do negócio suportado pela aplicação
que podem impactar o valor de mercado do serviço provido pela aplicação no longo prazo.
Desta forma, é até possível que prejuízos monetários diretos devido ao desperdício de re-
cursos em decorrência de cenários de super provisionamento sejam menos prejudiciais do
que as perdas indiretas provenientes da degradação do desempenho da aplicação. Portanto,
faz-se necessária alguma abordagem para o provisionamento dinâmico da aplicação, com o
intuito de evitar cenários de sub provisionamento porém visando também minimizar o custo
de execução da aplicação.
Apesar da ﬂexibilidade oferecida pelos ambientes de IaaS, garantir a execução eﬁciente
de uma aplicação escalável horizontalmente sobre uma infraestrutura elástica não é uma
tarefa trivial. Mesmo assumindo-se que o tipo de instância de VM usado para executar a
aplicação é previamente deﬁnido, uma solução eﬁciente de provisionamento dinâmico ou
automático de recursos em tais ambientes deve ser capaz de: (i) conhecer a capacidade mí-
nima de recursos exigida pela aplicação em um futuro próximo para as diferentes dimensões
de recursos; e (ii) decidir quantas instâncias do tipo usado no provisionamento são neces-
sárias para atender às demandas da aplicação no curto prazo. Além do mais, todas essas
decisões precisam ser periodicamente reavaliadas para lidar com a variabilidade da carga de
trabalho da aplicação provisionada ao longo do tempo. O fato de os provedores de IaaS ofe-
recerem múltiplos tipos de instância de VM só contribui para tornar mais complexa a solução
desse problema.
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Essa tarefa torna-se ainda mais complexa em um cenário em que o provisionamento auto-
mático de recursos é oferecido como um serviço de IaaS. Nesse cenário de serviço é possível
explorar a elasticidade oferecida por ambientes de IaaS para execução de aplicações horizon-
talmente escaláveis, de forma que o responsável pela aplicação possa contratar um serviço
que assuma a responsabilidade de dinâmica e eﬁcientemente provisionar a sua aplicação du-
rante a execução desta. Para esse tipo de serviço, além de responsabilidades como minimizar
custo do provisionamento e manter a QoS da aplicação em um nível aceitável, existem outras
relacionadas à privacidade e principalmente à generalidade e escalabilidade.
Desta forma, espera-se que um serviço nesses moldes opere com informações não es-
pecíﬁcas da aplicação em execução, que possam ser coletadas no nível da infraestrutura de
execução, tais como utilização de CPU, memória, etc. O uso de informações não especíﬁcas
das aplicações, obtidas no nível da infraestrutura, permite ao serviço de provisionamento
principalmente generalidade e desacoplamento das aplicações por ele provisionadas. Além
disso, é comum que informações especíﬁcas da aplicação como taxa de chegada de requisi-
ções, tipos de requisições, tamanhos de ﬁlas, etc. sejam consideradas sensíveis, não sendo
possível compartilhá-las com terceiros, e por isso inviáveis para o uso em um cenário de
provisionamento automático como um serviço.
As atuais soluções de provisionamento automático que potencialmente podem ser usadas
para compor um serviço de provisionamento, em geral, seguem um dos seguintes modos de
operação: reativo ou proativo. A técnica reativa consiste em uma reação programável a mu-
danças percebidas no sistema provisionado, que corresponde a aplicação em execução e/ou
a sua infraestrutura de execução. Particularmente, essa abordagem utiliza um conjunto de
regras de provisionamento para decidir quando e em qual quantidade de recursos a aplicação
deve ser provisionada [38]. O provisionamento reativo utiliza apenas informações sobre o es-
tado atual da aplicação e do seu ambiente para decidir sobre o provisionamento da aplicação
no curto prazo. No entanto, apesar de serem as soluções de provisionamento mais comuns,
tendo em vista a sua simplicidade e natureza intuitiva, acredita-se que abordagens reativas
não sejam eﬁcientes ao prover aplicações com cargas de trabalho de intensa variabilidade no
tempo [21, 38], que são o objeto do estudo de provisionamento deste trabalho.
Esse suposto decorre da natureza reativa e pontual da solução e do fato da conﬁguração
das regras de provisionamento serem consideravelmente sensíveis a mudanças e tendências
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da carga de trabalho da aplicação, que geram a necessidade de ajustes frequentes mesmo na
presença de um especialista na aplicação atuando no processo de conﬁguração [38]. Desta
forma, prováveis equívocos na conﬁguração das regras podem provocar situações indese-
jáveis de sub provisionamento que levam à degradação de QoS da aplicação e possíveis
violações de SLO (do inglês, Service Level Objective), ou de super provisionamento, com o
desperdício de recursos adquiridos do provedor de IaaS e elevação do custo de execução da
aplicação. Outro ponto negativo é que as soluções reativas exploradas tanto pelo mercado
quanto pela academia necessitam, em geral, de métricas intrusivas especíﬁcas da aplicação
que não podem ser consideradas por um serviço de provisionamento genérico e automático
em IaaS.
Apesar de ser criticada em alguns aspectos, a abordagem reativa ainda é signiﬁcativa-
mente explorada [38]. Os principais provedores do mercado de Computação na Nuvem e
IaaS, como Amazon Web Services (AWS) [3], Rackspace [51] e Microsoft Azure [7], ofere-
cem serviços de provisionamento automático e reativo de recursos1. Esta abordagem também
é amplamente explorada na literatura através do uso de diferentes conjuntos de métricas de
desempenho predominantemente intrusivas, conﬁgurações de limiares e ações de provisio-
namento [9, 11, 12, 23, 27, 35, 40, 55]. Entretanto, até onde se sabe, a literatura é carente de
estudos sobre o desempenho de técnicas reativas de provisionamento que atuam com base
em métricas não intrusivas aplicadas em um cenário de provisionamento automático de apli-
cações como um serviço de IaaS.
Por outro lado, o modo de operação proativo busca superar o caráter imediatista da abor-
dagem reativa através da antecipação de mudanças nas características da aplicação por meio
de estimativas de demandas futuras com base no histórico de sua carga de trabalho. Desta
forma, essas estimativas são utilizadas para a tomada de decisões antecipadas sobre a ca-
pacidade da infraestrutura, que desta forma pode ser previamente preparada para acomodar
demandas estimadas para um futuro próximo [24]. No contexto do provisionamento de
aplicações com variações intensas de carga de trabalho, considera-se que as abordagens pro-
ativas são as mais promissoras para efetuar eﬁcientemente o provisionamento automático
1A Google [30] oferece um serviço de provisionamento automático que também baseia-se na técnica rea-
tiva, mas utiliza um modelo de provisionamento mais soﬁsticado, não conhecido pelo público, para decidir a
quantidade de VMs que devem ser provisionadas a cada intervalo de tempo.
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dessas aplicações [38]. Todavia, estimar a demanda futura das aplicações provisionadas não
é uma tarefa trivial.
Dentre os diversos métodos com abordagens proativas propostos na literatura para o pro-
visionamento automático de aplicações horizontalmente escaláveis, são predominantes as
soluções que fazem uso de métricas especíﬁcas da aplicação e são consequentemente tidas
como intrusivas [2, 11, 15, 35, 40, 52, 56, 61, 62, 64]. Uma pequena parcela das soluções
propostas opera com métricas não intrusivas à aplicação [14, 44], que parece ser a opção
mais viável para um serviço de provisionamento oferecido aos clientes de IaaS. Todavia, o
desempenho dessas soluções não intrusivas não foi avaliado em um cenário de provisiona-
mento automático como um serviço em IaaS, que considera outros aspectos além do custo
de provisionamento e da QoS da aplicação em execução.
Assim, ﬁca evidente a necessidade de um estudo que avalie de forma profunda o desem-
penho de soluções de provisionamento, reativas e proativas, que utilizam apenas métricas
de uso da infraestrutura de execução e, portanto, podem ser utilizadas para implementar
um serviço de provisionamento automático em IaaS. Um serviço de provisionamento nes-
ses moldes permite que infraestruturas elásticas oferecidas pelo já consolidado mercado de
IaaS e Computação na Nuvem possam ser utilizadas para executar eﬁcientemente aplicações
horizontalmente escaláveis. Desta forma, esse estudo pretende avaliar o desempenho de so-
luções de provisionamento em termos do custo de execução e do nível de QoS da aplicação
provisionada, além de analisar o desempenho destas soluções em relação à aplicabilidade da
técnica empregada no cenário de provisionamento como um serviço. Como resultado, serão
indicadas diretrizes para criação de um serviço de provisionamento que opere de forma desa-
coplada das aplicações provisionadas por meio de métricas não intrusivas, ao mesmo tempo
que não compromete requisitos de segurança e privacidade das aplicações.
Além do mais, independentemente da solução de provisionamento considerada, o pro-
cesso de decisão do tipo de instância de VM que deve ser usado no provisionamento também
não é devidamente abordado pela literatura. Em geral, o foco principal tem sido em suprir
as necessidades da aplicação em execução, independente do tipo de instância considerado
no provisionamento. Por este motivo, esse estudo também planeja investigar o uso de múl-
tiplos tipos de instância no provisionamento automático com o objetivo de reduzir custos de
execução em ambientes de IaaS.
1.2 Objetivos 7
Desta forma, o escopo deste trabalho limita-se ao estudo de soluções de provisionamento
automático, reativo e proativo, empregadas na construção de um serviço para o provisiona-
mento automático de aplicações horizontalmente escaláveis em ambientes de IaaS. Tais so-
luções apresentam-se como potenciais serviços de provisionamento automático contratados
pelo proprietário da aplicação para provisionar de forma automática a infraestrutura utilizada
para executá-la. Para o provedor de IaaS, o servidor de provisionamento assume o papel de
procurador do proprietário da aplicação, e consequentemente de cliente do provedor. Ou
seja, ao serviço de provisionamento é atribuída a responsabilidade pela gerência automática
da infraestrutura de execução da aplicação em questão, que a realiza por meio da aquisição e
liberação dinâmica de recursos virtuais junto ao provedor de Computação na Nuvem e IaaS.
Além do mais, também inclui-se nesse escopo o estudo sobre como os recursos são provisio-
nados e como o custo de execução é impactado a partir do uso de múltiplos tipos de instância
de VM no provisionamento automático como um serviço.
1.2 Objetivos
O objetivo principal do trabalho consiste em analisar como soluções de provisionamento
automático, reativas e proativas, podem ser empregadas na construção de um serviço eﬁci-
ente de provisionamento automático em ambientes de IaaS que opere de forma não intrusiva.
Essa eﬁciência baseia-se tanto no desempenho do serviço em termos dos objetivos de pro-
visionamento, que consiste na minimização de custos de execução e manutenção da QoS
da aplicação em níveis aceitáveis, quanto na sua generalidade de emprego, facilidade de
conﬁguração, complexidade de implementação e controle do trade-off entre objetivos de
provisionamento. A partir desse estudo, pretende-se por à prova a tese sobre a viabilidade
de construção de um serviço de provisionamento automático e não intrusivo para diferentes
aplicações horizontalmente escaláveis. Este serviço deve ser capaz de manter a QoS da apli-
cação provisionada em níveis aceitáveis e, havendo variação de carga de trabalho, minimizar
os custos de execução da aplicação. Tendo em vista esse objetivo principal, são considerados
os seguintes objetivos especíﬁcos:
1. Descrever em detalhes a problemática e o cenário de provisionamento automático
como um serviço, que atue de forma não intrusiva à aplicação provisionada. Nesta des-
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crição deve-se destacar os atores que fazem parte desse cenário de provisionamento,
incluindo as relações de prestação de serviço entre os atores e as obrigações impostas
a cada um em decorrência destas relações;
2. Avaliar a aplicabilidade e eﬁciência das técnicas reativas e proativas de provisiona-
mento quando empregadas no cenário de provisionamento automático como um ser-
viço de IaaS para diferentes métricas de provisionamento não intrusivas. Neste con-
texto, pode-se considerar apenas uma ou múltiplas dimensões de recursos consumidos
pela aplicação. Essa avaliação explora tanto a eﬁciência da técnica em atingir os obje-
tivos de provisionamento quanto a sua capacidade em compor um serviço de provisio-
namento genérico e não dependente de características especíﬁcas da carga de trabalho
das aplicações;
3. Investigar a possibilidade de uso de diferentes tipos de VMs durante o provisionamento
automático de aplicações com o intuito de reduzir os custos de provisionamento;
4. Destacar pontos de eﬁciência e limitações das técnicas de provisionamento exploradas
nesse estudo e propor diretrizes, fundamentadas nas análises realizadas, que auxiliem
a construção de um serviço de provisionamento como descrito neste documento.
1.3 Contribuições
No tocante aos objetivos anteriormente destacados, a principal contribuição do trabalho con-
siste na evolução do estado da arte quanto à construção de um serviço de provisionamento
automático, baseado em métricas não intrusivas de provisionamento de aplicações em am-
bientes de IaaS a partir de abordagens de provisionamento reativas e proativas. Com um
serviço de provisionamento automático nesse formato é possível intensiﬁcar o uso da elasti-
cidade oferecida por ambientes de IaaS para a execução eﬁciente de aplicações horizontal-
mente escaláveis. Desta forma, esse estudo analisa as particularidades de cada abordagem
para esse contexto de serviço em IaaS, principalmente em termos de eﬁciência e limitações
das técnicas para atingir os objetivos de provisionamento e em relação a capacidade destas
de compor um serviço de provisionamento genérico e não dependente de características es-
pecíﬁcas das aplicações e suas cargas de trabalho. Em detalhes, as principais características
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analisadas das soluções de provisionamento automático são as seguintes:
• A capacidade de cumprir os objetivos de provisionamento, que consistem na ma-
nutenção da QoS da aplicação provisionada em níveis aceitáveis e na eﬁciência dos
custos de provisionamento;
• O grau de eﬁciência de implementação e conﬁguração da solução de provisiona-
mento automático para servir em um ambiente de IaaS;
• O nível de generalidade e independência de características especíﬁcas das aplicações
provisionadas, especialmente em relação à carga de trabalho das aplicações e métricas
de provisionamento;
• O controle de objetivos de provisionamento da solução de provisionamento automá-
tico, que denota a capacidade de se explorar o espaço de conﬁgurações do serviço de
provisionamento para obter diferentes níveis de desempenho em termos do trade-off
entre métricas ﬁnais de custo de execução e nível de QoS da aplicação.
1.4 Organização do Documento
O restante deste documento encontra-se organizado da seguinte forma. No Capítulo 2 os
conceitos e deﬁnições que envolvem o estudo são fundamentados, o problema em torno do
provisionamento automático como um serviço de IaaS abordado por este trabalho é deﬁnido
e as questões tratadas por esta pesquisa são descritas. Em seguida, no Capítulo 3, uma revisão
da literatura é realizada, no que concerne as características de soluções de provisionamento
de recursos em ambientes de IaaS, a ﬁm de ter-se o embasamento teórico necessário para a
construção de um serviço de provisionamento automático de recursos nos moldes do que fora
anteriormente deﬁnido. No Capítulo 4 a metodologia utilizada no desenvolvimento desse
estudo é descrita, juntamente com uma caracterização dos dados usados para a realização do
estudo.
Os estudos sobre o desempenho das soluções de provisionamento automático, reativo e
proativo, quanto à satisfação dos objetivos de provisionamento e a capacidade de constituir
um serviço de provisionamento automático como deﬁnido neste documento, encontram-se
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respectivamente nos Capítulos 5 e 6. Em seguida é apresentado no Capítulo 7 um estudo
sobre a potencialização do uso dos recursos alocados para executar a aplicação através do
uso de múltiplos tipos de instância de VM durante o provisionamento de aplicações. Por ﬁm,
no Capítulo 8 é apresentada uma discussão sobre as implicações inerentes à construção de
um serviço de provisionamento automático em ambientes de IaaS a partir de técnicas de pro-
visionamento reativo e proativo, além das conclusões decorrentes desse trabalho juntamente
com um direcionamento para trabalhos futuros nessa área de pesquisa.
Capítulo 2
Problema Investigado
Nesse capítulo os conceitos e deﬁnições dos temas envolvidos nesta pesquisa são fundamen-
tados. O problema do provisionamento automático não intrusivo como um serviço em IaaS
é descrito com o objetivo de delimitar o objeto de estudo desse trabalho. Finalmente, as
questões de pesquisa extraídas da problemática exposta são deﬁnidas com o intuito de guiar
esse estudo.
2.1 Fundamentação Teórica
2.1.1 Infraestrutura como serviço
Infraestrutura como Serviço é um nível de serviço oferecido no paradigma de Computação
na Nuvem, tal como Software como Serviço (SaaS, Software as a Service), Plataforma como
Serviço (PaaS, do inglês Platform as a Service), dentre outros [41]. IaaS caracteriza-se por
oferecer recursos computacionais (poder de processamento, memória, disco, etc.) como um
serviço, através da disponibilização imediata de recursos virtualizados, da tarifação baseada
na aquisição e consumo de recursos e da ausência de comprometimentos futuros entre cliente
e provedor, ou seja, não existe necessariamente duração preestabelecida para a relação de
prestação de serviço.
Desta forma, ao utilizar esse serviço o cliente delega ao provedor, por exemplo, as obri-
gações de compra de servidores físicos e equipamentos e de operação da infraestrutura física,
como, gerenciamento de espaço físico, de energia elétrica, do sistema de refrigeração, etc.
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Do ponto de vista do cliente, os atuais modelos de IaaS destacam-se principalmente pela
elasticidade (poder de redimensionamento de capacidade da infraestrutura contratada) e ﬂe-
xibilidade (diversidade de tipos de instância e sistemas operacionais oferecidos).
IaaS é oferecido através de infraestruturas virtualizadas — máquinas virtuais ou contêi-
neres — que são hospedadas nos servidores do centro de dados do provedor de Computação
na Nuvem e que são utilizadas para executar os serviços e aplicações dos clientes do prove-
dor. O provedor deﬁne um conjunto de tipos de instâncias de máquinas virtuais que podem
ser oferecidas aos clientes do provedor. Cada tipo caracteriza uma máquina virtual em ter-
mos de sua capacidade de recursos (CPU, memória RAM, disco, e assim por diante) e possui
um preço por período mínimo de uso associado (período de tarifação, do inglês billing cy-
cle), que em geral é 1 hora. O valor por período de tarifação da uma instância de um certo
tipo é proporcional à quantidade de recursos disponibilizada pelo tipo.
A relação de prestação de serviço estabelecida entre o cliente e o provedor de IaaS é
mediada através de um contrato de nível de serviço (SLA, do inglês Service Level Agreement)
que é responsável por especiﬁcar as expectativas do cliente e deﬁnir o serviço prestado pelo
provedor de Computação na Nuvem [10]. O SLA ﬁrmado garante que a disponibilidade,
escalabilidade, conﬁabilidade e segurança do serviço prestado serão mantidas, sendo este
composto por objetivos de nível de serviço (SLO, do inglês Service Level Objective) que
estabelecem os critérios a serem atendidos para assegurar o cumprimento do SLA. Além do
mais, é normal que o SLA também deﬁna as penalidades impostas pelo não cumprimento do
contrato por qualquer uma das partes.
2.1.2 Provisionamento de recursos a curto prazo
O provisionamento de recursos a curto prazo em ambientes de IaaS preocupa-se com o pro-
visionamento de recursos em um horizonte de alguns minutos. Desta forma, a carga de tra-
balho de uma aplicação deve ditar a quantidade de recursos necessários para suprir a própria
aplicação no próximo horizonte de tempo. Essa carga de trabalho pode ser caracterizada a
partir de uma variedade de métricas, como taxa de utilização de recursos, tempos de resposta,
tamanhos de ﬁlas, dentre outras. As métricas consideradas determinam o nível de intrusão
da abordagem de provisionamento. Dado o cenário de provisionamento como um serviço, o
foco deste trabalho é em técnicas de provisionamento não intrusivas, que consideram apenas
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os dados de utilização dos recursos virtuais obtidos no nível da infraestrutura.
Essencialmente, o provisionamento a curto prazo pode ser realizado de duas formas,
como mostrado na Figura 2.1, que são: (a) vertical, quando variações na carga de traba-
lho da aplicação são supridas modiﬁcando-se a capacidade das máquinas virtuais que estão
executando a aplicação. A modiﬁcação da capacidade da VM se dá através do redimensio-
namento desta em termos de capacidade de recursos; (b) horizontal, quando a quantidade
de máquinas virtuais alocadas é alterada para adaptar a infraestrutura à carga da aplicação.
Nesse caso ocorre um redimensionamento da infraestrutura virtual por meio da aquisição ou
liberação de máquinas virtuais. Quando mais de uma VM serve a aplicação é evidente a
necessidade de um serviço de balanceamento de carga para distribuir e equilibrar a carga de
trabalho da aplicação entre todas as máquinas virtuais alocadas para servi-la.
(a) Elasticidade vertical (b) Elasticidade horizontal
Figura 2.1: Diferentes tipos de provisionamento de recursos.
O cenário de provisionamento como serviço abordado neste trabalho considera a exe-
cução de aplicações horizontalmente escaláveis em ambientes de IaaS onde é empregada
a técnica de provisionamento horizontal. Quando o termo provisionamento for empregado
isoladamente nesse documento, possuirá o sentido de provisionamento horizontal.
2.1.3 Aplicações horizontalmente escaláveis
Uma aplicação é escalável quando seu desempenho melhora com a adição de poder com-
putacional, proporcionalmente à capacidade adicionada. Quando a adição/redução de poder
computacional se dá por meio da alocação ou desalocação de máquinas (sejam virtuais ou
não) e a carga de trabalho é balanceada entre essas máquinas, as aplicações são consideradas
horizontalmente escaláveis. Desta forma, essas aplicações podem ter sua capacidade suprida
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por meio de provisionamento horizontal.
Tais aplicações podem apresentar variações intensas e frequentes na carga de trabalho,
como será mostrado no Capítulo 4, o que signiﬁca que a quantidade de máquinas virtu-
ais necessárias para executá-las, com o nível adequado de desempenho, pode variar com o
tempo. Além do mais, a relação de uso entre os tipos de recursos que caracterizam a carga de
trabalho das aplicações também pode mudar com o tempo e, por conseguinte, inﬂuenciar a
decisão do tipo de instância a ser usado em cada momento do provisionamento. Assim, tanto
a quantidade de máquinas virtuais quanto o tipo dessas máquinas são passíveis de mudança
ao longo do provisionamento.
O nível esperado de QoS da aplicação está relacionado a SLAs ﬁrmados entre o provedor
da aplicação (que é o cliente IaaS) e os seus usuários. Em um SLA, a QoS esperada da
aplicação é deﬁnida por um ou mais SLOs. Essencialmente, cada SLO é composto de três
partes: a métrica (por exemplo, utilização de CPU), o limiar aceitável (por exemplo 90%
de utilização de CPU) e um operador relacional (por exemplo, "menor que"). Assim, nesse
exemplo, considera-se que o objetivo exempliﬁcado é cumprido se o percentual de utilização
de CPU for mantido abaixo de 90% durante a execução da aplicação e descumprido no caso
contrário.
Nesse trabalho, assume-se a existência de ummapeamento que relaciona a satisfação dos
SLOs da aplicação provisionada com o nível de utilização de recursos alocados a ela. Desta
forma, considera-se que os níveis esperados de QoS da aplicação podem ser descritos por
SLOs deﬁnidos em termos da utilização de recursos da infraestrutura (SLO de utilização).
Este mapeamento permite admitir que quanto maior é a utilização de um recurso, menor será
a QoS de uma aplicação executada sobre ele, especialmente quando essa utilização viola um
SLO de utilização. Por exemplo, considerando a aplicação como um serviço web intensivo
em CPU, quanto maior for a utilização de CPU da infraestrutura maior será a disputa por
tempo de CPU entre as instâncias do serviço em execução e, por consequência, maior será o
tempo de resposta da aplicação, com possíveis perdas de requisições por limitação de tempo
de resposta ou rejeição.
Todavia, a decisão sobre a capacidade de recursos necessários para suprir as demandas
da aplicação, em termos do tipo e da quantidade de VMs, está atrelada ao modelo de es-
calabilidade da mesma, que deﬁne como ocorre a relação entre a demanda da aplicação, a
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capacidade de recursos alocados e o nível de utilização destes. Desta forma, conhecendo-se
o modelo de escalabilidade e a demanda por recursos da aplicação é possível deﬁnir com
precisão a capacidade da infraestrutura minimamente necessária para manter os níveis de
utilização abaixo dos limites deﬁnidos nos SLOs. A manutenção dos níveis de utilização de
recursos abaixo e o mais próximo possível dos limiares estabelecidos tanto garante o menor
custo de provisionamento quanto a QoS da aplicação, já que os SLOs presentes nos SLAs
ﬁrmados entre provedor da aplicação e os seus usuários são satisfeitos.
2.1.4 Provisionamento automático baseado em laço controle
A teoria do controle clássica é comumente aplicada para controlar características especí-
ﬁcas de sistemas por meio de modelos de laço fechado de controle com retroalimentação
(do inglês, feedback closed-loop control models). Nesse caso, o controlador monitora pe-
riodicamente o sistema controlado e, com base nas métricas coletadas, ações de controle
são realizadas para regular as características do sistema sob controle. Para o controle de
sistemas computacionais, como no caso desse trabalho, o processo de controle geralmente
envolve a manutenção das características de uma aplicação ou da infraestrutura utilizada para
executá-la. A Figura 2.2 representa o modelo padrão de laço fechado de controle com re-
troalimentação e seus elementos. Hellerstein et al. [32] deﬁnem esses elementos da seguinte
forma:
• Sistema: é o sistema computacional a ser controlado;
• Saída do sistema: é uma característica mensurável do sistema controlado, por exem-
plo, o nível de utilização dos recursos da infraestrutura de execução;
• Valor de referência: é o valor desejado para a saída produzida pelo sistema, por exem-
plo, o limiar estipulado para o nível de utilização dos recursos da infraestrutura;
• Erro de controle: é a diferença entre o valor de referência e a saída medida do sistema;
• Ações de controle: é uma conﬁguração que inﬂuencia o comportamento do sistema
controlado e pode ser dinamicamente ajustada, por exemplo, a quantidade de recursos
que servem a aplicação em execução;
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• Controlador: é responsável por determinar as ações de controle necessárias para que
a saída do sistema seja a mais próxima possível do valor de referência estipulado. O
controlador calcula as ações de controle com base no valor de referência e em valores
atuais e/ou do histórico de saídas do sistema;
• Perturbações: afetam a maneira como as ações de controle inﬂuenciam a saída medida,
por exemplo, ﬂutuações na demanda da aplicação podem afetar o nível de utilização
da infraestrutura em um dado período de controle;
• Ruído: é qualquer efeito que altera a medição da saída produzida pelo sistema contro-
lado, ou seja, um ruído na medição da saída do sistema.
Figura 2.2: Modelo padrão de laço de controle com retroalimentação.
O componente de controle pode ser deﬁnido para atender a diferentes ﬁnalidades e obter
diferentes comportamentos do sistema controlado, que são deﬁnidos com base em um ou
mais objetivos de controle. Segundo a literatura, tais objetivos de controle são normalmente
classiﬁcados em [32]:
• Regulação: busca assegurar que a saída do sistema é igual (ou próxima) ao valor de
referência;
• Otimização: atua para a geração de uma saída do sistema próxima ao valor ótimo;
• Rejeição de perturbações: tenta assegurar que as perturbações que atuam no sistema
não afetem signiﬁcativamente a saída do mesmo.
A dinâmica dos modelos de controle com retroalimentação pode ser aplicada para provi-
sionar automaticamente aplicações implantadas em ambientes IaaS. Nesse sentido, o modelo
de controle atua periodicamente, modiﬁcando a quantidade de VMs alocadas à aplicação,
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caso necessário, a cada laço de controle do sistema de provisionamento para fornecer os re-
cursos virtuais minimamente necessários para manter os níveis de QoS deﬁnidos no SLA da
aplicação.
Todavia, a especiﬁcação do modelo e das ações de controle que atuam no provisiona-
mento da infraestrutura são derivados da técnica utilizada pela solução de provisionamento
empregada. Para técnicas puramente reativas, as ações de controle são deﬁnidas a partir de
regras de provisionamento previamente especiﬁcadas, que estabelecem qual ação de provi-
sionamento deve ser realizada caso um determinado limiar de uma métrica de interesse seja
atingido. Por outro lado, as ações de controle baseadas em técnicas proativas ou preditivas
são continuamente deﬁnidas com base nas estimativas de métricas de interesse produzidas e
em um modelo de planejamento de capacidade, que deﬁne a capacidade de recursos reque-
rida pela aplicação no futuro próximo.
Independente da técnica de provisionamento utilizada, o objetivo do modelo de provisi-
onamento automático baseado em controle pode ser considerado como uma combinação das
categorias acima discriminadas, onde objetiva-se principalmente assegurar o cumprimento
dos SLAs da aplicação, atendendo os SLOs associados com a mínima quantidade de recur-
sos. Nesse contexto, o objetivo de regulação visa atingir os SLOs da aplicação, o que resulta
em um modelo de controle que considera uma métrica de SLO como a saída do sistema e um
limiar de SLO como o valor de referência. Além disso, o objetivo de controle como otimi-
zação é aplicado na tentativa de minimizar os custos de provisionamento através da redução
de VMs adquiridas e evitando penalidades derivadas de violações dos SLAs da aplicação
decorrentes do não cumprimento dos SLOs. Finalmente, o objetivo de rejeição de pertur-
bações consiste em evitar perturbações no sistema devido a variações na carga de trabalho
da aplicação, por exemplo através do uso de controladores preditivos que buscam antecipar
essas variações de carga.
Em resumo, em um cenário de provisionamento automático baseado em controle com
retroalimentação o sistema a ser controlado consiste na aplicação e na infraestrutura sobre a
qual ela executa. As ações de controle correspondem a ações de provisionamento realizadas
na infraestrutura de execução, que reﬂetem no desempenho da aplicação provisionada. Ou
seja, as ações de controle correspondem às modiﬁcações na capacidade da infraestrutura,
ao longo do tempo, para manter a aplicação com um determinado nível de desempenho,
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alocando mais recursos quando a demanda da aplicação aumenta, e liberando recursos tão
logo eles não são mais necessários.
2.2 Provisionamento Automático como um Serviço
O cenário de provisionamento automático como um serviço abordado nesse estudo é com-
posto essencialmente por quatro atores: (i) o usuário ﬁnal da aplicação provisionada que faz
uso do serviço prestado pela mesma; (ii) o provedor da aplicação a ser executada no ambi-
ente de IaaS; (iii) o provedor do serviço de provisionamento automático de recursos; e (iv) o
provedor de IaaS. A relação entre esses atores está representada na Figura 2.3.
Figura 2.3: Visão geral da relação entre atores do serviço de provisi-
onamento automático de recursos em ambientes de IaaS.
Tipicamente, o provedor de uma aplicação horizontalmente escalável adquire VMs de um
provedor de IaaS para executar de forma dedicada a sua aplicação em um ambiente elástico.
No contexto desta tese, esta relação com o provedor de IaaS é intermediada pelo provedor de
provisionamento automático. Assim, existe um usuário de IaaS que é uma combinação des-
ses dois provedores (da aplicação e do serviço de provisionamento automático), criando-se
uma relação de serviço regida por um SLA (SLA-3 na Figura 2.3) que especiﬁca os deveres
do provedor de IaaS e direitos do usuário de IaaS. Em termos gerais, este SLA garante que
(i) o usuário do provedor de IaaS pode adquirir e criar/terminar VMs e que (ii) essas VMs es-
tejam acessíveis em uma parcela predominante do tempo, sob o risco do ônus de pagamento
de penalidades por parte do provedor de IaaS.
A aplicação que executa no ambiente de IaaS é acessada remotamente pelos seus usuários
prestando-os um "serviço" que também deve ser regido por um contrato. Nesse caso, o
SLA-1 presente na Figura 2.3 indica o contrato estabelecido entre o provedor da aplicação
e os usuários dessa aplicação. Esses SLAs são responsáveis por garantir que os usuários da
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aplicação tenham acesso a um serviço com o nível de qualidade aceitável, que é resultado de
uma execução eﬁciente da aplicação.
Adicionalmente, o cenário considerado nesse estudo compreende um quarto ator, que
consiste em um serviço de provisionamento automático que é responsável por gerenciar os
recursos alocados para executar a aplicação no ambiente de IaaS. Esse serviço atua como um
procurador do provedor da aplicação junto ao provedor de IaaS, tendo o papel de adquirir e
liberar recursos (tipicamente VMs) quando necessário, tornando-se também um usuário do
serviço de IaaS por delegação da responsabilidade de gerência da infraestrutura virtual de
execução.
O serviço de provisionamento automático opera em um laço de controle e realiza pe-
riodicamente o planejamento da capacidade da infraestrutura (quantidade de VMs de um
determinado tipo) para acomodar as ﬂutuações da carga de trabalho da aplicação. Desta
forma, a capacidade de recursos alocada na infraestrutura de execução pode ser modiﬁcada
no curto prazo (ordem de minutos) pelo serviço de provisionamento automático. Para tal,
esse serviço atua sobre a infraestrutura de execução a cada ciclo de controle, efetivando as
decisões de provisionamento tomadas. É importante mencionar que ações de provisiona-
mento, sejam de adição ou remoção de recursos, devem considerar a existência de um tempo
para a sua efetivação1, que corresponde ao tempo de responsividade de provisionamento, da
ordem de minutos, segundo estudo apresentado no Apêndice A.
Abordagens reativas estabelecem as ações de provisionamento com base em regras de
provisionamento pré-estabelecidas. Estas regras deﬁnem condições de disparo de ações.
Quando a aplicação monitorada atinge uma dessas condições de disparo, então a ação asso-
ciada deve ser realizada para o provisionamento da aplicação. Já nas abordagens proativas, a
decisão sobre as ações de provisionamento é baseada em métricas de interesse e no modelo
de escalabilidade da aplicação. Todavia, independente da abordagem de provisionamento
empregada, ações de provisionamento são realizadas com base no tipo de instância de VM
estabelecido para provisionar a aplicação.
Para esse trabalho, métricas não intrusivas que são usadas por este serviço de provisi-
onamento correspondem a utilização de recursos alocados. Desta forma, as ﬂutuações da
1Tempo necessário para as ações de provisionamento serem efetivadas e reﬂetirem no desempenho da apli-
cação provisionada.
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carga de trabalho da aplicação são vistas pelo serviço de provisionamento como variações
nas utilização dos diferentes tipos de recursos (CPU, memória, etc.) executando a aplicação.
Assim, para que este serviço de provisionamento automático seja viável, considera-se um
sistema de monitoramento que coleta e disponibiliza periodicamente a utilização de diferen-
tes dimensões de recursos das VMs ativas que executam a aplicação. Um exemplo de serviço
de monitoramento nesses moldes é o CloudWatch da Amazon [53].
De toda forma, quando a estratégia de provisionamento falha, decidindo por uma ca-
pacidade menor do que a necessária, o resultado é a degradação da QoS da aplicação e,
possivelmente, perdas econômicas para o provedor da aplicação devido ao descumprimento
do SLA-1, apesar de reduções no custo de provisionamento. Isto acontece porque os recur-
sos ﬁcam sobre-utilizados. O contrato entre o provedor da aplicação e do serviço automático
de provisionamento (SLA-2 na Figura 2.3) deve considerar limiares adequados de uso dos
recursos que levam à QoS desejada da aplicação2. Quanto maior for a utilização de um re-
curso, a partir de um determinado limiar de saturação, menor será a QoS da aplicação já que
haverá mais competição pelo uso do recurso. Esses limiares deﬁnidos no SLA-2, quando
descumpridos, levam à situação de saturação e queda da QoS da aplicação mencionada an-
teriormente, que podem ﬁndar em penalidades a serem pagas pelo provedor do serviço de
provisionamento ao provedor da aplicação, deﬁnidas no SLA-2. A Figura 2.4 exempliﬁca
uma possível relação entre os SLAs 1 e 2, que respectivamente representam o tempo de res-
posta e o nível de utilização de recursos para um modelo de ﬁla [43]. A partir de um certo
limiar de utilização o crescimento do tempo de resposta deixa de ser linear e passa a ser
exponencial, de forma que quando a utilização aproxima-se de 100% o tempo de resposta
tende a inﬁnito.
Com base na relação entre uso dos recursos e desempenho da aplicação, os SLAs entre
os provedores das aplicações e o serviço de provisionamento (SLA-2) deﬁnem SLOs com
limiares de utilização dos recursos em uso para executar a aplicação. Por exemplo, um SLO
pode deﬁnir que a utilização de CPU das VMs executando a aplicação não deve ultrapassar
80%. Neste caso, espera-se que depois que a utilização do recurso ultrapassa 80% o tempo
de resposta da aplicação cresça, podendo violar o nível aceitável de QoS. Assim, violações
dos SLOs deﬁnidos no SLA-2 podem gerar degradação no desempenho da aplicação, que
2Operações de benchmarking sobre as aplicações provisionadas podem ajudar a determinar esses limiares.
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Figura 2.4: Curva demonstrando o tempo de resposta como uma fun-
ção da utilização para um sistema de ﬁla M/M/m [43].
é possivelmente percebido pelo usuário ﬁnal da aplicação. Se a utilização de recursos for
mantida abaixo, mas o mais próximo possível do limiar estabelecido nos SLOs (do SLA-
2), os SLAs da aplicação (SLA-1) são satisfeitos. Além disso, quanto mais próximo dos
limiares estabelecidos no SLA-2 estiverem as utilizações recursos que executam a aplicação,
menor o custo de execução da aplicação. Ou seja, existe um trade-off entre os objetivos de
minimização do custo de provisionamento e manutenção da QoS da aplicação. Desta forma,
o serviço de provisionamento deve buscar manter os recursos que executam a aplicação com
utilizações mais próximas possíveis porém menores que o estabelecido nos SLOs do SLA-2,
reduzindo assim a probabilidade de ocorrência de violações do SLA-2 enquanto que o custo
de provisionamento é reduzido no longo prazo. Por consequência, espera-se que o SLA-1
seja também cumprido.
Evidentemente, é necessário que exista um certo controle sobre os custos de provisio-
namento praticados pelo serviço de provisionamento de forma a garantir que não apenas os
objetivos de minimização de violações de SLO sejam atingidos. Caso contrário, é natural
que o serviço de provisionamento atue de forma conservadora, buscando super provisionar a
infraestrutura de execução a ﬁm de evitar penalidades pelo não cumprimento do SLA-2. Esse
objetivo de minimização de custos de execução pode ser assegurado na relação entre o pro-
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vedor do serviço de provisionamento e o provedor da aplicação de diferentes formas. Uma
possibilidade pode ser a aplicação de ganhos para o provedor do serviço proporcionais às
economias de custo obtidas em comparação ao custo do provisionamento estático, calculado
a partir do histórico observado de demandas da aplicação. Outra abordagem pode basear-se
em descontos sobre a tarifação do serviço de provisionamento em função do percentual de
recursos desperdiçados. Todavia, a especiﬁcação dessa relação entre provedor do serviço e
provedor da aplicação com base nos custos de provisionamento não é o foco deste trabalho.
Portanto, o principal objetivo do serviço de provisionamento automático consiste em
garantir a QoS desejada para a aplicação horizontalmente escalável ao mesmo tempo que
minimiza o custo de execução da mesma em um ambiente de IaaS. Alguns requisitos são
fundamentais para permitir que este serviço seja oferecido no contexto de IaaS. Um requi-
sito importante consiste na capacidade do serviço de provisionamento automático de prover
recursos automaticamente para diferentes aplicações. Para tal, o serviço deve funcionar com
o mínimo grau de intrusividade. Por isso, este serviço usa informações não especíﬁcas da
aplicação sobre a utilização de recursos alocados, obtidas no nível da infraestrutura virtual.
Complementarmente, outros requisitos são importantes, como ser de fácil implementação e
eﬁciente em termos de conﬁguração, além de ser independente de características especíﬁcas
da carga de trabalho das aplicações. Desta forma, considerando os diferentes requisitos ne-
cessários a um serviço de provisionamento automático, é possível que diferentes aplicações
horizontalmente escaláveis passem a tirar proveito ou explorem o uso da elasticidade ofe-
recida por ambientes de IaaS para executar eﬁcientemente, com níveis aceitáveis de QoS e
fazendo uso otimizado da infraestrutura alocada, a partir de um serviço de provisionamento
automático acessível aos usuários do provedor de IaaS.
2.3 Questões de Pesquisa
Diversas questões sobre o processo de provisionamento automático de recursos em ambi-
entes de IaaS revelam-se essenciais para a construção de uma solução de provisionamento
de aplicações horizontalmente escaláveis nos moldes do escopo deste trabalho. As princi-
pais estão relacionadas ao desempenho das soluções de provisionamento automático, sejam
reativas e proativas. Mais especiﬁcamente, tratam de como atingir de forma eﬁciente e con-
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trolável os objetivos de provisionamento para diferentes aplicações com base em métricas
não intrusivas. Contudo, a questão fundamental que sintetiza essa problemática, e cuja res-
posta corresponde ao objetivo dessa pesquisa, consiste em:
Como realizar eﬁcientemente o provisionamento automático como um serviço em
IaaS considerando diferentes aplicações e métricas não intrusivas? Por eﬁciente-
mente entende-se: que seja capaz de assegurar níveis aceitáveis de QoS das aplicações
e, quando da existência de variação na carga de trabalho, otimizar o uso de recursos e
minimizar os custos de provisionamento.
Essa questão constitui o foco principal desta pesquisa, sendo abordada nos Capítu-
los 5 , 6 e 7. A seguir, decompomos essa questão em sub questões de pesquisa relacionadas
com o intuito de objetivar o seu estudo:
1. Como se dá o desempenho das técnicas de provisionamento, reativas e provativas, em
atingir os diferentes objetivos de provisionamento, considerando diferentes métricas
de interesse uni-e-multidimensionais?
2. Qual é a capacidade das soluções de provisionamento em usar o espaço de conﬁgura-
ções para explorar o trade-off entre os objetivos de provisionamento para as diferentes
aplicações e métricas de interesse?
3. Quão genéricas são as técnicas de provisionamento avaliadas em provisionar eﬁcien-
temente um conjunto distinto de aplicações? Existe dependência entre o desempenho
das soluções e características especíﬁcas da carga de trabalho das aplicações provisio-
nadas?
4. Quão eﬁcientes são as técnicas de provisionamento avaliadas em termos de conﬁgura-
ção para operar no provisionamento das diferentes aplicações com base em diferentes
métricas de interesse?
5. Qual é a complexidade de construção e implementação do serviço de provisionamento
com base nas diferentes técnicas de provisionamento, reativas e provativas?
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6. Como a escolha do tipo de instância de VM a ser usado no provisionamento pode im-
pactar os custos de execução praticados pelo serviço de provisionamento automático?
Capítulo 3
Trabalhos Relacionados
Neste capítulo são descritos trabalhos relacionados ao tema de gerência de capacidade e pro-
visionamento automático de recursos em ambientes de IaaS. A partir de um levantamento do
estado da arte, estes trabalhos são analisados e discutidos segundo a natureza e as caracte-
rísticas de funcionamento da abordagem de provisionamento. Todavia, o principal objetivo
desse levantamento consiste em classiﬁcar as atuais soluções de provisionamento automático
e horizontal de recursos segundo aspectos e características essenciais para a construção de
um serviço de provisionamento automático de aplicações em ambientes de IaaS e Computa-
ção na Nuvem.
3.1 Soluções de Provisionamento Automático de Recursos
O objetivo principal das soluções de provisionamento automático consiste usar mecanismos
dinâmicos para garantir o nível adequado de QoS das aplicações provisionadas e o uso eﬁci-
ente de recursos virtuais adquiridos do provedor de Computação na Nuvem e IaaS. [20]. Da
perspectiva do usuário de IaaS, o provisionamento dinâmico tem sido principalmente usado
para evitar o provisionamento inadequado de recursos para a aplicação sob sua responsabili-
dade ao mesmo tempo que visa a redução de custos de provisionamento [24]. Desta forma,
tais soluções devem ser capazes de lidar com a relação conﬂitante entre a redução de custos
de provisionamento que pode ser alcançada em decorrência da aquisição de recursos do pro-
vedor de IaaS, e a manutenção dos níveis esperados de QoS da aplicação em execução na
infraestrutura adquirida.
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Todavia, da perspectiva do provedor de um serviço de provisionamento automático como
abordado nesse trabalho, o desempenho do serviço restringe-se não apenas a sua habilidade
de lidar com essa relação conﬂitante de objetivos de provisionamento, mas também à eﬁci-
ência da solução quanto a sua generalidade em assegurar tais objetivos para diferentes apli-
cações, de forma independente dos perﬁs de carga de trabalho destas. Além disso, o serviço
deve operar a partir de métricas não especíﬁcas da aplicação provisionada, por questões prin-
cipalmente de generalidade e desacoplamento das aplicações provisionadas e de privacidade
de informações dos usuários do serviço de provisionamento automático.
Desta forma, a partir de um levantamento do estado da arte foi desenvolvida uma taxono-
mia para classiﬁcar as soluções de provisionamento automático e horizontal em um cenário
de provisionamento como um serviço. Os diferentes aspectos presentes na taxonomia des-
crita na Figura 3.1 e usados na classiﬁcação das soluções são os seguintes:
• Modo de operação da abordagem: consiste em como as ações de provisionamento
são realizadas, de maneira reativa ou proativa; Técnicas reativas baseiam-se em infor-
mações pontuais de demanda para a tomada de decisão de provisionamento, enquanto
que abordagens proativas realizam o planejamento de capacidade da infraestrutura com
base em estimativas de demandas baseadas no histórico destas;
• Técnica de provisionamento: técnicas usadas como base das decisões de provisiona-
mento realizadas, baseadas em regras de provisionamento ou na análise do histórico
de métricas coletadas, através de modelos de teoria das ﬁlas (QT, do inglês Queueing
Theory), de predição de séries temporais (TS, do inglês Time Series), de aprendizagem
por reforço (RL, do inglês Reinforcement Learning) ou outras;
• Tipo da métrica de provisionamento: o tipo de informações exigidas pela solução
de provisionamento horizontal é deﬁnido pela origem de obtenção da informação, que
podem ser: a aplicação, a infraestrutura virtual ou a infraestrutura física;
• Nível de intrusividade: informações utilizadas pela técnica para decidir sobre as
ações de provisionamento, classiﬁcadas pelo nível de intrusão que a coleta desta infor-
mação proporciona à aplicação provisionada. Apenas informações obtidas no nível da
infraestrutura de execução são consideradas não intrusivas e podem ser consideradas
por um serviço de provisionamento automático;
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• Multiplicidade de dimensões: deﬁne como o provisionamento deve ser realizado em
termos das dimensões de recursos consumidos pela aplicação em execução, conside-
rando uma única dimensão ou múltiplas dimensões de recursos computacionais;
• Seleção de tipo de instância: trata sobre qual tipo de instância de VM é utilizado
no provisionamento e como esse tipo é deﬁnido, se de forma estática no início do
processo de provisionamento ou dinamicamente durante o provisionamento em função
da demanda por recursos.
Figura 3.1: Taxonomia para o provisionamento automático em IaaS.
3.1.1 Métodos de provisionamento automático: vertical e horizontal
O provisionamento vertical consiste no aumento ou diminuição, em tempo de execução, da
capacidade atribuída a uma instância de máquina virtual em execução. Por outro lado, o
provisionamento horizontal é baseado na gerência de capacidade de uma infraestrutura de
execução por meio da replicação de recursos virtuais, em que VMs são alocadas ou desa-
locadas da infraestrutura virtual a ﬁm de modiﬁcar sua capacidade. A abordagem de provi-
sionamento vertical é tratada na literatura por diversas pesquisas [22, 29, 47, 57, 58, 64, 67]
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principalmente pela sua utilidade em cenários com variações intensas na carga de trabalho,
que requerem um menor tempo de responsividade das ações de provisionamento. Ao mesmo
tempo, a técnica é limitada em termos da capacidade de recursos que pode ser aumentada,
uma vez que uma VM não pode crescer além da capacidade dos servidores físicos. Além
disso, essa abordagem não é usualmente oferecida pelos provedores públicos de Computação
na Nuvem, principalmente devido à complexidade adicionada ao gerenciamento de recursos
do provedor. Desta forma, esse método de provisionamento é mais comum em soluções ou
serviços privados de IaaS, como OpenStack [19]. Tal método de provisionamento encontra-
se fora do escopo desta pesquisa, que foca em provisionamento automático e horizontal como
um serviço em ambientes de IaaS.
O método de provisionamento horizontal está atualmente em uso tanto em provedores
de IaaS privados quanto públicos [3, 30, 51]. Esse método também é exaustivamente explo-
rado pela a academia para o desenvolvimento de soluções de provisionamento automático
de recursos [2, 8, 9, 11–15, 21, 23, 25, 27, 33, 35, 36, 40, 44, 48, 49, 52, 55, 56, 61–63, 66]. A
implementação deste método requer a habilidade de decidir quando e como a capacidade
da infraestrutura deve ser modiﬁcada em termos da quantidade de recursos necessários em
diferentes dimensões para manter a aplicação em execução com níveis aceitáveis de QoS.
Além do mais, esse planejamento também deve deﬁnir as ações de provisionamento a serem
realizadas em função dos tipos de instância de VM oferecidos pelos provedores de IaaS. Este
planejamento de capacidade pode operar, de forma reativa, reagindo a mudanças na demanda
da aplicação (ou na utilização de recursos) ou de forma proativa, através de estimativas de
mudanças na carga de trabalho e da antecipação das ações de provisionamento. Independen-
temente do modo de operação da solução, reativo ou proativo, o nível e o tipo de informações
exigidas por cada técnica a caracteriza segundo o nível de intrusividade da abordagem.
3.1.2 Provisionamento horizontal e reativo
Técnicas reativas intrusivas
Técnicas de provisionamento como modo de operação reativo são bastante comuns, sendo
oferecidas pela maior parcela das soluções comerciais de IaaS, tais como aquelas forneci-
das pela Amazon AWS [3], Rackspace [51] e Google [30]. Essa popularidade deriva-se da
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facilidade de implementação e uso de tais técnicas [38]. As soluções reativas mais comuns
na literatura são tidas como intrusivas, que exigem informações especíﬁcas da aplicação,
tais como, tempos de resposta, taxa de chegada de requisições, comprimentos de ﬁla e de-
mandas de requisições [9, 11, 12, 23, 40, 55]. Na prática, espera-se que soluções intrusivas
apresentem melhor desempenho, uma vez que as métricas consideradas no provisionamento
estão diretamente relacionadas à QoS da aplicação provisionada e possuem maior potencial
de conduzir a melhores decisões de provisionamento. No entanto, o nível de informação re-
querido por essas abordagens as caracterizam como soluções de provisionamento intrusivas,
logo não aplicáveis ao cenário de provisionamento automático como um serviço proposto
nesse trabalho.
As soluções propostas por Calcavecchia et al. [11], Fitó et al. [23] e Seung et al. [55] ope-
ram em reação ao tempo de resposta de uma aplicação Web em execução na infraestrutura.
De forma especíﬁca, a primeira solução utiliza um modelo de ﬁlas para medir o desempenho
da aplicação em termos do tempo de resposta e com base em limiares da taxa de chegada de
requisições e da taxa de serviço da aplicação dispara ações de provisionamento da aplicação.
A segunda solução, por sua vez, classiﬁca o tempo de resposta da aplicação provisionada
em diferentes níveis de intensidade e relaciona cada classe de tempo de resposta com uma
ação de provisionamento correspondente, ou seja, para cada limiar de tempo de resposta
atingido uma ação de provisionamento é disparada. Por ﬁm, o trabalho de Seung et al. pro-
põe o CloudFlex, que opera com base em um modelo de laço de controle e dispara ações de
provisionamento associadas a limiares de tempo de resposta da aplicação provisionada.
Bonvin et al. [9] propõe uma solução de provisionamento reativo, que atua de forma ho-
rizontal e vertical, baseada em agentes que executam na mesma infraestrutura da aplicação
e são capazes de monitorar o tempo de resposta da mesma. Nesse sentido, sempre que um
agente avalia que uma instância da aplicação está com tempo de resposta acima do aceitá-
vel uma ação de provisionamento é executada. Calheiros et al. [12] desenvolveu o Aneka,
que consiste em uma solução reativa de provisionamento distribuído entre infraestruturas de
Nuvem e de grades computacionais. Essa solução considera informações sobre o tempo de
execução de tarefas de uma aplicação e a demanda desta aplicação para provisionar recursos
computacionais, com o intuito de reduzir o tempo de execução e os custos da aquisição de
recursos. Por ﬁm, a solução de Marshall et al. [40] realiza o provisionamento automático e
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reativo em função da ﬁla de tarefas da aplicação a serem executadas, onde a quantidade de
recursos para execução da aplicação é decidido a partir de métricas computadas dessa ﬁla,
como o tempo entre chegadas de tarefas, tempo de espera em ﬁla, etc.
Técnicas reativas não intrusivas
Existem abordagens reativas que baseiam-se apenas em informações obtidas no nível da
infraestrutura de execução, i.e. infraestrutura virtual adquirida do provedor de IaaS. Estas
métricas apresentam uma relação indireta com as métricas de QoS da aplicação e são tidas
como não intrusivas. Em geral essas soluções utilizam limiares de utilização de recursos
da infraestrutura para disparar ações de provisionamento da aplicação em execução, como
proposto por Ghanbari et al. [27], Lim et al. [35], Netto et al. [48] e Righi et al. [21]. No
entanto, como demonstrado no decorrer deste trabalho, tais técnicas são limitadas pela com-
plexidade em encontrar conﬁgurações para os diferentes cenários de demanda da aplicação,
onde conﬁgurações padrão nem sempre são suﬁcientes, além de ter sua eﬁcácia questionável
para cenários com intensa variação de carga de trabalho [38].
As abordagens de provisionamento desenvolvidas por Ghanbari et al. [27], Lim et al.
[35], Netto et al. [48] e Righi [21] baseiam-se em regras de provisionamento deﬁnidas em
função da utilização de CPU da infraestrutura de execução. A primeira utiliza um sistema
de votação associado a regras de provisionamento para deﬁnir quando as ações de provisio-
namento devem ser realizadas para provisionar uma aplicação Web em execução. As demais
atuam com base em limiares ou regras de provisionamento adaptativas e diferem entre si em
relação ao algoritmo utilizado para estabelecer as novas conﬁgurações de regras de provi-
sionamento. Lim et al. fazem uso de um controlador integral que deﬁne novos valores de
limiares com base na diferença entre os valores de utilização de CPU medidos e o limiar
conﬁgurado a cada momento. Ao invés de adaptar conﬁgurações de limiares de provisiona-
mento, Netto et al. [48] utilizam uma abordagem adaptativa que modiﬁca as conﬁgurações
da quantidade de recursos provisionados com base na quantidade de VMs alocadas e no per-
centual de uso da infraestrutura. Por ﬁm, a solução de Righi et al. [21] realiza a conﬁguração
dos limiares de provisionamento a partir de um algoritmo inspirado no controle de con-
gestionamento do protocolo TCP (do inglês, Transmission Control Protocol), considerando
informações de utilização de CPU frequentemente coletadas da infraestrutura de execução.
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3.1.3 Provisionamento horizontal e proativo
Técnicas proativas intrusivas
Assim como nas soluções reativas, entre as soluções proativas de provisionamento automá-
tico também é predominante o uso de informações intrusivas no processo de provisionamento
automático. A maior parcela das soluções de provisionamento proativo consideram informa-
ções especíﬁcas da aplicação em execução [2, 8, 13, 15, 25, 33, 36, 49, 52, 56, 61, 63, 66]. Em
geral, estes trabalhos utilizam métricas obtidas diretamente da aplicação, como tempo de res-
posta, taxa de chegada de requisições e quantidade de usuários no sistema para decidir ações
de provisionamento realizadas sobre a infraestrutura de execução da aplicação de interesse.
Técnicas de provisionamento de modelos de ﬁlas O trabalho desenvolvido por Urga-
onkar et al. [61] propõe, por meio de análises experimentais, uma técnica para o provisi-
onamento automático de recursos virtuais que opera através da combinação de abordagens
proativas e reativas de atuação. A abordagem proativa consiste na produção de estimativas
de picos de demanda recebida pela aplicação em execução, em termos da taxa de chegada
de requisições, para cada hora. A abordagem reativa corresponde a um modo de atuação
conservador que opera para corrigir erros de predição no longo prazo ou em reação a picos
de demanda não previstos. Independentemente do modo de operação, o planejamento de ca-
pacidade da infraestrutura de provisionamento é realizado com base em um modelo de ﬁlas
que calcula a quantidade de recursos necessários a partir da taxa de chegada de requisições
estimada para manter o tempo de resposta da aplicação conforme o estabelecido no SLA da
mesma.
De forma semelhante, a solução de provisionamento proposta por Ali-Eldin et al. [2]
opera através de técnicas de provisionamento proativo e reativo, que são combinadas de di-
ferentes formas para decidir sobre as ações de provisionamento a serem realizadas. Todavia,
independente do modo de operação empregado, as decisões de provisionamento são tomadas
com base na capacidade de serviço da infraestrutura, em termos de taxa de requisições por
segundo servidas. Para tal, um modelo de ﬁlas também é adotado para modelar a capacidade
de recursos necessária para suprir as demandas a partir de um fator de tendência aplicado
sobre a taxa de requisições por segundo monitorada.
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Casalicchio et al. [15] propõem uma abordagem de provisionamento automático, pro-
ativo e reativo, que considera tanto métricas especíﬁcas da aplicação quanto métricas de
utilização da infraestrutura de execução. As políticas de provisionamento reativo atuam di-
retamente com base em medições da utilização de CPU da infraestrutura e no tempo de
respostas da aplicação, enquanto que as políticas proativas fazem uso de um modelo de ﬁ-
las para estimar a capacidade de recursos necessária para assegurar os níveis esperados de
QoS a partir do tempo de resposta e da taxa de chegada de requisições. Apesar do uso de
métricas não intrusivas, a necessidade de métricas especíﬁcas da aplicação provisionada pro-
move um caráter intrusivo à solução proposta, além de tornar-la fortemente dependente de
características do serviço prestado pela aplicação em execução.
Kingﬁsher, proposto por Sharma et al. [56], é uma solução de provisionamento automá-
tico e proativo de recursos que atua com base na replicação, ou provisionamento horizontal,
e migração de recursos. A solução tem por objetivo otimizar os custos de provisionamento
em termos da quantidade de recursos adquiridos e em relação ao custo operacional de mi-
gração da aplicação para uma nova conﬁguração de infraestrutura. O estudo baseia-se na
relação de custos entre as duas técnicas de provisionamento consideradas, e por esse motivo
considera um preditor perfeito de demanda, em termos da taxa de requisições por segundo.
Essas estimativas de demanda são utilizadas pela solução para estimular um modelo de ﬁla
que computa a capacidade de recursos requerida pela aplicação no futuro próximo para as-
segurar os SLAs da aplicação em termos dos tempos de resposta da aplicação. No entanto, a
solução também caracteriza-se em uma abordagem intrusiva por necessitar especiﬁcamente
de métricas coletadas no nível da aplicação em execução na infraestrutura provisionada.
O AutoMAP proposto por Beltrán et al. [8] faz uso de uma abordagem de provisiona-
mento automático que baseia-se em uma rede de ﬁlas para realizar o provisionamento de
aplicações múltipla camada, interativas ou em lote, onde cada camada é provisionada indivi-
dualmente. O modelo de ﬁlas calcula o tempo de resposta esperado para cada camada com
base na taxa de chegada de requisições e na utilização de CPU da infraestrutura. Todavia,
a solução também requer informações especíﬁcas da aplicação para atuar eﬁcientemente e
portanto é considerada como uma abordagem de provisionamento intrusiva à aplicação pro-
visionada.
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Técnicas de provisionamento de análise de séries temporais Diferentemente das solu-
ções descritas anteriormente, que utilizam essencialmente técnicas de provisionamento ba-
seadas em modelos de ﬁlas, a técnica de provisionamento desenvolvida por Yang et al. [66]
utiliza uma técnica de provisionamento baseada em análise de séries temporais, que usa um
modelo de regressão linear para estimar a carga de trabalho em termos da taxa de chegada de
requisições à aplicação. Desta forma, a estimativa dessa taxa é usada para confrontar limia-
res de regras de provisionamento pré-deﬁnidos e decidir sobre as ações de provisionamento
a serem realizadas. O que torna a solução essencialmente intrusiva à aplicação, uma vez
que considera apenas métricas especíﬁcas sobre a taxa de chegada de requisições. A solução
combina um pré provisionamento horizontal com o provisionamento vertical em tempo real,
onde a decisão entre os métodos de provisionamento é realizada com base em uma estratégia
gulosa que visa obter recursos verticalmente enquanto aloca recursos horizontalmente.
Outra abordagem de provisionamento automático e proativo que baseia-se em análise de
séries temporais é proposta por Roy et al. [52]. A solução usa informações sobre a quanti-
dade de diferentes usuários que acessam a aplicação a cada momento do tempo para planejar
a capacidade da infraestrutura de execução. O objetivo da solução é minimizar os custos de
provisionamento em duas dimensões, na aquisição de recursos e em relação às penalidades
devido a violações de SLA, deﬁnidas em termos do tempo de resposta da aplicação. Para
tal, a solução faz uso de um laço de controle que, a partir de estimativas de demanda ge-
radas por um modelo de predição de auto-regressão com média móvel (ARMA, do inglês
Auto-Regressive Moving Average), realiza periodicamente o planejamento de capacidade
da infraestrutura de execução da aplicação. Todavia, a solução também conﬁgura-se como
intrusiva à aplicação em execução, uma vez que requer informações especíﬁcas da mesma.
Vadara é um arcabouço proposto por Loff et al. [36] para o provisionamento de elasti-
cidade em ambientes de Nuvem com base em métricas de demanda de tarefas da aplicação
a partir de modelos de predição. A solução utiliza uma combinação dos modelos de pre-
dição séries temporais para melhorar a acurácia das estimativas de demanda. A técnica é
avaliada com base em rastros de aplicações em execução na Google através de predições
do número de tarefas a serem executadas a partir da combinação dos modelos de predição:
Holt-winters, ARIMA e StructTS. Apesar da técnica apresentar-se como uma solução gené-
rica de provisionamento, as métricas utilizadas pela solução são obtidas no nível da aplicação
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em execução e não encontram-se disponíveis para os provedores de computação. Por esse
motivo, considera-se a abordagem não aplicável ao cenário de provisionamento automático
como um serviço em IaaS.
AGILE, proposto por Nguyen et al. [49], propõe tanto uma técnica de predição de car-
gas de trabalho a partir de transformadas Wavelet (entre tempo e frequência), usadas para
a predição de utilização de CPU e memória, quanto um arcabouço para o provisionamento
automático horizontal de recursos para infraestruturas de IaaS. Apesar da técnica de predição
ser utilizada com métricas obtidas no nível da infraestrutura virtual, as decisões envolvendo
o planejamento de capacidade dependem do perﬁlamento da aplicação, que é realizado em
função do tempo resposta da aplicação. Esse perﬁlamento é usado para gerar um modelo de
pressão (do inglês, pressure model), que modela a relação entre recursos alocados e usados
pela aplicação para um dado percentual de SLO deﬁnido em termos do tempo de resposta,
que por sua vez é deﬁnido com base na taxa de requisições por segundo e no tipo das requi-
sições. Por esse motivo, a técnica de provisionamento mostra-se intrusiva e não aplicável ao
cenário de provisionamento como um serviço proposto nesse trabalho.
O trabalho de Verma et al. [63] descreve um modelo de predição de demanda de recur-
sos a partir de uma classiﬁcação de aplicações com base em características de alto nível (por
exemplo, número de funcionalidades e status do serviço em execução), em dados de recursos
requisitados pela aplicação e na utilização de CPU da infraestrutura de execução. O provisi-
onamento é realizado de forma horizontal com base em VMs com diferentes capacidades de
CPU e utiliza dois níveis de predição, uma no curto e outra longo prazo quando a demanda
apresenta tendências crescentes. As predições no curto prazo baseiam-se nos modelos de
predição de séries temporais ARX e ARMAX, enquanto que modelos de EMA (do inglês,
Exponential Moving Average) e de sazonalidade são usados para predições no longo prazo.
O objetivo principal da técnica é minimizar o tempo de indisponibilidade da aplicação, em
que a aplicação ﬁca inacessível (down-time).
Técnicas de provisionamento de modelos de ﬁlas e análise de séries temporais Entre-
tanto, existem outros tipos de soluções de provisionamento horizontal e proativo cujas abor-
dagens combinam técnicas de provisionamento de modelos de ﬁlas e de análise de séries
temporais, como os trabalhos de Gandhi et al. [25], Jiang et al. [33] e Calheiros et al. [13].
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Gandhi et al. [25] propõem uma solução de provisionamento horizontal com base emmodelo
de ﬁlas e ﬁltros de Kalman para estimar a quantidade de recurso requerida pela aplicação a
cada instante de tempo. Desta forma, a solução considera dois níveis de métricas, da infraes-
trutura virtual (utilização de CPU) e da aplicação (taxa de requisições por segundo e tempo
de resposta), assumindo que não é possível capturar todas as características da aplicação sem
ser intrusivo ao espaço do usuário do serviço de provisionamento.
Jiang et al. [33] desenvolvem uma solução de provisionamento proativo horizontal que
opera com base em métricas intrusivas da taxa de requisições por segundo e modelos de
predição baseados em regressões lineares. No processo de predição a escolha do tamanho
de histórico de dados considerados baseia-se em coeﬁcientes de autocorrelação calculados
com base em dados de requisições por segundo coletados no tempo. Essas predições são
utilizadas para alimentar um modelo de ﬁla que avalia a relação entre latência da aplicação
e custo, relacionado ao número de VMs e o preço de aquisição, e deﬁne a quantidade de
recursos necessários para executar a aplicação com o nível esperado de QoS.
Finalmente, o trabalho de Calheiros et al. [13] apresenta uma técnica de provisiona-
mento horizontal baseada em predições de carga de trabalho a partir do modelo de predição
ARIMA. A técnica de provisionamento realiza periodicamente predições da taxa de chegada
de requisições e utiliza um modelo de ﬁla para computar a quantidade de recursos necessá-
rios para provisionar a aplicação em um futuro próximo, mantendo o tempo de resposta da
aplicação abaixo de um limiar e considerando a possibilidade de rejeição de requisições, que
determinam o nível de QoS da aplicação. Desta forma, as métricas consideradas no processo
de provisionamento posicionam a técnica como sendo intrusiva à aplicação provisionada em
um cenário de provisionamento automático como um serviço.
Técnicas proativas não intrusivas
Apesar da diversidade de trabalhos que propõem soluções de provisionamento proativo in-
trusivas, o escopo deste trabalho limita-se à investigação de soluções de provisionamento que
atuam de forma não intrusiva, ou seja, que necessitam apenas de informações sobre o nível
de utilização de recursos das VMs para tomar decisões de provisionamento. Caron et al. [14]
e Vasic´ et al. [62] propõem soluções proativas que são não intrusivas. No entanto, essas so-
luções tornam-se não adequadas para um cenário de provisionamento automático como um
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serviço, seja respectivamente por necessitar de informações especíﬁcas sobre a aplicação na
conﬁguração do algoritmo de predição do provisionamento ou por considerar métricas não
disponibilizadas na prática pelos atuais provedores de IaaS.
A primeira destas soluções requer informações especíﬁcas da aplicação para a conﬁgura-
ção do algoritmo de predição de carga de trabalho da aplicação, que baseia-se no histórico do
casamento de padrões da carga (do inglês pattern matching) [14]. Essa conﬁguração neces-
sita de informações sobre o tempo do processamento de requisições para conﬁgurar a técnica
de provisionamento. Especiﬁcamente, a técnica utilizada consiste em uma adaptação do al-
goritmo Knuth-Morris-Pratt (KMP) que estima a utilização de CPU futura da infraestrutura
com base em padrões de uso do passado. A solução de Vasic´ et al., por sua vez, propõe um
arcabouço de provisionamento automático que atua proativamente através de classiﬁcadores
de assinaturas de carga de trabalho, derivada de métricas de baixo nível da infraestrutura (por
exemplo, taxa de operações por segundo, o uso do cache L2, quantidade de eventos na tabela
de páginas, etc.), que não são fornecidos pelos atuais provedores de IaaS [62] e encontram-se
disponíveis apenas no nível de infraestrutura física.
Como já destacado, o provisionamento automático como um serviço em IaaS requer que
soluções de provisionamento consideradas pelo serviço necessitem apenas de informações
que possam ser facilmente obtidas no nível da VM ou da infraestrutura virtual, como exem-
plo do histórico de utilização de recursos da infraestrutura. Nesse sentido, o arcabouço de
provisionamento automático proposto por Morais et al. [44] é a solução proativa que melhor
enquadra-se nesse cenário de provisionamento, uma vez que utiliza apenas dados temporais
de utilização e alocação de CPU e um limite aceitável de utilização desse recurso, deﬁnido
pelo usuário do serviço, para tomar decisões de provisionamento horizontal. Para tal, a solu-
ção calcula periodicamente estimativas da demanda da aplicação provisionada com base em
modelos de predição de séries temporais e confronta estas estimativas com o limite de uti-
lização deﬁnido. Contudo, o modelo de predição utilizado nesse processo é periodicamente
selecionado dentre um conjunto de preditores pré-deﬁnidos, sendo aquele que apresenta o
melhor desempenho em termos de custo de provisionamento e manutenção da QoS da apli-
cação em execução.
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3.1.4 Provisionamento horizontal e multidimensional
Como observado nas seções anteriores, as soluções de provisionamento automático abran-
gem tanto as soluções com modo de operação reativo como as abordagens que operam pro-
ativamente. Todavia, independente do modo de operação das soluções, as abordagens de
provisionamento conhecidas, em geral, priorizam a estimativa da quantidade de recursos
necessários para executar a aplicação provisionada em apenas uma dimensão de recurso,
essencialmente utilização de CPU. Além disso, entre essas abordagens de provisionamento
horizontal é dominante o uso de um único tipo de instância de VM, não necessariamente o
tipo mais economicamente rentável para o provisionamento.
Até onde se sabe, Sharma et al. [56], Yang et al. [66], Beltrán et al. [8], Verma et al. [63]
e Vasic´ et al. [62] propõem abordagens de provisionamento horizontal que abordam o pro-
blema de seleção do tipo de instância. A solução Vasic´, dentre estas, é a única que utiliza
múltiplas métricas no processo de seleção do tipo de instância, que apesar de serem métricas
não disponíveis no nível da infraestrutura virtual de execução, estão indiretamente relacio-
nadas ao consumo de CPU e memória, mas não são disponibilizadas pelos atuais provedores
de IaaS. Todas as demais soluções de provisionamento usam uma única dimensão de recurso
para decidir qual tipo de VM usar, desconsiderando o impacto de outras dimensões de recur-
sos no desempenho da aplicação, o que pode levar a violações de SLO e redução dos níveis
de QoS da aplicação [45].
A primeira solução, proposta por Sharma et al., seleciona o tipo de instância mais econô-
mico com base na análise empírica de desempenho dos tipos de instância e no preço relacio-
nado a cada tipo. Yang et al. propõe um modelo de provisionamento horizontal de recursos
que considera diferentes tipos de instância para avaliar questões de custo de aquisição de
VMs em um cenário de Nuvem pública, todavia as avaliações realizadas fazem uso apenas
de informações relacionadas ao consumo de CPU. No trabalho de Beltrán et al. a decisão
pelo tipo de VM é realizada com base em um otimizador que decide o tempo de resposta da
aplicação com base em tipos de VM com diferentes capacidades de CPU e no custo associ-
ado pelo uso de cada um dos tipos. No trabalho de Verma et al. a seleção é executada com o
objetivo de minimizar o desperdício de recursos alocados, particularmente em termos de uni-
dades de CPU, desconsiderando custos associados à aquisição de recursos em um ambiente
de IaaS.
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Desta forma, é importante observar que independentemente da abordagem seguida, di-
ferentes dimensões de recursos devem ser consideradas para incluir a seleção automática de
instâncias em uma solução de provisionamento automático existente. Além disso, entender
como os recursos alocados são consumidos é fundamental para escolher o tipo de instância
a ser usado com a melhor relação custo-benefício. Desta forma, as soluções intrusivas ba-
seadas apenas em métricas especíﬁcas da aplicação (tempos de resposta, taxas de chegada,
etc.) também devem observar ou estimar métricas de uso de recursos (CPU, memória RAM,
Disco, etc.) para executar uma seleção de tipo de instância no processo de provisionamento.
As soluções que já reúnem informações relacionadas ao uso de recursos são mais adequa-
das para incluir um seletor de tipo de instância, uma vez que já monitoram as informações
necessárias ao processo de seleção.
3.2 Considerações
A partir da revisão de literatura realizada pode-se observar que o problema de provisiona-
mento automático de aplicações é amplamente explorado pela academia. Diversos são os
trabalhos que abordam essa temática a partir de diferentes enfoques e cenários de provi-
sionamento. Percebe-se que a maior parcela das soluções de provisionamento automático
propostas na literatura fazem uso de técnicas de provisionamento intrusivas e dependentes
de informações especíﬁcas da aplicação provisionada. Em geral essas informações são uti-
lizadas para estimar as necessidades da aplicação em termos de recursos computacionais
necessários para a sua execução. Todavia, apenas soluções de provisionamento horizontal
não dependentes desse nível de informação, ditas não intrusivas, mostram-se adequadas para
compor um serviço de provisionamento automático em ambientes de IaaS como o proposto
nesse trabalho.
Conforme a revisão da literatura realizada, não observa-se trabalho relacionado com o
uso de soluções de provisionamento na construção de um serviço de provisionamento au-
tomático em ambientes de IaaS. Até onde se sabe, este é o primeiro trabalho que avalia a
eﬁciência e as limitações do uso de técnicas de provisionamento, reativo e proativo, em um
cenário de provisionamento automático como um serviço. Essa avaliação baseia-se tanto em
um estudo generalista das técnicas de provisionamento com diferentes modos de operação,
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quanto no desempenho de soluções de provisionamento não intrusivas, que utilizam infor-
mações obtidas no nível da infraestrutura virtual disponibilizadas pelos provedores de IaaS
e Computação na Nuvem.
Adicionalmente, como será apresentado no Capítulo 7, esse trabalho propõe o uso de
métricas multidimensionais de utilização de recursos no planejamento de capacidade da in-
fraestrutura de forma a permitir uma seleção de diferentes tipos de instância no processo de
provisão da aplicação ao longo do tempo. Isso revela um outro nível de decisão que pode
aprimorar a forma como a infraestrutura se adapta às mudanças na carga de trabalho da apli-
cação em diferentes dimensões e a ﬁm de evitar-se um potencial desperdício de recursos, que
causa elevações nos custos de execução e provisionamento da aplicação.
A Tabela 3.1 apresenta um sumário da classiﬁcação de trabalhos existentes na literatura
e discutidos nesse capítulo sobre o provisionamento automático e horizontal de aplicações
em ambientes de IaaS. Essa classiﬁcação é conduzida em relação a diferentes aspectos ine-
rentes ao processo de provisionamento automático, desde o modo de operação da técnica de
provisionamento até o nível de intrusividade das soluções e o uso de múltiplas dimensões de
recursos e de tipos de instancia de VM nas decisões de provisionamento realizadas. Dentre
as soluções classiﬁcadas, aquelas em destaque na tabela são as que reúnem as características





Tabela 3.1: Classiﬁcação de soluções de provisionamento auto-
mático de recursos.
Referência Método Operação Técnica Tipo de Métrica Intrusividade Multidimensional Tipo de Instância
Vijayakumar et al. [64] Vertical Reativo TS Aplicação Intrusivo Não —
Shen et al. [57] Vertical Proativo e
Reativo
TS Infra. virtual Não intrusivo Não —
Spinner et al. [58] Vertical Proativo TS Aplicação e
Infra. virtual
Intrusivo Não —
Dawoud et al. [22] Vertical Proativo TS Aplicação e
Infra. virtual
Intrusivo Sim —
Yazdanov et al. [67] Vertical Proativo TS + RL Aplicação Intrusivo Sim Dinâmico




Gong et al. [29] Vertical Proativo TS Infra. virtual Não intrusivo Não —
Bonvin et al. [9] Horizontal e
Vertical
Reativo Regras Aplicação Intrusivo — Estático
Sharma et al. [56] Horizontal e
Vertical
Proativo QT Aplicação Intrusivo Não Dinâmico
Beltrán et al. [8] Horizontal e
Vertical







Tabela 3.1 – Continuação
Referência Método Operação Técnica Tipo de Métrica Intrusividade Multidimensional Instância
Yang et al. [66] Horizontal e
Vertical
Proativo Regras e TS Aplicação Intrusivo Sim Dinâmico
Marshall et al. [40] Horizontal Reativo Regras e QT Aplicação Intrusivo Não Estático
Seung et al. [55] Horizontal Reativo Regras Aplicação Intrusivo Não Estático
Fitó et al. [23] Horizontal Reativo Regras Aplicação Intrusivo — Estático
Calcavecchia et al. [11] Horizontal Reativo Regras Aplicação Intrusivo — Estático
Calheiros et al. [12] Horizontal Reativo Regras Aplicação Intrusivo — Estático
Lim et al. [35] Horizontal Reativo Regras e TS Infra. virtual Não intrusivo Não Estático
Ghanbari et al. [27] Horizontal Reativo Regras Infra. virtual Não intrusivo Não Estático
Netto et al. [48] Horizontal Reativo Regras Infra. virtual Não intrusivo Não Estático
Righi et al. [21] Horizontal Reativo Regras Infra. virtual Não intrusivo Não Estático
Urgaonkar et al. [61] Horizontal Proativo e
Reativo
Regras e QT Aplicação Intrusivo Não Estático
Ali-Eldin et al. [2] Horizontal Proativo e
Reativo
QT Aplicação Intrusivo — Estático
Casalicchio et al. [15] Horizontal Reativo Regras e QT Aplicação e
Infra. virtual
Intrusivo Não Estático
Roy et al. [52] Horizontal Proativo TS Aplicação Intrusivo Não Estático





Tabela 3.1 – Continuação
Referência Método Operação Técnica Tipo de Métrica Intrusividade Multidimensional Instância
Gandhi et al. [25] Horizontal Proativo TS e QT Aplicação e
Infra. virtual
Intrusivo Não Estático
Verma et al. [63] Horizontal Proativo TS Aplicação e
Infra. virtual
Intrusivo Não Dinâmico
Nguyen et al. [49] Horizontal Proativo TS Aplicação e
Infra. virtual
Intrusivo Sim Estático
Jiang et al. [33] Horizontal Proativo TS e QT Aplicação Intrusivo — Estático
Calheiros et al. [13] Horizontal Proativo TS e QT Aplicação Intrusivo — Estático
Caron et al. [14] Horizontal Proativo TS Infra. virtual Não intrusivo Não Estático
Morais et al. [44] Horizontal Proativo TS Infra. virtual Não intrusivo Não Estático
Vasic´ et al. [62] Horizontal Proativo TS Infra. física Não intrusivo Sim Dinâmico
Capítulo 4
Metodologia
Este capítulo descreve o processo metodológico adotado na realização dos estudos sobre o
provisionamento automático como um serviço em IaaS e sobre o uso de diferentes tipos
de instância de máquinas virtuais no provisionamento automático de aplicações horizontal-
mente escaláveis. Detalhadamente, o capítulo apresenta o processo experimental seguido
pelas análises realizadas, descreve o modelo de simulação utilizado nessas análises, realiza
uma caracterização de dados de utilização de recursos considerados nas simulações e deﬁne
as métricas consideradas para avaliação do serviço de provisionamento e das técnicas de
provisionamento reativas, proativas e baseada em múltiplos tipos de instâncias.
4.1 Processo Experimental de Avaliação
Os estudos realizados nesse trabalho sobre o provisionamento automático como um serviço
em ambientes IaaS são conduzidos com base em experimentos de simulação. Esses expe-
rimentos simulam a operação de um serviço de provisionamento automático por meio de
um modelo de laço de controle, que periodicamente decide sobre ações de provisionamento
a serem realizadas sobre a infraestrutura de execução com base em dados de utilização de
recursos dessa infraestrutura. Particularmente, as ações de provisionamento, adição ou re-
moção de VMs, são implementadas e simuladas. Essas ações são decididas pelas diferentes
técnicas de provisionamento avaliadas, reativas e proativas. Além disso, os mecanismos de
provisionamento baseados em múltiplos tipos de instância de VM também são analisados
por meio de experimentos simulação, realizados em conjunto o com a execução do modelo
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de provisionamento.
O modelo de simulação das técnicas de provisionamento automático e dos mecanismos
de provisionamento baseados em múltiplos tipos de instância de VM foram implementados
da linguagem de programação R [17]. A linguagem foi escolhida por dar suporte a análises
estatísticas e a técnicas de visualização de dados, além de possuir um vasto ferramental sobre
aprendizagem de máquina que objetiva o estudo de abordagens de provisionamento proativas
por meio de modelos de predição de séries temporais. As simulações foram alimentadas com
dados de utilização de recursos de aplicações reais e as análises foram realizadas com base
em diferentes métricas de eﬁciência do serviço de provisionamento automático concebido
nesse documento, que são diretamente relacionadas com os níveis de QoS das aplicações
provisionadas e os custos de provisionamento decorrentes.
4.2 Modelo de Simulação
Os experimentos de simulação são alimentados com cargas de trabalho de aplicações reais
representando diferentes cenários de provisionamento automático de aplicações horizontal-
mente escaláveis em ambientes IaaS. Desta forma, o modelo de simulação implementado na
linguagem de programação R 1 simula a interação entre o sistema de provisionamento au-
tomático ou componente de controle mantido pelo provedor do serviço de provisionamento,
a infraestrutura virtual adquirida do provedor de IaaS para executar a aplicação e os com-
ponentes de monitoramento e atuação normalmente disponibilizados pelos provedores de
IaaS (por exemplo, a ferramenta de monitoramento Cloud Watch [53] e a interface EC2 de
atuação sobre a infraestrutura [54] da Amazon). Uma visão geral da interação entre esses
elementos baseada em um modelo de laço de controle pode ser encontrada na Figura 4.1.
O sistema de provisionamento automático atua como um componente de controle da
infraestrutura virtual de execução, adicionando VMs quando necessário e removendo quando
oportuno. Para tal, o sistema utiliza métricas do uso de recursos da infraestrutura obtidos a
partir de um monitor, responsável por coletar essas informações no nível da infraestrutura
virtual. As ações de provisionamento decididas pelo sistema de controle, com base nas
1O código fonte do simulador encontra-se publicamente disponível em https://github.com/
fabiomorais/ASaaS.
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Figura 4.1: Visão geral da interação entre elementos do serviço de
provisionamento automático em ambientes de IaaS.
métricas monitoradas, são executadas por um atuador que interage com a infraestrutura de
execução, sendo capaz de adicionar ou remover VMs dessa infraestrutura. Essas decisões
são tomadas com base no modelo de escalabilidade da aplicação provisionada, que modela
a relação entre a quantidade de recursos alocados e o percentual de uso da infraestrutura
para diferentes dimensões de recursos. Desta forma, a cada laço de controle o sistema e
provisionamento avalia métricas da infraestrutura para provisionar a infraestrutura virtual
alocada para executar a aplicação.
Assim, os possíveis efeitos de ações de provisionamento sobre a infraestrutura de exe-
cução também são simulados, como a relação entre utilização de recursos e capacidade da
infraestrutura de execução descrita pelo modelo de escalabilidade da aplicação. Ou seja,
simula-se como a utilização de recursos da infraestrutura responde às ações de provisiona-
mento realizadas, seja pela adição ou remoção de VMs. Por questão de simplicidade, o
modelo de simulação considera que essa relação ocorre de forma linear na simulação dos
efeitos do provisionamento 2. Além do mais, dado o viés não intrusivo da solução de provi-
sionamento, o componente de controle opera desassociadamente da aplicação provisionada,
de tal forma que as interações com as aplicações restringem-se unicamente à alocação ou
desalocação de VMs (realizada pelo atuador) e à coleta de dados de utilização de recursos
2Experimentos realizados, a partir de aplicações intensivas em CPU, mostram que essa relação pode ser
explicada através de um modelo de regressão linear para níveis de utilização de CPU abaixo de um determinado
limiar, que representa o ponto de saturação da aplicação.
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no nível da infraestrutura virtual alocada (realizada pelo monitor).
Os dados de utilização usados no processo de simulação consistem em séries temporais
dos rastros de utilização de recursos, onde cada item da série corresponde à utilização média
e a alocação de um dado recurso r (CPU, memória, etc.) para um intervalo de tempo t em
questão. Especiﬁcamente, cada item no rastro consiste em uma tupla �t, u, r, a�, onde, para
o intervalo de tempo t, u é a utilização média do recurso r (u ∈ R, 0 ≤ u ≤ 1) e a é a
quantidade de unidades desse recurso alocados à aplicação nesse mesmo intervalo de tempo
(a ∈ R+), quando o rastro de utilização da aplicação foi originalmente coletado. Desta
forma, a demanda média original da aplicação (d) para o recurso r no intervalo de tempo t,
em termos de número de unidades do recurso de interesse (por exemplo, núcleos de CPU ou
gigabytes de memória), é computada como o produto da utilização média u e da alocação a
do recurso r para o intervalo de tempo t, d = u× a (d ∈ R).
O sistema de provisionamento opera com periodicidade conﬁgurável. No ﬁm de cada pe-
ríodo (ou laço) de controle pelo menos um novo item do rastro é lido e a demanda correspon-
dente para um dado recurso é computada. Então, as demandas por recursos são usadas para
simular a utilização real de cada um dos recursos da infraestrutura de execução com base nas
VMs alocadas durante a simulação de provisionamento para esse período de controle. Por
questão de simplicidade, o modelo de simulação assume que a infraestrutura executando a
aplicação sempre apresenta uma composição homogênea de instâncias, i.e. uma infraestru-
tura que possui VMs de apenas um tipo de instância provendo a aplicação a cada intervalo
de tempo. Além disso, consideramos um balanceamento de carga perfeito. Logo, cada VM
alocada na infraestrutura apresenta a mesma média de utilização para cada um dos recursos
em um mesmo intervalo de controle.
Considerando-se que uma iteração do laço de controle ocorre a cada intervalo de tempo
t, tem-se que a utilização real simulada µ de cada VM para um dado recurso r no intervalo
de tempo t é computada como sendo o mínimo entre 100% e d
γ
, onde d é a demanda real
da aplicação computada a partir nos dados originais do rastro para esse intervalo e γ é a
capacidade alocada na simulação para o recurso r. A capacidade alocada γ é dada pelo
produto entre o número de VMs alocadas n para executar a aplicação nesse intervalo durante
o experimento de simulação e a capacidade disponível c no tipo de instância em uso para o
recurso r considerado, γ = n× c (γ ∈ R). Desta forma, se a utilização média simulada µ de
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um recurso r no intervalo de tempo t é maior do que o limite de utilização l do recurso, como
deﬁnido no SLA entre o provedor da aplicação e o serviço de provisionamento, então ocorre
uma violação de SLO, indicando que a capacidade do recurso r atribuída não foi suﬁciente
para lidar com a demanda da aplicação naquela dimensão especíﬁca de recurso.
Finalmente, com base nos dados de utilização de recursos simulados a partir da alocação
realizada, o sistema de provisionamento realiza o planejamento de capacidade da infraestru-
tura de execução para o próximo intervalo de tempo. Esse planejamento é realizado a partir
de ações de provisionamento baseadas na técnica de provisionamento adotada pelo sistema
de provisionamento, seja ela reativa ou proativa, que deﬁnem a quantidade de recursos que
deve ser alocada ou desalocada da infraestrutura de execução. O Algoritmo 1 mostra uma
visão genérica das etapas realizadas no provisionamento automático baseado apenas em uma
única dimensão de recurso.
Algoritmo 1: Etapas do processo de simulação do provisionamento automático com
base em uma única métrica de recurso.
Entrada: rastro de utilização do recurso r e limite utilização l
1 para cada intervalo de controle t faça
2 Ler um item do rastro de utilização referente ao recurso r (valores de u e a);
3 Calcular a demanda original d da aplicação pelo recurso r (d = u× a);
4 Calcular a capacidade alocada na simulação γ para o recurso r (γ = n× c);
5 Calcular a utilização média simulada, µ = min(100%, d
γ
);
6 se µ � l então
7 Computar violação de SLO do recurso r;
8 ﬁm
9 Planejar a capacidade da infraestrutura e realizar provisionamento no curto prazo;
10 ﬁm
No caso de uma abordagem reativa, a alocação de recursos é dirigida pelas regras de pro-
visionamento predeﬁnidas. Essas regras especiﬁcam a condição de disparo de uma ação de
provisionamento considerando limiares de utilização de recursos, e a quantidade de recursos
que devem ser provisionados, adicionados ou removidos, caso a ação seja disparada. Essa
quantidade de recursos a serem adicionados ou removidos é dada em termos da quantidade
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de VMs de um determinado tipo. Assim, a utilização simulada de cada recurso da infraestru-
tura é utilizada para confrontar os limiares deﬁnidos nas regras de provisionamento e decidir
quando e quais ações de provisionamento serão realizadas.
Por outro lado, para abordagens de provisionamento proativo, o planejamento de capa-
cidade é baseado em predições de cada uma das métricas de recursos coletadas da infraes-
trutura virtual e no tipo de instância considerado no provisionamento. Ou seja, o planejador
avalia com base nas estimativas de demanda para o futuro próximo e no modelo de escalabili-
dade da aplicação quais são os requisitos de capacidade de recursos impostos pela aplicação
no curto prazo para assegurar os níveis esperados de QoS da aplicação. Desta forma, a
capacidade da infraestrutura é deﬁnida como o conjunto de instâncias do tipo selecionado
necessário para prover a aplicação no futuro próximo, em todas as dimensões de recursos,
com um desempenho aceitável e sem violações de SLO.
Assim, independente da abordagem de provisionamento empregada, a alocação de re-
cursos ocorre sempre que necessário e em conformidade com as demandas simuladas da
aplicação que são identiﬁcadas e possivelmente supridas a partir da técnica de provisiona-
mento adotada. Em contrapartida, ao realizar a desalocação de recursos da infraestrutura o
simulador considera o modelo de IaaS operado pela Amazon AWS, em que as VMs são tari-
fadas por hora, desta forma mesmo que o sistema de provisionamento decida pela remoção
de VMs da infraestrutura em um dado intervalo de tempo, o desligamento de uma VM só
é de fato efetuado se a decisão pela desalocação ocorrer em sincronia com horas completas
de uso dessa VM. Caso contrário, ocorrem desalocações de VMs já tarifadas que poderiam
suprir demandas futuras não esperadas.
4.3 Dados de Utilização de Recursos
Os experimentos de simulação realizados nesse trabalho são baseados em rastros de utiliza-
ção de CPU e memória de aplicações reais pertencentes a dois conjuntos distintos de dados.
O primeiro conjunto de dados, utilizado prioritariamente nas análises das técnicas de provi-
sionamento reativo e proativo, corresponde a rastros de utilização de 30 diferentes aplicações
com duração média de 8 meses. Cada um desses rastros consiste na medição de utilização
de recursos de CPU e memória produzida por uma única aplicação, onde cada item do ras-
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tro corresponde à média de utilização dos recursos a cada intervalo de 5 minutos. Esses
dados são provenientes de uma parceria realizada entre Laboratório de Sistemas Distribuí-
dos da UFCG e a HP3 para o desenvolvimento de soluções de provisionamento automático
de recursos em ambientes de Computação na Nuvem. No entanto, devido a questões de
conﬁdencialidade esses dados não encontram-se públicos e não podem ser disponibilizados.
Por outro lado, o segundo conjunto é composto por dados públicos da utilização de re-
cursos de CPU e memória de aplicações executando em um cluster da Google durante um
período de 29 dias [65]. Para formar esse conjunto foram consideradas apenas aplicações
(Jobs no contexto dos dados) que são compostas de mais de uma tarefa. Essa ﬁltragem é
necessária para fortalecer a premissa de que as aplicações consideradas no estudo possuem
a característica de escalabilidade horizontal. Após esta ﬁltragem, o conjunto de dados consi-
derado é composto por 956 diferentes aplicações, que corresponde a aproximadamente 40%
do total. Esses rastros possuem dados sobre a utilização média e máxima de CPU e memória
a cada intervalo de 5 minutos.
Todavia, diferentemente do primeiro conjunto de dados, as informações referentes à real
capacidade dos servidores que formam o cluster não estão disponíveis e a utilização de
recursos é relativa a uma máquina de referência com quantidades de recursos não conhecidas.
Além disso, a duração dos rastros de utilização desse conjunto de dados não caracteriza a
execução de aplicações horizontalmente escaláveis, que tipicamente executam por longos
períodos de tempo. Por estes motivos, esse conjunto de dados é considerado unicamente para
o estudo de mecanismos de provisionamento que utilizammúltiplos tipos de instância de VM
para a execução da aplicação, onde essencialmente a métrica de proporção de utilização de
recursos é considerada. As características dessa proporção para as diferentes aplicações do
conjunto de dados da Google serão analisadas no Capítulo 7, referente ao estudo do uso de
múltiplos tipos de instância no provisionamento automático.
Devido a não publicidade do primeiro conjunto de dados, foi realizada uma caracteri-
zação dos dados de utilização a ﬁm de evidenciar a sua relevância no estudo do provisi-
onamento automático de aplicações horizontalmente escaláveis em ambientes de IaaS. A
Figura 4.2 mostra a função de distribuição acumulada (FDA) dos dados de utilização consi-
derados para ambas as métricas. É possível observar que os rastros de utilização apresentam
3Projeto desenvolvido pela UFCG, HP Brasil e HP Fort Collins (EUA).
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uma ampla diversidade de padrões e distribuições de utilização de CPU e memória, com ní-
veis distintos de utilização entre os rastros. Além disso, os dados de CPU apresentam grande
variação de amplitudes de utilização para uma mesma aplicação, enquanto que os dados de
memória apresentam baixa variabilidade de utilização nesse caso.
Figura 4.2: FDA da utilização de CPU e memória para os 30 arquivos
de rastros de utilização das aplicações.
A variabilidade de amplitude de utilização de recursos para as diferentes métricas tam-
bém pode ser observada nos diagramas de caixa do desvio padrão das utilizações por apli-
cação apresentados na Figura 4.3. A partir desses dados é possível veriﬁcar que existe uma
maior variabilidade de utilização de CPU para uma mesma aplicação, com mediana do des-
vio padrão em torno de 15%, enquanto para os dados de utilização de memória a mediana é
de cerca de 5% para as aplicações consideradas.
Complementarmente, com a aplicação da FDA para as variações de utilização de recur-
sos, deﬁnidas como a diferença entre as utilizações no intervalo de tempo t e o intervalo de
tempo t + 1, para todos os valores de t, obtém-se a caracterização dos rastros segundo a
variação de utilização de recursos entre intervalos de tempo do rastro. Os resultados da FDA
evidenciam que cada um dos rastros apresenta uma grande diversidade de pequenas variações
de utilização de CPU e um pequeno percentual de variações intensas de utilização, positi-
vas e negativas, enquanto que para memória os resultados reaﬁrmam o que foi observado
na análise anterior, que os dados de utilização de memória apresentam baixa variabilidade
para uma mesma aplicação. Esses resultados podem ser observados nas Figuras 4.4 e 4.5,
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Figura 4.3: Diagrama de caixa do desvio padrão da utilização de re-
cursos por aplicação considerada.
respectivamente.
Figura 4.4: FDA da variação absoluta de utilização de CPU para 30
arquivos de rastros de utilização das aplicações.
Com base nessa caracterização dos dados de utilização de CPU e memória das 30 apli-
cações do conjunto de dados da HP é possível atestar que os rastros usados para alimentar
os experimentos de simulação são de fato representativos para os estudos desenvolvidos
nesse trabalho. Isso se deve principalmente pelos diferentes níveis de utilização de recursos
apresentados entre as aplicações e a variabilidade das utilizações de CPU e memória para
uma mesma aplicação, com variação mais signiﬁcante para a métrica de CPU. Desta forma,
4.4 Métricas de Avaliação 52
Figura 4.5: FDA da variação absoluta de utilização de memória para
30 arquivos de rastros de utilização das aplicações.
considera-se que esse conjunto de dados forma uma amostra signiﬁcativamente diversiﬁcada
de aplicações horizontalmente escaláveis em termos das características de suas cargas de
trabalho.
4.4 Métricas de Avaliação
Durante os experimentos de simulação realizados neste estudo foram consideradas duas mé-
tricas independentes de avaliação de desempenho que estão diretamente relacionadas à ava-
liação dos objetivos de provisionamento. Uma dessas métricas visa medir se a QoS da apli-
cação provisionada se mantém em níveis aceitáveis ao longo da execução da aplicação. A
outra métrica tem por objetivo avaliar a redução dos custos de provisionamento por conta
da ação do sistema de provisionamento. Especiﬁcamente, a primeira consiste no número de
violações de SLO durante o provisionamento, que corresponde ao número de intervalos de
tempo do provisionamento onde a capacidade alocada de um recurso não foi suﬁciente para
suprir a demanda do serviço para este recurso. Na prática, os intervalos de tempo em que a
utilização de pelo menos um recurso alocado foi maior ou igual ao limite de utilização l para
esse recurso, como deﬁnido no SLA entre o provedor da aplicação e o provedor do serviço
de provisionamento.
A segunda métrica, por outro lado, corresponde especiﬁcamente ao custo de provisiona-
mento e é calculada a partir do número de ciclos de tarifação de máquina (comumente de
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1 hora) que foram necessários para executar a aplicação. No cenário em que o provisiona-
mento faz uso de um ambiente público de IaaS, em que a aquisição de VMs é tarifada por
ciclo de tarifação, esse custo de provisionamento pode ser monetizado em função dos preços
estabelecidos pelo provedor de IaaS para o uso de uma VM de um determinado tipo por um
ciclo de tarifação. Em geral, para um contexto de provisionamento automático, objetiva-se
que esses custos de provisionamento sejam no mínimo inferiores aos praticados por um ce-
nário de super provisionamento estático perfeito. Esse cenário consiste em uma abordagem
não realista em que a infraestrutura é previamente provisionada com uma quantidade estática
de recursos tal que permita que o limite de utilização de cada um dos recursos (l), deﬁnidos
no SLA do serviço de provisionamento, seja respeitado, porém usando a quantidade mínima
de recursos possível.
Também é considerado neste estudo um segundo conjunto de métricas de desempenho
que estão relacionadas à eﬁciência do serviço de provisionamento em si, apesar de obtidas
em função do desempenho das técnicas de provisionamento avaliadas em termos dos objeti-
vos de provisionamento. Essas métricas tem por objetivo avaliar a capacidade das técnicas de
provisionamento em compor um serviço de provisionamento automático que permita a dife-
rentes aplicações explorar a elasticidade oferecida por ambientes de IaaS para uma execução
eﬁciente. De forma especíﬁca, essas métricas correspondem: (i) à eﬁciência de implemen-
tação e conﬁguração das técnicas de provisionamento automático reativas e proativas; (ii) o
grau de generalidade e independência de características da carga de trabalho das aplicações
provisionadas; e (iii) à capacidade de controle apresentada pelo serviço de provisionamento,
que visa permitir o ajuste de conﬁguração da abordagem de provisionamento para obter di-
ferentes níveis de desempenho em termos dos objetivos de provisionamento.
Capítulo 5
Provisionamento como um Serviço
Automático e Reativo
O objetivo desse capítulo consiste em avaliar o desempenho de soluções reativas como um
serviço de provisionamento automático em termos de métricas ﬁnais de custo de execução e
manutenção de QoS da aplicação provisionada. Além do mais, o desempenho destas solu-
ções é analisado em relação a aplicabilidade da técnica reativa no cenário de provisionamento
como um serviço, apontando diretrizes para criação de um serviço de provisionamento nes-
ses moldes 1.
5.1 Introdução
O provisionamento automático e reativo é uma abordagem que atua na gerência de recur-
sos virtuais alocados para uma aplicação. Essa abordagem modiﬁca a alocação de recursos
dedicados a uma aplicação em reação a mudanças no estado da aplicação provisionada e na
infraestrutura virtual de execução da aplicação. Esse caráter reativo é derivado do fato desse
tipo de abordagem utilizar apenas informações sobre o estado atual do sistema de provisio-
namento no processo de tomada de decisão sobre o provisionamento da aplicação, sem o uso
ou manutenção de histórico de dados sobre o sistema. Essencialmente, essas abordagens uti-
lizam um conjunto de regras de provisionamento para decidir quando e em qual quantidade
1Resultados parciais dessa análise, com base em métricas de utilização de CPU, foram publicadas na 35a
edição do Simpósio Brasileiro de Redes de Computadores e Sistemas Distribuídos (SBRC 2017) [46].
54
5.1 Introdução 55
de recursos virtuais a aplicação deve ser provisionada [38].
Essas regras são baseadas em limiares (do inglês, threshold-based) de métricas de de-
sempenho do sistema de provisionamento (por exemplo, taxa de chegada de requisições,
tempo médio de resposta, utilização de CPU, etc.) usados para deﬁnir a faixa desejável de
valores que as métricas em questão devem assumir [20, 38]. Assim, a conﬁguração de cada
regra é composta de duas partes essenciais, que consistem na condição de disparo de uma
ação de provisionamento e na ação de provisionamento associada propriamente dita. A parte
condicional é composta por um conjunto de triplas �métrica, limiar, operador condicional�
que deﬁnem as condições para o disparo de ações de provisionamento (por exemplo, uma
ação é disparada se a métrica de utilização média de CPU for maior igual ao limiar de 70%).
Enquanto que a segunda parte consiste na ação de provisionamento associada a condição de
provisionamento deﬁnida (por exemplo, adicionar mais uma VM à infraestrutura de execu-
ção). Ou seja, se uma condição de provisionamento for satisfeita então uma ação de provisi-
onamento associada, alocação ou desalocação de recursos, será disparada.
Idealmente, o provisionamento de uma aplicação é gerido por pelo menos duas regras,
uma responsável por adicionar recursos à infraestrutura de execução quando necessário e ou-
tra por remover recursos que não estão mais em uso. Particularmente, para um ambiente de
IaaS a deﬁnição de uma ação de provisionamento consiste na conﬁguração de uma quanti-
dade ﬁxa de VMs de um determinado tipo de instância que deve ser adicionada ou removida
da infraestrutura alocada para executar a aplicação caso uma condição de disparo de ação
seja satisfeita. Esse tipo de solução é normalmente associado a modelos de laço de controle
que periodicamente avaliam as condições de disparo das ações de provisionamento a partir
de métricas de interesse monitoradas. Desta forma, a infraestrutura usada para executar a
aplicação pode ser dinâmica e automaticamente provisionada por meio de regras de provi-
sionamento reativo previamente deﬁnidas. Em um cenário de provisionamento automático
como um serviço, a conﬁguração dessas regras ao invés de ser realizada pelo responsável
pela aplicação é realizada pelo provedor do serviço de provisionamento.
A técnica reativa consiste na principal solução de provisionamento automático oferecida
pelos principais provedores do mercado de Computação na Nuvem de IaaS, como Amazon
Web Services (AWS) [3], Rackspace [51] e Microsoft Azure [7], possivelmente pela sim-
plicidade de construção de regras para automatizar o provisionamento de uma aplicação em
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especíﬁco [38]. A Google [30] oferece um serviço de provisionamento automático que tam-
bém baseia-se na técnica reativa, mas utiliza um modelo de provisionamento aparentemente
mais soﬁsticado, não conhecido pelo público, para decidir a quantidade de VMs que devem
ser alocadas ou desalocadas para manter os valores da métrica de interesse próximos de um
objetivo predeﬁnido. No entanto, essas soluções de provisionamento automático são ofe-
recidas pelos provedores de Computação na Nuvem como uma ferramenta auxiliar para a
otimização do uso de recursos alocados para a aplicação em execução, e não como um ser-
viço a ser contratado por um potencial usuário e responsável pela aplicação implantada no
ambiente de IaaS, que consiste no cenário de provisionamento como um serviço abordado
por esse estudo. Ou seja, o provedor de Computação na Nuvem não assume obrigações com
o provedor da aplicação executada sobre a manutenção da QoS da aplicação durante seu
provisionamento, que mostram-se naturais para uma relação de prestação de serviço nesses
moldes.
A abordagem reativa também é amplamente explorada na literatura através do uso de
diferentes conjuntos de métricas de desempenho, conﬁgurações de limiares e ações de pro-
visionamento [9,11,12,23,35,40,42,64]. No entanto, para o provisionamento de aplicações
com cargas de trabalho com signiﬁcativa variabilidade no tempo considera-se que soluções
dessa natureza apresentam desempenho inaceitável [37,38]. Isso decorre da natureza reativa
e pontual da solução e do fato da conﬁguração das regras serem consideravelmente sensí-
veis a mudanças e tendências da carga de trabalho da aplicação, que geram a necessidade de
ajustes frequentes mesmo quando um especialista na aplicação atua no processo de conﬁgu-
ração [38]. Desta forma, equívocos na conﬁguração das regras podem provocar situações de
sub provisionamento, com degradação de QoS da aplicações e possíveis violações de SLO,
ou de super provisionamento, com o desperdício de recursos adquiridos do provedor de IaaS.
Além dessas características, as soluções reativas, exploradas tanto pelo mercado quanto
pela academia, em geral também baseiam-se em métricas intrusivas para realização do pro-
visionamento, que são especíﬁcas da aplicação provisionada (como tempo de resposta, ta-
manho de ﬁla, taxa de chegada e tipos de requisições) [9, 11,12,23,40,55]. Todavia, em um
cenário de provisionamento como um serviço é complexo obter e usar informações especíﬁ-
cas da aplicação. Isso deve-se principalmente a questões de generalidade e desacoplamento
das aplicações provisionadas, dado que uma solução de provisionamento deve ser capaz de
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funcionar adequadamente e de forma genérica para aplicações com diferentes característi-
cas de demanda. Mas o impedimento de usar tais métricas também vem da necessidade de
privacidade de informações sensíveis à aplicação provisionada. Desta forma, é fundamental
o uso de métricas não intrusivas e disponíveis para qualquer aplicação em execução em um
ambiente de IaaS. Essas métricas podem ser coletadas no nível da infraestrutura de execu-
ção, que idealmente encontra-se sob a gerência do provedor do serviço de provisionamento
(como utilização de CPU, memória, disco, etc.).
Nesse capítulo é apresentado um estudo sobre o como realizar provisionamento automá-
tico e reativo como um serviço de Computação na Nuvem para aplicações com variações
na carga de trabalho. O principal objetivo desse estudo consiste em avaliar o desempenho
de soluções de provisionamento automático e reativo no que diz respeito a: (i) capacidade
de manter a QoS da aplicação em nível adequado e à minimização dos custos de provisio-
namento, particularmente em comparação a um cenário de super provisionamento estático
perfeito, em que não ocorrem violações de SLO; (ii) eﬁciência de conﬁguração das regras
de provisionamento e seleção de limiares; (iii) grau de generalidade e independência de ca-
racterísticas da carga de trabalho da aplicação provisionada; e (iv) capacidade de controle
apresentada pela solução de provisionamento, que permite o ajuste de conﬁguração das re-
gras para obter diferentes níveis de desempenho em termos de métricas ﬁnais de custo de
execução e QoS da aplicação.
A seguir, serão apresentadas diferentes análises do provisionamento reativo em diferentes
cenários de provisionamento: (i) provisionamento perfeito, i.e. livre de erros de provisiona-
mento; (ii) provisionamento prático a partir de métricas individuais de utilização de recursos,
onde ocorrem potenciais situações de erro de planejamento de capacidade da infraestrutura
de execução; e (iii) provisionamento baseado em múltiplas dimensões de recursos, quando
diferentes métricas são usadas em conjunto na tomada de decisão sobre o provisionamento
de uma aplicação.
5.2 Análise do Provisionamento Reativo Perfeito
A partir dos dados de utilização de recursos de CPU e memória é possível realizar uma
análise de viabilidade de construção de uma solução de provisionamento reativo que atue
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de forma perfeita durante o processo de execução da aplicação. Nesse cenário, informações
sobre as demandas futuras da aplicação em termos dos recursos, para ambas as métricas, são
previamente conhecidas. Desta forma, a cada ciclo de controle um planejador de capacidade
perfeito decide e aloca, em função de uma das métricas, uma quantidade de VMs, com 1
núcleo de CPU e 1GB de memória, para manter a QoS da aplicação no próximo intervalo
de tempo com o mínimo custo de alocação. O provisionamento perfeito simulado considera
uma única métrica de utilização de recursos por execução.
Além do mais, nesse processo de provisionamento perfeito considerou-se que a QoS es-
perada para a aplicação é deﬁnida por SLOs que limitam a utilização máxima de recursos
a 100%. Este limite de utilização foi usado para garantir que ao ﬁnal do provisionamento
perfeito de cada aplicação obtém-se um rastro de alocação de VMs no tempo por métrica
de provisionamento considerada. Cada rastro corresponde ao provisionamento, com base
em umas das métricas, com o menor custo possível de execução sem a ocorrência de viola-
ções dos SLOs. A descrição dos parâmetros considerados nesse cenário de provisionamento
perfeito pode ser encontrada na Tabela 5.1
Tabela 5.1: Parâmetros utilizados na execução do provisionamento
perfeito.
Parâmetro Valor
Quantidade de rastros de utilização 30 arquivos
Duração média dos rastros de utilização 8 meses
Periodicidade de provisionamento 5 minutos
Quantidade mínima de VMs alocadas 1
Limite de utilização para violações de SLO 100%
Tamanho da fatia da tarifação 60 minutos
Métrica de provisionamento Individualmente CPU e memória
Com base nesses dados de alocação no tempo é possível determinar, a partir de uma
análise post-mortem, as conﬁgurações de regras de provisionamento reativo que seriam ne-
cessárias, a cada intervalo de provisionamento, para gerar um provisionamento perfeito da
aplicação para cada uma das métricas individualmente. Ou seja, para cada ação de provi-
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sionamento efetuada no provisionamento perfeito baseado em um dado recurso infere-se a
regra reativa correspondente, limiar de utilização do recurso e quantidade de VMs alocadas
ou desalocadas, que seria responsável por gerar a ação de provisionamento naquele intervalo
de tempo no caso do provisionamento perfeito da aplicação.
Nesse processo, considera-se um tempo necessário para que o provisionamento hori-
zontal de recursos faça efeito. Este tempo de provisionamento corresponde ao tempo de
criação/remoção de VMs, de implantação e conﬁguração da aplicação e balanceamento da
carga entre os recursos alocados. Desta forma, para uma ação de provisionamento perfeito
esteja efetivada no intervalo de tempo t a conﬁguração de provisionamento necessária para
resultar nessa mudança deve ser aplicada no intervalo t − 1 com base em dados obtidos no
intervalo de tempo t − 2. Especiﬁcamente, utilizou-se um tempo de provisionamento de 5
minutos em conformidade com a periodicidade disponibilizada nos rastros de utilização dis-
poníveis. Além disso, 5 minutos também é um tempo razoável para a efetivação de uma ação
de provisionamento horizontal, tempo este veriﬁcado através de análise com experimentos
de medição (ver Apêndice A).
Nas próximas seções será apresentada uma visão geral das características de conﬁgura-
ção de regras da abordagem reativa perfeita no provisionamento automático. Essas caracte-
rísticas serão abordadas a partir de análises sobre: (a) a predominância das conﬁgurações;
(b) a frequência de mudança de limiares de provisionamento; e (c) a relação entre a carga de
trabalho das aplicações e a variabilidade das conﬁgurações de provisionamento.
5.2.1 Predominância de conﬁguração de regras de provisionamento
A partir das conﬁgurações inferidas do processo de provisionamento perfeito descrito an-
teriormente é possível ter a informação de todas as diferentes conﬁgurações de regras de
provisionamento reativo que foram necessárias para gerar o provisionamento perfeito de to-
das as aplicações e de cada uma das aplicações individualmente, para cada uma das métricas
consideradas. No entanto, como os valores dos limiares inferidos encontram-se no domínio
dos R ocorre um aumento considerável do universo de possibilidades de conﬁguração, com
uma variedade signiﬁcativa de conﬁgurações de provisionamento, o que reduz a signiﬁcância
de qualquer análise sobre a predominância e frequência de uso de conﬁgurações provisio-
namento reativo. Para lidar com essa questão, os valores dos limiares inferidos a partir do
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provisionamento perfeito foram discretizados em faixas de valores com tamanho de 5% (por
exemplo, um limiar de 31% passa a pertencer faixa do limiar de 31 a 35%). Desta forma, os
valores de limiares originalmente inferidos foram categorizados em 20 grupos de limiares,
com valores entre [1, 5%], [6, 10%], até [95, 100%].
Frequência de uso de conﬁgurações de provisionamento
Com base nos dados derivados dessa discretização de limiares de provisionamento reativo
foi realizada uma análise da frequência de uso desses limiares no provisionamento perfeito
de cada uma das aplicações, considerando separadamente diferentes dimensões de recur-
sos (utilização de CPU e memória). A Figura 5.1 apresenta o diagrama de caixa da maior
frequência de uso de um limiar para cada uma das 30 aplicações consideradas nesse estudo,
agrupadas por métrica e ação de provisionamento. Os resultados revelam que para 50% das
aplicações provisionadas com base em memória o limiar mais predominante apareceu em
45% das vezes para adição de VMs e em 60% das vezes para remoção de VMs. Enquanto
que para o provisionamento baseado em CPU, a mediana de frequência dos limiares mais
predominantes foi de aproximadamente 17% considerando os dois tipos de ação de provisi-
onamento.
Figura 5.1: Maior frequência de uso dos limiares de provisionamento
reativo para cada uma das aplicações e métricas.
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Os resultados mostram que para o provisionamento baseado em memória observa-se
uma predominância signiﬁcativa do uso de limiares de provisionamento. Considerando am-
bos os tipos de ação de provisionamento, a média de uso dos limiares mais predominantes
por aplicação gira em torno de 50%, o que favorece a eﬁciência de conﬁguração da solução
de provisionamento para esse caso. Por outro lado, essa constatação não se aplica para o
provisionamento baseado na métrica de CPU, no qual não foram encontrados limiares que
predominaram de forma signiﬁcativa. Desta forma, hipotetiza-se sobre a possibilidade de
que a maior predominância de limiares para o provisionamento baseado em memória esteja
relacionada com o fato das rastros de utilização de memória apresentarem menor variabili-
dade por aplicação do que os dados de CPU 2.
A quantidade de regras necessárias para realizar o provisionamento perfeito considerando
CPU é muito maior do que a quantidade de regras para realizar o provisionamento perfeito
com base em memória. A Figura 5.2 apresenta o diagrama de caixa dessas quantidades,
agrupadas por métrica e ação de provisionamento. Os resultados mostram que a quantidade
média de diferentes conﬁgurações por aplicação para o provisionamento baseado em CPU
e memória é de cerca de 17 e 9 conﬁgurações, respectivamente. Ou seja, de fato a solução
reativa mostra-se mais eﬁciente em termos de conﬁguração de limiares para o provisiona-
mento baseado em memória, se comparado com o provisionamento baseado em CPU, que
necessita de uma quantidade maior de diferentes conﬁgurações de limiares por aplicação no
provisionamento perfeito.
Por outro lado, considerando não apenas os limiares de provisionamento no cálculo da
frequência de uso de conﬁgurações mas também a quantidade de VMs provisionadas por
ação efetuada, observa-se a necessidade de mais regras de provisionamento, o que reduz a
eﬁciência de conﬁguração desse tipo de sistema. Na Figura 5.3 é possível ver o diagrama
de caixa da maior frequência de uso de regras completas de provisionamento (composta de
limiar e ação) para cada uma das 30 aplicações utilizadas nesse estudo. Nesse caso, não se
observa predominância de regras de provisionamento por aplicação. As regras mais usadas
são observadas em menos de 10% dos casos. Ou seja, não é possível aﬁrmar que existe uma
regra padrão que possa ser usada de forma predominante por aplicação provisionada 3.
Assim, apesar da frequência considerável de uso de um mesmo limiar no provisiona-
2O estudo dessa relação entre carga de trabalho e variabilidade de conﬁgurações de provisionamento será
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Figura 5.2: Quantidade de diferentes limiares de provisionamento re-
ativo por aplicação e métrica considerada.
Figura 5.3: Maior frequência de uso das conﬁgurações de provisio-
namento reativo, limiares e quantidade de VMs provisionadas, para
cada uma das aplicações e métricas.
mento baseado em memória, não foi observada predominância signiﬁcativa de conﬁguração
abordada em outro ponto desse capítulo, na Seção 5.2.3.
3A questão sobre a escolha da quantidade de VMs a ser provisionada por ação de provisionamento é abor-
dada em maiores detalhes na Seção 5.2.1.
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de limiares no provisionamento baseado em CPU e de regras de provisionamento para uma
mesma aplicação, muito menos as para diferentes aplicações consideradas. Além disso, os
resultados sobre a quantidade de diferentes limiares por aplicação reiteram a ineﬁciência de
conﬁguração da abordagem para o provisionamento reativo perfeito dessas aplicações. Desta
forma, no que se refere à predominância de conﬁguração de regras de provisionamento, o
uso de uma conﬁguração padrão no provisionamento reativo perfeito mostra-se inviável.
Distribuição de conﬁguração de VMs provisionadas
Nesta seção é realizada uma análise sobre a quantidade de diferentes ações de provisiona-
mento (conﬁgurações de quantidades de VMs a serem adicionadas/removidas segundo as
regras de provisionamento perfeito das aplicações). Considerando todas as regras de provi-
sionamento usadas para provisionar as aplicações, a quantidade de VMs usadas no provisi-
onamento apresenta variabilidade não signiﬁcativa, com aproximadamente 85% das ações
realizando o provisionamento, adição ou remoção de recursos, de apenas 1 VM por ação.
Além disso, em praticamente todas as ações de provisionamento, cerca de 99%, são provi-
sionadas menos de 5 VMs. Apenas 15% de todas as ações de provisionamento realizadas
fazem uso de mais de 1 VM no provisionamento, com valores de quantidade de VMs pro-
visionadas concentradas em uma faixa restrita de valores entre duas e 4 VMs. Apesar disso
ocorrer em apenas 15% das regras, traz para o sistema de provisionamento uma variabilidade
considerável em termos de conﬁguração das regras.
A variabilidade de conﬁguração mostra-se mais acentuada ao considerar a quantidade de
VMs provisionadas por limiar de provisionamento, quando agrupado por aplicação provisi-
onada. Nesse caso, observa-se que são utilizadas em média duas diferentes conﬁgurações de
VMs provisionadas por limiar, como pode ser percebido no diagrama de caixa da Figura 5.4.
Nessa ﬁgura, as quantidades de VMs a serem adicionadas/removidas são apresentadas, agru-
padas por métrica e tipo de ação de provisionamento. Além do mais, apesar do máximo de
VMs provisionadas por limiar ser inferior quando baseado em memória, as medianas e o
75-percentil tendem a ser iguais para ambas as métricas e as ações de provisionamento ﬁcam
em torno de duas diferentes conﬁgurações de quantidade de VMs provisionadas. Isso in-
dica que a maioria das regras de provisionamento utilizadas por aplicação apresentam ações
diferentes para a mesma conﬁguração de limiar de provisionamento.
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Figura 5.4: Quantidade de diferentes conﬁgurações de VMs provisi-
onadas por aplicação e limiar de provisionamento.
Se regras com a mesma condição de gatilho com ações diferentes são necessárias, torna-
se impraticável conﬁgurar um sistema de provisionamento que funcione próximo ao perfeito.
Desta forma, a conﬁguração das ações disparadas por cada regra, mesmo que isoladamente
por limiar, apresenta-se como mais um fator de ineﬁciência de conﬁguração para a solução
de provisionamento reativo buscada nesse estudo.
5.2.2 Frequência de transição entre conﬁgurações de limiares
Um outro ponto relevante da análise de eﬁciência de conﬁguração da abordagem reativa
consiste na variabilidade temporal das conﬁgurações de regras de provisionamento usadas.
Além da necessidade de decidir quais as regras que devem ser utilizadas para cada aplicação,
também deve-se conhecer como ocorrem as mudanças nessas regras durante o tempo de
provisionamento automático da aplicação. A Figura 5.5 mostra o percentual de ocorrência de
transições entre conﬁgurações de limiares de utilização diferentes, que consiste na mudança
de limiares entre intervalos de tempo consecutivos em que ações de provisionamento de um
mesmo tipo foram realizadas.
Mesmo para um cenário menos restritivo de conﬁguração, baseado apenas nos limiares
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Figura 5.5: Frequência de transições entre diferentes limiares de uti-
lização por aplicação e métrica de provisionamento.
de utilização e sem considerar a quantidade de VMs provisionadas, o percentual de transi-
ção entre diferentes limiares dentre as transições efetuadas é considerado signiﬁcativo. Os
resultados mostram que para o provisionamento baseado em CPU a mediana do percentual
de transição é de 77%, enquanto que para o provisionamento baseado em memória esse per-
centual é inferior, em torno de 44%, considerando as diferentes ações de provisionamento.
O que remonta à hipótese de uma relação entre a carga de trabalho das aplicações e a varia-
bilidade de conﬁguração das regras de provisionamento reativo.
Ao observar o diagrama de caixa da frequência da transição mais predominante por apli-
cação na Figura 5.6 é possível ter uma visão mais objetiva do impacto da variabilidade de
conﬁguração no provisionamento automático perfeito. Os dados mostram que para todos
os cenários observados, com diferentes aplicações, métricas e ações de provisionamento,
90% das transições mais frequentes entre diferentes limiares ocorrem em menos de 12% do
total de transições realizadas. Ou seja, mesmo para limiares bastante utilizados no provi-
sionamento de cada aplicação o uso consecutivo deste limiares ocorre em uma frequência
não signiﬁcativa. Com base nisso, é possível atestar que o percentual de ocorrência de uma
mesma transição entre limiares desfavorece a eﬁciência de conﬁguração de uma solução de
provisionamento automático e reativo para essas aplicações, principalmente para o provisio-
namento baseado em CPU onde a variabilidade das conﬁgurações mostra-se mais intensa.
5.2 Análise do Provisionamento Reativo Perfeito 66
Figura 5.6: Frequência das transições com maior ocorrência no pro-
visionamento das aplicações para diferentes métricas e ações de pro-
visionamento.
5.2.3 Relação entre carga de trabalho e conﬁguração de regras
Foi observada uma relação entre a variabilidade carga de trabalho das aplicações para as
diferentes dimensões de recursos e a necessidade de diferentes conﬁgurações para o provisi-
onamento perfeito de uma mesma aplicação. Isso conﬁrma a hipótese de existir relação entre
a carga de trabalho da aplicação e a conﬁguração de provisionamento reativo perfeito, levan-
tada em seções anteriores. Essa relação foi primeiramente veriﬁcada pela análise de corre-
lação entre o desvio padrão do uso de recursos por aplicação, que consiste na quantidade
de recursos demandados por intervalo de tempo (por exemplo, número de núcleos de CPU),
e a quantidade de operações de provisionamento necessárias para gerar o provisionamento
perfeito dessas aplicações. A Tabela 5.2 mostra os valores desses coeﬁcientes calculados a
partir dos métodos de correlação de Spearman e Kendall considerando as diferentes métricas
de provisionamento utilizadas nesse trabalho.
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Tabela 5.2: Correlação entre a variabilidade de carga de trabalho das
aplicações e a quantidade de operações de provisionamento necessá-
rias ao provisionamento perfeito baseado em diferentes métricas de
provisionamento.
Métrica de provisionamento Correlação de Spearman Correlação de Kendall
CPU 0.91 0.75
memória 0.76 0.57
Como pode ser observado, existe uma correlação forte entre a variação da carga de tra-
balho da aplicação e o número de ações de provisionamento realizadas por aplicação, para
ambas as métricas de provisionamento, que demonstra uma relação forte entre a necessidade
de realizar ações de provisionamento e a variação da carga de trabalho da aplicação. Em ou-
tras palavras, quanto maior for a variação da carga de trabalho da aplicação mais operações
de provisionamento são necessárias para provisionar perfeitamente e reativamente a aplica-
ção. Além do mais, essa relação mostra-se ainda mais forte para o provisionamento baseado
em CPU, cujas cargas de trabalho apresentam maior variabilidade de utilização de recursos
para uma mesma aplicação.
Além disso, também existe uma correlação signiﬁcativa entre a variabilidade de carga de
trabalho e o número de diferentes conﬁgurações de limiares usados nas condições de provi-
sionamento. A Tabela 5.3 apresenta os coeﬁcientes de correlação, considerando diferentes
métodos, entre o desvio padrão do uso de recursos de CPU e memória e a quantidade de dife-
rentes conﬁgurações de limiares de provisionamento usadas no provisionamento perfeito de
cada aplicação considerada. Os resultados demonstram a existência de uma relação positiva
moderada entre as características da carga de trabalho da aplicação e a conﬁguração de limi-
ares de provisionamento, hipótese levantada em análises realizadas em seções anteriores. Ou
seja, quando maior for a variação na carga de trabalho da aplicação maior é a necessidade de
conﬁgurar diferentes limiares no provisionamento perfeito.
5.2 Análise do Provisionamento Reativo Perfeito 68
Tabela 5.3: Correlação entre a variabilidade de carga de trabalho das
aplicações e a quantidade de diferentes conﬁgurações de limiares ne-
cessárias ao provisionamento perfeito baseado em diferentes métricas
de provisionamento.
Métrica de provisionamento Correlação de Spearman Correlação de Kendall
CPU 0.61 0.45
memória 0.66 0.49
Essa relação é potencializada ao considerar-se a conﬁguração da quantidade de VMs
provisionadas da regra de provisionamento para o cálculo dessa correlação. Nesse caso,
existe uma relação positiva forte entre a variabilidade da carga de trabalho e a conﬁguração
de regras de provisionamento, compostas da conﬁguração de limiares e da quantidade de
VMs provisionadas. Aplicações com maiores variações na sua carga de trabalho necessitam
de um número maior de diferentes conﬁgurações de regras de provisionamento no cenário
perfeito. Os coeﬁcientes de correlação observados entre o desvio padrão do uso de recursos
e a quantidade de diferentes regras de provisionamento estão descritos na Tabela 5.4.
Tabela 5.4: Correlação entre a variabilidade de carga de trabalho das
aplicações e a quantidade de diferentes conﬁgurações de regras de
provisionamento para o provisionamento perfeito baseado em dife-
rentes métricas.
Métrica de provisionamento Correlação de Spearman Correlação de Kendall
CPU 0.88 0.71
memória 0.80 0.63
Desta forma, assume-se que tanto a conﬁguração dos limiares de provisionamento rea-
tivo quanto a conﬁguração de regras de provisionamento completas (limiares e quantidades
de VMs) são dependentes de características especíﬁcas da carga de trabalho das aplicações
provisionadas, para as diferentes métricas de provisionamento. Esse resultado limita signiﬁ-
cativamente o desempenho da abordagem reativa em relação à eﬁciência e à capacidade de
generalidade de conﬁguração para um conjunto heterogêneo de aplicações.
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5.2.4 Sumário de resultados sobre provisionamento reativo perfeito
A análise do provisionamento reativo perfeito, em que o uso da infraestrutura de execução
é otimizado sem a ocorrência de violações de SLO, foi realizada com base na eﬁciência de
conﬁguração das regras de provisionamento reativo, em termos da predominância e genera-
lidade da conﬁguração de limiares e da quantidade de recursos provisionados a cada ação
de provisionamento. Como resultado, a abordagem reativa mostrou-se bastante ineﬁciente
nesse sentido e consideravelmente dependente de características especíﬁcas de consumo de
recursos de cada uma das aplicações consideradas.
Veriﬁcou-se principalmente a ausência de conﬁguração comum a todas (ou pelo menos
maior parte) das aplicações. Para cada uma das aplicações e métricas de provisionamento
consideradas, não há predominância de conﬁguração de regras, seja para a conﬁguração
de limiares ou para a quantidade de VMs provisionadas a cada ação de provisionamento
disparada. Em geral, cada aplicação requer um grande número de conﬁgurações de regras
para o provisionamento perfeito. Percebe-se que as conﬁgurações de regras mudam não
apenas pela diversidade aplicações, mas pela mudança da carga de trabalho destas, sendo
necessária a mudança periódica das conﬁgurações durante o provisionamento de uma mesma
aplicação.
Além do mais, a generalidade da solução de provisionamento é limitada, uma vez que
existe relação entre a conﬁguração das regras de provisionamento e as características especí-
ﬁcas da carga de trabalho das aplicações. Existe uma relação forte entre o perﬁl de variação
da carga de trabalho das aplicações e as conﬁgurações necessárias ao provisionamento per-
feito. Desta forma, conﬁgurações padrão mostram-se inviáveis tanto para o provisionamento
de aplicações especíﬁcas quanto para o provisionamento de um conjunto diverso de aplica-
ções.
Assim, considera-se ser não factível a construção de um serviço de provisionamento au-
tomático e reativo que seja eﬁciente em termos de custo de provisionamento e da ocorrência
de violações de SLO, e que ao mesmo tempo seja genérico e de fácil conﬁguração, especial-
mente se for esperado um desempenho pelo menos semelhante ao obtido no provisionamento
perfeito da infraestrutura de execução. Todavia, a seguir serão realizadas análises práticas
de desempenho dessa abordagem em termos de métricas de custo de execução e QoS da
aplicação provisionada.
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5.3 Análise Prática do Provisionamento Reativo
Os objetivos de provisionamento automático de aplicações em ambientes de IaaS envolvem
um trade-off entre a redução do custo de provisionamento e a redução do número de vio-
lações de SLO. No cenário de provisionamento perfeito abordado na seção anterior, esses
objetivos conﬂitantes são otimizados, gerando uma execução da aplicação sem violações de
SLO com o menor custo possível de execução. Em uma abordagem de provisionamento
prática, o controle dos diferentes objetivos dessa relação deve ser realizado a partir da con-
ﬁguração dos limiares de provisionamento da abordagem reativa. Nesse sentido, o controle
se dá da seguinte forma:
• Prioriza-se a redução de custos de provisionamento ao elevar-se o limiar de provisio-
namento, seja ele de adição ou remoção. Com limiares maiores maior é probabilidade
de remoção de VMs e menor é a probabilidade de adição de novas VMs. Por con-
sequência, esse cenário aumenta as chances de ocorrência de violações de SLO devido
à insuﬁciência de recursos;
• Prioriza-se a redução da ocorrência violação de SLOs ao reduzir-se o limiar de pro-
visionamento, seja ele de adição ou remoção. Nesse caso VMs são adicionadas ao
primeiro sinal de aumento de utilização e só são removidas quando a utilização está
suﬁcientemente baixa. Desta forma, ocorrem reduções no número de violações de
SLO ao ônus da elevação de custos derivados da adição de recursos;
Nesta seção é realizada uma análise de desempenho da abordagem reativa em termos dos
objetivos de provisionamento: o percentual de violações de SLO obtido no provisionamento
e do custo de provisionamento. O custo de provisionamento é analisado em relação ao
custo do provisionamento perfeito (abordado na seção anterior) e do super provisionamento
estático perfeito para cada aplicação. Esta última abordagem consiste no provisionamento
prévio da infraestrutura com uma quantidade estática de recursos capaz de suprir os picos de
demanda da aplicação ao longo do tempo, de forma a garantir que não ocorram violações de
SLO com o menor custo possível. Para tal, o modelo de simulação foi utilizado para simular
o provisionamento reativo das aplicações considerando um variedade de conﬁgurações de
limiares de provisionamento para adição e remoção de VMs, com base individualmente em
métricas de utilização de CPU e memória.
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Nessa simulação de provisionamento, a capacidade da infraestrutura utilizada para exe-
cutar a aplicação é dinâmica e periodicamente modiﬁcada com base no disparo de ações de
provisionamento associadas a limiares de utilização de recursos, previamente deﬁnidos em
regras de provisionamento reativo. Adicionalmente, com base no desempenho obtido por
cada conﬁguração de provisionamento, é possível avaliar o desempenho da abordagem rea-
tiva quanto ao grau de controle apresentado pela solução, ou seja, em termos da capacidade
das regras de provisionamento a serem conﬁguradas de forma a atender os diferentes e con-
ﬂitantes objetivos de provisionamento. Nas próximas seções os resultados dessas análises
são apresentados e discutidos.
5.3.1 Objetivos conﬂitantes e desempenho do provisionamento
O trade-off entre os objetivos de provisionamento ﬁca evidente ao analisar o provisiona-
mento reativo considerando diferentes conﬁgurações de limiares. Foram simulados cenários
de provisionamento com limiares de adição de VMs variando de 20% a 90%, em passos
de 10%, e com limiares de remoção variando de 10% a 80%, também em passos de 10%,
para ambas as métricas de provisionamento consideradas 4. Desta forma, o simulador foi
conﬁgurado com cada um dos pares possíveis de conﬁguração de limiares de adição e re-
moção, formando um experimento fatorial completo com remoção de cenários inválidos de
conﬁguração de limiares. Além disso, as ações de provisionamento foram conﬁguradas para
adicionar ou remover 1 VM por operação5, uma vez que essa mostrou-se ser a conﬁguração,
de quantidade de VMs provisionadas, predominante no provisionamento reativo perfeito das
aplicações consideradas.
O desempenho em termos do número de violações de SLO foi computado como sendo
o percentual de intervalos de tempo em que o nível de utilização da infraestrutura atingiu o
limite de 100%, para ambas as métricas observadas. Enquanto que o custo é deﬁnido pela
quantidade de horas-máquina (VMs) utilizadas para executar a aplicação ao longo do tempo,
comparado com os custos apresentados pelos cenários base de provisionamento perfeito,
abordado na seção anterior, e de super provisionamento estático perfeito. No processo de
simulação, com o intuito de respeitar o tempo de provisionamento horizontal e para estar
4Limiares de adição são sempre conﬁgurados com valores maiores que os dos limiares de remoção.
5As VMs provisionadas possuem 1 núcleo de CPU e 1GB de memória.
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em conformidade com a periodicidade dos dados de utilização considerados, assume-se que
ações de provisionamento necessitam de um tempo de provisionamento de 5 minutos para
serem efetivadas. Desta forma, cada ação de provisionamento disparada no intervalo de
tempo t só estará operacional, executando a aplicação, no início do intervalo de tempo t+ 1
intervalo.
As Figuras 5.7 e 5.8 apresentam os resultados de desempenho das conﬁgurações de pro-
visionamento para o provisionamento reativo baseado individualmente em CPU e memória,
respectivamente. Os gráﬁcos apresentam o desempenho das conﬁgurações em termos do
percentual de violações de SLO e do custo do serviço relativo aos cenários base. Em relação
ao cenário super provido, custos negativos correspondem a economias de custo por parte do
provisionamento reativo simulado. No eixo X são apresentados os limiares de adição usados
nas simulações e as cores de cada barra indicam os limiares de remoção considerados (ver
as legendas acima do gráﬁco).
Figura 5.7: Desempenho da abordagem de provisionamento reativo
baseada em utilização de CPU em termos do custo de provisiona-
mento e do percentual de violações de SLO.
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O trade-off ﬁca evidente nos resultados para as duas métricas de provisionamento: para
os menores limiares de adição e remoção tem-se os maiores custos e consequentemente os
menores percentuais de violações de SLO. E o oposto também é visto, os maiores limiares
de adição e remoção conduzem aos menores custos e a maiores percentuais de violações de
SLO. Evidentemente, ao controlar-se esses limiares controla-se indiretamente a quantidade
aceitável de violações de SLO e o custo aceitável a ser pago. Esse trade-off é mais acentu-
ado para o provisionamento baseado em CPU, com potencialização extrema dos objetivos de
provisionamento, a exemplo das conﬁgurações de limiares de adição em 20% e 90%. No pri-
meiro caso, os custos chegam a ser 400% superiores aos apresentados pelo provisionamento
perfeito com uma ocorrência mínima de violações de SLO, próximas de 0%. Enquanto que
para o segundo caso, os custos aproximam-se aos praticados pelo provisionamento perfeito
com ônus de percentuais signiﬁcativos de violações de SLO, com valor mediano em torno
de 5% de violações para o caso mais extremo.
Por outro lado, para o provisionamento baseado em memória, essa relação entre obje-
tivos é menos evidente, devido à baixa sensibilidade do percentual de violações em função
de mudanças nos limiares de provisionamento considerados. Mesmo para o cenário mais
conservador em termos de custo (limares de adição em 90%), o percentual mediano de vio-
lações de SLO para o caso mais extremo é de aproximadamente 0.45%, enquanto que para o
cenário menos conservador de custo (limiares de adição em 20%) as violações de SLO não
ocorrem no provisionamento de 80% das aplicações. Para o provisionamento baseado em
memória, apenas os custos mostram-se sensíveis à conﬁguração dos limiares, com valores
médios de elevação do custo em relação ao provisionamento perfeito extremando entre algo
em torno de 425% a 18%, respectivamente da conﬁguração de menor para a de maior limiar
de adição. Acredita-se que isso seja decorrente do perﬁl de variabilidade da carga de trabalho
de memória, que apresenta baixa variação entre percentuais de utilização do recurso.
Apesar da baixa sensibilidade do número de violações de SLO no provisionamento ba-
seado em memória a mudanças nas conﬁgurações dos limiares de provisionamento, no geral
essa relação de controle da conﬁguração de limiares sobre o desempenho da abordagem de
provisionamento é presente para as duas métricas de provisionamento observadas. Contudo,
resta observar o nível de controle que pode ser obtido através dessas conﬁgurações e o quão
aplicável é esse controle para manifestar os limites de desempenho desejados para o provisi-
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Figura 5.8: Desempenho da abordagem de provisionamento reativo
baseada em utilização de memória em termos do custo de provisiona-
mento e do percentual de violações de SLO.
onamento, em termos de custo de provisionamento e QoS da aplicação em execução.
5.3.2 Controle de objetivos de provisionamento
Apesar do trade-off de objetivos de provisionamento mostrar-se sensível às conﬁgurações
de limiares de provisionamento, o controle desses objetivos conﬂitantes a partir dos limiares
não é uma tarefa trivial. Idealmente, deseja-se manter a QoS desejada para a aplicação
provisionada com o menor custo possível. Espera-se ainda que esse custo seja inferior ao
proporcionado pelo super provisionamento estático perfeito da infraestrutura, que garante a
ausência de violações SLO com o mínimo custo possível a partir de uma infraestrutura de
capacidade estática. Ou seja, busca-se valores de limiares de adição e remoção que permitem
a execução de diversas aplicações a partir de um limite de violações SLO com economias de
custo em relação ao cenário de super provisionamento estático perfeito. Nesse sentido, os
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resultados de provisionamento foram agrupados conforme o percentual de violação de SLOs
observado e considerando a capacidade da conﬁguração em manter os custos inferiores aos
do cenário base de super provisionamento. Três classes foram deﬁnidas para os limites de
violações de SLO: 0% (sem violações), ≤ 0, 1% e ≤ 1%, de forma que seja possível ter uma
avaliação do desempenho da abordagem quanto a sua capacidade de respeitar esses limites e
de reduzir custos de provisionamento para diferentes aplicações.
A partir da Figura 5.9 é possível identiﬁcar a quantidade de aplicações cujas violações
de SLO enquadram-se nas diferentes classes de violações de SLO com custos inferiores aos
praticados pelo super provisionamento perfeito. Esses resultados consideram as diferentes
conﬁgurações analisadas para o provisionamento baseado apenas em CPU. Observa-se que
nenhuma das conﬁgurações de provisionamento simuladas foi suﬁciente para atingir os ob-
jetivos de custo e QoS de todas as aplicações, mesmo para o cenário mais ﬂexível com um
limite máximo de 1% de violações de SLO, que na prática assume que a aplicação em exe-
cução possui disponibilidade próxima a 99%, considerada insatisfatória para alguns tipos de
serviços. Nesse cenário o percentual médio de aplicações cujo limite de violações foi res-
peitado com economias de custo é de cerca de 54%. Além do mais, restringindo-se o limite
de violações para 0,1% ocorre uma redução da capacidade da solução reativa em atingir os
objetivos de custo e QoS da aplicação no provisionamento baseado em CPU, com uma média
de sucesso para aproximadamente 20% das aplicações. Além do mais, para o cenário mais
conservador em que violações de SLO não são aceitas, a meta é atingida apenas para uma
aplicação dentre as 30 consideradas.
Considerando o provisionamento baseado apenas em memória, que apresenta baixa sen-
sibilidade ao número de violações de SLO em função das conﬁgurações de controle, o prin-
cipal fator que limita a obtenção dos objetivos deﬁnidos é a economia de custo em relação
ao cenário base. Nesse caso, os resultados de provisionamento apresentados na Figura 5.10
demonstram que apenas os limiares de adição mais elevados (superiores a 70%) conseguem
atingir os objetivos para um número signiﬁcativo de aplicações, com um percentual médio
aproximado de 46% das aplicações com objetivos atingidos. Para as demais conﬁgurações
de limiares de adição, o percentual de aplicações em que os objetivos de custo e QoS foram
atingidos mostra-se não representativo, com média em torno de 11%.
Para casos mais restritivos, com o limite de violações de SLO deﬁnido em 0,1% a capa-
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Figura 5.9: Análise do percentual de aplicações em que foi possível
atingir os objetivos de custo e QoS no provisionamento baseado em
CPU.
cidade média de atingir os objetivos de provisionamento é reduzida para aproximadamente
21% das aplicações. Todavia, quando o objetivo é eliminar violações de SLO no provisi-
onamento baseado em memória o percentual médio de aplicações em que esse objetivo é
atendido é de 5%, e de 10% no melhor caso.
Como esperado, para um cenário de objetivos de provisionamento conﬂitantes, o cum-
primento dos objetivos de QoS da aplicação estão associados a custos de provisionamento,
de forma que quanto mais restritivo é o limite aceitável de violações de SLO maior será a o
custo de provisionamento necessário para atingi-lo. Isso pode ser observado na Figura 5.11,
que apresenta a avaliação do custo incorrido para cada uma das classes de violações de SLO.
O diagrama de caixa mostra, para cada aplicação cujos objetivos de QoS foram satisfeitos
sem restrições de custo, o menor custo de provisionamento relativo ao provisionamento per-
feito e ao super provisionamento perfeito. Como consequência, observa-se que grande parte
da incapacidade de obtenção dos objetivos de provisionamento é devido a elevação nos cus-
tos de provisionamento pela restrição dos objetivos de SLO, que geram custos superiores aos
apresentados pelo super provisionamento estático perfeito (percentuais positivos na primeira
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Figura 5.10: Análise do percentual de aplicações em que foi possível
atingir os objetivos de custo e QoS no provisionamento baseado em
memória.
linha do gráﬁco). Ou seja, a redução da quantidade de aplicações cujos objetivos de custo e
QoS foram obtidos deve-se tanto a restrição dos objetivos de SLO quanto ao ônus de custo
associado à obtenção de objetivos de SLO restritivos, para ambas as métricas.
Para a classe limitada a 0% de violações de SLO, metade das aplicações que atingiram
esse objetivo apresentaram custo 180% e 27%, respectivamente para o provisionamento ba-
seado em CPU e memória, maior que o custo do provisionamento perfeito correspondente.
Por outro lado, para um limite máximo de 0, 1% de violações de SLO a mediana do custo
é aproximadamente 71% e 14% maior que o obtido no provisionamento perfeito, respecti-
vamente para o provisionamento com base em CPU e memória. Apenas no cenário mais
ﬂexível, em que o limite de violações de SLO é de 1%, os custos de provisionamento da
abordagem reativa para ambas as métricas apresentam reduções signiﬁcativas em relação ao
cenário de super provisionamento e aproximam-se dos custos obtidos pela abordagem de
provisionamento perfeita, com uma elevação de no máximo 6% e 12% de custo para metade
das aplicações cujo objetivo foi atingido, considerando CPU e memória respectivamente.
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Figura 5.11: Análise de custos relativos ao provisionamento perfeito e
ao super provisionamento perfeito para diferentes cenários de limites
de violações de SLO.
5.3.3 Eﬁciência de conﬁguração por objetivo de provisionamento
Além do desempenho da abordagem reativa quanto a sua capacidade de atingir os objetivos
de provisionamento, um outro fator de desempenho consiste na eﬁciência de conﬁguração
dos limiares da abordagem para atingir tais objetivos para as aplicações consideradas. Como
já mencionado, o provisionamento automático de aplicações em ambientes IaaS tende a pri-
orizar a manutenção da QoS da aplicação provisionada, garantindo a otimização do uso
da infraestrutura e a consequente minimização dos custos de execução da aplicação. Desta
forma, a análise de eﬁciência de conﬁguração trata da seleção de conﬁgurações que permitam
a obtenção dos objetivos de QoS com o menor custo possível. Para uma mesma aplicação,
pode existir mais de uma conﬁguração de provisionamento que seja capaz de assegurar os
requisitos mínimos de QoS, todavia dentre estas existe uma parcela mais eﬁciente que con-
segue atingir o objetivo de QoS com o menor custo entre as demais. Assim, a eﬁciência de
conﬁguração consiste na análise de predominância de um conjunto mínimo de conﬁgurações
de regras de provisionamento eﬁcientes, capaz de atingir os objetivos de QoS das aplicações
com os menores custos possíveis.
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Devido ao percentual não signiﬁcativo de aplicações cujo objetivo de eliminação de vio-
lações de SLO foi atingido, essa análise de eﬁciência de conﬁguração mostra-se não aplicável
para a classe com limite de 0% de violações de SLO. Já para a classe menos restritiva (até
1% de violações), dentre as conﬁgurações que atingiram os objetivos de SLO com o menor
custo de provisionamento, a conﬁguração com maior predominância de uso para esse ﬁm foi
responsável pelo provisionamento de em média 34% das aplicações e no máximo 46%, con-
siderando junto os cenários com base em CPU e memória. Enquanto que para a classe com
até 0,1% de violações de SLO a conﬁguração mais predominante foi suﬁciente para garantir
os objetivos de QoS e minimização de custo para apenas 25% dessas aplicações em média
e no máximo 34%, para ambas as métricas. Desta forma, observa-se que quando da busca
pelo provisionamento respeitando os limites de SLO com o menor custo de execução não
há um conjunto representativo de conﬁgurações de provisionamento que sejam capazes de
provisionar todas as aplicações, o que elemina a possibilidade de uma conﬁguração padrão
que seja capaz de atingir esses objetivos para as diferentes aplicações consideradas.
5.3.4 Sumário de resultados da abordagem prática
O desempenho da abordagem reativa prática de provisionamento foi veriﬁcado através de
uma varredura dos parâmetros de conﬁguração de regras de provisionamento e da aná-
lise ﬁnal das métricas do número de violações de SLO e custo de provisionamento, que
apresentam-se como objetivos conﬂitantes para as soluções de provisionamento automático
para ambas as métricas consideradas. A partir dos resultados, veriﬁcou-se que apesar da
abordagem reativa apresentar um grau de controle satisfatório entre objetivos de provisiona-
mento, a depender principalmente dos limites de SLO deﬁnidos, a obtenção desses objetivos
torna-se infactível para uma parcela considerável das aplicações analisadas, mesmo consi-
derando as duas métricas de provisionamento e as conﬁgurações de limiares que apresentam
melhor desempenho.
Em um primeiro momento observou-se a incapacidade das conﬁgurações de provisiona-
mento reativo em atingir os objetivos de provisionamento para todas as aplicações, mesmo
para limites de SLO menos restritivos onde é aceitável que em até 1% dos intervalos de
tempo de execução a utilização de infraestrutura esteja em 100%. Essa incapacidade é po-
tencializada com a restrição dos limites de SLO, com valores aproximando-se de 0%, onde
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a taxa de aplicações cujos objetivos são atingidos é mínima, principalmente para o provi-
sionamento baseado em CPU, com apenas uma aplicação com objetivos satisfeitos para o
caso mais restritivo. Esse resultado é proveniente da relação antagônica entre QoS e custo de
provisionamento, dado que a busca pela satisfação dos objetivos de QoS provocam elevações
signiﬁcativas nos custos de provisionamento, que por sua vez chegam a superar os custos de
uma abordagem de super provisionamento estático perfeito. Essa relação foi demonstrada
a partir dos custos obtidos para cada uma das classes de limites de SLO deﬁnidas para o
provisionamento automático das aplicações.
Complementarmente, foi analisada a eﬁciência de conﬁguração das regras de provisiona-
mento para a satisfação dos objetivos de provisionamento deﬁnidos. Para classes de limites
de SLO menos conservadores e restrições de custo apenas relacionadas ao custo do cená-
rio super provido, existem conﬁgurações de provisionamento que mostram-se minimamente
predominantes para atingir tais objetivos para as aplicações, com representatividade para
mais de 60% das aplicações. Todavia, ao buscar-se os objetivos de QoS juntamente com a
minimização dos custos de provisionamento essa representatividade é reduzida para menos
da metade das aplicações, considerando ambas as métricas de provisionamento. Ou seja, não
existe um conjunto padrão de conﬁgurações que seja suﬁcientemente eﬁciente para atingir
os objetivos de custo e QoS para a maior parcela das aplicações.
Desta forma, veriﬁca-se que a solução reativa de provisionamento apresenta desempe-
nho não satisfatório para o provisionamento de diferentes aplicações quanto à satisfação dos
objetivos de provisionamento de custo e QoS da aplicação. Além do mais, considerando
a eﬁciência de conﬁguração das regras de provisionamento considera-se que não há predo-
minância de conﬁguração, com conﬁgurações que sejam capazes de satisfazer os diferentes
objetivos abordados no estudo para as diferentes aplicações, mesmo considerando separa-
damente as duas métricas de provisionamento. Contudo, na próxima seção será realizada
uma análise de desempenho da abordagem de provisionamento reativo com base em mé-
tricas multidimensionais, onde as regras de provisionamento consideram simultaneamente
a utilização de CPU e memória para efetuar o provisionamento da aplicação ao longo do
tempo.
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5.4 Provisionamento Reativo baseado em Múltiplas Di-
mensões de Recursos
Durante o provisionamento de aplicações a alocação de uma quantidade insuﬁciente de recur-
sos pode gerar gargalos em diferentes dimensões de recursos computacionais. Tais gargalos
ocasionam reduções no desempenho da aplicação porque não há recursos de CPU ou memó-
ria suﬁcientes para executar a aplicação com os níveis de QoS esperados. Assim, apesar das
análises anteriores abordarem o provisionamento reativo sob a ótica de diferentes métricas
de utilização de recursos individualmente, na prática o provisionamento automático de uma
aplicação requer que alocações e deslocações ocorram em observância à utilização de recur-
sos simultaneamente em diferentes dimensões. Com base nisso, nessa seção aborda-se uma
análise do provisionamento reativo de aplicações horizontalmente escaláveis com base em
múltiplos recursos, especiﬁcamente utilização de CPU e memória.
Nesse sentido, foram realizadas simulações de provisionamento reativo para cada uma
das 30 aplicações anteriormente descritas a partir de conﬁgurações de regras de provisiona-
mento para as duas métricas de utilização de recursos. Para isso, o modelo de simulação
foi adaptado para considerar o provisionamento com base em duas métricas: (i) uma ação
de alocação de recursos é realizada quando pelo menos um dos limiares de adição de uma
das métricas é atingido; (ii) a remoção de recursos ocorre apenas se ambos os limiares de
remoção das métricas forem atingidos. Foi realizada uma varredura de parâmetros de conﬁ-
guração, com limiares de adição para ambas as métricas variando de 20% a 90%, em passos
de 10%, e com limiares de remoção variando de 10% a 80%, em passos de 10%, também
para ambas as métricas6. Desta forma, cada conﬁguração de regra é composta por dois limi-
ares de adição, um para CPU e outro para memória, e dois limiares de remoção, que consiste
em um experimento fatorial completo com remoção de conﬁgurações inválidas. Para cada
limiar de provisionamento foi associada a ação de alocar ou desalocar uma VM com 1 núcleo
de CPU e 1GB de memória à infraestrutura de execução7, semelhante ao realizado na análise
6Limiares de adição de uma métrica são sempre conﬁgurados com valores maiores que os limiares de
remoção da mesma métrica.
7Com base no modelo de tarifação da Amazon AWS, as VMs são de fato removidas da infraestrutura se
o disparo da ação de remoção ocorrer em sincronia com horas completas de uso completo das VMs a serem
desalocadas.
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prática da seção anterior.
Desta forma, para cada aplicação considerada foram executadas 1296 testes de simu-
lações de provisionamento com base em diferentes conﬁgurações de limiares de adição e
remoção de recursos para ambas as métricas em conjunto. Os resultados de provisionamento
das conﬁgurações foram agrupados por objetivos básicos de QoS e custo. Objetivos de QoS
correspondem à capacidade de limitar o percentual de violações de SLO obtidas ao longo do
provisionamento, por aplicação e para ambas as métricas 8. Objetivos de custo visam reduzir
os custos de provisionamento em relação a um cenário de super provisionamento estático
perfeito, que também serviu de base comparativa para as análises da seção anterior. Foram
consideradas três classes de limites de violações de SLO: 0% (sem violações), ≤ 0, 1% e
≤ 1%, a ﬁm de contemplar diferentes graus de conservadorismo quanto ao objetivo de QoS
da aplicação.
Para cada conﬁguração de provisionamento simulada foi calculado o percentual de apli-
cações para as quais foi possível atingir os objetivos básicos de custo e QoS a partir da
conﬁguração realizada, considerando as diferentes classes de limites de SLO. Observou-se
que em nenhum cenário de conﬁguração avaliado foi possível atingir tais objetivos de provi-
sionamento para todas as aplicações provisionadas. Ou seja, também para o provisionamento
baseado em múltiplos recursos não existe uma conﬁguração dentre as simuladas que seja ca-
paz de atingir os objetivos de custo e QoS para 100% das aplicações. No cenário em que
não é aceito violações de SLO (0% de violações), cada uma das conﬁgurações mais eﬁci-
entes conseguiram provisionar sem a ocorrência de violações apenas 10% das aplicações.
O percentual máximo de aplicações cujos objetivos foram atingidos eleva-se com o relaxa-
mento do limite de SLO, assumindo um valor de 50% quando o limite violações é de 0,1%.
Esse percentual máximo é de aproximadamente 67% para o cenário menos restritivo, em
que aceita-se um percentual de até 1% de violações de SLO para ambas as métricas de pro-
visionamento. Ou seja, mesmo com uma ampla varredura de parâmetros de conﬁguração de
regras de provisionamento, baseada em recursos multidimensionais, não foi possível atingir
os objetivos de custo e QoS para todas as aplicações.
Além do mais, idealmente o provisionamento busca executar a aplicação com um nível
8O percentual de violações de SLO é computado com base no número de intervalos de tempo em que a
utilização de pelo menos um tipo de recurso atingiu 100% ao longo da execução da aplicação.
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de QoS adequado, correspondente ao limite de violações de SLO, e com o mínimo de custo
possível de provisionamento e não apenas com um custo menor do que o apresentado pelo
cenário perfeitamente super provido. Nessa caso, busca-se um conjunto de conﬁgurações
dentre todas simuladas aquelas que são capazes de respeitar os limites de violações de SLO
com o menor custo possível de provisionamento para cada uma das aplicações. No entanto,
selecionar essas conﬁgurações eﬁcientes mostra-se uma tarefa não trivial. A Figura 5.12
apresenta o diagrama de caixa do percentual de conﬁgurações eﬁcientes dentre o total de
conﬁgurações capazes de respeitar os limites de violações e de custo base de provisiona-
mento. Para as classes menos restritivas, com limite de 0,1% e 1% de violações, para 50%
das aplicações apenas 2,2% e 1,8% das conﬁgurações mostraram-se eﬁcientes em termos de
limitar violações ao menor custo possível dentre as conﬁgurações consideradas, respectiva-
mente. Apesar do percentual de conﬁgurações eﬁcientes mostrar-se mais signiﬁcativo para
o cenário mais restritivo (0% de violações), com média em torno de 35%, na prática esse
fato está associado a ineﬁciência das conﬁgurações em eliminar violações de SLO, caracte-
rizada pelo número menor de conﬁgurações que são capazes de atingir esses objetivos e pela
quantidade não signiﬁcativa de aplicações cujos objetivos são atendidos.
Figura 5.12: Análise do percentual de conﬁgurações dentre as conﬁ-
gurações que satisfazem os objetivos básicos de provisionamento que
o fazem com o mínimo custo de execução.
Associado a essa complexidade de seleção das conﬁgurações mais eﬁciente existe o fator
da variabilidade de custo entre as conﬁgurações que atendem a ambos os objetivos de provi-
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sionamento. Mesmo para conﬁgurações que remetem a um custo mínimo dentre as demais
conﬁgurações existe um elevação de custo em relação ao custo do provisionamento perfeito,
que consiste no menor custo de provisionamento sem violações de SLO. Para esses cenários
de provisionamento com custo mínimo a elevação média de custo em relação ao provisiona-
mento perfeito das aplicações é de aproximadamente 17%, considerando as diferentes classes
de limites de violações de SLO. Por outro lado, considerando todas as conﬁgurações em que
foi possível atender os objetivos básicos de provisionamento, de QoS e custo, observa-se em
média 39% de elevação nos custos de provisionamento em comparação ao cenário de provi-
sionamento perfeito. Esse aumento nos percentuais médios de custos deve-se a um pequeno
número de conﬁgurações muito conservadoras que causam elevações signiﬁcativas de custo
em relação ao provisionamento perfeito. A Figura 5.13 apresenta o diagrama de caixa dos
custos relativos ao cenário perfeito agrupado pelas classes de limites de SLO estabelecidas,
onde é possível observar os cenários com custos de provisionamento fora do padrão.
Figura 5.13: Análise de custos relativos ao provisionamento perfeito
para diferentes cenários de limites de violações de SLO.
Desta forma, a partir das análises realizadas observa-se que além de não haver conﬁgura-
ção que seja eﬁciente para provisionar todas as aplicações respeitando-se os limites básicos
de custo e QoS, a seleção de conﬁgurações que minimizam o custo de provisionamento
não pode ser considerada uma tarefa trivial. Isso pode ser observado tanto pelo percentual
não signiﬁcativo de conﬁgurações que podem atingir tais objetivos de custo mínimo quanto
pelo custo incorrido pela seleção inadequada das conﬁgurações mais eﬁcientes com rela-
ção à minimização do custo. Além disso, o fator de capacidade de controle da solução de
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provisionamento é impactado pelo acréscimo de parâmetros de conﬁguração das regras de
provisionamento, em decorrência do uso de múltiplas métricas, que torna a eﬁciência de
conﬁguração não satisfatória no contexto de provisionamento automático e reativo como um
serviço de IaaS.
5.5 Discussão e Conclusões
Nesse capítulo foi realizada uma análise sobre o uso de abordagem de provisionamento auto-
mático e reativo para compor o serviço de provisionamento automático oferecido no contexto
de IaaS. Essa análise foi realizada segundo diferentes aspectos relacionados com a constru-
ção e implantação da técnica reativa, além de fatores de desempenho que tratam dos princi-
pais objetivos do provisionamento automático de recursos. Esse estudo conduz à conclusão
de que a abordagem reativa não é adequada para compor um serviço de provisionamento
automático não intrusivo em um ambiente de IaaS. As razões que levam a essa conclusão
vão desde a não generalidade e eﬁciência de conﬁguração da técnica até o não controle dos
objetivos de provisionamento e a incapacidade de atender esses objetivos para diferentes
aplicações.
Primeiramente, a conﬁguração das regras de provisionamento é signiﬁcativamente sensí-
vel às características das cargas de trabalho das aplicações, estando diretamente relacionadas
com os perﬁs de consumo de CPU e memória, o que contesta a generalidade e indepen-
dência da solução em relação à aplicação provisionada (Questão de pesquisa 3). Um outro
ponto de destaque é que as análises realizadas não revelaram a existência de uma conﬁgura-
ção de limiar predominante para uma aplicação e métrica de provisionamento, muito menos
para várias aplicações consideradas no estudo, o que inviabiliza o uso de uma conﬁguração
padrão para o provisionamento de diferentes aplicações em um ambiente de produção do ser-
viço de provisionamento (Questão de pesquisa 4). O senso comum considera que adicionar
nós quando se chega a uma utilização de aproximadamente 70% e remover nós quando se
chega próximo de 40% de utilização é adequado, quando os resultados obtidos demonstram
que isto não é a regra tanto para o provisionamento perfeito quanto para o prático.
Além do mais, a abordagem reativa não é, na prática, bem sucedida em cumprir os obje-
tivos de QoS, em termos de limites de violações de SLO, das aplicações e, quando cumpre,
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leva a custos muito elevados, muitas vezes superiores aos praticados pelo super provisio-
namento estático da infraestrutura (Questões de pesquisa 1 e 2). Isso é observado mesmo
quando consideradas diferentes métricas de provisionamento e um provisionamento baseado
simultaneamente em múltiplos recursos. Ou seja, além do fato da conﬁguração do sistema de
provisionamento não ser uma tarefa trivial, a abordagem reativa também não foi bem suce-
dida em lidar com os objetivos conﬂitantes de custo de provisionamento e QoS da aplicação
provisionada. Adicionalmente, a solução reativa demonstra que o controle desses objetivos
está diretamente relacionado com as características da carga de trabalho da aplicação, o que
potencializa a ineﬁciência da solução quanto à busca pelos objetivos de provisionamento.
Apesar de apresentar desempenho não adequado para o cenário de provisionamento au-
tomático como um serviço buscado neste trabalho, a técnica de provisionamento reativo é
considerada simples em termos de implementação em um ambiente de IaaS (Questão de
pesquisa 5). As atuais soluções e serviços de IaaS (por exemplo Amazon AWS e OpenS-
tack) oferecem ferramentas tanto de monitoramento da infraestrutura, responsáveis por co-
letar métricas de utilização de recursos, quanto de atuação sobre a infraestrutura, capazes
de alocar ou desalocar VMs da infraestrutura usada para executar a aplicação provisionada.
Desta forma, a construção da solução reativa consiste essencialmente na implementação de
regras programáveis que são disparadas com base em métricas monitoradas e atuam sobre a
infraestrutura a partir de ferramentas já disponibilizadas pelos provedores de IaaS.
Em suma, mesmo com a simplicidade de construção da solução reativa e a possibilidade
de melhorias no seu desempenho, esta mostra-se não adequada para basear um serviço de
provisionamento automático não intrusivo que seja capaz de lidar com os diferentes objeti-
vos de provisionamento e perﬁs de aplicações em um ambiente real de IaaS, mesmo quando
considera-se um cenário de provisionamento multidimensional. Todavia, para que a aplica-
ção dessa técnica fosse de fato viável como um serviço de provisionamento não intrusivo
em IaaS seria necessário que a solução desenvolvida fosse capaz de lidar com as variantes
existentes nesses cenário de provisionamento, como exemplo das particularidades de carga
de trabalho, para cada dimensão de recursos, de cada aplicação provisionada pelo serviço de
provisionamento automático e reativo.
Capítulo 6
Provisionamento como um Serviço
Automático e Proativo
Esse capítulo aborda diferentes aspectos que envolvem o processo de provisionamento proa-
tivo aplicado a um serviço de provisionamento automático em ambientes de IaaS, que opera
com base em métricas não intrusivas à aplicação provisionada. Especiﬁcamente, é reali-
zado um estudo sobre o desempenho de técnicas de provisionamento proativo em termos
do custo de provisionamento da aplicação e manutenção de sua QoS em níveis aceitáveis.
Além disso, no que concerne o cenário de provisionamento como um serviço, as técnicas
proativas também são avaliadas quanto a sua eﬁciência de conﬁguração e a controlabilidade
dos objetivos de provisionamento, deﬁnidos em termos de custo e QoS. Desta forma, o es-
tudo aborda questões sobre desempenho e limitações dessas soluções ao compor um serviço
de provisionamento automático como descrito neste trabalho, discorrendo sobre possíveis
aprimoramentos e evoluções da técnica proativa baseada em métricas não intrusivas.
6.1 Introdução
O provisionamento automático proativo antecipa variações na carga de trabalho da aplicação
provisionada para realizar a gerência automática de recursos virtuais alocados a ﬁm de suprir
adequadamente tais demandas no futuro. Desta forma, a base do provisionamento proativo
como uma serviço em IaaS consiste na capacidade de produzir estimativas eﬁcientes sobre
a futura carga de trabalho da aplicação de interesse. O planejamento de capacidade da in-
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fraestrutura de execução, em termos da quantidade e dos tipos de instância de VM a serem
provisionadas, é decidido a partir de tais estimativas e considerando os objetivos almejados
no processo de provisionamento.
Durante o processo de provisionamento, estimativas acima da utilização real observada
(super estimativas) implicam no super dimensionamento da infraestrutura e, por consequên-
cia, na alocação desnecessária de recursos, que causa desperdício e elevação dos custos de
provisionamento. Por outro lado, estimativas abaixo da demanda real da aplicação (sub es-
timativas) geram um sub dimensionamento da infraestrutura, com menos recursos do que o
requerido pela aplicação, que pode conduzir a aplicação a um estado de degradação de sua
QoS. Esta relação entre super dimensionamento e sub dimensionamento está diretamente as-
sociada aos objetivos conﬂitantes de provisionamento, que em geral buscam uma harmonia
entre a manutenção da QoS da aplicação provisionada em níveis aceitáveis e a redução de
custos de provisionamento, quando da presença de variações na carga de trabalho da aplica-
ção.
É imprescindível, portanto, que a solução de predição usada pelo serviço de provisiona-
mento automático seja capaz de gerar estimativas conﬁáveis sobre as demandas da aplicação
em execução. A técnica de provisionamento proativo é amplamente explorada na literatura
através de diferentes abordagens [2, 14, 15, 44, 52, 56, 62]. No entanto, apesar da existência
de soluções que baseiam-se apenas em métricas da infraestrutura de execução [14, 44], a
maioria das soluções propostas fazem uso de métricas especíﬁcas da aplicação para realizar
o provisionamento (como tempo de resposta, tamanho de ﬁla, taxa de chegada, tipos de re-
quisições, etc.), que não são acessíveis em um cenário de provisionamento automático como
um serviço.
Como já discutido anteriormente, o provisionamento automático e proativo como um
serviço deve usar apenas métricas de utilização não intrusivas, disponibilizadas tipicamente
para qualquer aplicação em execução em um ambiente de IaaS e, por conseguinte, dispo-
níveis ao provedor do serviço de provisionamento automático (como utilização de CPU,
memória, disco, etc.). Com base nisso, nesse capítulo é realizada uma análise do emprego de
soluções preditivas e não intrusivas, baseadas em métricas de utilização de CPU e memória
para o provisionamento automático e proativo de aplicações horizontalmente escaláveis em
ambientes de IaaS.
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O principal objetivo desse estudo consiste em avaliar o desempenho de soluções de pro-
visionamento automático e proativo considerando os seguintes aspectos: (i) capacidade de
assegurar a QoS da aplicação provisionada ao mesmo tempo que reduz custos de provisiona-
mento, especialmente em comparação com a abordagem de super provisionamento estático
e perfeito da infraestrutura, onde não há violações de SLO; (ii) eﬁciência de conﬁguração
dos modelos de predição e das soluções de provisionamento; (iii) grau de generalidade e
independência de características da carga de trabalho da aplicação provisionada; e (iv) capa-
cidade de controle de objetivos de provisionamento apresentada pela solução, com o intuito
de permitir uma conﬁguração da solução proativa que explore o trade-off entre objetivos, em
termos do custo de provisionamento e da QoS da aplicação.
A seguir, serão apresentadas diferentes análises de soluções proativas. Uma abordagem
de provisionamento perfeito é inicialmente discutida. Essa análise é considerada não realista
por fazer uso de estimativas de demanda sem a presença de erros de predição. Apesar de
não realista, é útil para termos de comparação com as técnicas não perfeitas. A discussão
continua com a análise de provisionamento em abordagens de provisionamento prático, que
são suscetíveis à ocorrência de erros de planejamento de capacidade em função de estimati-
vas de demanda não acuradas. Finalmente, também é analisado o provisionamento baseado
em múltiplas dimensões de recursos, que consideram diferentes métricas de utilização de
recursos no provisionamento.
6.2 Análise do Provisionamento Proativo Perfeito
O provisionamento proativo perfeito baseia-se na existência de um preditor perfeito, livre de
erros de predição. Esse preditor deve ser capaz de gerar estimativas precisas sobre as futu-
ras demandas da aplicação provisionada. Assim, decisões de um planejador de capacidade
perfeito, baseadas nessas estimativas, podem promover o provisionamento da aplicação sem
violações de SLO e com o menor custo de execução possível. No entanto, até onde se sabe
não existe preditor perfeito nesse formato. Isso deve-se principalmente à complexidade de
construção de um modelo preditivo perfeito, que envolve operações complexas e não intui-
tivas sobre o histórico de dados da demanda da aplicação com o intuito de gerar estimativas
perfeitas.
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Assim, mesmo considerando-se que a relação entre demandas de diferentes dimensões
(por exemplo, consumo de CPU e memória) possa ser negligenciada e que essas demandas
possam ser individualmente consideradas no provisionamento perfeito, uma técnica preditiva
de provisionamento ainda deve prever de forma perfeita a carga de trabalho da aplicação.
Para tal, faz-se necessário decompor perfeitamente as séries temporais da carga de trabalho
da aplicação em pelo menos três componentes: (i) a tendência da série temporal – isto é,
se a série temporal está em tendência de crescimento ou decrescimento e qual é o nível
dessa tendência; (ii) o padrão sazonal das demandas da carga de trabalho; e (iii) o ruído
ou erro aleatório associado. Além disso, a técnica de provisionamento deve ser capaz de
estimar com base nesses componentes o comportamento da carga de trabalho futura no curto
e médio prazo (na casa de minutos), de forma a ser eﬁciente em realizar o planejamento de
capacidade da aplicação provisionada.
Essa complexidade é potencializada ao se considerar fatores externos não previsíveis ao
processo de provisionamento como um serviço. Diversos são os fatores que podem inﬂu-
enciar nesse processo, como rajadas de demanda de usuários sem padrões de recorrência,
instabilidade de desempenho na rede que interliga os componentes da aplicação e seus usuá-
rios, serviços em nível gerencial que executam em paralelo à aplicação provisionada (por
exemplo o garbage collector), heterogeneidade de desempenho entre nós que hospedam as
VMs que proveem uma mesma aplicação, etc. Adicionalmente, considerando-se múltiplas
dimensões de recursos, diferentes aplicações podem reagir de forma distinta a esses fatores
externos em termos da proporcionalidade entre o consumo de recursos de diferentes dimen-
sões. Desta forma, variações na demanda entre dimensões de recursos também podem con-
tribuir para a existência de erros nas estimativas de demanda e por conseguinte no processo
de provisionamento preditivo e proativo.
Além do mais, mesmo em um cenário de provisionamento com um preditor sub-ótimo,
que apresenta um percentual insigniﬁcante de erros e com erros de menor intensidade e
amplitude, é possível que em alguns casos esses erros ainda reﬂitam negativamente no de-
sempenho da aplicação provisionada, de forma a serem percebidos pelos usuários ﬁnais da
aplicação. Desta forma, argumenta-se sobre a não factibilidade de um preditor livre de er-
ros, ou mesmo de um preditor próximo do perfeito. Por consequência não deve ser possível,
na prática, alcançar um serviço de provisionamento proativo sem erros de planejamento de
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capacidade e dimensionamento da infraestrutura de execução, de forma a proporcionar o
provisionamento perfeito da aplicação em execução. Contudo, na próxima seção é realizada
uma análise de provisionamento prático da abordagem proativa.
6.3 Análise Prática do Provisionamento Proativo
A partir do modelo de simulação deﬁnido no Capítulo 4 foi realizada uma análise do provi-
sionamento proativo prático a partir de modelos de predição não intrusivos, que consideram
apenas métricas de utilização da infraestrutura de execução. Especiﬁcamente, foram con-
siderados 3 modelos de predição de séries temporais difundidos na literatura e descritos no
Apêndice B: (i) um algoritmo simplista baseado em medições anteriores, que considera no
planejamento de capacidade o valor de utilização de recurso observado no intervalo de tempo
anterior (LW); (ii) um modelo de predição baseado em auto-regressão do histórico de utili-
zação de recursos (AR); e (iii) uma solução de predição baseada na seleção dinâmica do
modelo de predição a ser considerado no provisionamento (Dinâmico), proposta por Morais
et al. [44]. Apesar de também considerar métricas não intrusivas no provisionamento, o algo-
ritmo de predição com base em casamento de padrões proposto por Caron et al. [14] não foi
aproveitado nesse estudo devido a questões de desempenho, como discutido no Apêndice B.
O provisionamento proativo foi simulado para as diferentes aplicações do conjunto de
dados da HP com base individualmente em métricas de demanda de CPU e memória, com
o provisionamento baseado apenas em CPU ou apenas em memória. Desta forma, o modelo
de simulação foi conﬁgurado para simular o controle da aplicação com periodicidade de 5
minutos, em conformidade com a duração de um intervalo de tempo dos rastros de utilização.
O horizonte de predição também foi conﬁgurado para ter duração de 5minutos, ou 1 intervalo
de tempo, e desta forma a solução de provisionamento opera com uma margem de tempo
próxima de 5 minutos para a execução e efetivação do provisionamento, em concordância
com a análise sobre tempo de provisionamento realizada no Apêndice A. Assim, ao ser
usado no provisionamento de uma aplicação, um modelo de predição é alimentado, a cada
laço de controle, com as duas últimas semanas de dados históricos de utilização da aplicação
e realiza, com base nesses dados, uma estimativa de utilização de CPU para o horizonte de
predição pré-deﬁnido.
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Para esse estudo, considerou-se que o planejamento de capacidade é realizado em termos
da quantidade de VMs necessária para suprir as demandas estimadas da aplicação no curto
prazo. Cada VM dispõe de 1 núcleo de CPU e 1GB de memória. Desta forma, o desempenho
das técnicas de provisionamento proativo pode ser avaliado segundo métricas de custo de
provisionamento e QoS da aplicação provisionada impactadas por erros de estimativa do
modelo de predição considerado pela técnica. Especiﬁcamente, o custo de provisionamento é
computado pela quantidade de horas de máquina alocadas para executar a aplicação ao longo
do tempo, enquanto que a QoS da aplicação é mensurada a partir do percentual de intervalos
de tempo em que a utilização média da infraestrutura, para o recurso considerado, atingiu
o limite de 100% deﬁnido como o máximo aceitável no SLO deﬁnido entre o provedor da
aplicação e o provedor do serviço de provisionamento automático.
Em resumo, nessa seção é realizada uma análise de desempenho da abordagem proativa
em termos do percentual de violações de SLO e do custo de provisionamento em comparação
aos custos obtidos em cenários de provisionamento automático perfeito e de super provisi-
onamento estático perfeito. Nesta análise são consideradas diferentes métricas de utilização
de recursos. Adicionalmente, a partir do desempenho apresentado por cada técnica de provi-
sionamento considerada, é possível realizar uma avaliação da abordagem proativa quanto ao
grau de controlabilidade dos objetivos de provisionamento, que corresponde à priorização de
objetivos da relação entre a redução de custos ou de violações de SLO, e de sua capacidade
em atender diferentes níveis de expectativa desses objetivos para as diferentes aplicações
e dimensões de recursos considerados. Os resultados dessas análises são apresentados nas
próximas seções.
6.3.1 Objetivos conﬂitantes e desempenho do provisionamento
Em uma análise geral das abordagens de provisionamento proativo é possível observar o de-
sempenho das técnicas em termos dos objetivos de provisionamento e identiﬁcar a relação
entre esses objetivos. A Figura 6.1 apresenta os resultados de desempenho das abordagens
de provisionamento proativo baseado individualmente em CPU e memória. Os gráﬁcos apre-
sentam o desempenho das abordagens em termos do percentual de violações de SLO e do
custo do serviço relativo aos cenários base perfeitos. Em relação a esses cenários, custos ne-
gativos correspondem a economias de custo por parte do provisionamento proativo simulado.
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A relação entre objetivos também pode ser minimamente observada, onde em geral as abor-
dagens que apresentam maior percentual de violações de SLO são aquelas com menor custo
de provisionamento, muitas das vezes menores que os custos obtidos no provisionamento
automático perfeito. Isso ocorre devido a erros de sub provisionamento da infraestrutura que
reduzem os custos e em contrapartida elevam o percentual de ocorrência de violações de
SLO durante a execução da aplicação.
Figura 6.1: Desempenho da abordagem de provisionamento proativo
baseada em utilização de recursos em termos do custo de provisiona-
mento e do percentual de violações de SLO.
Os resultados são semelhantes para as diferentes abordagens, considerando ambas as
dimensões de recursos, tanto em termos de custo de provisionamento quanto da quantidade
de violações de SLO observadas. Em geral, os custos de provisionamento das abordagens
proativas são inferiores aos obtidos pelo provisionamento perfeito, em média 2,3% e 1%
para o provisionamento baseado em CPU e memória respectivamente. Em contrapartida, os
percentuais de violação de SLO são considerados elevados, com aproximadamente 5% para
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o provisionamento baseado em CPU e 8% quando baseado em memória. A economia de
custo em relação ao cenário perfeito deve-se ao sub provisionamento da infraestrutura de
execução, que é mais econômica porém mais suscetível a ocorrência de violações de SLO.
As economias de custo de provisionamento em relação ao cenário de super provisiona-
mento estático perfeito, quando baseado em utilização de memória, são inferiores às eco-
nomias obtidas no provisionamento guiado por utilização de CPU. Isso se deve à menor
variação do nível de utilização e à baixa amplitude dos picos de utilização de memória das
aplicações consideradas, que geram uma menor margem de economia para uma abordagem
de provisionamento automático. O percentual de violações também é mais intenso no pro-
visionamento baseado em memória. Apesar da variação nas demandas de memória serem
menos frequentes, a intensidade dessas variações são suﬁcientes para situar a solução de
provisionamento em uma posição de ineﬁciência para suprir as demandas da aplicação.
Esses resultados evidenciam que o desempenho da abordagem preditiva de provisiona-
mento, de forma semelhante às técnicas reativas, são diretamente dependentes ou relaciona-
das à variação da carga de trabalho das aplicações provisionadas por um serviço de provi-
sionamento não intrusivo. No entanto, as economias de custo obtidas em relação ao super
provisionamento estático perfeito e a proximidade de desempenho de custo com a aborda-
gem de provisionamento perfeito proporcionam uma margem funcional para a solução de
provisionamento. Isso signiﬁca, que com os índices de custo obtidos, é possível à solução
de provisionamento priorizar objetivos de redução de violações de SLO, mesmo com conse-
quentes elevações no custo de provisionamento.
6.3.2 Redução da ocorrência de violações de SLO
Devido à margem funcional proporcionada pela economia de custo obtida pelas abordagens
proativas, é possível fazer uso de mecanismos para reduzir a ocorrência de violações de SLO
ao realizar o provisionamento automático. Uma técnica amplamente abordada na literatura
consiste em aplicar ﬁltros nos dados utilizados para alimentar os modelos de predição, a
ﬁm de remover ruídos e pequenas variações que reduzem a acurácia dos preditores de séries
temporais. Ruídos ou pequenas variações nos dados de utilização de CPU e memória usa-
dos pelos preditores podem alterar o funcionamento dos modelos de predição, prejudicando
a detecção de tendências, sazonalidades e periodicidades dos dados de utilização. Desta
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forma, essas inﬂuências podem causar erros de estimativa de utilização, que podem causar
as violações de SLO observadas.
De forma geral, a técnica de ﬁltragem considerada realiza uma conversão dos dados da
série temporal, de um uso parcial da capacidade de recursos alocada em uma série de uso in-
teiro das capacidades. Com essa mudança, é possível mitigar o efeito de pequenas variações
da carga de trabalho no desempenho do serviço de provisionamento automático, uma vez
que os dados considerados para alimentar os preditores passam a ter menor variabilidade.
Para uma série de itens da série temporal da carga de trabalho da aplicação, a técnica de
ﬁltragem aplica para cada demanda u, deﬁnida em núcleos de CPU e gigabytes de memória,
a uma função teto �u�, resultando na demanda inteira do recurso considerado para cada in-
tervalo de tempo da série. Por exemplo, para uma série temporal com valores de demanda
{1,2; 3,1; 4,7; 2,1; 0,5} aplica-se a função teto resultando na série {2; 4; 5; 3; 1}.
Em seguida, em formato de janela deslizante, é realizada para cada janela de tempo uma
sumariação dos valores pertencentes a janela com o intuito de remover variações entre in-
tervalos de tempo da série. Especiﬁcamente, uma janela de tempo com duração ﬁxa de w
é deslizada no tempo em saltos de w
2
e para cada janela os valores da série temporal são
substituídos pelo valor máximo do teto da janela atual. Desta forma, os preditores de de-
manda passam a ser alimentados com séries temporais compostas pelos valores resultantes
da aplicação da função teto e do janelamento subsequente. Por exemplo, considerando uma
janela de tempo de tamanho w = 2 e a série de demandas inteiras {2; 4; 5; 3; 1} são realiza-
dos 4 janelamentos: o primeiro destes considera os 2 primeiros valores da série de inteiros e
gera a série {4; 4; ...}; o segundo janelamento desloca a janela em 1 intervalo e resulta em
{4; 5; 5; ...}; o terceiro gera a série {4; 5; 5; 5; ...}; e após o último janelamento obtém-se a
série ﬁltrada {4; 5; 5; 3; 3}, que será utilizada pelo modelo de predição.
A avaliação da eﬁcácia da técnica de ﬁltragem foi realizada a partir de uma instanciação
do modelo de simulação deﬁnido anteriormente. O modelo foi conﬁgurado para aplicar o
ﬁltro usando janelas de 1 hora de duração, com deslocamentos a cada 30 minutos, em con-
cordância com o tempo mínimo de uso de uma VM considerado na deﬁnição do modelo
de simulação. É importante não confundir essa janela de 1h com os intervalos de controle
previamente deﬁnidos, que continuam sendo de 5 min. Para cada cenário avaliado, uma
aplicação e as diferentes abordagens de predição com e sem ﬁltro para ambas as dimensões
6.3 Análise Prática do Provisionamento Proativo 96
de recursos, mediu-se o percentual de violações de SLO obtidas e o custo relativo aos cená-
rios de provisionamento perfeito e de super provisionamento estático perfeito para a mesma
aplicação. A Figura 6.2 apresente o diagrama de caixa desses resultados de desempenho.
Figura 6.2: Desempenho da abordagem de provisionamento proativa
baseada em utilização de CPU e memória a partir da técnica ﬁltragem
de dados de predição, em termos do custo de provisionamento e do
percentual de violações de SLO.
Como observado, os resultados evidenciam amelhoria na predição devido à técnica de ﬁl-
tragem. Com relação ao número de violações de SLO, a técnica de ﬁltragem apresentou uma
redução absoluta no percentual médio de violações de 3,6% e 5% para o provisionamento
baseado em CPU e memória, respectivamente. Isso foi obtido mesmo com um percentual
médio de redução de custos de aproximadamente 46% para o provisionamento baseado em
CPU e de 20% para o provisionamento baseado em memória. Isto evidencia que mesmo com
a consequente elevação dos custos de provisionamento, a técnica de ﬁltragem de dados de
predição apresenta potencial de reduzir signiﬁcativamente a ocorrência de violações de SLO
durante o provisionamento da aplicação.
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6.3.3 Técnicas para o controle dos objetivos de provisionamento
O provisionamento automático de aplicações em ambientes de IaaS possui objetivos conﬂi-
tantes que correspondem a um trade-off entre a redução do percentual de violações de SLO,
relacionadas com a QoS da aplicação provisionada, e a redução do custo de provisionamento
através da diminuição da capacidade de recursos alocada. Em um cenário de provisiona-
mento reativo, esses objetivos podem ser controlados a partir da conﬁguração dos limiares
de utilização de recursos da abordagem de provisionamento reativo e das ações a serem re-
alizadas quando esses limiares são ultrapassados. No entanto, para abordagens proativas
consideradas não há conﬁguração que permita esse tipo de controle de objetivos diretamente
no nível do modelo de predição considerado pela técnica. Desta forma, faz-se necessário o
uso de técnicas auxiliares para proporcionar o provisionamento controlado em função dos
objetivos de provisionamento. A seguir são analisadas duas técnicas de controle de objetivos
de provisionamento.
Margem de segurança operacional
A primeira técnica desenvolvida para controlar os objetivos de provisionamento consiste em
uma abordagem simplista que permite uma inﬂação controlada dos valores de predição pro-
duzidos. De forma especíﬁca, a abordagem utiliza uma margem de segurança operacional
que permite a redução de sub estimativas por meio da expansão de cada uma das estimativas
geradas pelos modelos de predição, que corresponde a um aumento percentual pré-deﬁnido
dos valores de predição. Essa margem tem o objetivo de gerar um super provisionamento di-
nâmico e controlado da infraestrutura de execução para lidar com os modelos de predição que
produzem resultados com custos reduzidos e com uma ocorrência signiﬁcativa de violações
de SLO, como os que foram avaliados previamente. Evidentemente, a capacidade da técnica
de reduzir sub estimativas está atrelada a uma elevação nos custos de provisionamento.
Com a aplicação da margem de segurança, o planejamento de capacidade passa a utilizar
predições de utilização aumentadas em um fator ﬁxo (ρ) e o modelo de simulação utilizado
anteriormente foi modiﬁcado para reﬂetir o novo modo de operação do planejador de ca-
pacidade do serviço de provisionamento automático. Desta forma, para cada predição de
consumo de recurso da infraestrutura virtual (dˆ), a capacidade planejada em termos do nú-
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mero de instâncias, com 1 núcleo de CPU e 1 gigabyte de memória, necessárias para prover





, onde l corresponde ao limite de utilização de recursos deﬁnido
no SLO estabelecido pelo provedor da aplicação.
O modelo de simulação foi utilizado com a mesma conﬁguração do experimento reali-
zado na seção anterior, com o limite de utilização de recursos ﬁxado em 100% e a aplicação
do ﬁltro nos dados consumidos pelos modelos de predição. No entanto, foram adicionados
à conﬁguração do modelo diferentes níveis de margem de segurança operacional, com os
valores de ρ variando entre 10% e 50%. O caso base consiste no provisionamento das apli-
cações consideradas sem o uso da margem de segurança operacional (margem de 0%) e com
a aplicação do ﬁltro, apresentado na seção anterior.
A Figura 6.3 mostra os resultados dos experimentos de simulação do provisionamento
das aplicações com os diferentes abordagens de predição e conﬁgurações de margem de se-
gurança operacional 1. O resultado dessas simulações permite a análise do provisionamento
com relação às métricas de violação de SLO e redução de custo, respectivamente em com-
paração aos cenários de provisionamento perfeito. Como esperado, o aumento da margem
de segurança resulta em reduções signiﬁcativas do percentual de violações de SLO obtidos
pelos diferentes modelos de predição, com redução aproximada da média de violações de
2,25% no cenário sem o fator para 0.06% para o cenário com fator ﬁxado em 50%, apara
ambas as métricas de provisionamento. Em contrapartida, essas reduções causam uma ele-
vação no custo de provisionamento. O cenário base apresenta um custo médio 33% inferior
ao custo obtido no super provisionamento estático, enquanto que para a conﬁguração com
maior margem de segurança o custo médio é 23% superior.
Os resultados evidenciam a capacidade da técnica em promover o controle de objetivos
de provisionamento a partir de abordagens proativas, apesar desse controle não mostrar-se
linear entre as diferentes conﬁgurações de margem de segurança. A redução do número de
violações de SLO é mais signiﬁcativa entre os cenários sem margem de segurança e com
uma margem mínima de 10%. Nesse caso, o percentual médio de violações é reduzido de
2,25% para 0,33%, considerando a análise conjunta de ambas as métricas. Isso é obtido
mesmo com economias médias de custo em torno de 19% em comparação ao cenário de
super provisionamento. Todavia, entre os cenários que fazem uso da margem de segurança a
1Por questões de visualização outliers dos resultados do percentual de violações de SLO foram omitidos.
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Figura 6.3: Desempenho da abordagem de provisionamento proativa
considerando diferentes conﬁgurações de margem de segurança ope-
racional em termos dos objetivos de provisionamento.
variação de desempenho da técnica ocorre de forma aproximadamente linear.
Correção de erros de predição
Uma abordagem mais soﬁsticada para promover o controle de objetivos de provisionamento
consiste na utilização de modelos de predição que buscam corrigir possíveis erros de su-
bestimativa. Essa abordagem foi proposta por Morais et al. [44] e baseia-se na análise do
histórico de erros que conduzem ao sub provisionamento para corrigir as predições e reduzir
a ocorrência de violações de SLO. A abordagem consiste em adicionar uma camada auxiliar
aos modelos de predição que é responsável por analisar os padrões de erros capturados e
realizar correções das estimativas de utilização produzidas. Ou seja, com base nos modelos
iniciais de predição são geradas estimativas de demanda de recursos e estas estimativas são
corrigidas com base em erros de predição cometidos anteriormente
O mecanismo de correção calcula o histórico de erros de predição (e(t) = dˆ − d) para
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cada intervalo de tempo t e tenta correlacionar a sequência recente de erros de subestimativa
(erros negativos) com sequências de erros de subestimativa no passado, através de uma fun-
ção de autocorrelação (ACF, do inglês Auto-Correlation Function). O ponto no passado em
que a correlação entre os erros é máxima é utilizado como um ponto central de uma janela
de valores de erro de predição com tamanho conﬁgurável. Então, o valor absoluto do maior
erro negativo dentro desta janela de correção é utilizado para corrigir a predição seguinte, de
forma que essa correção é somada ao valor de utilização estimado. De forma geral, o algo-
ritmo de correção de predição, como ilustrado na Figura 6.4, é dividido em em três etapas:
(1) aferição dos erros de predição; (2) determinação da correlação máxima; e (3) cálculo da
correção de predição.
Figura 6.4: Visão ilustrativa do algoritmo de correção de predição
baseado na correlação do histórico de erros de subestimativa.
O tamanho da sequência de erros de predição e o tamanho da janela de correção são parâ-
metros do mecanismo de correção de predições. No experimento de avaliação da técnica de
controle de objetivos de provisionamento baseada na correção de predições foi utilizado um
tamanho de sequência de erros de 2 semanas do passado, que corresponde a 4032 intervalos
de tempo com 5 minutos de duração, e valores para o tamanho da janela de correção que
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consideram 1%, 25%, 50% e 100% do tamanho dessa sequência de erros e atuam como um
grau de correção. Por exemplo, para um sequência de erros com 1000 intervalos de tempo
e um grau de correção de 50% o algoritmo de correção considera janelas de correção com
500 intervalos de tempo. A atuação do mecanismo foi simulado com base nas cargas de
trabalho das 30 aplicações consideradas a partir de métricas de CPU e memória e de dife-
rentes modelos de predição. Também foram utilizados diferentes conﬁgurações da margem
de segurança operacional associadas ao ﬁltro de dados de predição avaliado anteriormente.
As Figuras 6.5 e 6.6 mostram o diagrama de caixa do percentual de violações de SLO e
do custo de provisionamento em comparação aos cenários de provisionamento perfeito e de
super provisionamento perfeito, respectivamente para o provisionamento baseado em CPU e
memória 2.
Figura 6.5: Desempenho da abordagem proativa considerando a téc-
nica de correção de predições em termos dos objetivos de provisiona-
mento, para o provisionamento baseado em CPU.
Para ambas as métricas de provisionamento, observa-se uma variação de desempenho da
2Por questões de visualização outliers dos resultados do percentual de violações de SLO foram omitidos.
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Figura 6.6: Desempenho da abordagem proativa considerando a téc-
nica de correção de predições em termos dos objetivos de provisiona-
mento, para o provisionamento baseado em memória.
abordagem de provisionamento proativa em termos do custo de provisionamento e do percen-
tual de violações de SLO com o aumento do grau de correção. Estes resultados que tornam
evidente o potencial da técnica de correção em prover o controle dos objetivos de provisiona-
mento em um cenário de provisionamento como um serviço. Todavia, em comparação com
a técnica de margem de segurança operacional, a abordagem de correção apresenta melhor
desempenho, com um menor impacto de custo na redução de violações de SLO. A técnica de
correção, sem margem de segurança, apresenta um percentual médio de violações de SLO de
0,04% no cenário com o grau de correção de 100%, com uma economia média de custo asso-
ciada de 15%, em comparação ao super provisionamento estático. Por outro lado, sem o uso
da correção, a abordagem com maior margem de segurança (50%) apresenta um percentual
de violações semelhante ao da abordagem com correção, de 0,06% em média, no entanto
o custo associado é signiﬁcativamente superior, com sobrecusto de aproximadamente 23%
em relação ao cenário super provido. Apesar disso, é possível que combinações das duas
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técnicas, ou até mesmo o uso individual de uma delas, promovam um aprimoramento nos
resultados quanto ao desempenho em termos dos objetivos de provisionamento.
6.3.4 Controle de objetivos de provisionamento
Como mostrado na seção anterior, as técnicas de margem de segurança e de correção de
predições possuem o potencial de explorar o trade-off de objetivos de provisionamento. No
entanto, é imprescindível que o controle desses objetivos seja eﬁcientemente obtido a partir
da conﬁguração das técnicas propostas. Assim, busca-se conﬁgurações das abordagens de
provisionamento proativo que sejam eﬁcientes em provisionar diferentes aplicações a partir
de um limite de violações de SLO e com economias de custo em comparação aos custos
obtidos pelo super provisionamento estático perfeito, posto como um limite superior de custo
de provisionamento.
A ﬁm de veriﬁcar a eﬁciência de diferentes conﬁgurações das técnicas de controle de
objetivos de provisionamento e dos modelos de predição considerados, os resultados de pro-
visionamento foram agrupados segundo classes de desempenho. Considerou-se os diferentes
cenários de conﬁguração e instanciação do modelo de simulação e mediu-se o percentual de
violação de SLOs observado e a capacidade de produzir custos inferiores aos do cenário base
de super provisionamento. Foram estabelecidas três classes de limites de violações de SLO:
0% (sem violações), ≤ 0, 1% e ≤ 1%. Desta forma, é possível avaliar o desempenho das
diferentes abordagens proativas e de suas conﬁgurações em termos da capacidade de aten-
der os níveis desejáveis de QoS e de promover reduções de custos de provisionamento para
diferentes aplicações.
As Figuras 6.7 e 6.8 apresentam o percentual de aplicações para as quais foi possível
manter os níveis de QoS desejados e reduzir custos de provisionamento para cada uma das
possíveis conﬁgurações e instanciações da abordagem de provisionamento proativo. Primei-
ramente, observa-se que nenhuma das conﬁgurações de provisionamento proativo conside-
radas foi capaz de provisionar eﬁcientemente todas as aplicações, mesmo para limites de
QoS mais ﬂexíveis, com um percentual de violações de SLO menor ou igual a 1%. Para
este caso, o percentual médio de aplicações para as quais os objetivos de provisionamento
foram atingidos corresponde a aproximadamente 56% para o provisionamento baseado em
CPU e a 34% para o provisionamento baseado em memória. Esse percentual é reduzido
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para aproximadamente 49% e 27%, respectivamente para o provisionamento baseado em
CPU e memória, quando o limite de violações é restringido para 0,1%. Para o cenário mais
conservador, com um limite de violações de SLO em 0%, os objetivos são atingidos em
média apenas para aproximadamente 6% e 5% para o provisionamento baseado em CPU e
memória, respectivamente.
Figura 6.7: Análise do percentual de aplicações em que foi possí-
vel atingir os objetivos de custo e QoS no provisionamento proativo
baseado em CPU.
Considerando os cenários de conﬁguração mais eﬁciente, com o maior percentual de
aplicações cujos objetivos de provisionamento foram atingidos, para cada classe de limites de
SLO, o desempenho da abordagem baseada em métricas de memória consegue assemelhar-
se ao desempenho do provisionamento baseado em CPU. Para o cenário menos restritivo de
limite de SLO, o percentual de aplicações com objetivos satisfeitos é de aproximadamente
90%. Esse percentual é reduzido para algo em torno de 80% para ambas as métricas, quando
o limite de violações é deﬁnido em 0.1%. Todavia, para o provisionamento baseado em
memória, uma quantidade menor de conﬁgurações é capaz de atender os objetivos para um
percentual representativo das aplicações. Em geral, quanto maior é a margem de segurança
operacional utilizada menor é a quantidade de aplicações cujos objetivos de provisionamento
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são atingidos, pois o custo se torna bastante elevado.
Figura 6.8: Análise do percentual de aplicações em que foi possí-
vel atingir os objetivos de custo e QoS no provisionamento proativo
baseado em memória.
Em um cenário de objetivos de provisionamento conﬂitantes, é evidente que o cumpri-
mento dos objetivos de QoS da aplicação está associado a custos de provisionamento, uma
vez que quanto mais restritivo for o limite de violações de SLO deﬁnido maior será o custo
de provisionamento necessário para atingi-lo. Essa relação entre objetivos também pode ser
observada na Figura 6.9, que apresenta o menor custo de provisionamento associado à limi-
tação da QoS de cada aplicação para cada classe considerada. O diagrama de caixa mostra,
para cada aplicação cujos objetivos de QoS foram satisfeitos sem restrições de custo, o menor
custo de provisionamento relativo ao provisionamento perfeito e ao super provisionamento
estático perfeito, que consiste na seleção não realista do melhor cenário de conﬁguração da
abordagem proativa para obtenção do objetivo de QoS. A partir desses resultados, é possível
observar que quanto mais restritivo é o limite de violações de SLO maiores são os custos
de provisionamento associados e consequentemente maior é parcela das aplicações cujos
objetivos de provisionamento não são atingidos.
Para o cenário mais ﬂexível, em que o limite de violações de SLO é de 1%, os custos
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Figura 6.9: Análise de custos relativos ao provisionamento perfeito e
ao super provisionamento perfeito para diferentes cenários de limites
de violações de SLO.
de provisionamento das abordagens proativas são em média 42% e 7% superiores aos custos
da abordagem perfeita, respectivamente para o provisionamento baseado em CPU e memó-
ria. Por outro lado, para um limite máximo de 0.1% de violações de SLO o custo médio é
aproximadamente 71% e 14% maior que o obtido no provisionamento perfeito, respectiva-
mente para o provisionamento com base em CPU e memória. Para a classe limitada a 0%
de violações de SLO, os custos médios de provisionamento são os mais expressivos, aproxi-
madamente 157% e 48% maiores que o custo do provisionamento perfeito correspondente,
respectivamente para métricas de CPU e memória. Todavia, independente do limite de vio-
lações de SLO, o provisionamento baseado em memória apresenta valores de custo de pro-
visionamento mais próximos ao custos praticados pelo cenário de provisionamento perfeito,
possivelmente devido a menor variabilidade presente nas cargas de trabalho de utilização
de memória das aplicações consideradas. No entanto, apesar do desempenho em termos de
custo, o provisionamento baseado apenas em memória não garante que não existam viola-
ções de SLO relacionadas à utilização de CPU. Logo, o provisionamento automático não
deve considerar apenas uma única dimensão de recurso, como será abordado em breve.
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6.3.5 Eﬁciência de conﬁguração por objetivo de provisionamento
É importante também estudar a eﬁciência de conﬁguração das técnicas de provisionamento
proativo para atingir os objetivos de provisionamento. Nesse sentido, a eﬁciência de con-
ﬁguração da abordagem também pode ser veriﬁcada pela análise da predominância de um
conjunto restrito de conﬁgurações, de modelos de predição e técnicas de controle de objeti-
vos, que são capazes de assegurar os objetivos de custo e QoS das aplicações, para diferentes
níveis de restritividade de classes de SLO e métricas base do provisionamento. Essa análise
é realizada a partir dos resultados obtidos do provisionamento prático considerando todas as
diferentes conﬁgurações realizadas.
Para essa análise de predominância foram considerados dados referentes às três classes
de limites de violações de SLO avaliadas na seção anterior. Entretanto, a classe com li-
mite de 0% de violações de SLO não foi considerada nesse estudo devido ao percentual não
signiﬁcativo de aplicações cujo objetivo de eliminação de violações de SLO foi atingido.
Para a classe com um limite 0,1% de violações de SLO a conﬁguração com maior predomi-
nância consegue atingir os objetivos de SLO com o custo mínimo para em média 37% das
aplicações e no máximo 38%, considerando os cenários com ambas as métricas de provisio-
namento. Por outro lado, para a classe menos restritiva (até 1% de violações) a conﬁguração
mais predominante foi suﬁciente para garantir os objetivos de QoS e de minimização de
custo para em média 75% das aplicações e no máximo 86%, para os cenários com métricas
de CPU e memória.
Desta forma, diferentemente da abordagem de provisionamento reativa que mostra-se
ineﬁciente em termos de conﬁguração, a abordagem proativa em alguns cenários menos res-
tritivos alcança elevados índices de predominância de conﬁguração, em geral para elevados
graus de correção e não aplicação de margem de segurança. Isso lhe atribui um caráter ge-
neralista, apropriado para uma solução que deve compor um serviço de provisionamento
automático em ambientes de IaaS.
6.3.6 Sumário de resultados da abordagem prática
Nessa seção foi realizada um análise de desempenho de abordagens de provisionamento
proativo, baseado em métricas de CPU e memória, através de instanciações do do serviço de
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provisionamento automático com base em diferentes modelos de predição e conﬁgurações
de técnicas para o controle de objetivos de provisionamento. Especiﬁcamente foram consi-
derados três modelos de predição (LW, AR e Dinâmico) e técnicas de controle que fazem
uso de uma margem de segurança operacional e de um mecanismo de correção de predições.
Além disso, foi considerado um ﬁltro sobre os dados de utilização de recursos com o intuito
de reduzir a ocorrência de violações de SLO. A partir dessas instanciações a abordagem
de provisionamento proativa foi simulada e o desempenho de cada cenário foi avaliado em
termos do custo de provisionamento e do percentual de violações de SLO resultante. Com
base nesses resultados foram realizadas análises sobre a capacidade de controle de objetivos
de provisionamento da abordagem proativa bem como sobre a sua eﬁciência em termos de
predominância de conﬁguração.
Primeiramente, observou-se que as técnicas de controle de objetivos consideradas permi-
tem o serviço de provisionamento explorar objetivos antagônicos. Apesar da ineﬁciência no
cenário com restrição total de violações de SLO (0% de violações), onde emmédia apenas de
5% a 6% das aplicações são provisionadas de forma que seus objetivos de provisionamento
sejam atingidos, para os demais cenários com limites de violações de SLO menos restritivos
o percentual médio de aplicações cujos objetivos de provisionamento são atingidos pode ser
considerado signiﬁcativo, principalmente para o provisionamento baseado em CPU. Nesse
caso, em média 53% das aplicações são satisfatoriamente provisionadas, variando de 10% a
86%, enquanto que para o provisionamento baseado em memória esse percentual é de 31%,
variando de 3% a 90%. Ou seja, para cenários mais restritivos é possível obter-se o controle
de objetivos para um percentual minimamente signiﬁcativo das aplicações, diferentemente
do que o ocorre em cenários mais ﬂexíveis.
Por outro lado, quanto à eﬁciência de conﬁguração da abordagem proativa, esta mostra-se
promissora para diferentes conﬁgurações de objetivos de provisionamento, tanto em relação
ao percentual máximo de violações de SLO quanto à redução de custo de provisionamento
em comparação a um cenário perfeitamente super provido. Para o cenário menos restritivo,
onde aceita-se um percentual máximo de 1% de violações de SLO, nos melhores dos casos
uma mesma conﬁguração é capaz de assegurar tais objetivos para 86% das aplicações no
provisionamento baseado em CPU e para 90% das aplicações no provisionamento baseado
em memória. Para um objetivo mais restritivo, com um limite de 0,1% de violações, esses
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percentuais ainda são signiﬁcativos, com objetivos assegurados para 83% e 80% das apli-
cações, respectivamente para o provisionamento baseado em CPU e memória. No entanto,
a abordagem não é completamente eﬁciente, para objetivos restritivos, sem a ocorrência de
violações de SLO (0% de violações), esses percentuais são signiﬁcativamente reduzidos para
menos de 20% das aplicações cujos objetivos são atingidos, considerando ambas as métricas.
Desta forma, considera-se que a abordagem proativa de provisionamento apresenta de-
sempenho não satisfatório para cenários com limites restritivos de violações de SLO, tanto
em termos de assegurar os objetivos de provisionamento quanto em relação à eﬁciência de
conﬁguração da abordagem. No entanto, para cenários com uma maior ﬂexibilidade nesse
limite, é possível obter resultados de desempenho representativos no uso da abordagem pro-
ativa como um serviço de provisionamento automático, em termos de objetivos de provi-
sionamento e eﬁciência de conﬁguração, quando consideradas métricas individuais no pro-
visionamento. Contudo, na próxima seção é apresentada uma análise do provisionamento
proativo como um serviço de IaaS com base em métricas multidimensionais de utilização de
CPU e memória.
6.4 Provisionamento Proativo baseado em Múltiplas Di-
mensões de Recursos
A gerência de capacidade deve ser realizada não apenas em uma dimensão de recursos, mas
nas múltiplas dimensões cuja incapacidade de recursos pode gerar impactos no custo de pro-
visionamento e, principalmente, no desempenho da aplicação provisionada. Nesse sentido,
foi realizado um estudo sobre o provisionamento automático e proativo como um serviço
em IaaS a partir de dados de utilização de recursos de múltiplas dimensões, especiﬁcamente
CPU e memória. Foram realizados experimentos de simulação do provisionamento proativo
das 30 aplicações consideradas em análises anteriores. O modelo de simulação foi conﬁgu-
rado a partir de um combinação de modelos de predição LW e AR 3, com aplicação do ﬁltro
de dados de predição e com diferentes instanciações das técnicas de controle de objetivos de
provisionamento. A margem de segurança operacional foi conﬁgurada com valores variando
3Especiﬁcamente, por questões de custo de execução, a abordagem de seleção dinâmica de modelos de
predição não foi considerada nesses estudo.
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de 0% (sem margem de segurança) a 50%, em passos de 10%, além disso foram considerados
cenários sem correção de predições (0% do histórico de erros) e com correção, fazendo uso
de diferentes graus de correção: 1%, 25%, 50% e 100%.
Desta forma, cada cenário de conﬁguração é formado pela tupla
�aplicação,modelo de predição,margem de segurança, grau de correção�, o que resulta
em 1800 cenários avaliados. Dos resultados de simulação foram selecionados aqueles que
apresentam custos de provisionamento inferiores ao custo do provisionamento estático
perfeito correspondente e agrupados as três classes de limites de violações de SLO já
conhecidas. O percentual de violações de SLO é computado como sendo o percentual de
intervalos de tempo em que a utilização de pelo menos um recurso (CPU ou memória)
atingiu 100%. Essa classiﬁcação foi realizada com o intuito de contemplar diferentes níveis
de QoS, em relação ao percentual de violações de SLO obtidas durante o provisionamento,
na avaliação dos cenários de provisionamento simulados.
Com base nas diferentes classes de violações de SLO deﬁnidas, foi calculado para cada
cenário de provisionamento considerado o percentual de aplicações cujos objetivos de provi-
sionamento foram atendidos, de custo e QoS. A partir desse percentual é possível mensurar
a eﬁciência de cada conﬁguração em atingir tais objetivos. Para a classe de limite de vio-
lações de SLO mais restritiva, em que não se admite violações, nenhuma das conﬁgurações
avaliadas foi capaz de evitar violações de SLO para todas as aplicações consideradas. As
conﬁgurações mais eﬁcientes para essa classe só foram responsáveis pela provisionamento
satisfatório de aproximadamente 13% das aplicações. Em um cenário menos restritivo, com
um limite de 0, 1% de violações, esse percentual eleva-se para a faixa dos 70%, com conﬁ-
gurações eﬁcientes no provisionamento de mais da metade das aplicações consideradas. No
cenário com um limite de 1% de violações de SLO, o percentual máximo de aplicações cujos
objetivos de provisionamento foram atingidos aproxima-se de 87%. Contudo, para nenhuma
das classes ou conﬁgurações consideradas foi possível satisfazer os objetivos de provisio-
namento para todas as aplicações no provisionamento multidimensional. Isso evidencia a
incapacidade do serviço de provisionar eﬁcientemente todas as aplicações consideradas.
Além da análise de eﬁciência em atingir os objetivos, é importante avaliar a eﬁciência de
conﬁguração em atingir os objetivos de QoS com o menor custo possível de provisionamento
para cada uma das aplicações. Ou seja, avaliar para cada aplicação cujos objetivos foram
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atingidos o percentual de conﬁgurações que conseguem realizar o provisionamento com o
menor custo. A Figura 6.10 apresenta o diagrama de caixa do percentual de conﬁgurações
mais eﬁcientes dentre o total de conﬁgurações capazes de respeitar os limites de violações e
de custo base de provisionamento. Esse percentual é mais elevado para a classe de limite de
SLO menos ﬂexível (0% de violações), onde em média 38% das conﬁgurações que atingem
os objetivos o fazem com o menor custo possível. Esse resultado é decorrente do baixo
percentual de aplicações cujos objetivos são atendidos e de conﬁgurações que conseguem
fazê-lo no provisionamento mais restritivo, de forma que as conﬁgurações mais rentáveis
são predominantes dentre uma pequena quantidade de conﬁgurações com baixa eﬁciência de
conﬁguração. Para os casos mais restritivos, com um limite de 0, 1% e 1% de violações de
SLO, o percentual médio de conﬁgurações que atingem os objetivos com o menor custo é
reduzido para respectivamente 15% e 13%.
Figura 6.10: Análise do percentual de conﬁgurações mais eﬁcientes
por aplicação em termos de custo dentre as conﬁgurações que satis-
fazem os objetivos básicos de provisionamento.
Um outro fator importante a ser observado consiste no custo relativo ao cenário de pro-
visionamento perfeito obtido pelas conﬁgurações que são capazes de atingir os objetivos do
caso base, de custo e do limite de violações de SLO, para as diferentes classes. A Figura 6.11
apresenta o diagrama de caixa dos custos relativos ao cenário perfeito agrupados pelas clas-
ses de limites de violações de SLO. A classe mais restritiva (0% de violações) apresenta
valores médios de custo relativo semelhantes aos das demais classes, com mediana do custo
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relativo ao cenário perfeito em torno de 27%, no entanto, os cenários mais ﬂexíveis propor-
cionam casos pontuais com grandes impactos de custo. Para esses casos, pelo menos 5%
das conﬁgurações que atingiram os objetivos de provisionamento apresentam custos 140%
superiores aos apresentados pela abordagem de provisionamento perfeito.
Figura 6.11: Análise de custos relativos ao provisionamento perfeito
para diferentes cenários de limites de violações de SLO.
Com base nos resultados obtidos, é possível considerar que a abordagem de provisiona-
mento automático e proativo é eﬁciente em termos dos objetivos de provisionamento, apesar
de não ser possível obter conﬁgurações que sejam eﬁcientes para todas as aplicações conside-
rando a classe de limite de violações de SLOmais restritiva. Para os demais cenários, obtém-
se níveis de eﬁciência signiﬁcativos em garantir os objetivos de provisionamento, com um
percentual elevado de aplicações cujos objetivos foram assegurados. Além disso, o custo em
relação ao cenário de provisionamento perfeito não apresenta variações signiﬁcativas para as
diferentes conﬁgurações em que foi possível atingir os objetivos de provisionamento, apesar
da baixa representatividade de conﬁgurações que conduzem ao custo mínimo.
6.5 Discussão e Conclusões
O capítulo trata do uso de abordagens de provisionamento proativo, baseadas em modelos
preditivos, em um cenário de provisionamento automático como um serviço. Esses modelos
são responsáveis por produzir estimativas de demandas da aplicação provisionada, que por
sua vez são usadas para antecipar mudanças na carga de trabalho e consequentemente do
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planejamento de capacidade necessário para supri-la. Desta forma, foi realizado um estudo
sobre o desempenho da técnica proativa em basear um serviço de provisionamento automá-
tico nesses moldes. A partir desse estudo é possível obter conclusões sobre a eﬁciência de
abordagens proativas ao compor um serviço de provisionamento automático em ambientes
de IaaS para o cenário considerado.
As conclusões baseiam-se no desempenho da abordagem tanto em termos de eﬁciência
de conﬁguração dos modelos preditivos e das técnicas de controle de objetivos de provi-
sionamento quanto na sua capacidade em atingir tais objetivos, considerando métricas sin-
gulares e multidimensionais como base do provisionamento. A abordagem proativa requer
uma conﬁguração mínima para operar de forma funcional, uma vez que para essa abordagem
a expertise do provisionamento é signiﬁcativamente transferida da conﬁguração da solução
para o modelo preditivo considerado pela abordagem (Questão de pesquisa 3). Além disso,
a expansão dessa conﬁguração em pelo menos 1 parâmetro, seja de margem de segurança
operacional ou de grau de correção, é capaz de assegurar o controle de objetivos antagônicos
de provisionamento, relacionados ao custo de provisionamento e a QoS da aplicação provi-
sionada (Questão de pesquisa 2). Por esse motivo, conclui-se que a técnica proativa também
apresenta desempenho satisfatório em termos de controle de objetivos.
Adicionalmente, o desempenho da abordagem também é eﬁciente em relação aos objeti-
vos de provisionamento. Considerando cenários menos restritivos de limites de violação de
SLO, onde é permitida um ocorrência mínima de violações, é possível respeitar esses limites
mesmo com economias de custo em comparação aos custos da abordagem de super pro-
visionamento estático perfeito, para uma parcela signiﬁcativa das aplicações consideradas
(Questão de pesquisa 1). Além do mais, esse desempenho é representativo para o provisio-
namento baseado em ambas as métricas de provisionamento, CPU e memória, o que reforça
o caráter generalista da abordagem e sua independência de perﬁs de aplicações e suas cargas
de trabalho (Questão de pesquisa 4).
Por outro lado, diferentemente da técnica reativa cuja implementação resume-se ao de-
senvolvimento de regras programáveis de provisionamento, a abordagem proativa requer o
uso de um planejador de capacidade que, além de fazer uso de modelos preditivos, precisa
modelar a relação entre as métricas estimadas e as ações de provisionamento a serem rea-
lizadas. Além disso, apesar de existirem implementações genéricas de modelos preditivos
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disponíveis, a melhoria da acurácia dessas soluções requer o desenvolvimento de técnicas
preditivas mais soﬁsticadas que necessitam de um esforço maior de implementação e adap-
tação das abordagens existentes. Desta forma, conclui-se que a solução proativa apresenta
uma complexidade de implementação superior se comparada à técnica reativa de provisio-
namento automático (Questão de pesquisa 5).
Em resumo, a partir de uma abordagem de provisionamento mais soﬁstica, baseada em
estimativas de demanda da aplicação provisionada produzidas por modelos preditivos, é
possível obter-se uma solução de provisionamento considerada eﬁciente para um cenário
de provisionamento como um serviço, apesar de apresentar maior complexidade de imple-
mentação. Essa eﬁciência é percebida em termos da generalidade da técnica em relação às
aplicações provisionadas e métricas de provisionamento consideradas. Além disso, o desem-
penho da técnica também está associado à eﬁciência de conﬁguração e a sua capacidade de
atingir os objetivos de provisionamento e garantir o controle destes, ao fazer uso de técnicas
de margem de segurança e correção de predições. Desta forma, considera-se que a abor-
dagem de provisionamento proativo apresenta um potencial signiﬁcativo a ser explorado na
construção de um serviço de provisionamento automático em ambientes de IaaS, que opere
de forma não intrusiva à aplicação provisionada.
Capítulo 7
Múltiplos Tipos de Instância de VM no
Provisionamento Automático
Nesse capítulo é realizado um estudo sobre o uso de múltiplos tipos de instância de VM
no provisionamento automático de recursos em ambientes de IaaS a partir de métricas não
intrusivas de utilização de CPU e memória. Especiﬁcamente, o estudo refere-se à escolha do
tipo de instância de VM a ser considerado no planejamento de capacidade da infraestrutura
executando a aplicação durante a atuação do serviço de provisionamento automático. Prin-
cipalmente, o trabalho tem como objetivo evidenciar a necessidade do uso de uma técnica
de seleção dinâmica de tipo de instância de VM com o intuito de otimizar do uso dos recur-
sos alocados, que por conseguinte promove reduções no custo de provisionamento e permite
melhorias no desempenho do serviço de provisionamento proposto. Desta forma, esse capí-
tulo propõe uma abordagem de uso da técnica de seleção dinâmica de tipos de instância de
VMs associada ao provisionamento automático e proativo de recursos como um serviço de
de IaaS 1.
7.1 Introdução
Como já destacado anteriormente, infraestruturas virtuais providas por empresas de IaaS e
Computação na Nuvem são ambientes adequados para execução de aplicações horizontal-
1Resultados preliminares desse estudo foram publicados na 8a edição da IEEE International Conference on
Cloud Computing Technology and Science (CloudCom 2016) [45].
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mente escaláveis e, por este motivo, podem ser potencialmente exploradas na oferta de um
serviço de provisionamento automático como descrito nesse trabalho. Na prática, o usuário
do provedor de IaaS (provedor do serviço de provisionamento automático nesse contexto)
adquire recursos computacionais para executar e provisionar uma aplicação de interesse, que
são oferecidos como VMs tipiﬁcadas por tamanhos pré-deﬁnidos [28] e referenciados por
tipos de instância de VM.
Os tipos de instância oferecidos por um provedor de IaaS são deﬁnidos em termos da ca-
pacidade provida por estes em diferentes dimensões de recursos (por exemplo CPU, memó-
ria, disco, etc.). Tipicamente, tipos de instância variam entre si no tamanho da instancia (por
exemplo pequeno, médio, grande, etc.) e na proporção entre as capacidades dos diferentes
tipos de recursos disponíveis. Ou seja, relativamente mais memória que CPU, relativamente
mais CPU que memória, e assim por diante. Cada tipo é associado a um preço por tempo de
uso que é deﬁnido com base na quantidade de recursos oferecidos pela instância nas diferen-
tes dimensões. Além do mais, independentemente do tipo de instância, as VMs são tarifadas
com base no período de alocação e tarifação (por exemplo 1 hora).
Diversas são as soluções de provisionamento automático de recursos propostas na litera-
tura compatíveis com o cenário de provisionamento automático como um serviço de IaaS,
sejam operando de modo reativo ou proativo. Como analisado no Capítulo 5, soluções rea-
tivas apresentam limitações quando empregadas nesse cenário de provisionamento automá-
tico como um serviço e em alguns casos esse tipo de abordagem não é adequada para limitar
impactos na QoS da aplicação provisionada. Assim, o estudo desenvolvido nesse capítulo
é realizado com base em abordagens de provisionamento proativas, que apresentaram um
maior potencial a ser explorado ao oferecer um serviço de provisionamento de recursos em
IaaS.
Nesse sentido, a literatura é vasta em termos de soluções para provisionar automatica-
mente e proativamente uma aplicação horizontalmente escalável [2,14,15,44,52,56,62]. No
entanto, como discutido no Capítulo 3, a importância de decidir sobre o tipo de instância de
VM a ser usado no processo de provisionamento ao longo do tempo de execução da aplica-
ção tem sido na maioria das vezes negligenciada por esses trabalhos. O objetivo principal
tem consistido na estimativa das necessidades de recursos da aplicação, independentemente
do tipo de instância de VM considerado.
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É evidente que a quantidade exata de VMs necessárias para executar uma aplicação é
determinada de acordo com a demanda futura estimada para todas as dimensões de recursos
e com o tipo de instância usado para executar a aplicação. Desta forma, o serviço de pro-
visionamento dever ser capaz de decidir sobre o tipo de instância mais compatível com as
demandas por recursos observadas. Além do mais, se o aumento e a redução da demanda
ao longo do tempo não for proporcional entre todas as dimensões de recurso, então decidir
por apenas um tipo de instância de VM durante toda a execução da aplicação pode não ser
a decisão mais eﬁciente em termos de custo de provisionamento. Como será visto na Se-
ção 7.2, uma análise de cargas de trabalho de aplicações de diferentes conjuntos de dados
com diferentes durações2 conﬁrma que pelo menos 75% das aplicações apresentam razões
entre CPU/memória substancialmente diferentes ao longo do tempo, o que justiﬁca o uso de
mais de um tipo de instância durante o provisionamento.
Nesse capítulo é proposta uma abordagem para realizar a seleção de tipos de instância de
VM no contexto do provisionamento automático e proativo, de aplicações horizontalmente
escaláveis, como um serviço de IaaS. A abordagem tem como objetivo otimizar o uso da
infraestrutura de execução alocada a partir da seleção dinâmica e periódica dos tipos de ins-
tância que melhor se adéquam às demandas da aplicação, permitindo que o desempenho do
serviço de provisionamento proposto seja aprimorado pela redução dos custos de provisio-
namento das aplicações.
Dado o contexto de provisionamento como um serviço, espera-se a não intrusividade,
limitando as informações necessárias para funcionamento do serviço de provisionamento à
utilização de recursos em diferentes dimensões (CPU e Memória). Nesse sentido, a aborda-
gem proativa considerada no estudo prevê a demanda da aplicação para cada dimensão de
utilização de recurso e com base nessas estimativas decide o tipo e a quantidade da instância
de VM que deve compor a infraestrutura de execução. O tipo de VM com melhor relação
custo-benefício considerando as diferentes dimensões de recursos estimados é selecionado
dentre os tipos de instância de VM disponibilizados pelo provedor de IaaS. A seguir, serão
apresentados diferentes estudos sobre a seleção dinâmica de tipos de instância no serviço de
provisionamento automático e proativo de aplicações horizontalmente escaláveis em IaaS.
2Dados de aplicações de clientes da HP, utilizado em análises anteriores, e dados de aplicações em execução
em um centro de processamento de dados da Google [65].
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7.2 Provisionamento Automático com Seleção Dinâmica de
Tipos de Instância
No contexto de provisionamento desse trabalho, aplicações horizontalmente escaláveis são
executadas em VMs dedicadas, adquiridas de um provedor IaaS. Cada tipo de instância ca-
racteriza uma VM em termos de suas capacidades de recursos (CPU, memória, disco, etc.).
Do usuário do provedor de IaaS é cobrada uma taxa previamente acordada por cada in-
tervalo de tempo, de duração inferior ou igual ao mínimo intervalo de tempo considerado
(tipicamente de 1 hora), em que a VM esteve alocada, que consiste no ciclo de tarifação pra-
ticado pelo provedor de IaaS. Essa taxa a ser paga por ciclo de tarifação é deﬁnida com base
nas capacidades de recursos oferecidos por cada tipo de instância de VM. Por questões de
simplicidade, a abordagem de provisionamento explorada nesse estudo pressupõe que cada
período de provisionamento (o tempo entre a aquisição e a liberação de uma VM) ocorre em
sincronia com o ciclo de tarifação do provedor, negligenciando o tempo de provisionamento
requerido pela solução 3.
Variações das intensidades das utilizações observadas para as diferentes dimensões de
recursos resultam em mudanças na quantidade de recursos necessários para executar a apli-
cação ao longo do tempo. Essas variações podem causar mudanças na relação entre valores
de utilização dos recursos, para qualquer par de recursos, e assim inﬂuenciar na decisão so-
bre o tipo adequado de instância de VM a ser usado. Desta forma, além de decidir sobre a
quantidade de recursos necessários, o serviço de provisionamento deve considerar o tipo de
instância que melhor acomoda essa demanda de recursos. Nesse processo, apesar da pos-
sibilidade de uso simultâneo de diferentes instâncias de VM, por questão de simplicidade
assume-se aqui que apenas um único tipo de instância de VM é usado durante cada período
de provisionamento.
Na presença de falhas na estratégia de provisionamento automático, a aplicação pode
atingir um estado de saturação indesejável em que os recursos são super utilizados e os níveis
de utilização desses recursos atingem patamares não aceitáveis. Esse cenário pode levar a
3Para ﬁns especíﬁcos de estudo do provisionamento automático, decisões de provisionamento devem ser
antecipadas para levar em conta o tempo de provisionamento. No entanto, o foco estudo consiste no uso de
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violações dos objetivos de nível de serviço da aplicação (SLOs), deﬁnidos segundo limites
de utilização de recursos, e possivelmente a penalidades (perdas econômicas) ao provedor da
aplicação em questão. Desta forma, quanto maior for a utilização de um recurso, menor será
a QoS da aplicação em execução nele, especialmente quando a carga de trabalho exceder um
determinado limite de utilização que estabelece o ponto de saturação da aplicação. Nesse
sentido, assume-se a presença de um sistema de monitoramento que coleta periodicamente a
utilização dos recursos das VMs ativas que executam a aplicação, em todas as dimensões de
interesse.
Desta forma, para cada dimensão de recurso considerada, existe um SLO que determina
o limite máximo aceitável de utilização desse recurso. Como consequência, se a utilização
de cada recurso de interesse é mantida abaixo, mas o mais próximo possível do limite es-
tabelecido, os SLOs da aplicação são satisfeitos e a QoS da aplicação desejada é atendida.
Além do mais, o custo de execução da aplicação é reduzido pelo fato de que, em qualquer
tempo de provisionamento, o número e tipos de instância de VM usados para executar a apli-
cação são os mais adequados possíveis. Logo, se o serviço de provisionamento automático
atua eﬁcientemente na busca desses objetivos de provisionamento, é improvável que ocorram
violações de SLO, enquanto que o custo de provisionamento é minimizado no longo prazo.
7.2.1 Evidências da necessidade de múltiplos tipos de instância
Existem evidências da importância da seleção automática de tipo de instância para soluções
de provisionamento automático e horizontal, obtidas a partir de análises considerando dois
conjuntos de dados de utilização de aplicações executando em ambientes de produção para
duas dimensões de recursos: CPU e memória. O primeiro consiste no conjunto de dados de
aplicações de clientes da HP com duração média de 8 meses, usado em análises anteriores, e
o segundo é formado por dados de aplicações em execução em um centro de processamento
de dados da Google durante um período máximo de 1 mês. Foram consideradas todas as 30
aplicações do conjunto de dados da HP, consistindo de dados da utilização média e alocação
de recursos no tempo, para as duas dimensões consideradas. No entanto, dos dados da Goo-
gle foram consideradas apenas aplicações que executaram por 1 mês e que são multi-tarefas.
Esta ﬁltragem é necessária para melhorar as chances de capturar aplicações horizontalmente
escaláveis de longa duração, resultando em uma seleção de 956 aplicações do conjunto de
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dados da Google.
Para os dados da Google, foram usados os valores máximos de utilização de CPU e
memória a cada intervalo de tempo de 5 minutos para calcular, respectivamente, a utilização
máxima de CPU e memória durante intervalos de tempo maiores, com 1 hora de duração. Se-
melhantemente, os dados de utilização de aplicações da HP foram sumarizados em intervalos
de tempo de 1 hora de duração, considerando as diferentes dimensões de recursos. Todavia,
essa sumarização foi realizada a partir da utilização média de recursos a cada intervalo de 5
minutos, resultando em intervalos de 1 hora com o maior valor dentre as médias utilização
de cada um dos subintervalos de 5minutos. Isso fez-se necessário pois as informações sobre
a utilização máxima de recursos não é presente no conjunto de dados da HP.
Na análise da seleção dinâmica de tipos, esses valores de utilização sumarizados por hora
foram utilizados para calcular a razão de proporcionalidade do uso de recursos (RPUR, do
inglês Resource Proporcionality Usage Ratio). A RPUR é na verdade uma função do tempo,
deﬁnida como a razão do uso de CPU e memória ( CPUutil
Memutil
) e é calculada para cada aplicação
sendo provisionada. A metodologia aplicada no estudo baseia-se indiretamente nos valores
de RPUR computados para selecionar o tipo de instância de VM que dever ser usado a
cada período de provisionamento de uma aplicação. Desta forma, a técnica de seleção deve
escolher o tipo de instância com a melhor relação custo-benefício para executar a aplicação
a cada momento do tempo.
Diferentemente dos dados de aplicações da HP que disponibilizam tanto informações de
utilização quanto de alocação de recursos em múltiplas dimensões no tempo, os dados da
Google sobre a capacidade real de recursos alocados em servidores para executar as apli-
cações não são disponibilizadas. Os valores de utilização disponibilizados são relativos a
uma máquina de referência cuja capacidade real não é conhecida. Com o intuito de abordar
essa limitação, os valores de RPUR para o conjunto de dados da Google foram calculados
com base em duas máquinas de referência, com diferentes proporções de capacidade de CPU
e memória: (i) proporção 1:1, onde a máquina possui 1 GB de memória para cada núcleo
de CPU presente; e (ii) proporção 1:4, onde a máquina possui 4 GB de memória para cada
núcleo de CPU presente. Desta forma, os cenários de dados considerados são denominados
"HP", "Google 1:1"e "Google 1:4".
A primeira evidência coletada, sobre a necessidade de um mecanismo de seleção dinâ-
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mica de tipos de instância no provisionamento automático de recursos, mostra que o RPUR
varia consideravelmente no tempo para uma mesma aplicação. Com o objetivo de quanti-
ﬁcar a variação de RPUR por aplicação, considerando os dois conjuntos de dados, foram
identiﬁcados para cada aplicação o 5o e 95o percentis dos valores de RPUR. Os resultados
indicam que durante pelo menos 10% de todos os intervalos de 1 hora de duração, as maio-
res proporcionalidades de consumo de recursos são 5 e 3 vezes maiores do que as menores
proporcionalidades para metade das aplicações, respectivamente para dados da HP e da Go-
ogle. Essa análise reforça a necessidade de seleção dinâmica do tipo de VM ao longo do
provisionamento de uma aplicação.
Uma outra evidência da necessidade da técnica de seleção é que os valores de RPUR
variam consideravelmente de uma aplicação para outra, independentemente do conjunto de
dados considerado e da máquina de referência, para os dados da Google. Essa análise reforça
a hipótese de que não existe um único tipo de VM que é o mais adequado para todas as
aplicações provisionadas pelo serviço, sendo necessária a seleção dinâmica de tipo de VM
por aplicação.
A Figura 7.1 apresenta a função de distribuição acumulada (FDA) dos valores de RPUR
para cada aplicação. A partir desses dados é possível observar uma grande variedade de
distribuições de RPUR, para os dois conjuntos de dados. Considerando o valor mediano
do RPUR para cada aplicação, a diferença entre o RPUR mediano mínimo e o máximo é de
cerca de 2 e 5 ordens de grandeza, para o conjunto da HP e Google respectivamente. Ou seja,
a variação do consumo de CPU em relação ao consumo de memória pode ser até 102 e 105
vezes maior para valores medianos, considerando respectivamente dados da HP e Google.
Um ponto importante a ser destacado quanto à distribuição de valores de RPUR, indepen-
dente da sua intensidade de variação, consiste na presença de diferentes perﬁs de tendência
central entre os dois conjuntos de dados considerados. Para os dados da Google essa ten-
dência mostra uma concentração de valores de RPUR próximos de 1, o que signiﬁca que
existe um equilíbrio no uso de CPU e memória para as aplicações desse conjunto de dados.
Essa característica demonstra que para o provisionamento dessas aplicações devem ser con-
siderados tipos de instância tanto com predominância de capacidade de CPU em relação à
capacidade de memória quanto os tipos que favorecem o cenário oposto. Por outro lado, a
distribuição de RPUR para os dados da HP mostra que as aplicações desse conjunto são ma-
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(a) Dados de utilização da HP (b) Dados de utilização da Google
Figura 7.1: Distribuição de RPUR para todas as aplicações dos dois
conjuntos de dados (HP e Google) em escala logarítmica.
joritariamente predominantes no consumo relativo de memória em comparação ao consumo
de CPU, característica destacada pela predominância de valores de RPUR inferiores a 1.
Contudo, os resultados mostram que os valores de RPUR apresentam variação substan-
cial, principalmente entre as aplicações da Google e entre uma mesma aplicação do conjunto
de dados da HP. Esses resultados evidenciam a necessidade de um mecanismo de seleção
dinâmica de tipos de instância no provisionamento automático e horizontal de recursos em
ambientes de IaaS, com o objetivo de minimizar custos de provisionamento.
7.2.2 Serviço de provisionamento automático
O serviço de provisionamento atua na infraestrutura de execução da aplicação a cada inter-
valo de tempo, com periodicidade pré-deﬁnida, que corresponde a uma parcela do tempo
total de provisionamento da aplicação. Por questão de simplicidade, considera-se nesse es-
tudo que cada intervalo de tempo possui a mesma duração de um ciclo de tarifação de um
provedor de IaaS. Por exemplo, considerando o modelo de preço da Amazon Web Services
(AWS), cada intervalo de tempo possui 1 hora de duração e por conseguinte a periodicidade
de provisionamento é a mesma. Desta forma, a cada intervalo o serviço de provisionamento,
observando diferentes dimensões de recursos, deve (i) deﬁnir o tipo de instância com melhor
relação custo-benefício para executar a aplicação e (ii) alocar a capacidade de recursos em
termos da quantidade de VMs deste tipo. Essa decisão deve ser realizada a ﬁm de man-
ter a QoS da aplicação provisionada em níveis aceitáveis com o mínimo custo possível de
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provisionamento.
Assim, o objetivo do serviço de provisionamento automático consistem em assegurar a
execução de aplicações horizontalmente escaláveis em ambientes de IaaS com um nível de
QoS aceitável e com o menor custo de provisionamento possível. Esse objetivo pode ser
atingido assegurando-se que a aplicação provisionada execute, ao longo do tempo, usando a
menor quantidade possível de VMs, do tipo de instância commelhor relação custo-benefício,
que é suﬁciente para manter a taxa de violação de SLOs baixa. Esse limiar da taxa de SLO é
deﬁnido como sendo o percentual máximo aceitável de violações de SLO estabelecido pelo
provedor da aplicação como o nível de QoS esperado. O custo de provisionamento é com-
putado como a soma do número de ciclos de tarifação de cada VM usada multiplicado pelo
preço do tipo de instância de VM por ciclo de tarifação. Nesse processo, considera-se que
apenas um único tipo de instância é usado em cada intervalo de tempo de provisionamento.
No entanto, para que o serviço de provisionamento atue eﬁcientemente, é necessário que
o mesmo tenha informações prévias sobre a utilização de recursos em diferentes dimensões
para realizar o planejamento de capacidade para cada intervalo de tempo. Obviamente, não
existe solução de provisionamento prática que seja capaz de dispor dessas informações de
forma ótima, uma vez que não é possível antecipar os níveis de utilização da infraestrutura
sem a existência de erros associados. Uma solução não realista de provisionamento nes-
ses moldes — que usa um oráculo capaz de prever com exatidão os valores de utilização
para cada intervalo de tempo — é proposta na próxima seção. Esta solução ótima é usada
como melhor caso para base de comparação ao avaliar o desempenho de soluções práticas
de provisionamento.
7.3 Seleção Ótima de Tipo de Instância de VM
Uma solução de provisionamento ótima é baseada em informações exatas sobre as demandas
da aplicação no futuro próximo para cada dimensão de recursos (CPU e memória). Nesse ce-
nário de provisionamento perfeito, o serviço de provisionamento é capaz de alocar ao longo
do tempo a quantidade mínima de recursos com o tipo de instância de VM mais econômico
e garantir que a aplicação seja executada sem violações de SLO em ambas as dimensões de
recursos (ou seja, com um percentual de máximo aceitável de violações igual a 0%). Nessa
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seção utilizamos uma solução de provisionamento perfeita simulada a partir de dados dos
dois conjuntos de rastros de utilização previamente discutidos.
7.3.1 Modelo de simulação e instanciação
Usando como base o modelo de simulação descrito no Capítulo 4, foi desenvolvido um
modelo de simulação do serviço de provisionamento que opera a cada hora e realiza o provi-
sionamento com base em estimativas de demandas de utilização de recursos, como discutido
no Capítulo 6, e na seleção dinâmica do tipo de VM a ser usado. O modelo de simulação
foi implementado na linguagem de programação R [17], o que permite avaliar soluções de
provisionamento automático e horizontal por meio de experimentos de simulação guiados
por dados de utilização de recursos no tempo4. Nesse cenário, a solução de provisionamento
ótima é alcançada quando o componente de predição é um oráculo que antecipa as futuras
cargas de trabalho reais da aplicação.
O principal provedor de IaaS do mercado, Amazon AWS, expressa a quantidade de CPU
alocada a um tipo de instância em termos da métrica ECU (do inglês EC2 Compute Unite),
que é tida como a mais apropriada para comparar a capacidade real de CPU entre diferentes
tipos de instância de VM [4]. Essa métrica é considerada para o cálculo do preço de uso
de uma tipo de instância por ciclo de tarifação. Assim, foi necessária uma conversão dos
valores de utilização de CPU dos rastros para valores de utilização de ECU. Essa conversão
é realizada a partir da razão e entre CPU5 e ECU de todos os tipos de instância da Amazon,
onde o fator e para cada tipo de instância é deﬁnido a partir da Equação 7.1. Desta forma,
os valores de utilização provenientes dos rastros são multiplicados pelo número de núcleos
de CPU alocados nos dados originais e pela velocidade do processador, presente nos dados
da HP e considerada neutra para os dados da Google (PCS igual a 1 GHz). Esse produto é
então dividido pelo fator e calculado com base nos tipos de instância disponibilizados pela
Amazon 6, resultando nos valores de ECU para os rastros.
4O código fonte do simulador encontra-se publicamente disponível em https://github.com/
fabiomorais/ASaaS/tree/master/multiple_types.
5A capacidade de CPU estipulada pela Amazon corresponde ao produto entre número de núcleos virtuais
(vCPU, do inglês Virtual Central Processing Unit) e a velocidade de clock do processador (PCS, do inglês
Processor Clock Speed.
6Especiﬁcamente, o fator e consiste na média dos valores de e calculados a partir da Equação 7.1 para cada





Para instanciar o modelo de simulação foram considerados diferentes tipos de instância
disponíveis na Amazon AWS, descritos na Tabela 7.1, uma vez que o tipo de instância com
melhor relação custo-benefício não é previamente conhecido para o provisionamento. Foram
selecionados tipos de instância que apresentam diferentes proporções de capacidades de ECU
e memória, considerando três diferentes famílias: instâncias de propósito geral, otimizadas
em computação e otimizadas em memória.
Tabela 7.1: Tipos de instância selecionados.
Referência Modelo CPU ECU PCS memória US$/hora
m3 m3.medium 1 3.0 2.5 GHz 3.75 GB 0.067
m4 m4.large 2 6.5 2.4 GHz 8 GB 0.126
c3 c3.large 2 7.0 2.8 GHz 3.75 GB 0.105
c4 c4.large 2 8.0 2.9 GHz 3.75 GB 0.110
r3 r3.large 2 6.5 2.5 GHz 15 GB 0.175
O provisionamento é realizado periodicamente a cada hora, que é a duração de um in-
tervalo de provisionamento do simulador. Estimativas de demanda do futuro próximo são
realizadas e computadas em termos do número de instâncias que podem suprir a demanda
prevista. Isso é realizado para todos os tipos de instância considerados pelo modelo de simu-
lação. A estimativa é calculada como o número mínimo de VMs, de cada tipo considerado,
necessário para suportar a demanda da aplicação em todas as dimensões de recursos sem
violações de SLO. Em uma solução ótima essas estimativas de demanda são exatas e pre-
viamente conhecidas. Assim, a informação sobre as demandas é usada para decidir para o
próximo intervalo de provisionamento a quantidade exata de VMs de um certo tipo que deve
executar a aplicação.
Portanto, cada tupla formada pela aplicação, tipos de instâncias, dimensões de recursos
e dado de referência7 deﬁne um cenário de simulação. Em cada simulação determina-se: (i)
tipo de instância disponibilizado.
7Combinação entre o conjunto de dados e a máquina de referência, para o conjunto de dados da Google.
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o número de intervalos de tempo (de uma hora) em que a utilização dos recursos viola os
limiares de utilização de SLO desses recursos, deﬁnidos em 100% de utilização para esse
estudo8; e (ii) o custo da infraestrutura considerando o preço por hora de uso de cada tipo
de instância selecionado para uso e o tempo de uso de cada VM alocada. Os experimentos
de simulação foram realizados com dois objetivos em mente. Um deles é comparar os dife-
rentes custos resultantes do uso de diferentes tipos de instância durante toda a execução da
aplicação. O outro consiste em selecionar o melhor tipo de instância para cada intervalo de
tempo e, nesse caso, encontrar o custo mínimo de execução.
7.3.2 Violações colaterais de SLO no provisionamento unidimensional
A partir da solução ótima do modelo de simulação foi realizada uma análise do caso em
que apenas CPU ou apenas memória é usado como o recurso base do processo de provi-
sionamento automático. Mais especiﬁcamente, a solução elimina violações relacionadas à
dimensão de recurso sendo monitorada e o custo de infraestrutura é o mínimo, ie. o sis-
tema decide o tipo de VM mais barato que irá satisfazer a demanda do recurso considerado.
No entanto, violações de SLO relacionadas com o recurso não considerado ocorrem com
frequência. Este resultado não é uma surpresa, dada a variação de RPUR calculada para
as aplicações dos dois conjuntos de dados, e destaca a necessidade de considerar múltiplas
dimensões de recursos no provisionamento automático, fato comumente negligenciado na
literatura.
A Figura 7.2 apresenta o percentual de intervalos de tempo com violações de SLO quando
uma única dimensão de recurso, CPU ou memória, é considerada como métrica base do pro-
visionamento. As barras vermelhas correspondem ao total de violações de SLO de memória
quando o provisionamento é conduzido unicamente pela dimensão de CPU, e as barras azuis
consistem no cenário oposto.
Como pode ser observado, o provisionamento baseado em uma única dimensão de re-
curso geralmente leva a um número substancial de violações de SLO. Uma vez que o pro-
visionamento faz uso de um preditor perfeito, todas as violações de SLO estão relacionadas
8Em um experimento de simulação esses valores não precisam ser cuidadosamente ajustados, todavia, na
prática, parâmetros de referência especíﬁcos da aplicação provisionada podem ajudar o usuário do serviço de
provisionamento a determinar com precisão estes limiares.
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Figura 7.2: Violações de SLO quanto uma única dimensão de tipo de
recurso é considerada no provisionamento automático.
às dimensões de recursos não observadas. Para o conjunto de dados da HP, o provisiona-
mento baseado em memória obtém percentuais de violação de SLO para CPU próximos de
0% quando são considerados tipos de instância com maior proporção de capacidade de CPU
(c3 e c4). No entanto, esse cenário é desfavorável ao custo de provisionamento, uma vez
que os valores de RPUR para as aplicações da HP apresentam maior proporção de consumo
de memória e os tipos de instância c3 e c4 apresentam proporção inversa de capacidade
de recursos. Para os demais cenários, o percentual médio de violações de SLO para CPU
aproxima-se de 5%, o que pode impactar a QoS das aplicações provisionadas.
Para os dados da Google, as menores taxas de violações ocorrem quando a métrica de
CPU é usada para guiar o provisionamento, os tipos m3, m4 e r3 são usados e a máquina
de referência tem uma proporção de 1:1. Nestes casos, o percentual total de violações SLO
para memória é inferior a 10%. Para essas conﬁgurações, os tipos de instância têm grande
quantidade de memória por núcleo de CPU (as maiores proporções entre os tipos de instân-
cias considerados) e o provisionamento conduzido por métricas de CPU leva a um número
de VMs com memória suﬁciente para suportar a demanda da aplicação por memória. Esta si-
tuação também tem implicações nos custos, como mostrado em breve. Para os outros casos,
o provisionamento baseado em uma única dimensão não é uma opção efetiva para manter a
QoS das aplicações em níveis aceitáveis.
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7.3.3 O impacto de custo ao se evitar violações de SLO
Como demonstrado anteriormente, o mecanismo de provisionamento automático precisa
considerar múltiplas dimensões de recursos para evitar completamente violações de SLO.
A maneira mais simples de evitar violações de SLO é incluir outras dimensões de recursos
na solução de provisionamento automático. A decisão ﬁnal consiste em uma solução gulosa
em que a quantidade de VMs a ser provisionada é o máximo entre todas as quantidades re-
queridas pelas soluções baseadas em um único recurso. Quando outra dimensão de recursos
é incluída no processo de provisionamento, o custo da infraestrutura naturalmente aumenta,
uma vez que mais VMs serão alocadas em muitos momentos devido às demandas da segunda
dimensão de recursos incluída.
Nesta seção, é realizada uma avaliação deste impacto de custo extra comparando o de-
sempenho de custo do provisionamento automático ótimo baseado em múltiplas dimensões
de recursos com a solução baseada em uma única dimensão, discutida anteriormente, para
todas as aplicações consideradas dos dois conjuntos de dados. Para isso, o modelo de simu-
lação foi instanciado para operar com base tanto em CPU quanto em memória, usando tipos
de instância oferecidos pelo AWS e considerando as diferentes máquinas de referência para
os dados de aplicações da Google. O custo total de infraestrutura para executar as aplicações
é calculado considerando o preço de cada tipo de instância de VM usado e a duração do
provisionamento de cada aplicação.
A Figura 7.3 apresenta o incremento de custo decorrente da adição uma uma outra di-
mensão de recurso no processo de provisionamento automático. Esse incremento de custo
é relativo ao custo de infraestrutura obtido quando uma única dimensão de recurso é usada.
As barras vermelhas representam o incremento de custo total relativo ao provisionamento
baseado apenas em CPU e as barras azuis mostram o custo incremental comparado ao do
provisionamento baseado apenas em memória.
Como esperado, os cenários com uma única dimensão que geraram os menores percen-
tuais de violações de SLO no estudo anterior (c3 e c4 para os dados da HP e m3, m4 e r3
para os dados da Google) são os que apresentam menor aumento no custo total de provisio-
namento, com valores abaixo de 10%. No entanto, considerando todos os tipos de instância
de VM, o aumento no custo de provisionamento foi de até 170%, com média de 50%, para os
dados da HP e de até 400%, com média em torno de 100%, para os dados da Google. Esses
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Figura 7.3: Incremento de custo do provisionamento multidimensi-
onal em comparação ao provisionamento baseado em uma única di-
mensão, em escala de raiz quadrada.
resultados determinam o custo de evitar violações sem seleção dinâmica de tipo de instância
de VM, que podem ser consideravelmente elevados em muitos casos.
7.3.4 Redução de custos por meio da seleção dinâmica de tipos
Como visto anteriormente, considerar múltiplas dimensões de recursos no processo de pro-
visionamento automático é eﬁcaz em termos de eliminação de violações de SLO, mas não
é eﬁciente quando considera-se o custo de infraestrutura. Nesse contexto, uma abordagem
para aprimorar o processo de provisionamento consiste em selecionar dinamicamente o tipo
de instância mais apropriado a cada intervalo de tempo de provisionamento. Desta forma,
a solução de provisionamento automático considera múltiplas dimensões de recurso, como
CPU ememória, e a cada intervalo de tempo seleciona o tipo de instância commelhor relação
custo-benefício para executar a aplicação.
O potencial da seleção de tipo de instância na otimização do custo de provisionamento
foi veriﬁcado pela análise da redução total de custo obtida, para todas as aplicações, por essa
solução em comparação com o custo do provisionamento multidimensional baseado em um
único tipo de instância, avaliado na seção anterior. A Figura 7.4 apresenta o gráﬁco de barras
dessa economia de custo, que varia de 7% a até aproximadamente 50%. Além disso, para
metade dos cenários, as economias de custo obtidas foram superiores a 24%.
A distribuição do número de diferentes tipos de instância usados no provisionamento
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Figura 7.4: Economia de custo total obtida pela seleção dinâmica do
tipo de instância mais apropriado no provisionamento automático.
ótimo de cada aplicação é apresentada na Figura 7.5, onde cada barra mostra o percentual
de aplicações que usaram a quantidade de tipos discriminadas. No conjunto de dados da
Google 14% das aplicações não necessitam de mais de um tipo de instância durante o provi-
sionamento ótimo. Todavia, como os dados para o conjunto da Google tem apenas um mês
de duração, não está claro se essas aplicações exigiriam mais tipos de instância se fossem
observadas por um período de tempo mais longo. As demais 76% das aplicações da Google
beneﬁciam-se do uso de mais de um tipo de instância durante a execução da aplicação. Além
disso, para os dados da HP, cujo período médio de duração dos dados é de 8 meses, o uso
de mais de um tipo de instância no provisionamento gera benefícios de redução de custo de
infraestrutura para todas as aplicações.
Figura 7.5: Percentual do número de tipos de instância usado por
aplicação no provisionamento ótimo.
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Considerando o provisionamento ótimo com seleção dinâmica de tipo de todas as aplica-
ções, foi medido o percentual total de intervalos de provisionamento em que um determinado
tipo de instância foi selecionado como a opção mais econômica pelo serviço de provisiona-
mento. A Figura 7.6 mostra para cada conjunto de rastros considerado o percentual total
de uso de cada um dos tipos de instância considerados. Como pode ser observado, não há
um único tipo de instância que é o melhor para todos os casos, considerando diferentes con-
juntos de rastros e máquinas de referência. Para os dados da HP, o tipo de instância com
maior frequência de seleção (r3.large) é usado em aproximadamente 38% dos intervalos de
provisionamento. Por outro lado, o tipo de instância mais promissor (m3.medium), para o
conjunto de dados da Google, responde por menos de 35% dos casos, considerando ambas
as máquinas de referência. Isso indica que não há um único tipo de instância que destaca-se
como o tipo que melhor se adéqua a todas as aplicações.
Figura 7.6: Percentual de intervalos de provisionamento em que cada
um dos tipos de instância foi selecionado no provisionamento auto-
mático ótimo, para diferentes conjuntos de rastos de utilização.
Em resumo, o estudo mostra que em um cenário de provisionamento ótimo é possível
uma economia de custo considerável ao adicionar um seletor dinâmico de tipo de instância
ao processo de provisionamento. Nas próximas seções, é realizada uma investigação sobre a
possibilidade de obtenção de economia de custos em um cenário de provisionamento prático,
com estimativas de demanda propensas a erros.
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7.4 Seleção Prática de Tipo de Instância de VM
7.4.1 Solução de provisionamento baseada em predição
Nesta seção é realizada a análise de uma solução prática de provisionamento automático que
atua proativamente e usa métricas multidimensionais de utilização de CPU e memória. A
solução utiliza um modelo de predição de séries temporais baseado em auto-regressão (AR)
combinado com a técnica de correção de predições proposta por Morais et al. [44] (vide
Seção 6.3.3), para produzir estimativas de demanda de ECU e memória a partir do histórico
de utilização de recursos de cada aplicação. Foram consideradas quatro conﬁgurações dos
modelos de predição baseados em AR, uma sem correção e três que usam porcentagens
diferentes de dados históricos: 25%, 50% e 100%. Essas conﬁgurações são denominadas
"AR", "AR 25", "AR 50"e "AR 100", respectivamente.
O modelo de simulação descrito anteriormente foi adaptado para considerar esse modelo
de predição. Para cada predição realizada, o preditor é alimentado com até uma semana de
dados históricos (168 intervalos de tempo de 1 hora de duração) e gera uma estimativa de
demanda para a próxima hora. Para tal, foram considerados os dois conjuntos de rastros
de utilização sumarizados na utilização máxima a cada intervalo de tempo de 1 hora. As
estimativas para cada dimensão considerada são usadas para decidir o tipo de instância com
melhor relação custo-benefício para executar a aplicação, a partir do número necessário de
VMs, de cada tipo, para suportar a demanda da aplicação na próxima hora. Assume-se
que o processo de provisionamento proativo é executado em um tempo insigniﬁcante se
comparado ao tempo de vida da aplicação, portanto, próximo ao ﬁnal de um intervalo de
provisionamento, o serviço pode executar o provisionamento para o próximo intervalo de
tempo.
Com base nessa solução prática de provisionamento automático, foi simulado o provisi-
onamento das aplicações dos dois conjuntos de dados, 30 aplicações para o conjunto da HP
e 956 para o conjunto da Google, considerando dimensões de ECU e memória e a seleção
periódica do tipo de instância de VM a ser usado. Para cada aplicação, foi computado o nú-
mero de intervalos de 1 hora em que a utilização de pelo menos uma dimensão de recursos
atingiu 100%, que corresponde a uma violação de SLO. O custo de provisionamento para
cada aplicação foi calculado em termos monetários, com base no preço por hora de uso de
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cada tipo de instância usado no provisionamento. Esse custo foi comparado com o custo de
provisionamento da solução ótima com seleção dinâmica de tipos de instância, discutido na
seção anterior.
A Figura 7.7 apresenta o percentual de variação de custo e o percentual de violações de
SLO do provisionamento baseado em AR para essas aplicações. Os custos de provisiona-
mento obtidos pela solução prática sem correção podem ser considerados em média inferio-
res aos custos obtidos pelo provisionamento ótimo, com base no teste pareado de Wilcoxon
com nível de conﬁança de 95%. Isto se deve aos erros de predição que produzem cenários
de sub provisionamento e, consequentemente, reduções de custo de provisionamento e mais
violações de SLO. Esse impacto pode ser observado a partir do percentual signiﬁcativo de
violações de SLO obtido, superior em média a 5% e a 15% para o conjunto de aplicações da
HP e Google, respectivamente.
Figura 7.7: O custo de provisionamento da solução baseada em AR
em relação ao provisionamento ótimo e a porcentagem de violações
de SLO.
As conﬁgurações que usam o corretor de predição são mais eﬁcientes em reduzir o per-
centual de violações de SLO, cuja média, considerando todas as aplicações e conjunto de
dados, é de cerca de 1%. No entanto, isso vem com um aumento considerável nos custos de
provisionamento, que adicionam em média, em comparação com o seletor de tipo de instân-
cia ótimo, de 13% a 20% de nos custos das aplicações da HP e de 73% a 130% nos custos
das aplicações da Google. Como esperado, quanto mais conservadora for a conﬁguração do
mecanismo de correção, maior será a redução das violações de SLO, mas maior será o custo
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de provisionamento associado.
7.4.2 Custo incorrido da redução de violações de SLO
Evidentemente, os custos incorridos pela abordagem de provisionamento ótimo para evitar
violações de SLO não são realistas, uma vez que faz uso de informações que não estão dis-
poníveis na prática. Uma abordagem mais realista considerada por provedores de aplicações
é o super provisionamento estático, que não tira proveito da elasticidade proporcionada por
ambientes de IaaS, uma vez que provisiona estaticamente todas as dimensões de recursos no
longo prazo.
Nesse caso, dependendo da variabilidade da demanda ao longo do tempo, a infraestrutura
pode ser super provisionada por um período de tempo substancialmente grande, levando a
custos de provisionamento desnecessários. Além disso, na prática, o super provisionamento
não garante a ausência de violações de SLO, uma vez que se baseia em estimativas de pico de
demandas que são propensas a erros. Nesse estudo são considerados cenários onde o provisi-
onamento estático é realizado de forma perfeita, sem erros de estimativa, e cenários nos quais
a demanda de pico é superestimada ou subestimada, com estimativas de demanda inferiores
à demanda real em 40% e 20% (referenciados como "SP -40"E "SP -20", respectivamente),
e superior à demanda real em 20%.
Para cada aplicação, foi calculado o custo de provisionamento resultante da abordagem
de provisionamento baseada em AR em relação ao custo das abordagens de super provisio-
namento estático. Para a abordagem de provisionamento estático, foi considerado, dentre os
5 tipos, o tipo de instância que produz o menor custo de provisionamento para cada aplicação
considerada. A Figura 7.8 mostra o diagrama de caixa da comparação de custos de provisio-
namento, onde os custos negativos signiﬁcam que o custo da abordagem de provisionamento
baseada em AR foi menor do que o custo do provisionamento estático e os custos positivos
signiﬁcam o contrário.
Os resultados mostram que uma solução de provisionamento pode proporcionar redu-
ções substanciais de custo, apesar da desvantagem de apresentar quantidades razoáveis de
violações de SLO, como será mostrado em breve. Contudo, as técnicas de correção de pre-
dições podem reduzir as taxas de violações de SLO para um nível considerado baixo, com
um aumento associado nos custos de provisionamento. A abordagem proposta, baseada em
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Figura 7.8: O custo de provisionamento de instanciações da solução
baseada em AR em relação aos custos dos cenários de provisiona-
mento estático.
AR, gera um custo de infraestrutura que em metade dos casos é 38% inferior ao obtido no
provisionamento estático perfeito, para ambos os conjuntos de aplicações. Por outro lado, se
comparado ao cenário de provisionamento estático com uma estimativa de demanda máxima
20% maior do que o valor real, a abordagem baseada em AR apresenta em média um custo
de provisionamento 49% inferior.
A Figura 7.9 apresenta a comparação da porcentagem de violações de SLO para as abor-
dagens de provisionamento baseadas em AR e os cenários que utilizam o provisionamento
estático com sub estimativas de picos de demanda. Quando a estimativa de pico de demanda
é 20% menor que a demanda real, a taxa média de violações de SLO é igual a 4,9% para os
cenários da seleção dinâmica baseada em AR e de 2,2% para o cenário de provisionamento
estático sub estimado em 20% ("SP -20%"). No entanto, o desempenho em termos de custo
se inverte entre as abordagens, onde os cenários baseados em AR apresentam um custo em
média 26% menor do que o custo do provisionamento estático.
Para erros de estimativa de pico de demanda de -40% ("SP -40"), a relação entre custo
e violações de SLO se inverte para o conjunto de dados da HP. Nesse cenário, o custo da
abordagem baseada em AR é em média 25% maior do que o apresentado pelo provisiona-
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Figura 7.9: Análise de violações de SLO de instanciações da salu-
ção baseada em AR e dos cenários de provisionamento estático com
subestimativa de pico de demanda.
mento estático, enquanto que o percentual mediano de violações de SLO é de 0,25% para
a abordagem prática baseada em AR e de 47,5% para a abordagem de provisionamento es-
tática com sub estimativa é de -40%. Por outro lado, para aplicações da Google, quando a
sub estimativa de demanda de pico é de -40%, tanto os custos médios de provisionamento
como a porcentagem média de violações de SLO são muito semelhantes entre as abordagens
baseadas em AR com correção e de provisionamento estático.
É interessante observar que, principalmente para os dados da Google que em alguns
cenários apresentam desempenho semelhante entre abordagem prática e provisionamento
estático, as soluções baseadas em AR possuem distribuições de taxas de violação SLO com
menor variação e menor ocorrência de valores extremos. Esse comportamento é indesejável
para uma solução de provisionamento automático como um serviço, uma vez que impacta
a generalidade da solução em provisionar eﬁcientemente aplicações com diferentes perﬁs
de demanda, de forma que quanto mais consistentes forem os resultados para as diferentes
aplicações a serem provisionadas, melhor. Assim, para o cenário de seleção dinâmica de
tipos de instância, é possível aﬁrmar que a abordagem baseada em AR incorre em um risco
menor de altos percentuais de violações de SLO para qualquer aplicação em particular do
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que uma abordagem de provisionamento estático prática, propensa a erros de estimativas de
demanda.
7.5 Discussão e Conclusões
Nesse capítulo foi proposto um mecanismo de seleção de tipo de instância de VM para um
serviço de provisionamento automático de aplicações horizontalmente escaláveis em ambi-
entes de IaaS. O mecanismo de seleção é baseado na análise de métricas de utilização de
recursos multidimensionais e opera em conjunto com uma solução de provisionamento que
atua sobre a infraestrutura acada de intervalo de tempo com uma hora de duração. Experi-
mentos de simulação foram realizados para avaliar o uso do mecanismo de seleção dinâmica
no provisionamento automático com base em rastros de utilização de aplicações reais.
A partir dessas simulações foi demonstrada a importância de considerar diferentes tipos
de instância e, consequentemente, métricas multidimensionais durante o provisionamento de
aplicações através da análise de desempenho de uma solução de provisionamento automático
ótimo e não realista. Evidenciou-se que a seleção de tipo de instância é uma alternativa para
reduzir custos de provisionamento (Questão de pesquisa 6) e considerar múltiplas dimensões
no provisionamento é essencial para manter a taxa de violações de SLO baixa. Além do
mais, a solução de seleção de tipo de instância foi avaliada considerando uma abordagem de
provisionamento proativo prática, baseada em um modelo de predição AR combinado com
uma técnica de correção de predições.
Apesar do objetivo principal da seleção dinâmica de tipo de instância ser o mesmo bus-
cado pelas soluções de provisionamento automático, que consiste na redução dos custos de
provisionamento, existe outro fator que merece atenção no processo de provisionamento:
violações de SLO. Na prática, o provisionamento automático provavelmente produz redu-
ções razoáveis de custos de provisionamento com a presença de violações de SLO, devido
essencialmente a erros de sub provisionamento. Além disso, abordagens típicas de super
provisionamento estático da infraestrutura — alternativas a uma solução de provisionamento
automático — conduzem a um elevado custo de provisionamento e também não garantem
que violações de SLO sejam evitadas, uma vez que uma estimativa propensa a erros da de-
manda máxima da aplicação faz-se necessária. Desta forma, violações de SLO são uma
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realidade na prática, especialmente para soluções de provisionamento que objetivam redu-
ções do custo de infraestrutura.
Os resultados revelam que quando essa estimativa não é acurada, o provisionamento es-
tático não é eﬁciente para todas as aplicações. Mesmo quando o desempenho médio da
abordagem proativa baseada em AR e do provisionamento estático são semelhantes, em ter-
mos de custo e violações de SLO, a variação da taxa de violações é substancialmente maior
para a abordagem de provisionamento estático quando considerado o maior conjunto de da-
dos. Além do mais, erros de sub estimativa geram impactos distintos em termos de violações
de SLO para os dois conjuntos de dados considerados. Para aplicações da HP, existe uma
elevação substancial no percentual de violações de SLO em virtude do aumento do erro de
sub estimativas do pico de demanda das aplicações, enquanto que esse impacto de viola-
ções é menos evidente para o conjunto de dados da Google. De toda forma, os resultados
da abordagem prática proativa mostram que uma limitação da taxa de violações de SLO da
aplicação restringe uma redução de custo viável. Todavia, isso não é uma consequência da
seleção dinâmica, mas de um modelo de predição impreciso.
Além do mais, quando ambos, custos e QoS, são considerados, incluir o mecanismo de
seleção de tipo de instância como parte da abordagem proativa de provisionamento auto-
mático aprimora os resultados, principalmente em termos de redução de custos de provisi-
onamento, uma vez que a técnica de seleção não degrada a QoS da aplicação provisionada
(Questão de pesquisa 6). As taxas de violação de SLO são tão boas (ou tão ruins) quanto
seriam sem o uso da seleção dinâmica de tipos de instância de VM, enquanto que a eﬁciên-
cia da política de provisionamento é melhorada em termos de custo pela inclusão do seletor
de tipo de instância. Desta forma, o desempenho do serviço de provisionamento em termos
de custo de provisionamento pode ser aprimorado pelo uso do mecanismo de seleção de
dinâmica de tipos de instância de VM no provisionamento automático de aplicações.
No entanto, este desempenho pode ser impactado pelo custo de mudança do tipo de ins-
tância de VM utilizada durante o provisionamento, que não foi considerado nesse estudo
devido a simpliﬁcações sobre a periodicidade de provisionamento ocorrer em sincronia com
o ciclo de tarifação do provedor. Em cenários em que isso não ocorre é possível que existam
períodos em que uma nova alocação de tipo de instância ocorra enquanto ainda há recursos
alocados de um tipo diferente, não considerados no planejamento de capacidade. Essa aloca-
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ção redundante de recursos proporciona, além do super provisionamento, um custo adicional
que pode afetar o desempenho ﬁnal da solução de provisionamento com seleção dinâmica
de tipos de instância. Desta forma, evoluções desse estudo sobre soluções de provisiona-
mento automático baseadas na seleção dinâmica de tipos de instância devem considerar tais
limitações.
Além disso, é importante ressaltar que independente da abordagem de provisionamento
utilizada ou técnica de provisionamento considerada, métricas de uso de recursos devem
ser consideradas para incluir a seleção dinâmica de tipos de instância em uma solução de
provisionamento automático existente. Entender como os recursos alocados são consumidos
é fundamental para escolher o tipo de instância mais econômico a ser usado. Desta forma,
soluções intrusivas baseadas apenas em métricas especíﬁcas da aplicação também deveriam
observar ou estimar métricas de uso de recursos (CPU, memória RAM, disco, etc.) para
executar uma seleção de tipos de instância no processo de provisionamento. Soluções de
provisionamento, aplicadas a um cenário de provisionamento como um serviço de IaaS, que
já reúnem informações relacionadas ao uso de recursos são mais adequadas para incluir um
seletor de tipo de instância, uma vez que estas já monitoram as informações necessárias.
Capítulo 8
Considerações Finais
Nesse capítulo, são realizadas as considerações ﬁnais desse trabalho por meio de uma discus-
são sobre os resultados obtidos, descrevendo as conclusões decorrentes destes e destacando
possíveis trabalhos futuros.
8.1 Discussão e Conclusões
Esse trabalho de tese abordou a problemática de construção de um serviço de provisiona-
mento automático em ambientes de IaaS, como deﬁnido no Capítulo 2. Nessa concepção de
serviço, técnicas de provisionamento automático podem ser utilizadas pra explorar a elasti-
cidade proporcionada por infraestruturas virtuais de Computação na Nuvem na execução de
aplicações horizontalmente escaláveis. Para isso, tais técnicas devem ser capazes de operar
com base em informações não especíﬁcas da aplicação, que consistem em métricas não in-
trusivas de utilização de recursos computacionais, obtidas no nível da infraestrutura virtual e
em geral disponibilizadas pelo provedor de IaaS e Computação na Nuvem.
A não intrusividade da técnica é essencial para que um serviço de provisionamento auto-
mático proposto seja potencialmente desacoplado da aplicação provisionada e genérico em
termos de características e do tipo dessa aplicação. Além disso, o nível intrusão da técnica
deve ser tal que assegure que informações sensíveis, na perspectiva do responsável da apli-
cação, não necessitem ser compartilhadas com o provedor do serviço de provisionamento
automático. Desta forma, questões de privacidade e conﬁdencialidade das informações são
respeitadas. Adicionalmente, as métricas devem considerar o consumo de recursos em múl-
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tiplas dimensões para que o planejamento de capacidade da infraestrutura seja realizado em
observância à QoS da aplicação, evitando a degradação do desempenho da aplicação de-
vido à insuﬁciência de recursos em uma determinada dimensão, além de possibilitar uma
otimização do uso de recursos da infraestrutura.
O trabalho realiza um estudo aprofundado sobre o provisionamento automático não in-
trusivo considerando as duas principais técnicas de provisionamento automático atualmente
em discussão na literatura e em uso no mercado de Computação na Nuvem, como destacado
na revisão da literatura realizada no Capítulo 3, que baseiam-se em abordagens com modos
de operação reativo e proativo. Conforme metodologia descrita no Capítulo 4, esses estudos
de avaliação das abordagens de provisionamento em um cenário de provisionamento como
um serviço foram realizados a partir de experimentos de simulação com base em dados re-
presentativos de utilização de recursos de aplicações reais, descritos nos Capítulos 5 e 6.
Essas avaliações consideram desde o desempenho das técnicas em atingir os objetivos de
provisionamento, relacionados à QoS da aplicação e ao custo de provisionamento, até como
essas técnicas são eﬁcientes ou limitadas em compor um serviço nesses moldes.
Os resultados levam à conclusão de que a abordagem reativa, a mais difundida na área de
Computação na Nuvem possivelmente devido ao seu caráter intuitivo e sua simplicidade de
implementação e implantação, não é eﬁciente para compor um serviço de provisionamento
automático em ambientes de IaaS, para o conjunto de aplicações consideradas. Apesar da
conﬁguração de limiares de provisionamento possibilitar ao usuário do serviço, com mesma
ﬁnalidade, a capacidade de controlar o trade-off entre a priorização da minimização da ocor-
rência de violações de SLO e do custo de provisionamento, a eﬁciência da abordagem é
limitada em outros aspectos fundamentais a um serviço de provisionamento.
Primeiramente, a abordagem reativa não apresenta desempenho satisfatório em garantir
que os objetivos mínimos de provisionamento sejam atendidos para um percentual represen-
tativo das aplicações, mesmo considerando métricas individuais de provisionamento, e par-
ticularmente quando o limite máximo de violações de SLO é mais restritivo. Além disso, a
mesma mostra-se ineﬁciente em termos de conﬁguração no que diz respeito a não existência
de um conjunto restrito de conﬁgurações que possa ser usado como padrão do serviço para
as aplicações consideradas, ou até mesmo para o provisionamento de uma mesma aplicação.
Isso ocorre principalmente pela forte relação entre as características da carga de trabalho das
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aplicações e a conﬁgurações necessárias para o provisionamento das mesmas.
O processo de conﬁguração da técnica torna-se ainda mais complexo pelo fato de que
a conﬁguração de uma regra de provisionamento reativa normalmente é composta, além do
limiar de provisionamento, também do número de VMs de um determinado tipo que devem
ser alocadas ou desalocadas na ação de provisionamento. Emmuitos casos foi observado que
para um provisionamento perfeito, o mesmo limiar levava ora a adição de VMs, ora à remo-
ção, ainda com número de VMs diferentes a serem adicionadas/removidas. A diﬁculdade de
conﬁguração é potencializada ao considerar múltiplas dimensões de recursos no provisiona-
mento das aplicações. Nesse cenário, a conﬁguração da técnica de provisionamento deve ser
realizada para diferentes dimensões, gerando um incremento substancial de complexidade
de conﬁguração, mesmo que para conﬁgurações de super provisionamento estático.
Desta forma, considera-se que o uso de soluções reativas baseadas em limiares estáticos
não são adequadas para compor um serviço abrangente de provisionamento de aplicações
horizontalmente escaláveis em ambientes de IaaS. Todavia, acredita-se que o uso de uma
conﬁguração dinâmica, que se adapte aos perﬁs de consumo de recursos da carga de tra-
balho da aplicação, é mais indicado para este ﬁm. No geral, o uso da técnica reativa deve
estar associado a mecanismos mais soﬁsticados que sejam capazes de realizar a gerência de
conﬁguração do serviço de provisionamento de forma automática.
Em contrapartida, abordagens de provisionamento proativo mostram-se mais adequadas
para fundamentar um serviço de provisionamento automático em IaaS. Para esse tipo de
abordagem é regra que a complexidade de conﬁguração do serviço seja transferida para o
modelo preditivo usado pela técnica. Por esse motivo, soluções proativas apresentam uma
eﬁciência de conﬁguração mais signiﬁcativa, se comparada a abordagens reativas, devido a
redução do espaço de conﬁguração necessário para operar no provisionamento de um con-
junto distinto de aplicações com base em diferentes métricas de utilização de recursos. Além
disso, o controle dos objetivos de provisionamento pode ser obtido pelo uso de mecanismos
adicionais de ajuste do conservadorismo das predições consideradas, ao ônus de conﬁgura-
ção de pelo menos um parâmetro adicional.
Além da eﬁciência de conﬁguração e controle de objetivos, a técnica mostra-se capaz de
assegurar os objetivos de provisionamento para uma parcela representativa das aplicações,
mesmo considerando diferentes métricas de utilização de recursos e classes de limites de
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violações de SLO minimamente ﬂexíveis. No entanto, é possível que o uso de modelos
preditivos mais soﬁsticados torne o serviço eﬁciente em provisionar uma gama maior de
aplicações, apesar dos modelos considerados já apresentarem resultados satisfatórios. Tendo
em vista tais constatações, conclui-se sobre a eﬁciência da abordagem proativa em basear
um serviço de provisionamento em IaaS.
Adicionalmente, o objetivo de redução de custos e otimização do uso da infraestrutura
pode ser complementarmente atingido pelo uso de diferentes tipos de instância com o melhor
custo-benefício, em termos da proporção entre recursos requeridos pela aplicação, a cada
intervalo de provisionamento. Isso foi veriﬁcado em um estudo realizado no Capítulo 7, que
propõe um mecanismo de seleção dinâmica de tipos de instância de VM associado à solução
de provisionamento automático e proativo, que avalia periodicamente o tipo de instância
mais rentável dentre os disponíveis para executar a aplicação.
Os benefícios do uso desse mecanismo, em termos de custo de execução, foram veriﬁ-
cados para uma parcela majoritária das aplicações consideradas, para os dois conjuntos de
dados (HP e Google). Além de colaborar com a minimização de custos de provisionamento
para aplicações com variação temporal da proporcionalidade do uso de recursos, a seleção
dinâmica também permite que conﬁgurações padrão equivocadas sobre o tipo de instância do
provisionamento sejam automaticamente revisadas, mesmo quando não há variação entre a
proporção de recursos consumidos. Desta forma, o mecanismo pode ser facilmente agregado
a um serviço de provisionamento automático em IaaS.
Assim, a tese proposta sobre a viabilidade de construção de um serviço de provisio-
namento automático e não intrusivo para diferentes aplicações horizontalmente escaláveis,
pôde ser veriﬁcada. Principalmente para as técnicas de provisionamento proativo associadas
a mecanismos de controle de violações de SLO, que controlam o conservadorismo da solu-
ção proativa e, por consequência, os objetivos de provisionamento buscados. Além do mais,
tal serviço pode ser aprimorado pelo uso associado de mecanismos de seleção dinâmica de
tipos de instância de VMs, que promovem potenciais reduções nos custos de provisiona-
mento e permitem que conﬁgurações iniciais equivocadas do tipo de instância a ser usado no
provisionamento sejam naturalmente reavaliadas.
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8.2 Ameaças à Validade
Nessa seção são identiﬁcadas ameaças à validade dos estudos realizados sobre o desempenho
de um serviço de provisionamento automático baseado em abordagens de provisionamento,
reativas e proativas, a partir de métricas não intrusivas em um ambiente de IaaS.
Validade de construção Esse tipo de ameaça à validade deﬁne a capacidade que um es-
tudo realizado tem em expressar que o que foi medido era o que de fato se pretendia medir.
Nesse sentido, uma ameaça à validade de construção a ser destacada é a capacidade do es-
tudo em medir o impacto que violações de SLO observadas no provisionamento apresentam
sobre o desempenho da aplicação provisionada. Nos estudos realizados, violações de SLO
com intensidades diferentes em termos de demanda são contabilizadas de forma equivalente
na medição de desempenho do serviço de provisionamento em termos de violações de SLO.
No entanto, a intensidade das violações de SLO pode gerar impactos diferentes na QoS da
aplicação provisionada. Além disso, em avaliações baseadas em métricas individuais os ní-
veis de utilização do recurso considerados no SLO podem não representar um impacto real
na QoS da aplicação. Por exemplo, espera-se que níveis de utilização de memória próxi-
mos de 100% associados a taxas não signiﬁcativas de escrita e leitura em disco não tenham
impacto real no desempenho da aplicação em execução. Essa ameaça não tem implicações
signiﬁcativas no estudo quantitativo sobre o desempenho de serviços de provisionamento em
termos de violações de SLO, mas sim em uma possível análise qualitativa sobre como essas
violações impactam o desempenho real das aplicações provisionadas.
Validade interna Representa a possibilidade de se estabelecer uma conclusão causal com
base no estudo realizado. No contexto desse trabalho, veriﬁca-se uma relação de causa e
efeito entre a conﬁguração das técnicas de provisionamento e o desempenho dessas técnicas
em um cenário de provisionamento como um serviço, principalmente em termos de QoS da
aplicação provisionada e custo de provisionamento. No entanto, outros fatores podem in-
ﬂuenciar esse desempenho, como a disponibilidade dos recursos adquiridos do provedor de
IaaS, variação no desempenho da infraestrutura virtual alocada à aplicação ou falhas da apli-
cação não relacionadas à demanda de recursos alocada. Todavia, acredita-se que inﬂuências
outras, por mais impactantes que sejam sobre a relação entre conﬁguração e desempenho da
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abordagem de provisionamento, não são capazes de anular a causalidade entre estas variá-
veis, devido a variabilidade de desempenho observada a partir da varredura de parâmetros de
conﬁguração realizada.
Validade externa Expressa a generalidade dos resultados obtidos para outros contextos.
Os estudos realizados apesar de dependentes de características do serviço de IaaS consi-
derado, como a duração do ciclo de tarifação de recursos ou os tipos de instância de VM
disponibilizados, apresentam resultados que são considerados extensíveis para outros cená-
rios de estudo de provisionamento como um serviço. Isso deve-se ao fato dessa ser uma
ameaça cujo impacto pode ser amenizado ao considerar-se como base de estudo o modelo
de IaaS mais utilizado no contexto de Computação na Nuvem, baseado no serviço oferecido
pela Amazon AWS. Além disso, a diversidade de aplicações, perﬁs de carga de trabalho e
métricas de provisionamento consideradas nos estudos possibilitam que os resultados obti-
dos sejam generalizados para outros contextos de provisionamento automático e não intru-
sivo. Adicionalmente, os estudos consideram métricas gerais de avaliação das técnicas de
provisionamento automático que podem ser estendidas para estudos que consideram outros
ambientes de IaaS e abordagens de provisionamento não intrusivo.
8.3 Trabalhos Futuros
A partir dos resultados obtidos nesse trabalho observa-se possíveis pontos de evolução e
aprimoramento da área de pesquisa abordada por essa tese de doutorado. Desta forma, as
seguintes atividades de pesquisa são sugeridas como possíveis trabalhos futuros:
• Avaliar o estudo de abordagens de provisionamento reativo a partir de mecanismos
de conﬁguração dinâmica de regras de provisionamento, que busquem se adaptar às
variabilidades presentes na carga de trabalho da aplicação em diferentes dimensões
de recursos. Como observado nesse trabalho, a conﬁguração estática da abordagem
reativa não é eﬁciente em diferentes aspectos e mecanismos dinâmicos podem ser uma
solução de aprimoramento da técnica;
• Evoluir o estudo do provisionamento proativo como um serviço de IaaS considerando
soluções proativas mais soﬁsticadas e diferentes mecanismos de aprimoramento da
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acurácia de predição de demandas futuras da aplicação provisionada. Apesar dos re-
sultados promissores, é possível que a combinação de técnicas empregadas em diferen-
tes cenários de provisionamento sejam eﬁcientes em reﬁnar o desempenho da solução
proativa, principalmente em termos de satisfação dos objetivos de provisionamento;
• Dar continuidade ao estudo iniciado nesse trabalho sobre a seleção dinâmica de tipos
de instância de VM no provisionamento automático e proativo como um serviço de
IaaS. Esse estudo apresenta limitações quanto ao custo de mudança do tipo de instância
de VM utilizada durante o provisionamento, que consiste essencialmente nos períodos
de tempo em que a infraestrutura de execução da aplicação é formada por um conjunto
heterogêneo de VMs, onde a alocação redundante de recursos implica em elevações
no custo total de provisionamento da aplicação;
• Expandir a abordagem do serviço de provisionamento automático para considerar di-
ferentes métricas de provisionamento, como taxa de leitura e escrita em disco e uso da
largura de banda da rede da infraestrutura virtual. Apesar de métricas de utilização de
CPU e memória serem representativas para o estudo de provisionamento automático,
considerar outras métricas pode aprimorar o desempenho do planejador de capacidade
do serviço de provisionamento, de tal forma que a QoS da aplicação possa ser as-
segurada de forma mais holística e para aplicações com diferentes características de
demanda (por exemplo, aplicações de processamento de ﬂuxo de dados, que em geral
fazem uso intensivo da infraestrutura de rede);
• Aprimorar o estudo sobre o provisionamento automático e não intrusivo de aplica-
ções horizontalmente escaláveis a partir do impacto proporcional de violações de SLO
na QoS da aplicação. Em um cenário simulado é possível medir como as violações
de SLO ocorrem em termos de intensidade e tipo de métrica de recurso da violação.
Aplicações podem ter diferentes curvas de escalabilidade e, por consequência, podem
sofrer impactos diferentes sobre a sua QoS em função de violações de SLO durante
o provisionamento. Esse estudo pode permitir que soluções de provisionamento auto-
mático não intrusivas sejam avaliadas com base em pesos sobre erros de subestimativa,
e consequentes violações de SLO, para diferentes aplicações e métricas de utilização
de recursos consideradas;
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• Avaliar o serviço de provisionamento automático, proativo e não intrusivo através de
experimentos de medição em um ambiente de IaaS (por exemplo, OpenStack [19]).
Desta forma, as soluções e técnicas de provisionamento abordadas podem ser expe-
rimentadas na prática e o serviço proposto ser validado e prototipado. Assim, outros
aspectos não considerados em um cenário de provisionamento simulado podem ser
contemplados, como falhas e ausência de recursos virtuais, e o seu impacto sobre o
desempenho do serviço de provisionamento proposto pode ser avaliado.
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Apêndice A
Tempo de Responsividade do
Provisionamento Horizontal
As ações de provisionamento realizadas para dinamicamente gerenciar a capacidade da infra-
estrutura de execução de uma aplicação horizontalmente escalável, independente da técnica
de provisionamento adotada (reativa ou proativa), devem ser capazes de lidar com tempo
intrínseco ao processo de provisionamento horizontal. Nesse formato de provisionamento a
capacidade da infraestrutura de execução é dinamicamente ajustada pela adição ou remoção
de VMs dessa infraestrutura. Assim, é evidente que esse processo de provisionamento requer
um tempo para ser executado e efetivado, e por esse motivo as soluções de provisionamento
horizontal devem ter em conta esse tempo ao decidir sobre as ações de provisionamento a
serem realizadas.
A responsividade das ações de provisionamento horizontal são regidas por diferentes
elementos a depender da ação de provisionamento realizada, adição ou remoção de VMs. O
tempo necessário para a alocação efetiva de um nova instância na infraestrutura é limitado
principalmente pela soma do tempo de inicialização da VM adicionada e de preparação da
aplicação. Além do mais, tem-se o tempo adicional para o balanceamento da carga da aplica-
ção, que consiste no tempo para a redistribuição da carga de trabalho após o provisionamento
da infraestrutura de execução. Por outro lado, para o cenário de desalocação de recursos o
tempo de provisionamento resume-se apenas ao tempo de balanceamento da carga de traba-
lho, uma vez que o tempo de remoção de uma VM é tido como insigniﬁcante. Desta forma,
para ambos os cenários de provisionamento, o tempo de responsividade das ações de pro-
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visionamento é de suma importância para o desempenho da abordagem de provisionamento
automático utilizada pelo serviço de provisionamento.
Esse tempo de provisionamento ou responsividade de provisionamento foi medido atra-
vés de experimentos de medição do tempo envolvido em cada ação de provisionamento
realizada sobre a infraestrutura de execução. O experimento consistiu em alocar ou desalo-
car uma VM do conjunto de recursos que proveem uma aplicação Web intensiva em CPU
(do inglês CPU-bound) e medir os tempos relacionados ao processo de provisionamento.
A aplicação utilizada no experimento consiste em um serviço Web que executa operações
intensivas em CPU a cada requisição HTTP, cuja intensidade, ou o tempo de CPU requerido
para execução, é deﬁnida a partir de um parâmetro da própria requisição.1. Desta forma, é
possível garantir a execução da aplicação com requisições que apresentam intensidades con-
ﬁguráveis de consumo de CPU e com diferentes níveis de utilização de CPU da infraestrutura
de execução.
A infraestrutura considerada para a execução da aplicação corresponde a um conjunto
conﬁgurável de VMs, com instâncias da aplicação em questão, e um balanceador de carga
agindo como um escalonador de requisições2. O nível de utilização das VMs que executam
a aplicação, antes da alocação ou desalocação de uma nova VM, é um fator do experimento.
Esse fator é deﬁnido em função da taxa de chegada de requisições e da intensidade des-
sas requisições. A carga da aplicação, em termos de requisições por segundo, é produzida
através de um gerador de requisições HTTP [18]. Durante cada cenário do experimento, a
injeção de carga é mantida constante, antes e depois do provisionamento, com duração total
de 10 minutos. Portanto, a métrica observada é o tempo de provisionamento para os cená-
rios de provisionamento (alocação e desalocação de recursos) de aplicações com diferentes
conﬁgurações de intensidade de requisição e diferentes níveis de utilização de CPU da infra-
estrutura de execução. O experimento seguiu um projeto fatorial completo com 4 fatores e
10 repetições, conforme detalhado na Tabela A.1.
Uma instalação do OpenStack [50] (versão Icehouse) provê ao experimento uma in-
fraestrutura de Computação na Nuvem similar àquelas disponibilizadas pelo atual mer-
cado de IaaS. Para a sua instalação foi usada uma máquina HP Intel(R) Xeon(R) CPU
1A aplicação calcula o valor fatorial de um inteiro passado como parâmetro da requisição.
2O balanceador de carga do Apache conﬁgurado com o algoritmo de escalonamento por requisição.
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Tabela A.1: Projeto experimental de análise de tempo de provisiona-
mento
Fatores primários Conﬁguração
Capacidade da infraestrutura 1, 2, 3 e 4 VMs
Nível de utilização de CPU da infraestrutura 50, 70 e 90%
Intensidade da requisição 5000 e 10000
Tipo do provisionamento Alocação e Desalocação
X5550@2.67GHz (16 núcleos), com 20GB de memória RAM, 500GB de disco e o Ubuntu
Server 14.04 como sistema operacional. As VMs usadas no experimento foram conﬁguradas
com 1 núcleo virtual de CPU, 2GB de memória RAM, 20GB de disco (m1.small, tipo padrão
do OpenStack) e instalações do Ubuntu Server 12.04 e Apache2 como servidor Web.
Na Figura A.1 é possível observar os resultados dos tempos envolvidos no provisiona-
mento para os cenários operados no experimento, onde o tempo total de provisionamento
(barra em verde) é constituído pela soma do tempo de inicialização e de balanceamento de
carga. Evidentemente, a segunda linha do gráﬁco, com os tempos referentes à desalocação de
recursos, não apresenta a barra (em vermelho) com o tempo de inicialização por se tratar de
um cenário de remoção de VMs da infraestrutura. Todavia, para todos cenários experimenta-
dos, o tempo necessário para o provisionamento eﬁcaz da infraestrutura não foi maior que 90
segundos. Além disso, segundo a literatura, para cenários de IaaS em produção veriﬁca-se
tempos superiores de inicialização de VMs, com um tempo médio de inicialização de uma
VM na Amazon AWS em torno de 100 segundos [39].
Desta forma, a partir dos resultados experimentais e da literatura, conclui-se as técnicas
de provisionamento consideradas em um serviço de provisionamento automático devem ser
capazes de lidar com um tempo de responsividade de provisionamento na casa de minutos.
Em outras palavras, o gerenciador de recursos deve ter em conta, durante o provisionamento
de aplicações intensivas em CPU, que ações de provisionamento, principalmente de adição
de recursos, demandam em média pelo menos 90 segundos para serem de fato efetivadas e
começarem a servir normalmente a aplicação.
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Figura A.1: Análise do tempo responsividade do provisionamento
horizontal de aplicações intensivas em CPU.
Apêndice B
Erro de Estimativa de Modelos de
Predição de Séries Temporais
A partir da revisão da literatura realizada no Capítulo 3 é possível enumerar uma variedade
de soluções de provisionamento automático proativas que usam diferentes técnicas preditivas
para estimar a carga de trabalho das aplicações provisionadas. No entanto, dado o cenário
de provisionamento automático como um serviço em IaaS proposto nesse trabalho, apenas
técnicas preditivas não intrusivas devem ser consideras para compor soluções de provisiona-
mento proativo. Desta forma, apenas os trabalhos de Caron et al. [14] e Morais et al. [44]
fazem uso de soluções de provisionamento não intrusivas, baseada em métricas de utiliza-
ção da infraestrutura, e aplicáveis em um cenário de provisionamento automático como um
serviço.
Nesse sentido, este estudo tem como objetivo avaliar o erro de predição obtido a partir dos
modelos de predição de séries temporais utilizados pelos estudos acima citados, aplicados
especiﬁcamente para gerar estimativas futuras sobre utilização de CPU da infraestrutura 1.
A avaliação considera 7 diferentes modelos preditivos:
• Medições anteriores: o algoritmo realiza predições de futuras demandas de utilização
através da repetição de valores de utilização coletados do sistema no último intervalo
ou janela de tempo observado (LW, do inglês Last Window);
• Autocorrelação: a técnica de autocorrelação (AC, do inglês Auto-Correlation) visa en-
1O erro de predição é calculado a partir do módulo da diferença relativa entre os valores reais e estimados.
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contrar um padrão de repetição nos dados de utilização coletados. Para tal, o algoritmo
calcula a correlação dos dados de utilização originais com deslocamentos crescentes
no tempo destes mesmos dados e utiliza o valor do dado para o deslocamento com
maior coeﬁciente de correlação como valor de predição;
• Regressão linear: O modelo de regressão linear (LR, do inglês Linear Regression)
estima futuros valores de utilização a partir de uma função derivada através de uma
regressão linear dos valores históricos de utilização dos últimos intervalos de tempo;
• Auto-regressão: o modelo de auto-regressão (AR, do inglês Auto-Regressive) prevê a
utilização da demanda com base em uma combinação linear ponderada dos valores do
histórico de utilização recursos [31];
• Auto-regressão com média móvel integrada: as estimativas de utilização desse modelo
de auto-regressão com média móvel integrada (ARIMA, do inglês Auto-Regressive
Integrated Moving Average) são obtidas através de diferenciações da sequência não
estacionária de dados de utilização do passado e do ajuste de um modelo ARMA, que
é composto pelo modelo AR em conjunto com um modelo de média móvel (MA, do
inglês Moving Average) [16];
• Combinação de preditores atráves de pesos: o algoritmo de combinação de preditores
(EN, do inglês Ensemble) utiliza uma estratégia de combinação linear ponderada de
um conjunto pré-determinado de preditores para realizar estimativas de demanda, cal-
culado com base nos erros de predição de cada modelo de predição considerado [33];
• Casamento de padrões: o modelo de predição de casamento de padrões (PM, do in-
glês Pattern Matching) proposto por Caron et al. [14] utiliza uma abordagem baseada
casamento de cadeia de caracteres (do inglês String Matching), especiﬁcamente o al-
goritmo Knuth-Morris-Pratt (KMP), para identiﬁcar padrões de utilização de recursos
no passado que são similares ao uso de recursos da aplicação no presente.
Os modelos de predição foram utilizados para estimar demandas de CPU de 30 aplicações
reais de usuários da HP. A cada intervalo de tempo de 5 minutos os preditores LW, AC, LR,
AR, ARIMA e EN foram alimentados com o histórico recente de dados com 2 semanas de
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duração para gerar estimativas de utilização de CPU no curto prazo, assim como proposto
no trabalho de Morais et al. De forma semelhante, cada estimativa do modelo de predição
proposto por Caron et al. realizada com um histórico de 15 dias de dados de utilização
de CPU. O preditor EN considerou valores de predições dos outros 5 modelos de predição
usados no trabalho de Morais et al. (LW, AC, LR, AR, ARIMA).
O algoritmo de casamento de padrões é baseado no erro instantâneo entre os valores de
dois intervalos de tempo e no erro acumulado desses erros pontuais para cada padrão veri-
ﬁcado. Todavia, informações sobre a parametrização dos limites aceitáveis para cada tipo
de erro não encontram-se disponíveis no trabalho publicado. Desta forma, fez-se necessário
uma varredura de parâmetros a ﬁm de avaliar o desempenho da técnica de predição proposta.
Para os cenários em que não são encontrados padrões que respeitam esses limites as predi-
ções são realizadas através do preditor LW. A varredura considerou uma conﬁguração com
limites de erro instantâneo de 1%, 10%, 30% e 50% e de erro acumulado de 70%, 80%, 90%
e 100%.
Os valores de predição obtidos pelos diferentes modelos e conﬁgurações foram confron-
tados com os dados reais de utilização de CPU do rastro original. Para cada intervalo de
tempo foi calculado o erro relativo de predição em termos percentuais. A Figura B.1 mostra
o diagrama de caixa da mediana do módulo do erro relativo de predição para cada aplicação
considerada. No entanto, os resultados do algoritmo PM conﬁgurado com erro instantâneo
maior que 10% foram omitidos por serem signiﬁcativamente superiores aos demais cenários,
com erros medianos maiores que 1000% para mais de 75% dos casos avaliados. Os resulta-
dos do algoritmo de casamento de padrão são referenciados por "PM X-Y", onde X equivale
ao limite de erro instantâneo e Y ao limite de erro acumulado.
Como pode ser observado, o desempenho das instanciações do modelo de predição PM
apresentam erros de predição superiores aos demais preditores. A mediana do erro relativo
do modelo PM é de aproximadamente 38%, enquanto que o erro gira em torno 13% para os
outros modelos de predição. Além disso, as conﬁgurações do preditor PM que conseguiram
melhor desempenho, com limite de erro instantâneo igual a 1% e 10%, são os casos em que
são encontrados menos padrões de carga que se adéquam aos limites de erros instantâneo e
acumulado. Para esses casos, em média em 55% de todas as predições realizadas não foram
encontrados padrões e a estimativa de carga foi produzida por outro modelo de predição
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Figura B.1: Análise do erro de predição relativo de modelos de pre-
dição de utilização de CPU usados por suluções de provisionamento
proativo.
(preditor LW).
Como base na análise dos erros relativos de predição dos modelos avaliados observa-se
que dentre estes o modelo PM é o que apresenta pior desempenho. Além do percentual ele-
vado dos erros de predição a abordagem apresenta baixo desempenho em termos do número
de casamento de padrões encontrados. Isso possivelmente deve-se ao fato do trabalho origi-
nal, que propõe esta abordagem, fazer uso de um conjunto de dados de aplicações diferentes
daquelas que foram utilizadas nesse estudo. Além dos dados serem coletados com maior
frequência, a cada segundo, é possível que as aplicações que consumiram os recursos de
CPU possuam características diferentes das aplicações da HP. Desta forma, dado do desem-
penho dos modelos de predição, considera-se que os modelos de predição mais adequados,
dentre os avaliados, para compor uma solução de provisionamento automático não intrusiva,
em termos da acurácia da estimativa de demanda, são aqueles utilizados ou propostos no
trabalho de Morais et al.
