Abstract We consider a stationary multi-class FIFO M/G/1 queue with exponential working vacations, where a server works at two different processing rates. There are K classes of customers, and the arrival rates and the distributions of the amount of service requirements of arriving customers depend on both their customer classes and the server state. When the system becomes empty, the server takes a working vacation, during which customers are served at processing rate γ (γ > 0). If the system is empty at the end of the working vacation, the server takes another working vacation. On the other hand, if a customer is being served at the end of the working vacation, the server switches its processing rate to one and continues to serve customers in a preemptive-resume manner, until the system becomes empty. For this queue, we derive various quantities of interest, including the Laplace-Stieltjes transforms of the actual waiting time and sojourn time distributions, and the joint transform of the numbers of customers and the amounts of unfinished work in respective classes. As by-products, we also obtain various results of a stationary multi-class FIFO M/G/1 queue with Poisson disasters.
Introduction
This paper considers a single-server queue with working vacations. In queues with working vacations, the server takes a working vacation when the system becomes empty. Contrary to ordinary vacations models, customers are served at processing rate γ (γ > 0), which may differ from the normal processing rate of one. If a customer is being served at the end of the working vacation, the server switches its processing rate to one and continues to serve customers, until the system becomes empty.
The queueing model with working vacations was first introduced in [9] , as a model of an access router in a reconfigurable wavelength division multiplexing (WDM) optical access network. While each access router has its own wavelength, there are some additional wavelengths that are shared among several access routers, and those additional wavelengths are assigned to those access routers cyclically. A working vacation period then corresponds to the situation that the access router has no additional wavelengths and the following period with the normal processing rate of one corresponds to the situation that the access router utilizes the additional wavelengths as well. In [9] , an M/M/1 queue with exponential working vacations is studied. In [5, 6, 14] , the model of [9] is generalized to the M/G/1 queue.
In current communication networks, input traffic is usually a superposition of several packet streams such as video, audio, and data traffic, which have different arrival rates and packet length distributions. We thus consider a model with several classes of customers so that such a feature can be incorporated.
Note that queues with working vacations are also applicable to modeling a class of traffic engineering schemes. For example, we consider the following scenario. The network system provides a fixed, primary route for each destination. When packet transmissions start on the primary path, the network system tries to find the lightly-loaded second path, and if such a path is found after some delay (and the sender node still transmits packets), some of packet streams served on the primary path will be re-routed to the second path. In this scenario, the working vacation period corresponds to the interval during which the system is seeking the second path, and the following normal service period corresponds to the interval after re-routing. To model this scenario, we set γ to be one, while the arrival rate in the normal service period is less than that in the working vacation. We thus generalize the conventional model with working vacations and assume that the arrival rate in the working vacation and normal service periods may be different.
Past studies on the M/G/1 queues with working vacations take an approach that the queue length process is analyzed first and then other performance measures of the model are derived from the result of the queue length. Furthermore, to make the analysis of the queue length simple, those studies assume the preemptive-repeat with resampling when working vacations end, i.e., the server always restarts the ongoing service at the beginning of normal service periods, where the new service time is resampled according to the service time distribution. On the other hand, in our model, the server continues the ongoing service at the beginning of a normal service period in a preemptive-resume manner.
In general, the queue length process in multi-class FIFO queues is not easy to analyze directly [1, 10] . Therefore, we first analyze the stationary amount of work in system and obtain its LST. Using this result, we derive the joint LST of the attained waiting time [8] and the remaining service requirement in terms of the LST of work in system. Because the server has two different processing rates, the analysis of the attained waiting time distribution in our model is not as simple as in [1, 10] . This also makes the joint LST of the attained waiting time and the remaining service requirement complicated. We classify the attained waiting time into several cases, so that the formula for the joint LST of the attained waiting time and the remaining service requirement is given in a comprehensible form.
Note that all waiting customers in the FIFO system arrived during the attained waiting time [1, 10] . Based on this observation, we obtain the joint transform of the queue lengths and the amounts of work in system in respective classes, which is the main result of this paper. We also derive the LSTs of the stationary distributions of waiting time and sojourn time and the joint transform of the length of a randomly chosen busy cycle and the number of customers served in the cycle.
Owing to the independent and stationary increment of Poisson arrival processes, the stationary system behavior conditioned that the server is on working vacation is equivalent to that in the corresponding queue with disasters. Therefore, as by-products, we also obtain various formulas for the multi-class FIFO M/G/1 queue with Poisson disasters.
The rest of this paper is organized as follows. In section 2, we describe the mathematical model. In section 3, the stationary amount of work in system is analyzed. In section 4, the actual waiting time and sojourn time distributions are analyzed. In section 5, we study the joint distribution of the numbers of customers and the amounts of work in system in respective classes. In section 6, we analyze the busy cycle. Finally, some concluding remarks are provided in section 7. * WV (s) and h * NP (s) as the LSTs of H WV and H NP , respectively.
We define ρ WV,k and ρ
In what follows, we assume ρ NP < 1. The service discipline is assumed to be FIFO, unless otherwise mentioned, and services are nonpreemptive. 
Total Work in System
In this section, we discuss the total amount of work in system in steady state. Let U denote the total amount of work in system. We define U WV (resp. U NP ) as the conditional total amount of work in system given the server being on working vacation (resp. being in a normal service period). Let u * (s), u * WV (s), and u * NP (s) denote the LSTs of U , U WV , and U NP , respectively. We then have
where P WV (resp. P NP ) denotes the time-average probability of the server being on working vacation (resp. being in a normal service period).
Let U E WV denote the total amount of work in system at the end of a working vacation. We denote the LST of U E WV by u * WV,E (s). Consider a censored workload process by removing all normal service periods. In the resulting process, the ends of working vacations occur according to a Poisson process with rate η. Therefore, owing to PASTA [13] , we have
We then have the following two lemmas, whose proofs are given in Appendices A and B, respectively.
where u * M/G/1 (s) denotes the LST of the amount of work in system in an ordinary M/G/1 queue and it is given by
where P WV and P NP are given in (5) . We now characterize u * WV (s). Note here that the conditional total amount U WV of work in system is equivalent to that in the corresponding M/G/1 queue with Poisson disasters [3, 15] . Therefore we can readily obtain u * WV (s) using the results in [3, 15] . Note that a similar observation with respect to the queue length has been made in [5] for a single-class M/G/1 queue with exponential working vacations.
respectively, where ν denotes the conditional steady state probability that the server is busy given that it is on working vacation. Note that ν is given by
where r (r > 0) denotes the unique real root of the following equation.
The proof of Lemma 3 is given in Appendix C. Remark 3 (Remark 2.2 in [15] ). The solution r of (9) 
Comparing this with (9) , we have r = θ * (η) > 0. Rearranging terms on the right side of u * WV (s) in (7) yields
Remark 4. Theorem 2 in [3] shows thatf * WV (s) represents the LST of the remaining service requirementF WV of a randomly chosen customer present in working vacation periods when customers are served on a LIFO preemptive resume basis. Note that (7) and (10) imply
where
, and E[F WV ] are given by (4) , (7), (11) , and (12) , respectively, and P WV and P NP are given by
respectively.
Proof. It follows from (10) and (12) that
Substituting (15) into (6) yields (13) . Further (14) follows from (5) and (7).
Remark 5. 
Waiting Time and Sojourn Time
In this section, we consider the actual waiting time and sojourn time distributions of class k (k ∈ K) customers in steady state, assuming the FIFO service discipline. Let W k (k ∈ K) denote the waiting time of a randomly chosen class k customer. For each k (k ∈ K), we define W WV,k (resp. W NP,k ) as the waiting time of a randomly chosen class k customer arriving in a working vacation period (resp. a normal service period). Let w * k (s), w * WV,k (s), and w * NP,k (s) (k ∈ K) denote the LSTs of W k , W WV,k , and W NP,k , respectively. Similarly, let Q k (k ∈ K) denote the stationary sojourn time of class k customers. For each k (k ∈ K), we define Q WV,k (resp. Q NP,k ) as the sojourn time of a randomly chosen class k customer arriving in a working vacation period (resp. a normal service period). Let q * k (s), q * WV,k (s), and q * NP,k (s) (k ∈ K) denote the LSTs of Q k , Q WV,k , and Q NP,k , respectively. For each k (k ∈ K), we define P A WV,k (resp. P A NP,k ) as the probability that a randomly chosen class k customer finds the server being on working vacation (resp. being in a normal service period) upon arrival. By definition, w * k (s) and q * k (s) (k ∈ K) are given by
respectively. Because class k customers arrive according to a Poisson process with rate λ WV,k during working vacation periods and rate λ NP,k during normal service periods, P
Both W k and Q k (k ∈ K) are considered as the processing time of a certain amount of work. More specifically, W k (k ∈ K) corresponds to the stationary processing time of work in system seen by an arriving customer of class k. On the other hand, Q k (k ∈ K) corresponds to the stationary processing time of the sum of work in system seen by an arriving customer of class k and his/her service requirement. To treat W k and Q k in a unified way, we define T WV (U X ) (resp. T NP (U X )) as the processing time of the amount U X of work conditioned that the server is on working vacation (resp. in a normal service period) when its processing starts, where U X is assumed to be a nonnegative random variable whose distribution function and LST are given by U X (x) and u * X (s), respectively. Because the processing rate in T WV (U X ) may change from γ to one, we divide
WV (U X )) is defined as the length of a subinterval in T WV (U X ), during which the processing rate is equal to γ (resp. one).
respectively.
Proof. We first consider ϕ * NP (s | U X ). When the processing of U X starts in a normal service period, the processing rate is fixed to one throughout its processing. We then have
On the other hand, when the processing of U X starts in a working vacation period, we have
whereṼ S denotes the remaining length of the working vacation when the processing starts.
Owing to the memoryless property of the exponential distribution,Ṽ S is exponentially distributed with parameter η. We then have
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from which the expression of ϕ * *
We now turn our attention to the waiting time distribution. Consider the censored process obtained by removing all normal service periods. In the resulting process, class k customers arrive according to a Poisson process. Owing to PASTA, the conditional amount of work in system seen by a randomly chosen class k customer arriving in a working vacation period has the same distribution as U WV . Therefore the conditional waiting time distributions are identical among classes. Similarly, the conditional amount of work in system seen by class k (k ∈ K) customers arriving in normal service periods has the same distribution as U NP . Thus, the conditional waiting time distributions are also identical among classes.
Let
WV ) denote the length of an interval during which a randomly chosen customer waits for his/her service in a working vacation period (resp. normal service period), given that the customer arrived in the working vacation period. By definition,
WV for all k (k ∈ K). Also, let W NP denote the conditional waiting time of a randomly chosen customer given that the customer arrives in a normal service period. We then define w * * WV (ω, s) as the joint LST E[exp(−ωW 
Proof. By definition, w * *
, so that Theorem 2 immediately follows from Lemma 4.
Thus the LST w * k (s) (k ∈ K) of the waiting time distribution of class k customers is obtained by (16). In particular, the mean waiting time is given by where E[U NP ] denotes the mean amount of conditional work in system given the system being in a normal service period and it is obtained from (3) and Lemma 3.
Next we consider the sojourn time distribution. For each
WV,k (resp. Q (1) W V,k ) denote the length of time during which a randomly chosen class k customer spends in a working vacation period (resp. a normal service period), given that the customer arrives in the working vacation period. By definition, Q
Proof. By definition, q * *
of the sojourn time distribution of class k customers is obtained by (17). In particular, the mean sojourn time is given by
Joint Distribution of Queue Lengths and Work in System
In this section, we consider the joint distribution of the numbers of customers and the amounts of work in system in respective classes. To do so, we first derive the joint LST of the attained waiting time and the remaining amount of service requirement of a class k customer being served. With this result, the joint distributions are derived.
WV,k ) denote the time-average probability that class k customers, who arrived in working vacation periods, are being served in working vacation periods (resp. in normal service periods). Also, let σ (1) NP,k (k ∈ K) denote the time-average probability that class k customers arriving in normal service periods are being served.
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WV,k , and σ
respectively. The proof of Lemma 5 is given in Appendix D. Remark 6. Let σ denote the utilization factor, i.e., the time-average probability that customers are being served. Recall that ν in (8) represents the conditional probability of the server being busy given that the server is on working vacation. We then have
Furthermore, using Lemma 5, we can verify
NP,k ) = P NP .
We now consider the attained waiting time [8] , which is defined as the length of time spent by a customer being served (if any) in the system. When the system is empty, the attained waiting time is defined to be zero. Note that under the FIFO service discipline, all waiting customers in the system arrived during the attained waiting time.
For later use, we divide the attained waiting time into two parts: One is the (sub)interval in working vacation periods and the other is the (sub)interval in normal service periods. Let A (γ) WV,k (k ∈ K) denote the length of time in the attained waiting time, during which the server was on working vacation, given that a class k customer is being served. Furthermore,
NP,k ) denote the length of time in the attained waiting time, during which the server worked in a normal service period, given that a class k customer, who arrived in a working vacation period (resp. a normal service period), is being served. For a class k (k ∈ K) customer being served, letH k denote the remaining amount of his/her service requirement. We then define the following joint LSTs:
WV,k e −α kHk a class k customer, who arrived in a working vacation period, is being served at processing rate one 
We then have the following theorem, whose proof is provided in Appendix E.
respectively, where 
respectively. LetL WV,k (resp.L NP,k ) (k ∈ K) denote the number of class k customers in the system, who arrived during working vacation periods (resp. normal service periods). Also, letŪ WV,k (resp.Ū NP,k ) (k ∈ K) denote the amount of work in system, which is brought by class k customers who arrived during working vacation periods (resp. normal service periods). We then define the joint transform ψ(z WV , z NP , s WV , s NP ) as
, 
Proof. Note first that the system is empty with probability 1 − σ = (1 − ν)P WV (see Remark 6) . Furthermore, when a customer is being served, all waiting customers arrived during the attained waiting time, as noted at the beginning of this section. Theorem 5 immediately follows from those observations. 
Remark 7. LetL WV (resp.L NP ) denote the total number of customers in the system, who arrived during working vacation periods (resp. normal service periods). Also, letŪ WV (resp. U NP ) denote the total amount of work in system, which was brought by customers who arrived during working vacation periods (resp. normal service periods). As stated in
) .
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Busy Cycle
The busy cycle is defined as the interval between ends of successive busy periods. In order to analyze the busy cycle and related quantities, we first consider the first passage time to the empty system. More specifically, we define F WV (resp. F NP ) as the first passage time to the empty system given that the server is on working vacation (resp. in a normal service period) at time 0. We divide F WV into two parts: F
WV and F
WV , where F
WV (resp. F
WV ) denotes the length of a subinterval during which the server is on working vacation (resp. in a normal service period). By definition,
WV,k ) as the number of class k customers arriving in F (γ) WV (resp. F (1) WV ). Similarly, we define N NP,k (k ∈ K) as the number of class k customers arriving in F NP . Let S(t) (t ≥ 0) denote the state of the server at time t, i.e., and S(t) = WV if the server is on working vacation at time t, and otherwise S(t) = NP. We define U (t) (t ≥ 0) as the total amount of unfinished work at time t. We are interested in the following joint transforms.
where β *
and it is given by
The proof of Lemma 6 is given in Appendix F. Next, we consider the joint transform ζ *
. Given S(0) = WV, let T V denote the time instant when the server ends the current working vacation for the first time after time 0. Because of the memoryless property, T V is exponentially distributed with parameter η. We classify the first passage time F WV to the empty system into two cases, F WV ≤ T V and F WV > T V , and we define ζ *
respectively. Note here that (30) implies
We then have
where P C|x and P E|x are defined as
Lemma 7.
The following equations hold.
and they satisfy
The proof of Lemma 7 is given in Appendix G. It follows from (33), (34), and (35) that ζ *
. (40) With (36) and (37), we define β WV,C and β WV,E as
where 1 denotes a vector whose elements are all equal to one. Lemma 8. β WV,C and β WV,E are given by
and P C|x and P E|x are given by
The proof of Lemma 8 is given in Appendix H. We now consider the busy cycle. Recall that the server is always on working vacation at the beginning of busy cycle. Let Θ denote the length of a randomly chosen busy cycle. We divide Θ into two parts, and let Θ (γ) (resp. Θ (1) ) denote the length of the subinterval during which the server is on working vacation (resp. in a normal service period). Furthermore, we divide Θ (γ) into two parts, and let Θ (resp. Θ (1) ). We then define the joint transform of those quantities as follows.
Therefore, with (40), we obtain the following theorem.
Remark 8. It is clear from the derivation of Theorem 6 that
Pr(A randomly chosen busy period ends while the server is on working vacation)
where we use (53). This result is consistent with Remark 3. Furthermore, using (38) and (39), we obtain an alternative expression for θ
Taking the partial derivatives of θ * (z WV , z NP , ω, s WV , s NP ), we can obtain the moments ofN
B , and Θ (1) . In particular,
Concluding Remarks
We considered the stationary multi-class FIFO M/G/1 queue with exponential working vacations. We derived the LST of the stationary work in system, and the LSTs of the stationary waiting time and sojourn time in each class. We also obtained the joint transform for the queue lengths and the amounts of work in system in respective classes and the joint transform associated with the busy cycle. Before closing this paper, we provide some remarks.
As stated in section 1, if we delete time intervals in normal service periods from the time axis, the resulting process can be viewed as a multi-class FIFO M/G/1 queue with Poisson disasters, where the processing rate is equal to γ. Because queues with disasters are of independent interest, Appendix I summarizes the analytical results for the multi-class FIFO M/G/1 queue with Poisson disasters, all of which are immediately obtained from the results in this paper.
In queueing models with working vacations, the processing rate is always equal to γ when the system becomes empty. In other words, the queue length process directly affects the processing rate. From this point of view, the queueing model with working vacations differs from the queueing model embedded in a random environment (i.e., the processing rate is assumed to change according to an underlying environmental process). More specifically, we can see the difference between these two models by considering a special case of our model, where the processing rate is proportional to the arrival rate and comparing it to the corresponding queue embedded in a random environment of a two-state Markov chain. In the latter, the stationary number of customers in the system is independent of the underlying Markov chain and its conditional distribution given a specific state of the Markov chain is the same as that of the ordinary M/G/1 queue (Section 6 in [11] ). On the other hand, it is verified that the model we considered does not have such a property. Thus, the queueing model with working vacation is essentially different from the queueing model embedded in a random environmental process. A. Proof of Lemma 1 We define U B NP as the total amount of work in system at the beginning of a normal service period. Note that U B NP is a conditional random variable of U E WV given that the server is busy at the end of a working vacation. Let u * NP,B (s) denote the LST of U B NP . We then have
Consider a censored workload process by removing all working vacation periods from the time axis. In steady state, the censored process has the same distribution as U NP . Also, the censored process can be viewed as the conditional workload process of the M/G/1 vacation queue with exhaustive services, given that the server is busy. Therefore, it follows from (5.6) in [2] that u * NP (s) is given by
Note here that (2), (43), and (44) imply
which completes the proof.
B. Proof of Lemma 2
We regard an interval between successive ends of working vacations as a cycle. Let C WV (resp. C NP ) denote the length of an interval during which the server is on working vacation (resp. in a normal service period) in a randomly chosen cycle. Owing to the renewal reward theorem, we have
Because C WV is equivalent to the working vacation length V , we have E[
. On the other hand, E[C NP ] equals to the mean first passage time to the empty system in the corresponding ordinary M/G/1 queue with initial workload of U B NP . Noting that C NP = 0 if the system is empty at the end of the working vacation, we have
where we use (2) disasters occur. The M/G/1 queue with Poisson disasters has already been studied in [3, 15] , where the processing rate is assumed to be one. In order to apply the results in [3, 15] to our system, we consider the new process created by extending the time axis of the workload process in working vacation periods γ times so that the processing rate becomes one. Note that the time-average quantities of the new censored process are identical to those of the original process. In the new process, the arrival rate of customers is equal to λ WV /γ and lengths of working vacations are exponentially distributed with parameter η/γ. u * WV (s) in (7) then immediately follows from Proposition 1 in [3] . We also obtain (8) by substituting 0 to the repair time in (2.1a) in [15] . The existence of the unique real root of (9) is shown in Remark 2.2 in [15] . See Remark 3 for the positivity of r. Furthermore, taking the derivative of u * WV (s) in (7) and evaluating at s = 0 yields E[U WV ] in (7).
D. Proof of Lemma 5
We first consider σ (γ) WV,k . Note that all customers being served in working vacation periods arrived during working vacation periods. Thus, from Little's law, we have σ
WV ]. Furthermore, with Lemma 3 and (21), E[Q
from which (24) follows. Similarly, σ
WV,k follows from σ
WV ] and
Finally, we consider σ
NP,k . Note that all customers arriving in normal service periods are served in normal service periods. Therefore σ (26) follows.
E. Proof of Theorem 4
We first consider (27). Suppose a class k (k ∈ K) customer is being served at processing rate γ (i.e., in a working vacation period). Note here that
We thus have
, from which (27) follows. Next we consider (28). Suppose a class k (k ∈ K) customer, who arrived in a working vacation period, is being served at processing rate one (i.e., in a normal service period). We then have
, from which (28) follows. Finally, a * *
from which (29) follows.
F. Proof of Lemma 6
For x ≥ 0, y ≥ 0, we have ζ *
] , from which it follows that ∂ ∂x
Noting ζ * NP (z NP , s NP | 0) = 1, we obtain (30). Also, substituting (30) into (31), we obtain (32).
G. Proof of Lemma 7
It is easy to see that for x ≥ 0, y ≥ 0,
Therefore we have
from which it follows that ∂ ∂x
(34) now follows from (49) with
and therefore ∂ ∂x
Multiplying both sides of (50) by e αx and using (34) yield
Because P E|0 = 0, we obtain
from which (35) follows. Substituting (34) into (36) yields (38), and substituting (35) into (37) yields (39).
H. Proof of Lemma 8
(42) follows from ζ * WV,C (1, 0 | x) = 1, P C|x + P E|x = 1, and (34). We thus consider (41) below. Note that ζ * WV,E (1, 0, 0 | x) = 1. Therefore, taking the limits α → 0 and s → 0 in (35), we obtain
from which and (42), we have β WV,C = β WV,E . It is readily seen from (38) that β WV,C satisfies
and h *
) . Furthermore, we have from (36)
so that |h * WV (β WV,C )| < 1. As a result, h * WV (β WV,C ) is identical to the minimum nonnegative root r of (9). Finally, from (8) and (51), we obtain
I. The Multi-Class FIFO M/G/1 Queue with Poisson Disasters
In this Appendix, we summarize the results of the stationary multi-class FIFO M/G/1 queue with Poisson disasters, where the processing rate is equal to one. We can readily obtain those results by considering the conditional counterparts in the multi-class FIFO M/G/1 with exponential working vacations and γ = 1, given that the server is on working vacation.
I.1. Model
Consider a stationary multi-class FIFO M/G/1 queue with Poisson disasters. Class k (k ∈ K) customers arrive according to a Poisson process with rate λ k . Let h k (x) and h * k (s) (k ∈ K) denote the distribution function of service times H k of class k customers and its LST, respectively. Disasters occurs according to a Poisson process with rate η (η > 0), and the system becomes empty when disasters occur. We define λ and h(x) as
Note that if we ignore customer classes, the system can be regarded as a single-class FIFO M/G/1 queue with Poisson disasters. Note also that the system is stable regardless of values of system parameters.
I.2. Results
The LST u * (s) of the amount of work in system is given by [3, 15] (cf. Lemma 3 and its proof)
Note that ν denotes the stationary probability of the server being busy.
where r denotes the minimum nonnegative root of the following equation.
We denote the amount of work in system seen by a randomly chosen customer on arrival by U A , and the length of the interval from the arrival of this customer to the occurrence of the next disaster byD A . Owing to the memoryless property,D A is exponentially distributed with parameter η. We define W k and Q k (k ∈ K) as the waiting time and sojourn time, respectively, of class k customers, i.e.,
Note that owing to PASTA, W k (k ∈ K) is identical to the waiting time W of a randomly chosen customer. Furthermore, we define
and for each k (k ∈ K)
By definition, we have
WV in the queue with working vacations, we obtain from Theorem 2 Let σ k (k ∈ K) denote the probability of a class k customer being served, which corresponds to σ (γ) WV,k /P WV in the queue with working vacations. It follows from (24) that
where ν is given in (54). Let A k (k ∈ K) denote the conditional attained waiting time given that a class k customer is being served and letH k (k ∈ K) denote the remaining service time of class k customer being served. We then define a * * 
.
Let L k (k ∈ K) denote the number of class k customers in the system and let U k (k ∈ K) denote the total amount of work in system belonging to class k. We then define the joint transform ψ(z, s) as
where z = (z 1 , z 2 , . . . , z K ) and s = (s 1 , s 2 , . . . , s K ). We then have
which corresponds to Theorem 5. Finally, we consider the busy cycle, which is defined as the interval between successive ends of busy periods. Let Θ denote the length of a randomly chosen busy cycle. We divide Θ into two parts, and let Θ E (resp. Θ B ) denote the length of the subinterval during which the server is idle (resp. busy). We defineN k (k ∈ K) as the number of class k customers arriving during Θ. LetŨ L denote the amount of work in system that is lost due to disasters. We then define joint transforms θ * N (z, s) and θ * D (z, s, α) as follows. We also define P We then have (cf. Lemma 8 and its proof)
where r is the minimum nonnegative root of (55). It then follows from (57) that 
