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Abstract
In their book on group testing Du and Hwang (Combinatorial Group testing and its Appli-
cations, World Scienti1c, Singapore, 1993) considered the following generalization of classical
group testing problems: Suppose a graph contains m edges d of which are defective. Find all
defective edges by testing whether an induced subgraph contains a defective edge or not. They
conjectured that this can be done by using at most
d
(⌈
log2
m
d
⌉
+ c
)
tests for some constant c. We prove this conjecture for c = 7. ? 2002 Elsevier Science B.V.
All rights reserved.
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1. Introduction and notation
In this paper we study a generalization of classical group testing problems. Let V
be a set of n elements, some of which are “defective”. The aim is to determine the
unknown set Dˆ ⊂ V of defective items by sequentially choosing subsets U of V and
asking whether U ∩ Dˆ = ∅ or not. Such questions are called tests and U is called a
test set. The aim is, of course, to 1nd all defective items by as few tests as possible.
If nothing is known about Dˆ then group testing has no advantage compared to testing
all items individually. Usually one assumes that the cardinality of Dˆ is known a priori.
Let c(d; n) be the number of tests necessary in the worst case to identify d defective
elements in a set of n elements. Then clearly c(1; n)=log2 n holds. Bounds for c(2; n)
and c(3; n) have been studied intensively (see for example [2,5,6] and the references
cited there).
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Consider the case |Dˆ|=2. Let (V2 ) be the set of subsets of V , which contain exactly
two elements of V , and let E be a subset of (V2 ). Assume that we know a priori that
the defective set Dˆ is an element of E. Then the task of identifying Dˆ is equivalent to
identifying a defective edge in the graph G = (V; E). For diMerent search problems in
graphs see for example [1] (Chapter 3) and the references cited there. In this paper we
study the following problem: Assume that we are given a graph G=(V; E) with vertex
set V and edge set E, which contains several defective edges. Let D be the subset
of E, which contains the defective edges. All other edges of G are called good or
non-defective. Our task is to 1nd all defective edges by sequentially choosing subsets
W ⊆ V and testing whether the induced subgraph G[W ] contains a defective edge or
not.
Assume that we already know that G has exactly d defective edges. Let us denote
by c(d;G) the worst-case-cost of identifying all defective edges in G in this case. Since
our search domain is the set (Ed ) of all subsets of E which contain d elements, the
information theoretic bound (see for example [5], p. 6) yields
c(d;G)¿ log2
( |E|
d
)
¿ d log2
|E|
d
; (1)
where the second inequality follows from (md ) ¿ (
m
d )
d (m; d ∈ N; d 6 m). In case
d=1 this inequality implies c(1; G)¿ log2 |E|. Damaschke [4] and Triesch [7] proved
that c(1; G) 6 log2 |E|+ 1 holds for all graphs G = (V; E). Both proofs provide an
algorithm which 1nds the defective edge in a graph G with at most log2|E| + 1
tests. These algorithms can also be applied to 1nd one defective edge in a graph
which contains several defective edges. (In the case of the algorithm in [7] minor
modi1cations are necessary.) Hence we have
Theorem 1 (Damaschke [4], Triesch [7]). There exists an algorithm which 6nds one
of several defective edges in every graph G = (V; E) with at most
log2 |E|+ 1
tests.
In the case d¿ 1 a new phenomenon is introduced in the testing: Assume that we
have already identi1ed a defective edge e={x; y}. Since we are not allowed to remove
this edge from G, every future test of a set W ⊂ V with x; y ∈ W will yield a positive
result, no matter whether there is another defective edge in E(G[W ]) or not. Therefore
each identi1cation of a defective edge decreases the number of possible test sets.
Du and Hwang ([5], p. 206) conjectured that there exist a constant c and an al-
gorithm that identi1es all d defective edges in every graph G = (V; E) with at most
d(log2 (|E|=d) + c) tests, i.e. c(d;G) 6 d(log2 |E(G)|=d + c) holds for all graphs
G. The aim of this paper is to prove this conjecture with the constant c = 7.
Throughout this paper we shall use the following notation: Let G = (V; E) be a
graph. Then for each vertex x ∈ V we denote by (x) the set of neighbours of x.
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For a subset W ⊂ V we denote by G[W ] the subgraph of G which is induced by W
and by E(W ):=E(G[W ]) its edge set. If U is a subset of V with U ∩W = ∅ then we
denote by E(U;W ) the set of edges having one end vertex in U and the other end
vertex in W . If U consists only of a single vertex x, we shall write E(x;W ) instead
of E({x}; W ). For every subset W ⊆ V we say
test(W ) =
{
yes ⇔ E(W ) contains at least one defective edge:
no ⇔ E(W ) contains no defective edge:
Subsets W ⊆ V for which test(W ) is negative shall be called defective-stable.
2. Construction of the algorithm Al
In this section we construct a family Al (l ∈ N) of algorithms such that for any
graph G = (V; E) with at least 2l edges, d of which are defective, algorithm Al 1nds
all defective edges with at most d
(log2 l+ 6− 1=l)+ |E|=l+1 tests. The parameter l
indicates that Al uses test sets which contain between l and 2l unidenti1ed edges. The
following proposition guarantees the existence of such test sets in certain situations.
Proposition 2. Let G=(V; E) be a graph with m edges and l ∈ N with 16 l6 m=2.
Suppose V1; V ′ are two disjoint subsets of V such that
(i) |E(V ′) ∪ E(V1; V ′)|¿ l,
(ii) ∀x ∈ V ′: |N(x) ∩ V1|6 2l.
Then there exists a subset W ⊆ V ′ with
l6 |E(W ) ∪ E(W;V1)|6 2l: (2)
Proof. If there is a vertex x ∈ V ′ with l6 |(x)∩V1|6 2l then W :={x} ful1lls (2).
So we can assume that |(x) ∩ V1|¡l holds for every x ∈ V ′. Let V ′:={x1; : : : ; xk}
with k = |V ′|. Then let
s:=max{i ∈ {1; : : : ; k}; |E({x1; : : : ; xi}) ∪ E({x1; : : : ; xi}; V1)|¡l}:
Because of (i) we have 1 6 s¡k. Let W1:={x1; : : : ; xs; xs+1}. Then |E(W1; V1)
∪E(W1; V1)|¿ l holds. If |E(W1)∪E(W1; V1)|6 2l we set W :=W1 and the proposition
is proved. Otherwise de1ne sets W2; W3; : : : ; Ws recursively through Wi:=Wi−1 \ {xi−1}
(i = 2; : : : ; s). For every i ∈ {2; : : : ; s} the set E(Wi) ∪ E(Wi; V1) has at most |E(xi−1;
{xi; : : : ; xs+1}) ∪ E(xi−1; V1)| 6 |E({x1; : : : ; xs}) ∪ E({x1; : : : ; xs}; V1)| + 1 6 l edges
less than the set E(Wi−1) ∪ E(Wi−1; V1). Therefore at least one of the sets W2; : : : ; Ws
ful1lls (2).
We construct now the algorithm Al (l ∈ N). The input of Al is a graph G=(V; E)
with |E| ¿ 2l, which contains an unknown number of defective edges. The output
is a partition of the edge set E into disjoint subsets D and N , where D contains the
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defective edges and N contains the non-defective or good edges of G. The index l
indicates that Al mainly tests subsets of V which contain between l and 2l unidenti1ed
edges. If such a test has a positive outcome, Theorem 1 guarantees that a defective
edge can be identi1ed with at most log2 (2l)+ 1 = log2 l+ 2 further tests. Before
we give a detailed implementation of the algorithm, we present its main idea.
Al consists of Steps I and II, which use the functions DEF, DEFb, and JOIN. In
Step I we start with n empty sets V1; : : : ; Vn, where n denotes the order of G. We
choose a subset W of V and test the edges in E(W ). If the test outcome is negative
we set V1:=W , otherwise we identify a defective edge e= {x; y} and set V1:={x} and
V2:={y}. Then we choose a new subset W of V \ (V1 ∪ · · · ∪ Vn) and test the edges
in E(W ) ∪ E(W;V1). (We distinguish between |W | = 1 and |W | ¿ 2.) If all edges
are good, we let V1:=V1 ∪ W . Otherwise we identify a defective edge and join (by
procedure JOIN) each of its end vertices to a set Vi in such a way, that throughout
the algorithm the following holds:
(i) All edges in E(Vi) have been identi1ed as good edges (i = 1; : : : ; n).
(ii) Every vertex in Vi is joined to every set Vj (j¡ i) by at least one defective edge
(i = 1; : : : ; n).
We repeat this procedure until the sets V1; : : : ; Vn form a partition of V .
In Step II the algorithm identi1es all edges between Vi and Vj for j = 2; : : : ; n and
i = 1; : : : ; j − 1. In this process it uses the function DEFb(u; Z), which identi1es a
defective edge between the vertex u and the subset Z of V by binary splitting. Step I
also uses the function DEF(U; F), which identi1es a defective edge in the graph with
vertex set U and edge set F .
Algorithm Al :
input: A graph G = (V; E) of order n with at least 2l edges.
output: A partition D ∪ N of E where D contains the defective edges of G and N
contains the good edges of G.
Al consists of Step I and of Step II, which are described below.
Function DEF(U; F):
input: A graph with vertex set U and edge set F , which contains at least one defective
edge.
output:One defective edge DEF(U; F) of the input-graph.
DEF(U; F) is the algorithm of Theorem 1 and needs therefore at most log2 |F |+1 tests.
Function DEFb(u; Z):
input: A vertex u ∈ V and a set Z ⊂ V \ {u} of vertices, such that there is at least
one defective edge in E(u; Z).
output: A defective edge DEFb(u; Z) ∈ E(u; Z).
To test the edges between u and Z is equivalent to testing the edges in the complete
bipartite graph with colour classes {u} and Z . By a result of Chang and Hwang [3]
this can be done by using at most log2 |Z | tests.
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Procedure JOIN(x):
input: Disjoint defective-stable subsets V1; : : : ; Vn of V , the subsets D (resp. N ) of
E, which contain all defective (resp. good) edges that are identi1ed so far, a
vertex x ∈ V \ (V1 ∪ · · · ∪ Vn).
output: The vertex x is assigned to the set Vi0 ,
where i0 = min{i | There is no defective edge between x and Vi}. The sets D
(resp. N ) are expanded by all defective (resp. good) edges identi1ed in this
process.
Steps of JOIN(x):
1. i:=1.
2. IF E(x; Vi) ∩ D = ∅ THEN let i:=i + 1 and goto 2.
3. Wi := (Vi ∩ (x))− {z ∈ Vi | {x; z} ∈ N}.
4. IF Wi = ∅ THEN let Vi:=Vi ∪ {x} and STOP.
5. IF |Wi|6 l THEN let Z :=Wi
ELSE let Z be a subset of Wi with |Z |= l.
6. IF test(Z ∪ {x})= no
THEN
(a) N :=N ∪ E(x; Z); Wi:=Wi − Z .
(b) Goto 4.
ELSE
(c) {x; y}:=DEFb(x; Z).
(d) D:=D ∪ {{x; y}}.
(e) i:=i + 1.
(f) Goto 2.
Step I (of Al):
1.N :=∅; D:=∅; Vi:=∅ (i = 1; : : : ; n); V ′:=V .
2. IF |(x) ∩ V1|6 2l∀x ∈ V ′
THEN
(a) IF |E(V ′) ∪ E(V ′; V1)|¡l THEN let W :=V ′
ELSE choose a subset W ⊂ V ′ with l6 |E(W ) ∪ E(W;V1)|6 2l:
(This can be done using the procedure suggested in Proposition 2.)
(b) IF test(W ∪ V1)= no
THEN
(i) N :=N ∪ E(W ) ∪ E(W;V1); V1:=V1 ∪W; V ′:=V ′ −W .
ELSE
(ii) {x; y}:=DEF (W ∪ V1; E(W ) ∪ E(W;V1)).
(iii)D:=D ∪ {{x; y}}; V ′:=V ′ − {x; y}.
(iv) IF x ∈ V1 THEN JOIN(x).
(v) IF y ∈ V1 THEN JOIN(y).
ELSE
(c) Choose x ∈ V ′ with |N(x) ∩ V1|¿ 2l.
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(d) V ′:=V ′ − {x}.
(e) W :=(x) ∩ V1.
(f,) IF W = ∅ THEN let V1:=V1 ∪ {x} and goto 3.
(g) IF |W |6 2l THEN set Z :=W
ELSE choose Z ⊂ W with |Z |= 2l.
(h) IF test(Z ∪ {x})= no
THEN
(i) N :=N ∪ E(x; Z); W :=W − Z , goto (f).
ELSE
(ii) {x; y}:=DEFb(x; Z).
(iii) D:=D ∪ {{x; y}}.
(iv) JOIN(x).
3. If V ′ = ∅ goto 2.
4. k:=max{i |Vi = ∅}.
Step II (of Al):
FOR j = 2; : : : ; k; i = 1; : : : ; j − 1 DO
FOR x ∈ Vj DO
1. Wi:=((x) ∩ Vi)− {y | {x; y} ∈ D ∪ N}.
2. IF |Wi|¿l THEN choose Z ⊆ Wi with |Z |= l
ELSE choose Z :=Wi.
3. IF test(Z ∪ {x})= no
THEN
(a) Wi:=Wi − Z; N :=N ∪ E(x; Z).
ELSE
(b) {x; y}:=DEFb(x; Z),
(c) D:=D ∪ {{x; y}}; Wi:=Wi − {y}.
4. IF Wi = ∅ THEN goto 2.
3. Analysis of Al
Theorem 3. Let G = (V; E) be an arbitrary graph which contains d defective edges;
where d is not neccessarily known; and let l be a positive integer with l 6 |E|=2.
Then the algorithm Al identi6es all defective edges of G with at most⌊
d
(
log2 l+ 6−
1
l
)
+
|E|
l
+ 1
⌋
tests.
Proof. First we have to show that Al identi1es all defective edges of G. Since Step
I assigns a vertex x to a set Vi if and only if i = min{j ¿ 1 | There is no defective
edge between x and Vj}, throughout Step I the following conditions hold:
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(i) The sets V1; : : : ; Vk are defective-stable.
(ii) Every vertex in Vj is connected by at least one defective edge to each set Vi ( j=
2; : : : ; k; i = 1; : : : ; j − 1).
The selection of the test sets and (i) imply that Al tests only subsets of V which do
not contain an already identi1ed defective edge. Hence every positive test leads to the
identi1cation of an unknown defective edge. Therefore in each repetition of Step 2 the
set V ′ is reduced by at least one vertex. Hence Step I terminates and afterwards (i)
and (ii) hold. (i) implies that the edges in E(V1)∪· · ·∪E(Vk) are all examined in Step
I. Consider now Step II: Again the selection of the test sets and (i) imply that Al tests
only subsets of V which do not contain an already identi1ed defective edge. Therefore
in each repetition of Steps 2 and 3 the set Wi is reduced by at least one vertex. Hence
Step II also terminates. By construction Step II examines all unidenti1ed edges between
distinct sets Vi and Vj ( j=1; : : : ; k; i=2; : : : ; j− 1). Therefore Al identi1es all edges
of G as either good or defective.
It remains to count the number of tests Al uses. By Theorem 1, function DEF(U; F)
uses at most log2 |F | + 1 tests. Function DEFb(x; Z) uses binary splitting to 1nd a
defective edge and needs therefore at most log2 |Z | tests.
Procedure JOIN(x): Procedure JOIN(x) uses tests in step 6 and in 6c. Every test of
sets Z∪{x} in 6 identi1es |Z | good edges or it leads together with log2 |Z |6 log2 l
tests in 6c to the identi1cation of a defective edge. It is clear that for all negative tests
in 6 (except perhaps for the last) |Z |= l holds. Assume now that procedure JOIN(x)
assigns x to the set Vi0 ; i0 ¿ 1. Let nx be the number of tests in 6 with a negative
outcome, for which |Z |=l holds, and let px be the number of tests in 6 with a positive
outcome. Then px 6 i0 − 1 holds and we obtain: In the process of assigning x to Vi0
JOIN(x) uses at most
nx + px(log2 l+ 1) + 1
tests and it identi1es px defective edges and at least nxl good edges. This means that
JOIN(x) uses at most one test that neither leads to the identi1cation of a defective
edge nor identi1es at least l good edges. Let us call such tests bad tests.
Step I: Step I uses tests in 2b, 2b(ii), 2b(iv), 2b(v), 2h, 2h(ii) and in 2h(iv). We
consider 1rst the tests of sets W ∪ V1 in 2b with a negative outcome. Those tests
identify |E(W )| + |E(W;V1)| good edges. It is clear that for all these tests (except
perhaps for the last) l6 |E(W )|+ |E(W;V1)|6 2l holds. Hence there is at most one
bad test in 2b.
We examine now tests in 2b which have a positive outcome. These tests lead together
with log2 (|E(W )|+ |E(W;V1)|)+16 log2 l+2 tests in 2b(ii) to the identi1cation
of a defective edge {x; y}. The end vertices of this edge have to be joined to suitable
sets Vi. We already learned that this costs at most two bad tests. Let d{x;y} ¿ 0 be
the number of defective edges that are identi1ed in the process of joining x and y to
suitable sets Vi. Let n{x;y} ¿ 0 be the number of tests with a negative outcome in
step 6 of JOIN(x) and JOIN(y), which are not bad. Then the identi1cation of {x; y}
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together with JOIN(x) and JOIN(y) costs at most
(log2 l+ 3) + d{x;y}(log2 l+ 1) + n{x;y} + 2
6 (d{x;y} + 1)(log2l+ 5) + n{x;y}
tests and in this process we identify d{x;y}+1 defective and at least n{x;y}l good edges.
Consider now the steps 2f–h for a 1xed vertex x. First we examine the case that
there exists a defective edge between x and W . Let n′x ¿ 0 be the number of negative
tests of sets Z ∪{x} in 2h. Then the (n′x +1)th test is positive and leads together with
log2 |Z |6 log2 l+1 tests in 2h(ii) to the identi1cation of a defective edge {x; y}.
Since y ∈ V1 we only have to join x to a suitable set Vi0 ; i0 ¿ 2. With nx; px de1ned
as above the identi1cation of {x; y} plus JOIN(x) costs at most
(log2 l+ 2) + px(log2 l+ 1) + nx + n′x + 1
6 (px + 1)(log2l+ 3) + nx + n′x
tests and in this process we identify px+1 defective and at least (nx+n′x)l good edges.
In the case that there exists no defective edge between x and W algorithm Al
needs |W |=2l ¿ 2 tests and the number of good edges identi1ed is at least |W | ¿
|W |=2ll.
Summing up these results yields the following upper bound for the number of tests
in Step I: Let d1 be the number of defective edges that are identi1ed in Step I. Let
n1 be the number of tests with negative outcome in steps 2b and 2h and in step 6 of
procedure JOIN, which are not bad. The number of tests Step I uses is then at most
d1(log2 l+ 5) + n1 + 1 (3)
and Step I identi1es d1 defective and at least n1l good edges.
Step II: Step II uses tests in steps 3 and 3b. Consider a 1xed vertex x ∈ Vj. Let
i¡ j be 1xed. If the test of a set Z ∪ {x} in 3 is positive then it leads together with
log2 |Z |6 log2 l tests in 3b to the identi1cation of a defective edge. If the outcome
is negative then it identi1es |Z | good edges. It is clear that except for the last case
|Z |= l holds for all negative tests of Z ∪{x}. Let nˆx be the number of negative tests in
Step 3, for which |Z |= l holds. Let dˆx ¿ 0 be the number of defective edges between
x and Wi. Hence the process of identifying all edges between x and Wi needs at most
dˆx(log2 l+ 1) + nˆx + 1
tests and it identi1es dˆx defective and at least nˆxl good edges. We see that there is at
most one bad test in this process. Hence the overall number of bad tests in Step II is
at most |V2|+ 2|V3|+ · · ·+ (k − 1)|Vk |. Condition (ii) implies
|V2|+ 2|V3|+ · · ·+ (k − 1)|Vk |6 d1: (4)
Now let d2 be the number of defective edges identi1ed in Step II. Let n2 be the number
of negative tests in Step 3 of Step II, which are not bad. The number of tests Step II
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uses is then at most
d2(log2 l+ 1) + n2 + |V2|+ 2|V3|+ · · ·+ (k − 1)|Vk |
(4)
6d2(log2 l+ 1) + n2 + d1 (5)
and Step II identi1es d2 defective and at least n2l good edges.
(3) and (5) imply that Step I and Step II together need at most
d1(log2 l+ 5) + d2(log2 l+ 1) + n1 + n2 + d1 + 1 (6)
tests and identify d1 + d2 defective and at least (n1 + n2)l good edges. Therefore
d1 + d2 = d and (n1 + n2)l 6 |E| − d holds. This implies n1 + n2 6 |E|=l − d=l and
therefore Al needs at most
d
(
log2 l+ 6−
1
l
)
+
|E|
l
+ 1
tests. Since the number of tests is an integer the theorem is proved.
Note that it is not necessary that Al knows the number d of defective edges in
advance. The knowledge of d is only necessary for computing the number of tests.
Therefore Al can be used even if the exact number of defective edges is unknown.
Corollary 4. Let G = (V; E) be a graph with exactly d ¿ 2 defective edges. Then
algorithm A |E|d 
identi6es all defective edges in G with at most
d
(⌈
log2
|E|
d
⌉
+ 7
)
tests.
Proof. By Theorem 3 algorithm A |E|d 
needs at most⌊
d
(⌈
log2
⌊ |E|
d
⌋⌉
+ 6− 1
 |E|d 
)
+
|E|
 |E|d 
+ 1
⌋
6
⌊
d
(⌈
log2
|E|
d
⌉
+ 6
)
+
|E|
 |E|d 
− d
 |E|d 
+ 1
⌋
tests to identify all defective edges. Since d(log2 |E|d  + 6) is an integer it remains
to show that |E| |E|d 
− d |E|d  ¡d holds. This is equivalent to
|E|
d − 1¡  |E|d , which is
obviously true.
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