An abstract model for parallel execution of prolog by Patinho, Pedro José Grilo Lopes
UNIVERSIDADE DE ÉVORA
Escola de Ciências Exactas
Departamento de Informática
An Abstract Model for
Parallel Execution of Prolog





To my grandpa José Manuel, who taught me how to read and write,
to my grandpa Manuel, who taught me that family is what matters most
and
to my mom, Cármen, who taught me how to live.
Wherever you are, thank you.

Acknowledgements
First of all, I would like to thank Salvador Abreu for his help, his permanent encour-
agement and his pressing for me to complete this thesis. During all my academic path,
his teachings have been invaluable.
A big thanks to Irene Rodrigues for her slaps on the wrist in order to keep me on track,
and for her invaluable help along my academic course.
To all my colleagues in the Informatics Department of the Universidade de Évora, who
all have helped me, in some phase of my work.
Finally, I would like to thank my family for their constant support and encouragement,
especially my wife, Sónia, who is always there for me, and my children, Ana and Afonso,





List of Figures viii
List of Tables ix




1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Prolog and Parallel Logic Programming 7
2.1 Historical background . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Sequential Prolog implementations . . . . . . . . . . . . . . . . . . . . 9
2.3 From sequential to parallel logic programming . . . . . . . . . . . . . . 10
2.3.1 Committed-choice languages . . . . . . . . . . . . . . . . . . . . 11
2.3.2 The Andorra Principle and the Basic Andorra Model . . . . . . 12
2.3.3 Or-parallel Prolog Implementations . . . . . . . . . . . . . . . . 13
2.3.4 And-parallel Prolog Implementations . . . . . . . . . . . . . . . 14
2.3.5 Extending the Andorra Model . . . . . . . . . . . . . . . . . . . 15
iii
iv CONTENTS
2.4 Parallel programming models . . . . . . . . . . . . . . . . . . . . . . . 21
2.5 An Abstract Model for Parallel Execution of Prolog . . . . . . . . . . . 25
2.6 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Abstract Machines for Prolog 27
3.1 Formal definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 The Warren Abstract Machine (WAM) . . . . . . . . . . . . . . . . . . 28
3.2.1 Registers and memory organization . . . . . . . . . . . . . . . . 30
3.2.2 WAM instructions . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.3 Limitations and relating optimizations . . . . . . . . . . . . . . 34
3.3 The Extended Andorra Model (EAM) . . . . . . . . . . . . . . . . . . 34
3.3.1 EAM base constructs . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3.2 Rewriting rules . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4 An EAM-based scalable model for parallel Prolog . . . . . . . . . . . . 39
3.5 Closing remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4 Designing a WAM→EAM translator 43
4.1 The pl2wam translator . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 wam2steam - compiling WAM to STEAM . . . . . . . . . . . . . . . . . 45
4.2.1 STEAM-IL instructions . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.2 Abstract analysis of the WAM code . . . . . . . . . . . . . . . . 47
4.3 STEAM-IL code generation . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.1 Detecting patterns . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3.2 Optimizing STEAM-IL execution . . . . . . . . . . . . . . . . . 55
4.4 Preparing for execution . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.5 Closing remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5 STEAM - Scalable, Transparent EAM 59
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 STEAM base constructs . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.4 Rewriting rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.5 Reducing the search space . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.5.1 Simplification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.5.2 Pruning operators . . . . . . . . . . . . . . . . . . . . . . . . . 67
CONTENTS v
5.6 Termination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.7 Suspension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.8 STEAM under the hood . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.8.1 Memory model . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.8.2 Binding and unification . . . . . . . . . . . . . . . . . . . . . . 75
5.8.3 Dealing with extra-logical predicates . . . . . . . . . . . . . . . 76
5.9 Resolution strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.10 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6 Design for STEAM on a PGAS model 81
6.1 The PGAS programming model . . . . . . . . . . . . . . . . . . . . . . 82
6.2 Partitioned STEAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.3 Global memory model . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.4 Executing Prolog with STEAM . . . . . . . . . . . . . . . . . . . . . . 85
6.5 Parallel Unification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.6 Results propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.7 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
7 Conclusions 93
7.1 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

List of Figures
3.1 Example representation of the term f(A, h(A,B), g(B)) . . . . . . . . . 29
3.2 Example WAM memory layout and registers . . . . . . . . . . . . . . . 32
3.3 An example prolog program . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4 WAM code for the example Prolog program. . . . . . . . . . . . . . . . 33
3.5 Graphical representation for an and-box . . . . . . . . . . . . . . . . . 35
3.6 Graphical representation of an or-box . . . . . . . . . . . . . . . . . . . 35
3.7 EAM local forking rule. . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.8 EAM determinate promotion rule. . . . . . . . . . . . . . . . . . . . . . 36
3.9 EAM nondeterminate promotion rule. . . . . . . . . . . . . . . . . . . 36
3.10 EAM handling of cut. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.11 EAM handling of commit. . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.12 EAM handling of implicit pruning. . . . . . . . . . . . . . . . . . . . . 37
3.13 Example of EAM execution, steps 1 and 2. . . . . . . . . . . . . . . . . 38
3.14 Example of EAM execution, steps 3 and 4. . . . . . . . . . . . . . . . . 39
3.15 Example of EAM execution, step 4. . . . . . . . . . . . . . . . . . . . . 39
4.1 Example Prolog program with cuts. . . . . . . . . . . . . . . . . . . . . 50
4.2 Resulting STEAM-IL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3 Resulting STEAM-IL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.4 Example Prolog program ('append.pl'). . . . . . . . . . . . . . . . . . 53
4.5 Resulting WAM code, generated by pl2wam. . . . . . . . . . . . . . . . 53
4.6 Resulting STEAM-IL code. . . . . . . . . . . . . . . . . . . . . . . . . . 53
vii
viii LIST OF FIGURES
4.7 ‘try_me_else … retry_me_else … … trust_me_else_fail’ pattern trans-
lation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.8 ‘try … retry … … trust’ pattern translation. . . . . . . . . . . . . . . 54
4.9 ‘conjunctive call/execute’ pattern translation. . . . . . . . . . . . . . 55
5.1 Graphical representation of a STEAM and-box . . . . . . . . . . . . . . 61
5.2 Graphical representation of a STEAM or-box . . . . . . . . . . . . . . . 61
5.3 STEAM expansion rule. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4 STEAM determinate promotion rule. . . . . . . . . . . . . . . . . . . . 63
5.5 STEAM determinate careful promotion rule. . . . . . . . . . . . . . . . 63
5.6 STEAM splitting rule. . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.7 STEAM in-loco expansion rule. . . . . . . . . . . . . . . . . . . . . . . 65
5.8 STEAM in-loco careful expansion rule. . . . . . . . . . . . . . . . . . . 65
5.9 STEAM or-identity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.10 STEAM and-annihilator . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.11 STEAM implicit pruning (cut) . . . . . . . . . . . . . . . . . . . . . . . 67
5.12 STEAM implicit pruning (neck cut) . . . . . . . . . . . . . . . . . . . . 68
5.13 Example Prolog program ('graph.pl'). . . . . . . . . . . . . . . . . . 69
5.14 EAM non-termination example. . . . . . . . . . . . . . . . . . . . . . . 70
5.15 STEAM Queue, before expansion. . . . . . . . . . . . . . . . . . . . . . 72
5.16 STEAM Queue, after expansion of A, B and C. . . . . . . . . . . . . . 73
5.17 STEAM Queue, after expansion of A1. . . . . . . . . . . . . . . . . . . 73
5.18 STEAM and-box internal layout . . . . . . . . . . . . . . . . . . . . . . 74
5.19 STEAM or-box internal layout . . . . . . . . . . . . . . . . . . . . . . . 75
6.1 Parallel programming models. . . . . . . . . . . . . . . . . . . . . . . . 83
6.2 Example of a PGAS system with 4 STEAM workers . . . . . . . . . . . 85
6.3 Revisiting the Prolog program ('graph.pl'). . . . . . . . . . . . . . . 86
6.4 Initial and-box for the query path(X,Y). . . . . . . . . . . . . . . . . . 87
6.5 Expansion rule applied on the and-box. . . . . . . . . . . . . . . . . . . 87
6.6 Further expansions on the Tree (left part). . . . . . . . . . . . . . . . . 88
6.7 Further expansions on the Tree (continued). . . . . . . . . . . . . . . . 88
6.8 STEAM-IL for ‘graph.pl’. . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.9 Binding vectors for S1 and S2. . . . . . . . . . . . . . . . . . . . . . . . 91
List of Tables
3.1 Types of tags for WAM cells . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Internal WAM registers . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1 Initial instruction set for STEAM-IL. . . . . . . . . . . . . . . . . . . . 47
4.2 STEAM-IL explicit pruning instructions. . . . . . . . . . . . . . . . . . 50
4.3 STEAM-IL extra-logical handling instructions. . . . . . . . . . . . . . . 52




APGAS Asynchronous Partitioned Global Address Space
BAM Basic Andorra Model
BEAM Basic implementation of the Extended Andorra Model
CLP Constraint Logic Programming
DSM Distributed Shared Memory
EAM Extended Andorra Model
ECT Escola de Ciências e Tecnologia
GAS Global Address Space
GPGPU Geral-Purpose computing on Graphics Processing Units
HPC High Performance Computing
IIFA Instituto de Investigação e Formação Avançada
IL Intermediate Language
IR Intermediate Representation
JVM Java Virtual Machine
MIC Intel®’s Many Integrated Core architecture
PGAS Partitioned Global Address Space
SMP Symmetric Multiprocessing
SIMD Single Instruction Multiple Data
SPMD Single Program Multiple Data
STEAM Scalable, Transparent Extended Andorra Model
UE Universidade de Évora




Logic programming has been used in a broad range of fields, from artifficial intelli-
gence applications to general purpose applications, with great success. Through its
declarative semantics, by making use of logical conjunctions and disjunctions, logic
programming languages present two types of implicit parallelism: and-parallelism and
or-parallelism.
This thesis focuses mainly in Prolog as a logic programming language, bringing out
an abstract model for parallel execution of Prolog programs, leveraging the Extended
Andorra Model (EAM) proposed by David H.D. Warren, which exploits the implicit
parallelism in the programming language. A meta-compiler implementation for an
intermediate language for the proposed model is also presented.
This work also presents a survey on the state of the art relating to implemented Prolog
compilers, either sequential or parallel, along with a walk-through of the current parallel
programming frameworks. The main used model for Prolog compiler implementation,
the Warren Abstract Machine (WAM) is also analyzed, as well as the WAM’s successor
for supporting parallelism, the EAM.




Um Modelo Abstracto para
Execução Paralela de Prolog
A programação em lógica tem sido utilizada em diversas áreas, desde aplicações de
inteligência artificial até aplicações de uso genérico, com grande sucesso. Pela sua
semântica declarativa, fazendo uso de conjunções e disjunções lógicas, as linguagens de
programação em lógica possuem dois tipos de paralelismo implícito: ou-paralelismo e
e-paralelismo.
Esta tese foca-se em particular no Prolog como linguagem de programação em lógica,
apresentando um modelo abstracto para a execução paralela de programas em Prolog,
partindo do Extended Andorra Model (EAM) proposto por David H.D. Warren, que
tira partido do paralelismo implícito na linguagem. É apresentada uma implementação
de um meta-compilador para uma linguagem intermédia para o modelo proposto.
É feita uma revisão sobre o estado da arte em termos de implementações sequenciais
e paralelas de compiladores de Prolog, em conjunto com uma visita pelas linguagens
para implementação de sistemas paralelos. É feita uma análise ao modelo principal
para implementação de compiladores de Prolog, a Warren Abstract Machine (WAM) e
da sua evolução para suportar paralelismo, a EAM.






Logic programming languages provide a high-level method of programming, where pro-
grams are based on a set of facts and rules that model the actual problem, instead of
modeling the solution of the problem (as in imperative programming languages, for in-
stance). By using declarative semantics, logic programming languages have been being
used successfully in several applications where logic is intimately involved, such as ar-
tificial intelligence, expert systems, compilers, simulators, natural language processing,
automatic timetable generation and theorem proofing.
Many research efforts have been devoted to implementation of the logic programming
paradigm in modern hardware, which design is more appropriate for imperative-style
programming. The logic approach, by describing the problem instead of describing an
1
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algorithm to solve it, implies the creation of abstract machines, which, in turn, have to
be emulated in an imperative fashion.
One of the common pitfalls associated with logic programming languages has been their
relative poor performance, when compared to languages using other paradigms (e.g.,
imperative languages). This fact has stimulated research on improving the performance
of logic programs. This research has focused mainly in four distinct (but combinable)
alternatives: coroutining, tabling, parallelism and constraint logic programming.
Coroutining is a means to having logic goals previously scheduled for execution as
certain conditions are met. The most common of those conditions is the binding of
one variable. With coroutining, one can, for instance, only allow certain values to be
bound to a specific variable, thus reducing (sometimes drastically) the search space,
allowing logic programs to run much faster.
We can think of constraint logic programming (CLP, for short) as a specific form of
coroutining. CLP is an extension over traditional logic programming which allows
the programmer to place constraints in the body of clauses. These constraints set the
allowed domain for variables, and can also be used to instantiate variables with allowed
values (labeling).
Tabling deals with saving intermediate solutions for a recursive goal, so that those
solutions can be retrieved later, without recomputing them.
Parallelism is a feature that naturally arises from logic programming languages. Their
declarative syntax, consisting of clauses with alternative rules that have bodies with a
conjunctive set of goals, allows us to observe the inherent possibility of testing those
rules and those goals in parallel. The exploitation of this implicit parallelism is an
attractive field of research, as it means we can have the same logic programs running
at greater speeds, without any added complexity on the program itself.
Some authors argue that in order to get the best outcome from parallelization in logic
programming languages, the programmer have to be provided with mechanisms to
explicitly declare which parts of the program can and shall be executed in parallel.
However, this often comes with a cost of increased complexity in the program’s code,
as well as in the programmer’s effort to create an effective, bug free program. With
this in mind, logic programs can express parallelism in one or both of two different
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ways:
• explicitly, by adding special constructs to the source language, in order to de-
scribe parallel computations. This means that it’s up to the programmer to
decide if and when the execution of the program is to be performed in parallel. It
may also be necessary for the programmer to provide the mechanisms for proper
synchronization between those parallel tasks;
• implicitly, when the program is provided in it’s normal form, without any extra
information from the programmer. This means that the compiler has to identify
the sub-tasks that can be parallelized, as well as ensuring that parallel running
tasks get their results communicated correctly to each other.
The advantages of implicit parallelism are obvious from the programmer point of view:
there is nothing for him to do, in order to parallelize a program. In contrast, the
compiler has an increased work, by having to correctly split the work in tasks, generate
the parallel execution model for the program and ensure that the results match those
one would get with sequential execution.
There have been many research efforts over implementation of parallel logic pro-
gramming systems, some with explicit parallelism (AKL [JH91], OZ [Smo95], GHC
[Ued86], KL1 [CFS94]) and some with implicit parallelism (Aurora [LBD+90], Andorra-
I [CWY91a] , &-prolog [HG91], Muse [AK94]).
In this thesis the focus gears towards taking advantage of implicit parallelism in Prolog
[CKPR73], as it is arguably the most popular logic programming language and, while
not being fully declarative (by allowing procedural semantics and extra-logical predi-
cates), the language is suitable for a vast number of problems, either logic-based, or
general purpose.
Prolog relies on Horn clauses and SLD resolution [Gal85, Chapter 9]. The search
algorithm is based on a left-to-right selection function and depth-first search. Prolog
programs present two main forms of implicit parallelism:
• or-parallelism: when a rule has two or more alternatives, they can be evaluated
in parallel, instead of sequentially. Thinking in terms of logic programming,
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executing a goal is the same as finding proof(s). The different ways (alternative
clauses) of finding that proof can be run in parallel. Of course, if we intend
to preserve the same evaluation order (which we normally do), some cautionary
measures have to be applied.
• and-parallelism: most Prolog queries consist in a set of conjunctive goals that
must be satisfied. These goals can be evaluated in parallel, speeding up the
resolution process. And-parallelism can be further divided in two different types:
– dependent and-parallelism: when different goals in a query share vari-
ables (thus depend on each other’s bindings). This form of and-parallelism
can be used in a form that each dependent goal constrains the others’ vari-
ables;
– independent and-parallelism: when the goals don’t share variables, i.e.,
the execution of one goal doesn’t affect the execution of the other one.
The majority of Prolog implementations target the WAM (Warren Abstract Machine)
[War83], designed by David H.D. Warren in 1983. The WAM consists in both a mem-
ory architecture and an instruction set for implementation of Prolog interpreters and
compilers. Being a sequential abstract machine, several efforts have been made to
parallelize the execution of WAM code, aiming to take advantage of the inherent par-
allelism of the Prolog language.
The Basic Andorra Model1 (BAM) [War88] was proposed by David H.D. Warren to
enable the exploitation of dependent and-parallelism between deterministic goals and
or-parallelism between alternatives of non-deterministic goals. Through coroutining,
dependent conjunctive goals can constrain the search space of each other, achieving
and-parallelism. The Andorra-I prototype [CWY91a] showed the applicability of the
BAM over a large set of problems, but it also showed the BAM’s limitations, namely the
need to find deterministic rules to achieve improvements over the sequential execution
of Prolog programs. Those limitations, inherited from the BAM, led Warren to develop
the Extended Andorra Model (EAM) [War89].
The EAM extends the BAM by allowing the parallel execution of non-deterministic
conjunctive goals as long as they don’t need to bind external variables, or, if they do,
1Or simply Andorra Model.
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performing a split on that goal’s computation process. The EAM proposal is based on
a set of rewriting rules for And/Or trees, the split being one of those rules.
While addressing the former BAM limitations, the EAM further reduces the search
space, by allowing and-parallelism in non-deterministic goals. Research based on the
EAM led to two implementations: a proof-of-concept interpreter by Gopal Gupta
[GW91]; and a sequential interpreter by Ricardo Lopes, the BEAM [Lop01], which
proposes some optimizations over the original EAM proposal, having achieved good
performance results.
1.1 Motivation
Although much research has been made over the parallel execution of logic programs,
there is still work to do in what comes to exploiting simultaneously and- and or-
parallelism with implicit control. In fact, there are already good implementations of
and- and or-parallel Prolog systems, most of them built over the WAM structures,
but it has been proven difficult to integrate both and- and or-parallelism in a single
system. We believe that the EAM establishes a good starting point for achieving good
performances, either at execution speed, or at memory consumption. Based on the
performance results for the sequential implementation of the BEAM, we believe that
there’s room for improvement, in terms of the base EAM model.
The recent developments over parallel programming frameworks give us optimal tools
for developing a model for parallel execution, by taking advantage of the transparency
those frameworks provide. We believe that the EAM provides a stable base for the
implementation of parallel Prolog engines running in the new distributed hardware
paradigms, either multi-core, multi-computer or hybrid systems.
Recently, the bulk of research in parallel logic programming have been leaning towards
explicit parallelism, by adding special constructs to the language, whereas our goal
is to exploit the parallelism that is implicit into the language, by not burdening the
programmer with new operators, constructs or programming methodologies.
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1.2 Contributions
The main contribution of this thesis is STEAM, a model for transparent parallel ex-
ecution of Prolog programs, taking advantage of the implicit parallelism that Prolog
provides, using the EAM base model as a starting point. Specifically, a design for
running STEAM over a Partitioned Global Address Space (PGAS) model is presented.
A STEAM Intermediate Language (IL) is also proposed, in order to allow the compila-
tion of Prolog code to machine code, using the EAM model. A reference compiler that
translates WAM-IL to STEAM-IL, wam2steam, is also presented in this work.
1.3 Thesis outline
In chapter 2, we present a brief survey over the state of the art of Prolog implementa-
tions, covering both sequential and parallel implementations. Also some other relevant
logic programming languages are covered, as well as parallel programming frameworks
that facilitate the implementation of parallel abstract machines.
Chapter 3 explores the common abstract models for Prolog implementation, namely the
WAM, still the de facto standard in Prolog implementation, and the EAM, arguably
the natural evolution of the WAM to support parallelism.
In chapter 4, a design for a WAM-to-EAM translator is presented, where a Prolog
program passes through a number of intermediate steps until it becomes an EAM-
based executable.
Chapter 5 describes the STEAM model in detail, and a proposal for implementing
STEAM in a PGAS programming model is discussed in chapter 6.
The conclusions and future work are discussed in chapter 7.
2
Prolog and Parallel Logic
Programming
This chapter presents analysis on the current state of the art in terms of Prolog and
related logical programming languages, as well as the most used frameworks for parallel
application development. Any of these frameworks can be used as a backend to an
implementation of a Prolog compiler, with parallelism in mind.
As we look into the state of the art in Prolog and logic programming in general, it is
useful to get acknowledged with the history of Prolog.
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2.1 Historical background
Prolog was invented in the early 1970s by Alain Colmerauer and Robert Kowalski, at
the University of Marseille, following the failing attempts to develop a computational
system based on deduction [CR96]. The first Prolog system was an interpreter written
in Algol-W, followed by a much refined interpreter written in Fortran, both developed
under supervision of Colmerauer. This second system was very similar to modern Pro-
log systems in operational semantics, and its reasonable performance has contributed
to the idea that logic programming was indeed viable.
Based on this idea, David H.D. Warren developed the first Prolog compiler, DEC-
10 Prolog [War78], circa 1977. This compiler’s syntax and semantics became the de
facto standard, the “Edinburgh standard”, and defined the main principle in compiling
Prolog, still valid today, which is to increase the efficiency of each occurrence of unifi-
cation and backtracking operations, the core of Prolog engines, and the most expensive
operations.
Further explorations led David H.D. Warren to develop the WAM (Warren Abstract
Machine) in 1983 [War83], which defines a high-level instruction set into which Prolog
source code can be mapped (almost) directly.
Efficient Prolog implementations use one of two main approaches when it comes to
running the Prolog program: emulated or native code. Emulated code is Prolog code
compiled to an abstract machine (bytecode), being interpreted at run time. Native
code is Prolog code compiled to the target machine and is executed directly (natively),
although most compilers use intermediate representations based on the WAM (or other
abstract machine). It is usual for a native code Prolog compiler to also support an em-
ulated mode, to allow either consulting user predicates (via consult/1 or derivatives),
or dynamic predicates (created with assert*/1).
Most modern Prolog compilers use the sequential engine of the WAM or a variation of
it. The WAM is further described in this thesis in 3.2.
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2.2 Sequential Prolog implementations
The WAM specifies a model to sequentially run interpreted code, stored in a “code area”
in memory. However, there are implementations that successfully translate WAM code
into native code, being full-blown Prolog compilers.
Previous research on improvements over the WAM have led to two different outcomes:
improved or extended WAM designs [gprolog, yap, swi-prolog, sicstus, xsb, binprolog]
and to different abstract machines (e.g., the Berkeley Abstract Machine [VR84] in
Aquarius Prolog [vR92], the TOAM-Jr [Zho07] from B-Prolog [Zho12] , or the Vienna
Abstract Machine [Kra96]]. These sequential implementations still fill the largest share
of Prolog compilers used in real-world applications.
Relatively to WAM-based implementations, existing research led to different paths,
which contributed to various incompatible Prolog implementations. This incompatibil-
ity doesn’t reflect so much on the language itself (most implementations are ISO-Prolog
compatible), but are more visible when it comes to module support or foreign language
interfaces, which means that Prolog programs made for one implementation may not
run in another one. Some efforts have been made to achieve convergence between
implementations [SD08], the most relevant being various compatibility enhancements
between YAP Prolog [CRD12] and SWI-Prolog [WSTL12].
SICStus Prolog [CM12] is a reference commercial Prolog implementation, supporting
both emulated and native code compilation. SICStus’ engine, while based on the WAM,
has been subject to numerous optimizations, mostly related to instruction merging and
specialization [NCS01, Nä01], as well as an efficient coroutining implementation. The
engine has served as the base for various Prolog systems, including parallel systems
(e.g., Aurora [LBD+90], Muse [AK90], both referred in section 2.3.3) and constraint
logic programming systems (for instance, the QD-Janus system [Deb94] is an efficient
sequential implementation of Janus, a flat committed-choice language, on top of SIC-
Stus Prolog).
Tabling [War95] is another optimization over Prolog systems that has been actively
researched. The first well-known implementation came from David S. Warren and
Terrance Swift, on the XSB Prolog system [SW12]. Other current Prolog systems
already support tabling [RSC05, Zho12].
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Recently, research efforts have gathered up around constraint logic programming (CLP)
and extensions for Prolog to support CLP. GNU Prolog [DC00b] has incorporated CLP
as a simple extension to the WAM [DC93]. Other systems have integrated CLP by
leveraging their coroutining implementations or by interfacing with external solvers.
2.3 From sequential to parallel logic programming
A Prolog program is a set of Horn clauses. A Horn clause is a term of the form:
H ← G1 ∧ . . . ∧ Gn
Where H is the head of the clause and G1, . . . , Gn are the goals that form the body of
the clause, which is a logical conjunction of the goals. The head can consist of a single
goal or can be empty. If it’s empty, the clause is called a query. The above query is
represented in Prolog as:
H :− G1, . . . , Gn.
Execution of a query involves using a resolution rule, by which the query is matched
with the head of a clause. Given a clause and a query:
H :− P,Q.
:− H ′, R.
The resolution rule will unify H with H ′, resulting in a new clause: : −P,Q,R.
Prolog extends pure Horn clause logic by incorporating features that are not purely
logic, but are essential to enable a Prolog program to answer real world problems. We
can sum up these features in three categories:
• Meta-logical predicates: these predicates can’t be modeled in first-order logic,
but provide the programmer with extra flexibility, by allowing to inquire about
the state of the computation (var/1, nonvar/1, ground/1, …).
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• Side-effect predicates: these predicates are used to perform I/O or to alter the
program being executed, by adding (assert/1) or removing (retract/1) clauses
from the program database.
• Control operators: these operators allow the programmer to dynamically reduce
the execution tree. The most popular control operator is cut (!), which tells
the program to discard all alternative clauses to the clause being executed (by
discarding backtracking data).
Prolog uses SLD-resolution [Gal85, Chapter 9] with a simple left-to-right, depth-first
selection function, which, by other words, means that the order of the clauses in a
Prolog program influentiates the results of evaluating a query.
This selection function has been the main source of criticism about the Prolog language,
as some point out that it is too restrictive. From another point of view, it may be
hard to parallelize a Prolog program, while keeping the selection function’s order of
evaluation.
A great part of research on parallel logic programming implementation has historically
been driven away from Prolog, into more specific languages which favor some kind of
explicit parallelism, mainly by adding special constructs that allow the programmer to
specify where the parallel evaluation should occur.
2.3.1 Committed-choice languages
Also named concurrent logic programming languages [Sha89], the committed-choice
languages allow the reading of a program as a network of concurrent processes, with
shared logical variables as the interconnection points. The main difference between
committed-choice languages and Prolog is that clauses are guarded. Parlog [CG83] was
one of the first of these languages.
Arguing that Horn clauses weren’t sufficient for describing parallel programs, Ueda
proposed Guarded Horn Clauses (GHC) [Ued86], later simplified to KL1 [UC90].
A guarded Horn clause is a term of the form:
H :− G1, . . . , Gm | B1, . . . , Bn. (m ≥ 0, n ≥ 0)
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Where G1, . . . , Gm define the guard and B1, . . . , Bn define the body of the clause. The
evaluation of a goal involves matching that goal with the head and then the goals on
the guard. If both succeed, the system commits with this clause (discarding all the
others, even if they would also succeed), and then evaluating the body.
Although this kind of languages is well suited for controlled parallelism, they lack the
natural simplicity of Prolog when it comes to describe search problems.
2.3.2 The Andorra Principle and the Basic Andorra Model
Following the need to support (implicit) parallelism in Prolog, while keeping some of
the features of committed-choice languages, David H.D. Warren proposed the Basic
Andorra Model (BAM) [War88], following the directives of his Andorra Principle:
• Determinate goals can be executed in And-parallel;
• When there is no selectable determinate goal, non-determinate goals’ alternatives
can be explored in Or-parallel.
Research over the BAM, mainly pursued at Bristol, led to the implementation of the
Andorra-I prototype [CWY91a], which uses the Andorra Principle to execute Prolog
programs exploiting Or- and And-parallelism. The system uses a preprocessor to detect
determinate goals through abstract analysis. The preprocessor is also responsible for
guaranteeing the correct order of execution for goals with side-effects, cuts and other
order-sensitive Prolog builtins.
Other implementations based on the BAM include Pandora [BG89], which extends
Parlog [CG83] to support non-determinism, and NUA-Prolog [PN91], a parallel version
of NU-Prolog [RSB+89] that includes sophisticated determinacy checking.
Besides work on simultaneous And- and Or-parallelism in Prolog, there are intermediate
approaches, exploiting only one kind of parallelism, either And- or Or-parallelism.
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2.3.3 Or-parallel Prolog Implementations
Preceding the work on the BAM, Warren’s research on parallel Prolog execution led to
the Aurora Or-parallel system [LBD+90]. Based on the SICStus Prolog engine, Aurora
used different schedulers, until it settled with the Bristol Scheduler [BRSW91], which
uses shared memory between workers and a bottom-most dispatching strategy. This
scheduler was later adopted in Andorra-I, previously referred in section 2.3.2.
Aurora uses Warren’s SRI-model [War87b], where binding arrays are used to store
conditional variable bindings across different or-branches. The Bristol scheduler uses a
demand driven approach to scheduling, where each worker asks the scheduler for more
work. The scheduler then tries to find work in the search-tree and, if it finds some,
give it to the worker.
Another approach was followed at SICS, with Muse [AK90]. Instead of sharing the
memory among workers, Muse uses a stack-copying approach, where a processor P1
shares work with (i.e., steals work from) another processor P2 by copying P2’s entire
stack and then backtracks up to the choice-point it’s going to work on, cleaning (un-
doing) the conditional bindings that P1 had already made. This approach guarantees
that parallel execution is completely independent, apart of a mechanism to share the
choice-points. To allow the stack copying to be somewhat transparent, the system
ensures that all processors are working on identical logical memory address spaces.
This way, when a stack is copied to another processor, there is no need to relocate any
pointer. This approach has proved to be efficient and relatively easy to implement over
an existing sequential system (SICStus). Muse is currently integrated into SICStus
Prolog, as an optional way of running Prolog programs, giving the programmer the
ability to execute his program(s) in or-parallel or in the standard sequential method.
Another or-parallel system, YapOr [RSC99], was developed over YAP Prolog and ex-
tends the WAM with new pseudo-instructions and an extended memory organization in
order to have a full, independent WAM in each worker’s private memory space and to
allow incremental stack copying between workers. YapOr has shown good performance
when compared to Muse and has been further extended to support tabling [RSSC00].
An interesting system is Multilog [Smi96], a logic programming system that uses multi-
SLD resolution [SH94], a data-centered or-parallel implementation strategy. In Mul-
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tilog, a single Prolog WAM-based engine solves annotated goals in parallel, saving
each alternative binding in a multi-variable. A multi-variable is like a standard Prolog
variable, but instead of a single binding it contains a disjunction of all the possible
bindings for that variable, in order to constrain the solutions given by the following
goals in a Prolog query. In contrast with control or-parallelism used by Muse or Aurora
(multiple Prolog engines solving disjunctive alternatives in parallel), Multilog uses a
single Prolog engine aided by a (massively-) parallel unification engine, used to per-
form unification between multi-variables and other variables in a goal. In benchmarks
over generate-and-test programs, Multilog has reported impressive speedups [Smi94]
over traditional Prolog engines. One of the drawbacks has to do with the semantic
(multi-variables) and syntactic (user annotations) differences from traditional Prolog.
2.3.4 And-parallel Prolog Implementations
Although Or-parallelism has shown generally good speedups relatively to sequential
execution, there are still highly-deterministic programs that can’t benefit from Or-
parallelism.
Hermenegildo proposed the RAP-WAM [Her86b], an extended WAM which can deal
with parallel execution of conjunctive goals by using Restricted And-Parallelism (RAP),
a technique that combines compile-time analysis of the clauses with simple run-time
checks on the variables. A new memory area, the Goal Stack, stores the goals that are
ready for parallel execution.
Using the RAP-WAM, Hermenegildo implemented &-Prolog [HG91], an and-parallel
Prolog system that exploits independent And-parallelism by doing compile-time analy-
sis on the program to decide which goals to run in parallel. Later efforts by Hermenegildo
and Gupta used the &-Prolog And-parallelism approach joined with a Muse-inspired
refined stack-copying scheme in ACE [GH91].
Further research from Hermenegildo evolved into the Ciao multiparadigm programming
system [HBC+12]. Although the first stages of the Ciao system leaned towards the
Prolog language, it was further developed to support functional, higher-order logic and
object-oriented programming styles, as well as constraint programming.
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Another approach was suggested in Reform Prolog [Mil93], by supporting dependent
And-parallelism across recursive invocations of a procedure [BLM93]. Developed from
scratch, the compiler changes the control-flow of a recursive procedure, in order to take
advantage of parallel evaluation.
Working at Bristol, Shen proposed modifications to the WAM to exploit Dynamic
Dependent And-parallelism (DDA) in his DASWAM prototype [She96]. While having
initial good performance results, there isn’t further available documentation on this
system.
2.3.5 Extending the Andorra Model
In what concerns exploitation of both And- and Or-parallelism, the Andorra Model1
[War88] gathered a meritorious share of research effort. The main advantage of the
Andorra Model was allowing determinate goals to execute in (and-) parallel and before
the other goals in the same clause (i.e., instead of the Prolog’s left-to-right selection
rule). The Andorra Model specifies that a goal is determinate if only one of it’s clauses
matches a goal, being otherwise non-determinate. This reordering gives a direct ad-
vantage over traditional, WAM-based Prolog implementations, as determinate goals
are executed only once, instead of being recomputed when backtracking reaches them.
Another advantage is that the search space of the other goals is also constrained by
this determinate goals, which may lead to:
1. Early failing, avoiding the search for alternatives which would fail later;
2. Reducing the number of alternatives for other goals, allowing, in some cases,
non-determinate goals to become determinate.
Although various implementations of the Andorra Model exist (briefly discussed in
section 2.3.2), Andorra-I was arguably the system at which most research efforts were
targeted, making it the reference BAM implementation for many researchers. The
Andorra-I system is subdivided in three components: the preprocessor, which performs
analysis over the Prolog program in order to detect determinacy and guarantee the
1The Andorra Model is frequently referred as the Basic Andorra Model, to contrast with the
Extended Andorra Model.
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correct order of solutions for the program; the engine, which consists of teams of
(parallel) workers that execute parts of the program; the scheduler, which is responsible
to find tasks and give them to idle workers. It is further subdivided into the and-
scheduler, the or-scheduler and the reconfigurer, which, respectively, distribute and-
work among workers in the same team, distribute or-work between teams and rearrange
the workers in teams according to the available work.
The preprocessor is crucial to allow the correct execution of Prolog programs, being
responsible for ensuring that solutions are presented in the same order as a sequential
Prolog engine, as well as generating the runtime determinacy code which will allow the
engine to detect when a clause is determinate.
Andorra-I relies on binding arrays [War87b] to achieve or-parallelism, using a scheme
very similar to the one used by the or-parallel Aurora system (see section 2.3.3). This
similarity has allowed schedulers developed for Aurora to be easily adapted to work in
Andorra-I.
The Andorra-I system evolved through different versions, being tested with different
schedulers. The initial versions of Andorra-I [CWY91a] used a fixed configuration of
workers. Dutra designed the Andorra-I reconfigurer [dCD95], which could dynamically
adapt the configuration of workers to the available forms of parallelism and obtained
very good results.
Although the Andorra Model allows the parallel execution of standard Prolog pro-
grams, David H.D. Warren continued developing the model in order to allow further
parallelism and address some of the inherent limitations of the BAM, namely the need
for the determinacy check, which can be costly to the system in runtime. Further,
not all determinate goals can be safely executed before the other goals (imagine a
query ?- p(X), write(X), fail. If the determinate goal fail is executed first, the
program will not try to find a solution, nor it will display it. Also, there are cases
when the determinate goal comprises a big load of work that would not be done if
the non-determinate goals that precede the determinate goal would be executed first
(imagine a query ?- …, parent(X,X), …, determinate_but_heavy(…). If parent/2
is not determinate but there are no solutions for parent(X,X), the work done by de-
terminate_but_heavy will have been wasted).
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Andorra-I also suffers from this problem, as it is unable to bind external variables to
detect determinacy. By only allowing determinate goals to execute in and-parallel, one
of the bigger limitations of the Andorra-I system is that the performance depends on
finding determinate work in the program being executed, but several programs don’t
have determinate work, or determinism can’t be found by the preprocessor.
This limitation led David H.D. Warren to develop a model in which dependent and-
parallelism between non-determinate goals could be exploited. To allow non-determinate
goals to also run in parallel, David H.D. Warren proposed the Extended Andorra Model
(EAM) [War89], a model based in representing logical computations in the form of
And-Or trees and providing logically correct rewrite rules over nodes of such trees.
The rewrite rules reflect the properties between logical conjunctions and disjunctions.
Briefly, the EAM rewrite rules are:
• local forking → unfolds an atomic goal into an or-box containing one and-box for
each of the alternatives in its definition.
• determinate promotion → if an or-box contains only one child alternative (and-
box), this child and it’s bindings can be safely promoted to the grandparent
and-box.
• non-determinate promotion → one child of an or-box is chosen to be split from
it’s sibling, by splitting the grandparent and-box into two copies of itself under
an or-box: one containing the split child, the other containing the or-box with
the remaining children.
• explicit pruning → cut and commit operators allow removal of boxes that fall on
the scope of the operator.
• implicit pruning → when an alternative under an or-box succeeds, the other
alternatives can be pruned from the And-Or tree.
As a model, the EAM presents two immediate advantages over traditional Prolog
evaluation, that contribute to reducing the search space:
1. By following the Andorra Principle, determinate goals are executed as soon as
possible;
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2. By using a tree to represent computation, the scope of non-deterministic compu-
tations is reduced.
The EAM extends the BAM parallelism, by allowing non-determinate goals to execute
in parallel as long as they don’t bind external variables. As the EAM presents a base
for this thesis, it will be further dissected in section 3.3.
While the EAM addresses some of the limitations concerning the BAM, regarding
execution of Prolog programs, researchers at SICS argued that the EAM needed a
programming paradigm that could merge traditional Prolog with committed-choice
languages, resulting in the development of the Andorra Kernel Language (AKL) [JH91].
AKL, later renamed to Agents Kernel Language [Jan94b] is a programming language
that tries to merge Prolog and concurrent logic programming languages (committed-
choice languages), based on Kernel Andorra Prolog [HJ90]. AKL leverages the Ex-
tended Andorra Model, but keeps the control explicit, in contrast with [War90], where
the focus gears towards implicit control.
AKL programs are sets of guarded Horn clauses, with three distinct guard operators:
conjunction, cut and commit. The use of guards extends the determinacy test of the
Andorra Model, as a goal is determinate when a single guard check succeeds between
all the alternative clauses for that goal, avoiding the limitation of relying only in head
unification. The guard can, thus, be viewed as a helper test to allow the system to chose
the correct goal to execute. A restriction is that AKL only allows quiet pruning, i.e.,
a pruning guard operator (cut or commit) can only be used if the head and the guard
don’t make any external bindings. Also, all clauses belonging to the same predicate
must use the same guard operator.
AKL makes use of the same concepts as the EAM, by defining a computation as a
set of rewrite rules over an And/Or tree. Nodes in the tree can be one of three types:
and-boxes, or-boxes or choice-boxes. For contextualization purposes, we briefly describe
the concepts behind the rewrite rules of AKL:
1. local forking → unfolds an atomic goal into a choice-box containing all the
alternatives in its definition.
2. failure propagation → an and-box containing a failed goal (or box) is rewritten
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as fail.
3. choice elimination → a failed goal (or box) inside a choice-box is eliminated.
4. environment synchronization → converts an and-box containing one goal into a
failed box, if the goal’s constraints are incompatible with the and-box’s bindings.
Represents unification failure.
5. non-determinate promotion → selects a guarded goal (with a solved guard)
from a non-determinate choice-box and splits the parent box in two copies of the
same configuration, one with the solved goal and the other with the remaining
alternatives. This creates a determinate branch in the parent box.
6. determinate promotion → is similar to the previous rule, but is applied when
the choice-box contains only one goal.
7. choice splitting → is similar to the non-determinate promotion, but focuses on
splitting a choice-box inside an and-box into a choice-box of two and-boxes: one
with the chosen goal and the other with the remaining choices.
8. pruning rules → handle the effect of pruning (cut and commit) guard operators,
by removing the remaining alternatives from the choice-box.
The AKL rewrite rules are described in detail in [JH91]. The rules are classified either
as guessing (non-determinate promotion and pruning) or guess-free (all the other) rules.
Guess-free rules are always applicable, whereas guessing rules can only be applied to
stable goals or, in the case of pruning operators, iff the pruning operator is quiet. The
stability of a goal is an AKL concept that derives from the Andorra Principle, which
states that determinate work is performed before non-determinate work. The stability
concept is somewhat expensive to compute, which led AKL implementations to use
a simplified condition: an and-box is marked as not stable if it suspends on external
variables.
Various implementations of AKL were developed:
• AGENTS [JM92], a sequential AKL implementation that uses a WAM-style stack
to execute programs compiled into a WAM-style abstract machine. The imple-
mentation waived or-boxes, as AKL predicates must have one guard operator.
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• Penny [MA95], a parallel implementation of AKL using a copy-based approach
for parallel bindings.
• ParAKL [MD93], another parallel implementation which differs from Penny (which
uses a sequential copying approach) by using a parallel implementation of the
choice splitting rule (thus with parallel copying) and by using the PEPSys [BdKH+88]
hashing scheme for parallel bindings.
Although they’re members of the logic programming language family, AKL and Prolog
differ both in syntax and semantics. Hermenegildo proposed an automatic translator
from Prolog to AKL [BH92], but this was not enough to gather sufficient interest into
AKL.
While AKL has shown acceptable performance both in sequential and parallel imple-
mentations, the researchers have shifted their research into Oz [Smo95], a system that
merges concurrent logic programming with object oriented features.
At Bristol, David H.D. Warren and other researchers built upon the EAM, insisting
in implicit control [War90], in order to achieve as much compatibility with traditional
Prolog as possible.
A proof-of-concept interpreter was developed by Gupta [GW91], which made experi-
mentation on new ideas for the EAM possible. Some ideas allowed finer control over
search and improved parallelism (e.g., lazy copying, eager producing of bindings in a
producer-consumer environment, etc.).
Building on top of the EAM and AKL, Abreu proposed the OAR model and language
[Abr00]. This model uses rewrite rules for And-Or trees to achieve parallelism in
mixed shared- and distributed shared-memory environments, relying on a language
for contextual logic programming (CxLP). The OAR model presents a set of rewrite
rules that are classified either as determinate or non-determinate, as well as whether
they perform forward (expanding the code that makes up the clauses) or backward
execution (transitions that occur as consequence of factors other than code execution).
Previous works by Abreu [APC92, AP93, Abr94] have also contributed to improve the
AKL execution model.
Leaning towards the EAM initial goals, further research at University of Porto by Lopes
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led to the implementation of the “Basic design for Extended Andorra Model” (BEAM)
[Lop01], an EAM sequential interpreter implemented on top of YAP Prolog [CRD12].
Lopes also proposed a parallel model of execution for the BEAM, called the RAINBOW
[LSCA00]. The BEAM proposes various optimizations over the EAM model, namely
simplification rewrite rules derived from the AKL rewrite rules, as well as using concepts
from Gupta’s EAM interpreter, as eager forking and lazy copying, allowing goals that
produce bindings for an external variable to execute, instead of suspending. In the
original EAM specification, all goals that constrain external variables must suspend.
The results presented by the sequential implementation of the BEAM led us to trow
that the EAM is indeed a feasible model for parallel Prolog execution.
Recent breakthroughs in hardware for parallelism (e.g., General Purpose computing
on Graphics Processing Units – GPGPU, Many Integrated Core – MIC, etc.) have
made possible to employ different paradigms to implement parallel engines for logic
programming.
In the next section we analyze parallel programming models and frameworks which
can be used to implement a parallel Prolog engine, based on the EAM.
2.4 Parallel programming models
As single-processor performance becomes nearer to its theoretical maximum, hardware
implementers have been focusing into producing multi-processor alternatives, which
can be effectively harnessed by software that takes advantage of the parallelism in
the hardware. This almost always means that the programmer has to write his code
specifically to run on parallel hardware, or else the software would be limited to run
in a single processor of a multi-processor machine.
As stated earlier, logic programming languages exhibit implicit parallelism, and it’s up
to the execution engine to exploit the presence of hardware parallelism, which allows
older programs, written without parallel hardware concerns, to run efficiently in parallel
hardware.
There are many different types of parallel machines, but we can generally divide them
in three main categories:
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• Symmetric multiprocessing (SMP) machines - This is the most common
type of machine in use today, where multiple identical processors connect to
a single, shared main memory and share access to all I/O devices. A single
operating system is used to control all processors equally. In today’s multi-core
systems, each core is treated like a separate processor. In SMP systems, each
processor can run different programs and work on different data at the same
time, while sharing access to the memory and I/O system. The most common
way of harnessing SMP parallelism is by multi-threading, dividing a program in
multiple threads that can be run in parallel.
• Distributed systems - This category comprises clusters of machines (possibly
and probably SMP machines) connected through a bus (normally network-based).
In this systems, each machine has it’s private memory and I/O resources and is
controlled by an operating system. The sharing of data is usually performed
via message passing. One of the most common frameworks to support software
running on DSM systems is MPI [Pac97]. There has been some effort in making
this distributed memory sharing transparent to the programmer, by the means
of programming frameworks. We’ll visit some of these frameworks in section 2.4.
• Micro-core systems - These systems are based in specialized chips that include
several processor cores, usually performing the same function over large sets of
data, with each core processing a different part of the data. The most well-
known micro-core systems are GPGPU (General Purpose computing on Graphics
Processing Units), which make use of the several cores of a traditional GPU to
process large data volumes; and MIC (Many Integrated Core Architecture), from
Intel, which takes the GPGPU paradigm, incorporating several micro-cpus in a
single expansion board, or co-processor. Also, various frameworks exist (e.g.,
OpenCL, CUDA) in order to harness the parallelism in micro-core systems.
With the rapid growth of hardware power, especially the trend of High Performance
Computing (HPC), there’s an accompanying need for programming models that can
provide implementers a level of abstraction on top of different parallel hardware ar-
chitectures. To allow development for parallel hardware, there are three main pro-
gramming models that provide a logical interface between the application and the
architecture:
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• Message passing - in this model, different processes or threads run with their
private address space, possibly in different machines. The synchronization and
sharing of data between processes/threads occurs explicitly, via a message passing
interface.
• Shared Memory or Global Address Space (GAS) - this model provides
a virtual address space that transparently maps to the private address spaces
of the components of the parallel system. Generally, there’s no distinction be-
tween local and remote memory addresses, making possible to use remote memory
transparently.
• Partitioned Global Address Space (PGAS) - this is a specialized class of
shared memory systems, where the whole memory is shared, but also partitioned,
meaning that there’s a distinction between local and remote addresses. This
allows the programmer to exploit locality and avoid unnecessary overheads in
remote communication.
These models have been materialized in programming frameworks, ranging from the
lower-level to the higher-level languages.
The message passing model has been around for a long time, mostly materialized by
the MPI (Message Passing Interface) standard [Hem94], widely used in multi-computer
systems. As it is a mature standard, many implementations are available, for languages
like C, C++, Java, Python, etc. It is commonly used along with other high- and low-
level frameworks in order to extend their multiprocessing capabilities with distributed
computing capabilities.
Some arguing about MPI’s restrictive message semantics led to the development of al-
ternative message passing interfaces, namely GASNet [BJ], a communication interface
that aims to be high-performance and network-independent, in order to allow trans-
parent access to both local and remote (distributed) memory addresses. GASNet has
been used in the implementation of Unified Parallel C (UPC), an extension to the C
language to provide a PGAS programming model.
For shared memory approaches, OpenMP [DE98] is an standardization API for parallel
computing on shared memory systems. The standard is managed by a consortium of
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manufacturers that includes AMD, Intel, HP, IBM, Nvidia and others. OpenMP is
not really a framework, but rather a specification for compiler directives and library
routines that C, C++ and Fortran compilers should implement in order to support
transparent parallelism. It has been widely used either on academic or commercial
parallel software.
In order to take advantage of locality, the PGAS model has lately gathered a great
deal of research interest. X10 [CGS+05, SBP+11] is a language with a Java-like syntax
augmented with primitives to generate parallel computing tasks. Developed at IBM, it
has been used to support several large scale projects, including city traffic simulation,
graph processing, etc. X10 uses a Asynchronous Partitioned Global Address Space
(APGAS) programming model, which means it can create asynchronous local and
remote tasks and manage synchronization between them. X10 also offers GPGPU
(General-Purpose computing on Graphics Processing Units) backends.
Built on past work in X10 v1.52, Habanero-Java [CZSS11] is a framework that provides
a language, compiler and runtime environment for extreme scale systems. Heavily
linked with Java, it works on top of the JVM. It was developed with educational
purposes, but has been used in real-world scenarios. The Habanero developers at Rice
University have also developed other alternative frameworks, as Habanero-C++ (still
in development), which uses C++ and doesn’t depend on the JVM.
Another novel framework is Chapel [Cha13], developed at Cray Research. It uses a
PGAS model and a language in the family of C++ and Java. Rather than extending
an existing language, Chapel provides a new language designed from first principles
and allows the integration with previously existing code. As X10, Chapel also provides
an asynchronous layer over the PGAS model.
On the low-level side, Cilk [BJK+95], developed at the Massachusetts Institute of Tech-
nology (MIT), presents a C-like language and has show very good performance results,
in comparison with other frameworks [NWSDSM13]. Cilk is a mature framework (de-
velopment started at the 1990s), having been successfully used in a wide area of large
scale systems as protein folding, graphic rendering, etc.
UPC (Unified Parallel C) [CDC+99a] is an extension for the C language to enable par-
2At the time of this writing, the current X10 version is 2.5.3
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allelism over a PGAS model. Developed at Berkeley, UPC focuses on a SPMD (Single
Program Multiple Data) model, which means that a single algorithm can perform the
same operation on a large set of data in parallel. Recent efforts have successfully ex-
tended UPC to work over the Nvidia CUDA platform [CLT+10] and over the Intel
Many Integrated Core Architecture (Xeon Phi coprocessor) [LLV+13].
2.5 An Abstract Model for Parallel Execution of
Prolog
This thesis focuses in STEAM, an abstract model for parallel execution of Prolog pro-
grams, focusing in maintaining either the original Prolog syntax, either the expected
output semantics. While several research efforts have been made into the exploitation
of implicit parallelism in Prolog, only a few focus in both forms of parallelism (and-
and or-parallelism), and even fewer focus in the Extended Andorra Model.
We believe that the EAM is the natural successor for the WAM when targeting parallel
hardware, and there is still a gap to be fulfilled in regard to research over the EAM.
The successful results obtained by Lopes in the BEAM [Lop01] have encouraged us to
build upon the EAM in order to accommodate the newer hardware developments and
parallel programming frameworks.
Specifically, STEAM consists in the following key components:
• STEAM uses a tree-rewriting system, based on the EAM;
• STEAM relies on a multi-step compilation scheme, by transforming WAM code
into EAM code, which can then be either interpreted or compiled to native code;
• STEAM takes advantage of current parallel programming paradigms to allow the
parallel execution of the aforementioned EAM code.
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2.6 Concluding remarks
This chapter brought a survey on logic programming implementations, with emphasis
in the Prolog language, giving focus to parallel implementations and their origins. We
can observe that there hasn’t been recent significant developments regarding parallel
Prolog execution, mainly because the focus has arguably moved to constraint logic
programming (CLP).
Programming models and lower-level frameworks for developing parallel applications
are briefly presented, in order to explore alternatives that allow us to build a prototype
for the model described in this thesis.
Also, the difference between Prolog and the committed-choice (concurrent) logic pro-
gramming languages is noted, showing that it’s no easy task to adapt programs from
one to other of these two approaches.
In the next chapter we describe the main abstract models for executing Prolog pro-
grams.
3
Abstract Machines for Prolog
When Colmerauer and Kowalski invented Prolog in the 1970s there was no abstract
model to support execution of Prolog programs. They supervised the implementation
of the first Prolog compilers, which directly influenced the creation of the WAM by
David H.D. Warren.
Although many derivatives of the WAM exist, the WAM continues to establish the
de facto standard in sequential Prolog implementation. In what concerns parallel
implementation, there is still no standard, but this thesis focuses on the EAM as a
starting point for parallel Prolog implementation.
In this chapter, a more in-depth study of the WAM is presented, as well as an extended
description of the EAM.
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3.1 Formal definitions
For the rest of this thesis, the Edinburgh syntax [BBP+81] will be used for terms,
predicates and logical variables:
• A term is either a variable or a function symbol of arity n ≥ 0 applied to n
terms (e.g., p, f(X), g(f(X), Y, c)).
• An atom is a formula of the form p(T1, . . . , Tn), where p is a predicate of arity n
and T1, . . . , Tn are terms.
• A definite clause (or simply clause) is a formula of the form
H ← B1, . . . , Bn (n ≥ 0)
where H is an atom and is called the clause’s head, and B1, . . . , Bn is a sequence
of atoms, called the clause’s body.
3.2 The Warren Abstract Machine (WAM)
As stated earlier, the Warren Abstract Machine was created by David H.D. Warren in
1983. The report where the WAM was introduced [War83] was very abstract, without
many technical or implementation details, so not many people were able to understand
it. This led some authors to write tutorials about the WAM [GLLO85, Kog90, AkF99],
contributing to a widespread growing interest in the WAM implementation and in the
development of optimizations for the WAM, some of which, in turn, led to implemen-
tations somewhat different from the original Warren’s machine [BAM, TOAM-Jr].
Nevertheless, the WAM is still the basis for the most part of the current Prolog im-
plementations, as it can be efficiently implemented in modern computer architectures.
Although the WAM was initially seen as a model for specialized hardware, it has been
proved that there is no need for such hardware, as compilers based on the WAM have
achieved comparable results to imperative lower-level languages (e.g., C).
The WAM organizes the memory as an array of cells. Each cell has a tag that specifies
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the type of that cell. The basic WAM tags are shown in table 3.1.
REF Reference contains a variable
STR Structure contains a compound term
CON Constant contains a term with arity=0
LST List contains a (part of) a list
INT Integer contains an integer (constant) value
FLT Float contains a floating point value
Table 3.1: Types of tags for WAM cells
A variable is a reference pointer to an address in the WAM memory, thus containing
a tag of REF and a memory address. Unbound variables are REF cells with their
own address (a REF cell that points to itself). References from other cells to these
cells also represent unbound variables (the last cell in the chain is obtained through
dereferencing), although the cells are efectively bound to each other.
Terms (structures) are represented in the WAM as a consecutive set of cells: a term
of the form f(t1, . . . , tn) will consist of n+2 consecutive memory cells (more precisely,
the first two cells don’t need to be consecutive, and in most cases, they aren’t). Figure
3.1 shows an example representation of the term f(A, h(A,B), g(B)). The term starts
at address 7, which point at address 8 where the name and arity of the term reside,
and the next 3 cells point to the addresses of the argument terms.
Figure 3.1: Example representation of the term f(A, h(A,B), g(B))
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3.2.1 Registers and memory organization
The WAM was mainly designed for emulated execution and comprises six distinct
logical memory areas:
• The heap or global stack is used to store compound terms and lists as they
are created by goal evaluation;
• The local stack (or simply stack) stores choice-points and environment frames.
An environment frame stores values for permanent variables across conjunctive
goals, while a choice-point records variable bindings that can be reset upon goal
failure, to allow other alternative clause to be tested (i.e., to backtrack);
• The trail is another stack used to store the addresses of the variables that must
be unbound upon backtracking. The trail condition dictates if a variable has to
be trailed;
• The push-down list (PDL). A stack used for the unification of nested com-
pound terms. As the PDL doesn’t need to be permanent, in real implementations
it is common the use of the local stack for unification purposes.
• The code area is where the code of the program resides. In native code imple-
mentations, this area contains dynamic predicates (created via assert/1) and
user code (generally inserted via consult/1);
• The symbol table stores information about the symbols used in a Prolog pro-
gram (e.g., atom names, variable printing names, etc.).
As a register-based architecture, the WAM uses a set of internal registers, where the
execution state is stored. The WAM’s registers are shown in table 3.2.
A sample illustration (taken from [AkF99]) of the memory architecture for the WAM
can be seen in figure 3.2 (page 32). Many variations on this scheme have been imple-
mented in current Prolog systems.
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P Program counter
CP Continuation pointer (top of return stack)
E Environment pointer (current environment in local stack)





HB Heap backtrack pointer
S Structure pointer
mode read or write mode for unification
A1, …, An Argument registers
X1, …, Xn Temporary variables (generally overlap with A registers)
Y1, …, Ym Permanent variables (in the stack)
Table 3.2: Internal WAM registers
3.2.2 WAM instructions
In a WAM-based system, compiling a Prolog program consists in translating that
program to equivalent WAM instructions. As already discussed, the WAM-compiled
Prolog program can be seen as a program written in a WAM language, which, albeit
not a standard language (syntactic differences occur among different compilers), stays
close to an Intermediate Language (IL), to which we generally refer as WAM code.
Following the compilation to WAM code, the resulting set of WAM instructions can
be used in two different forms:
• translated into native code, targeting a specific hardware (or low-level assembly)
in order to be executed directly, or
• maintained in WAM-form, going through some form of compression (byte-code),
in order to be interpreted by an emulator.
Many compilers use both forms, in order to allow the emulated execution of dynamic
and consulted predicates (not available at compilation time). After all, Prolog is meant
to be an interactive language.
WAM instructions can be grouped in different types:
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Figure 3.2: Example WAM memory layout and registers
1. put_* instructions: used to create elements in the heap (or in the stack, when
used on permanent variables), are mainly used to load argument registers before
a call;
2. get_* instructions: used to perform unification, are mainly used in the execution
of a goal;
3. unify_* instructions: used to perform unification with structure arguments;
4. procedural control instructions: used to control the course of the program,
comprise unconditional jumps and allocations in the stack (call, execute, pro-
ceed, allocate, deallocate);
5. switch_* instructions: used for indexing, by making conditional branches re-
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garding the type of the (first) argument;
6. try, retry and trust instructions: used for choice-point management, setting
the alternative code to jump to when the current goal fails.
7. search space puning instructions: used to remove choice-points from the search
(cut, neck_cut).
Figure 3.3 shows an example Prolog program. We can see the WAM instructions for
the same program in figure 3.4, as generated by pl2wam [DC00b], the GNU Prolog
component that converts Prolog code to WAM code.
p(X,Y) :- q(X), q(Y).
q(1). q(2).






















Figure 3.4: WAM code for the example Prolog program.
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3.2.3 Limitations and relating optimizations
There are many issues in the initial Warren’s specification for the WAM. Fortunately,
most of these issues have been object of study and improvement over the years.
• The implementation of cut requires an additional register in the WAM. There
are proposed optimizations on this matter [MD89]
• Unification modes require different paths of execution for different modes (and
thus jumps, which are expensive). This can be optimized by using specialized uni-
fication instructions when we know if the arguments are previously instantiated
or not.
• Memory management is fairly good in the WAM, as it allows fast recovery of
space in the stack on backtracking. However, long computations may require
more space, and then there is a need for space recovery between backtracking
requests. Some algorithms for garbage collection [ACHS88, DET96a] have been
proposed along the years.
3.3 The Extended Andorra Model (EAM)
The Extended Andorra Model (EAM) [War89] was presented by David H.D. Warren as
a set of rewriting rules over nested conjunctions and disjunctions (i.e., And-Or trees),
in order to allow parallel resolution of logic programs. It is extended in the part that the
EAM is an extension to the Andorra Model, allowing parallelism between independent
non-determinate and-goals.
The first proposal for the EAM led researchers to believe there was a need for a new
logical programming language, in order to fully take advantage of the EAM design. In
order to adapt the model to existing languages (e.g., Prolog), Warren then proposed
the Extended Andorra Model with Implicit Control [War90], where the control part is
managed by the implementation of the EAM and not by the programmer.
We focus our research in this implicit control model, and for the remaining of this
thesis, all references to the EAM consider the implicit control model.
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Sections 3.3.1 and 3.3.2 describe the EAM in further detail.
3.3.1 EAM base constructs
The EAM defines two base constructs, which form the nodes of the And-Or tree:
the and-box, which represents conjunctions, and the or-box, representing disjunctions
(alternative clauses for the same predicate).
Formally, an and-box (figure 3.5) corresponds to a clause G1, . . . , Gn which creates
variables X1, . . . , Xm and impose constraints (σ) on external variables.
G1 . . . Gn
X σ
∃X1, . . . , Xm : σ ∧ G1 ∧ . . . Gn
Figure 3.5: Graphical representation for an and-box
An or-box (figure 3.6) represents the different alternative clauses C1, . . . , Cn for a
specific goal. Each clause Ci is represented by an and-box.
C1 Cn. . . . . .
C1 ∨ . . . ∨ Cn
Figure 3.6: Graphical representation of an or-box
3.3.2 Rewriting rules
The EAM rewriting rules are the engine that allows the computation to advance. We
apply the rules to simplify the tree and propagate results, until a solution is available.
Local forking (figure 3.7) is the substitution of a goal G in an and-box for an or-box
corresponding to the unfolding of G’s alternatives C1, . . . , Cn. Each alternative Ci,
creating variables Yi and generating external constraints σi, is placed in an and-box.
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Figure 3.7: EAM local forking rule.
Determinate promotion (figure 3.8) is the substitution of an or-box with a single
alternative (and-box) for that single alternative. This normally means the end of a
computation, when lower level results are propagated to the upper level.
Figure 3.8: EAM determinate promotion rule.
Nondeterminate promotion (figure 3.9) is the promotion of an and-box that has
alternatives (siblings) to its (grand) parent and-box, by creating an or-box with two
alternatives: one is the original parent and-box with the promoted alternative; the
other is the original parent and-box with the remaining alternatives (which remain
unpromoted under the or-box). As this rule creates two copies of the parent and-box,
it is sometimes referred as the splitting rule.
Figure 3.9: EAM nondeterminate promotion rule.
Besides this rules, Warren also provides rules for simplifying the And-Or tree when
pruning operators are present. These rules facilitate reducing the search space under
3.3. THE EXTENDED ANDORRA MODEL (EAM) 37
special conditions, namely when the and-box containing the pruning operator doesn’t
contain constraints on external variables.
Figure 3.10: EAM handling of cut.
Figure 3.11: EAM handling of commit.
Figure 3.12: EAM handling of implicit pruning.
Although the latter two rules are more appropriate for committed-choice languages,
they can be used in Prolog, when extended with annotations for when the programmer
wants to explicitly control parallelism. They are, however, optional.
Through simple, logically correct rewriting rules, the EAM makes possible the parallel
execution of Prolog goals. Along with these rules, Warren also proposed some guidelines
to control the execution on the EAM. Warren proposed the following execution strategy
for the EAM:
1. Perform evaluation (by applying all rules except non-determinate promotion), as
long as there is no production of non-determinate bindings.
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2. Suspend evaluation of any and-box containing a test goal over an external variable.
3. When execution of an and-box can’t proceed, allow non-determinate promotion,
but only on one selected goal, for instance, the leftmost goal (in order to mimic
Prolog traditional execution behavior).
4. In non-determinate promotion, use lazy copying of suspended evaluations, i.e.,
always complete the evaluation in the higher environment, before copying to the
lower environment.
In order to better understand the inner workings of the EAM, figures 3.13 to 3.15 show
an example of EAM execution for a simple Prolog program. Consider the program
p(1). p(2). r(2). r(3).
q(X) :- p(X), r(X).
and the query
?- q(X,X).
To prepare for the resolution of the query, the EAM creates an and-box for the query.
The only internal variable is X (figure 3.13, step 1). The second step is to perform a
local fork, unfolding the alternatives for the predicate q (figure 3.13, step 2).
Figure 3.13: Example of EAM execution, steps 1 and 2.
As there’s only one alternative clause for q (i.e., the or-box has only one child), the
EAM proceeds with the determinate promotion rule (figure 3.14, step 3), followed by
a local fork for each call in the and-box (figure 3.14, step 4). As the newer and-boxes
all try to bind an external variable (X), the EAM suspends them.
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Figure 3.14: Example of EAM execution, steps 3 and 4.
As there’s no other applicable rule, the next step is to perform a nondeterminate
promotion. To keep the semantics of Prolog, the leftmost or-box is chosen to be split
(figure 3.15). The suspended and-boxes are then awakened, and the ones that try to
bind X with incompatible values fail, leaving only one possible solution.
Figure 3.15: Example of EAM execution, step 4.
Although very simple, this example shows how the EAM works with pure logic Prolog
programs. The EAM specification doesn’t consider how to deal with meta-logical
predicates and, although there are rules to deal with pruning operators, caution has to
be made in order to keep Prolog semantics intact, especially when dealing with parallel
execution.
3.4 An EAM-based scalable model for parallel Pro-
log
The main object of this thesis is STEAM, the Scalable, Transparent Extended Andorra
Model, a model for parallel execution of Prolog programs which can take advantage
of the PGAS programming model. STEAM aims to exploit the implicit parallelism in
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the Prolog language, without relying in user annotations or semantic differences from
standard Prolog.
STEAMuses a pluggable compilation scheme:
• Using a WAM → STEAM translator, we can perform abstract analysis and pre-
optimize the code with parallelization in mind, as well as being able to support
WAM code from different Prolog-to-WAM compilers;
• Producing STEAM Intermediate Language code, it’s possible to implement differ-
ent runtimes to explore alternative programming models (e.g., PGAS, GPGPU,
SMP) or even to decide if the code is to be compiled or interpreted;
Although based on the EAM, STEAM diverges in some significant parts, in order to
allow the exploitation of parallelism in recent programming models. When there’s a
conflict between maximum parallelism or minimum inference, STEAM favors maximum
parallelism.
As the next chapter focuses in the translation of WAM code to STEAM code, this
section is meant as a form of introductory context to the model. The STEAM model
will be presented in detail in chapter 5.
3.5 Closing remarks
The WAM is still the most used model when compiling Prolog programs. By providing
an almost direct-mapping of Prolog code to WAM instructions, it’s both an efficient and
effective model to execute Prolog programs. Over the years, several optimizations over
the original model of the WAM were proposed and implemented in real-world compilers,
making the WAM the de facto standard in Prolog compiler implementation. In fact,
many of the existing Prolog compilers use the WAM as the basis for an intermediate
language, which is frequently referred as WAM-code, used in intermediate phases of
the compilation. Although there’s no universal WAM-code specification, the WAM
instructions used by most of these compilers can be thought as a “WAM programming
language” by itself.
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The EAM can be seen as an evolution of the WAM, in the way that it provides a model
that enables the parallel execution of Prolog programs. With this model, it is possible
to achieve minimum inference, by never repeating the same inference in distinct
branches of the And-Or tree1 and maximum parallelism, by allowing to perform
parallel search on each goal, before making a global choice.
The STEAM model aims to extend the EAM in order to take advantage of novel
parallel programming models, by using a pluggable compilation scheme and focusing
in maximum parallelism, by making use of an Intermediate Language (IL), STEAM-IL,
which well be further discussed in the next chapter.






We can argue that the biggest drawback of the EAM (with implicit control) is the lack
of real implementations. The BEAM [Lop01] was the first and only implementation
of the EAM and, while being a sequential implementation, it showed that the EAM is
indeed a feasible model for Prolog compiler implementation.
The BEAM showed us that by leveraging the EAM constructs and rules, it is possible
to achieve both performance and parallelism.
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Drawing over the BEAM’s encouraging results, Andre proposed wam2eam [AA, AA10],
a translator from WAM IL1 to C, by using the EAM And-Or Tree as a base for Prolog
execution in a parallel engine. While translation from WAM code to executable code
using the EAM as a base for the runtime seems like a good starting point, we think
that an intermediate approach can be more flexible, by translating WAM code to EAM
code. This intermediate approach allows us to introduce optimizations in two phases:
1. By performing abstract analysis over the WAM code, generate EAM code opti-
mized for parallel execution;
2. By running EAM specific code, the runtime can be focused on the underlying
target architecture and be optimized accordingly.
Although there is already a “pseudo”-standard WAM language, there isn’t a coun-
terpart for the EAM. This chapter presents a WAM-to-EAM compiler, ‘wam2steam’,
further introducing the STEAM-IL, an Intermediate Language that reflects the EAM
machinery, just as the WAM language reflects the WAM’s.
Most of the current Prolog compilers use the approach of precompiling the Prolog code
to WAM code, which will then be compiled either to bytecode or to native code. Some
of them enable the developer to export that WAM code to a file, a feature we will
leverage in order to build our translator to EAM code. The current implementation of
wam2steam uses the WAM code generated by pl2wam as input, producing STEAM-IL
code as output.
4.1 The pl2wam translator
The GNU Prolog [DC00b] compiler uses an interesting approach to the compilation
of Prolog programs. By using a multi-step compilation scheme, a Prolog program is
sequentially processed by a chain of independent translating programs:
1. pl2wam, entirely written in Prolog, compiles a Prolog source file into WAM code.
This compiler uses many of the standard WAM optimizations, like indexing, last
1Intermediate Language
4.2. WAM2STEAM - COMPILING WAM TO STEAM 45
call optimization, as well as some optimizations that are specific to the GNU
Prolog system internals.
2. wam2ma then translates the WAM code to mini-assembly (MA) [DC00a], a low-
level language designed by Diaz specifically for GNU Prolog. The main purpose
of the MA language is to be as much low-level as possible, while being simple to
translate to assembly languages for different architectures (e.g., Intel 386, Intel
64bit, PowerPC, etc.).
3. The mini-assembly is then translated to architecture-specific assembly language
by the ma2asm program.
Having obtained the target architecture assembly code, the remaining of the process is
achieved by the standard GNU assembler and linker (i.e., as and ld).
Before using this compilation scheme, Diaz used a different compilation scheme, where
the WAM code was directly translated to C code, via the wamcc compiler [CD95]. The
change from compiling directly to C code to the current approach led to a performance
increase of GNU Prolog compiled code.
4.2 wam2steam - compiling WAM to STEAM
The flexibility achieved by this multi-step model of compilation, allied to Andre’s work
led us to develop a multi-step model of compilation, using WAM code as a starting
point, but diverging to EAM intermediate code afterwards.
In this multi-step model, the pl2wam compiler is used to transform a Prolog program
into WAM code, which we will further process, in order to obtain STEAM-IL code.
With that in mind, we started by defining the base STEAM-IL instructions.
4.2.1 STEAM-IL instructions
The EAM proposes a very different model of execution from the WAM. By using or-
boxes instead of choice-point frames in the stack, the EAM doesn’t indeed need a
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stack. It does, still, need a heap, in order to allow the building of composite terms.
The execution on the EAM is done inside the and-boxes, possibly in parallel, while
execution in the WAM is done sequentially, using the stack to store temporary results
that possibly will be discarded later.
Despite these structural differences, the execution of a specific goal is very similar
across the two approaches:
• Argument terms must be built before a call (put_* instructions);
• Unification is the standard mechanism for resolving Prolog goals (get_* and
unify_* instructions);
• Indexing is useful, as it allows to reduce the search space (switch_* instructions).
• Also, explicit pruning gives us opportunities to reduce the search space (cut,
neck_cut).
With this being said, STEAM-IL can reuse most of the WAM instructions, providing
we take care of the cases where variables were stored on the WAM stack (i.e., in Y
registers). The try*, retry* and trust* instructions don’t have any meaning in the
EAM, as choice-point management is ensured by the creation of or-boxes. However, in
the context of translating WAM to STEAM, those instructions will be useful to identify
the alternatives which will be put under an or-box.
Following the WAM definitions in section 3.2.2 (chapter 3), we propose the following
base instruction set for the STEAM-IL:
Our main goal is to provide a set of instructions that will be executed in an EAM
context, while producing the same results that the original WAM code would produce
(in a WAM context). The STEAM-IL code, when executed, will produce the and- and
or-boxes that will form the And-Or Tree. It will be up to the runtime, though, to
decide where and when to use parallelism.
In order to translate the original WAM code to STEAM-IL code, the wam2steam com-
piler starts by performing an abstract analysis over the WAM code. In the current
prototype implementation, we used the traditional compiler construction flex+bison
pair.
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used to perform binding of variables, by means of
unification
call triggers the execution of a goal, or the creation of
its or-box with children and-boxes
proceed indicates the successful end of a computation
fail indicates that the computation has failed
allocate_or L1, ..., Ln creates an or-box with n alternatives, each with
code starting at label Li
allocate_and L1, ..., Ln creates an and-box with n conjunctive goals, each
with code tarting at label Li
Table 4.1: Initial instruction set for STEAM-IL.
4.2.2 Abstract analysis of the WAM code
The wam2steam compiler starts by constructing an APT (Abstract Parse Tree) that
represents the original WAM code. This APT is the used to perform abstract analysis,
from which we firstly get the following (almost) direct translations:
• choice-point instructions (try_*, retry_*, trust_*) determine how many
alternatives an or-box will have. We can then use the labels associated with the
different choice-points as arguments to the allocate_or instructions, signaling
where the code for each alternative is located.
• call and execute instructions are used to determine the conjunctive goals be-
longing to a single and-box, as well as the location of their respective code. They
provide the locations of the code for allocate_and instructions, but have no
labels, which means we have to create those labels. Also, as the difference be-
tween call and execute is based on the existence of the WAM stack, which
doesn’t exist in the EAM, we can merge both instructions into the STEAM-IL
call instruction.
• put_* instructions allow us to determine the arguments, the local and external
variables of an and-box, by looking at the argument registers and the arity of the
predicate.
• switch_* instructions generate indexing information, which will later be used
to reduce the search space (e.g., by allocating smaller or-boxes).
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Besides these translations, there is some more information that we can obtain from the
abstract analysis, which can later be useful for the runtime to make decisions regarding
the execution of the code. The information we are retrieving is the following:
• Determinate predicates - As determinate predicates can be promoted in the
STEAM execution context, we’ll take note of determinacy in order to allow the
early promotion of such predicates. This is accomplished by annotating as deter-
minate a predicate that has only one alternative.
• Facts - Facts are simple predicates that don’t implicate further calls and are
usually the source for variable bindings. We may want these predicates to execute
earlier (or later, for that matter) than others, so we also annotate facts.
• Rules with a single goal in the body - These are also useful to differentiate,
as they don’t require and-parallelism.
• Control predicates - Control predicates (e.g., cut (!), repeat) change the
flow of the program, by adding or removing alternatives from the search space.
Parallel execution of these predicates, when possible, must be performed with
extra care.
• Non-logical predicates - Here we include extra-logical and meta-logical pred-
icates, which can trigger side-effects or can perform functions that must be exe-
cuted at a specific time, thus not able to be run in parallel with other dependent
goals.
• Independent variables - Although not always possible, in some cases we can
detect if a variable is independent. By annotating it, we can allow the STEAM
runtime to execute goals that use independent variables in and-parallel, without
restrictions.
• All-solution predicates - This kind of predicates ask for all the solutions avail-
able, allowing us to search for solutions in parallel, without concerns over specu-
lative work, maximizing the potential parallelism.
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Control predicates
In the current implementation of wam2eam, we are only handling the cut operator (!),
but we have plans to implement others (e.g., the controversial repeat, ..., fail
loops).
Cut instructions are very important in an EAM context, as they can effectively reduce
the search space. Consider the query a(X), b(X), !, . . .: the cut means that we only
want the first value for X that satisfies both a(X) and b(X), which means we can
delete all non-solved or-alternatives for a(X) and b(X) as soon as we find one that
succeeds. Further, if the previous query is the body of a clause in our Prolog program,
we can also delete the other alternative clauses.
In a WAM context, the cut is executed as soon as a valid X is found. In an EAM
context, though, it’s possible that when the cut is performed, all the or-alternatives
for a(X) and b(X) have already been calculated. However, we may in part be able to
prevent this if we annotate the code that calls a/2 and b/2, letting the runtime know
that only one solution is needed.
A special case of the cut operator is when it appears as the first goal in the body of a
clause. This is generally called a neck cut, and represents a good opportunity to early
pruning of unneeded nodes in the STEAM tree. In short, neck cuts allow us to ignore
all alternative clauses for a predicate as soon as the clause’s head is matched.
By looking into the generated WAM code, we can easily detect each form of cut:
• A cut instruction appearing before all call and execute instructions is a neck
cut and we can safely remove other alternative clauses from the And-Or Tree as
soon as the execution reaches this cut operator;
• A cut instruction appearing after a call instruction has already been executed
can be signaled beforehand, so that the runtime knows that only one solution is
to be found and, as soon as that happens, the other alternatives can be pruned.
For this we will include three more instructions in the STEAM-IL:
2Previous alternatives are kept, as we’re mimicking sequential Prolog.
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cut_scope i Initiates scope i for a cut instruction
neck_cut Performs a neck cut, removing the remaining alterna-
tives2 from the And-Or Tree
cut i Performs a cut in scope i, i.e., discards all alternatives
but the first that produces a valid binding.
Table 4.2: STEAM-IL explicit pruning instructions.
Figures 4.1 and 4.2 show an example of how wam2steam deals with cut instructions.
1 p(X,Y) :- q(X),r(Y) ,!.
2 p(X,Y) :- !, r(X), r(Y).
Figure 4.1: Example Prolog program with cuts.
1 nondetpredicate p/2:
2 get_current_choice x2
3 allocate_or (2) L000001 L000003
4 L000001:
5 cut_scope C001
6 allocate_and (3) LA1 LA2 LA3
7 LA1:
8 get_variable y0 , 1
9 get_variable y1 , 2
10 call q/1
11 LA2:







19 allocate_and (3) LA4 LA5 LA6
20 LA4:





26 put_value y0 , 0
27 call r/1
28 proceed
Figure 4.2: Resulting STEAM-IL.
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Meta- and extra-logical predicates
In presence of an extra-logical predicate, we must be very cautious, as either early or
late evaluation of side-effects can be disastrous, albeit we don’t want to lose parallelism
in the presence of such predicate. Meta-logical predicates are also of concern, as they
generally require that the execution has already reached a specific state when they are
called. Although we leave the execution worries to the runtime, we can identify these
predicates (and predicates that call them) and advert the runtime that those predicates
are to be handled carefully.
To identify predicates which can trigger side-effects, we perform a sweep test on all
the predicates that call side-effects builtins (e.g., assert, retract, etc.) and the ones
that call them. To allow the runtime to distinguish between calls to predicates with
side-effects and predicates that haven’t side-effects but (can) call those predicates,
we mark the former in “red” and the latter in “yellow”. Meta-logical predicates are
marked “orange”, and the predicates that call them are also “yellow”. We then generate
different instructions for “red”, “orange” and “yellow” calls. Figure 4.3 shows a simple
algorithm that shows the concept behind this “coloring” of the calls.
1 do:
2 marked = false
3 for pred in not_marked_preds:
4 for call in pred.calls:
5 if call in {'assert ', 'retract ', ...}:
6 mark_red(call)
7 mark_yellow(pred)
8 marked = true
9 else if call in {'var', 'nonvar ', ...}:
10 mark_orange(call)
11 mark_yellow(pred)
12 marked = true
13 else if call is marked:
14 mark_yellow(call)
15 mark_yellow(pred)
16 marked = true
17 break
18 while marked
Figure 4.3: Resulting STEAM-IL.
We mark both the predicate and the call, so that we can still allow the not marked calls
within a predicate to run without concerns of triggering side-effects. After marking all
the “dangerous” predicates, we can then generate appropriate code that effectively
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adverts the runtime that those predicates are fragile and must be handled with care.
Thus, we added five new instructions to STEAM-IL to handle predicates with side-
effects:
call_fragile Calls a predicate which include calls to (calls to…) meta-
or extra-logical predicates
call_sidefx Calls a extra-logical predicate
call_meta Calls a meta-logical predicate
wait i n Waits (suspends) until semaphore i reaches level n
signal i If the current call succeeds, increase semaphore i
Table 4.3: STEAM-IL extra-logical handling instructions.
To cope with left-to-right evaluation needs, we simulate a n-level semaphore, with n
corresponding to the number of calls before the side-effects call. Each (succeeding)
call preceding the side-effects call will increase the semaphore level by one, using the
signal instruction. The side-effects call will have a wait instruction which forces it to
suspend until the semaphore reaches level n and, as soon as that level is reached, the
side-effects call can be executed.
The wait and signal instructions work in the following way: the wait instruction
creates a semaphore with n states, and waits for the semaphore to reach zero. Each
signal instruction decreases the semaphore by one. Once the semaphore reaches the
level zero, the wait instruction let the control pass for the next instruction, as it means
that the side effects have been executed.
After the generation of the APT, the system performs an analysis of the program,
focusing on finding the blocks which will later generate and- and or-boxes.
After the abstract analysis, the system proceeds to the generation of STEAM-IL code.
4.3 STEAM-IL code generation
As soon as the semantic information is deducted, we can now generate STEAM-IL
instructions that correspond to the initial Prolog source code.
Figure 4.4 shows an example Prolog program, 'append.pl'. This example is translated
to WAM code by pl2wam (figure 4.5), which is then translated to STEAM-IL code (figure
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4.6).
1 append(X, [], X).
2 append ([H|T], X, [H|T2]) :- append(T, X, T2).
Figure 4.4: Example Prolog program ('append.pl').















Figure 4.5: Resulting WAM code, generated by pl2wam.
1 nondetpredicate append /3: || L3:
2 || alocate_and L4
3 || L4:
4 allocate_or L1, L3 || get_list 0
5 L1: || unify_variable x3
6 allocate_and L2 || unify_variable x0
7 L2: || get_list 2
8 get_nil 1 || unify_value x3
9 get_value x2, 0 || unify_variable x2
10 proceed || call append /3
11 || proceed
Figure 4.6: Resulting STEAM-IL code.
4.3.1 Detecting patterns
While analyzing the WAM source code, we can observe recurring patterns, which can
be translated to equivalent STEAM-IL code:
• ‘try_me_else … retry_me_else … … trust_me_else_fail’ patterns are con-
verted to allocate_or instructions (figure 4.7). As the pl2wam translator (al-
most) always sets a label for the instruction following the try*/retry*/trust*
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instruction, we can use that labels in the allocate_or instruction. When the
following instruction doesn’t have a label, we simply add a new one.
Figure 4.7: ‘try_me_else … retry_me_else … … trust_me_else_fail’ pattern trans-
lation.
• ‘try … retry … … trust’ patterns are also translated to allocate_or instruc-
tions (figure 4.8). However, these WAM instructions differ from the previous
ones, as they simply jump to the label and set the continuation pointer to the
next instruction, instead of continuing with the execution of that next instruc-
tion. This makes our job easier, as we simply need to generate an allocate_or
instruction with the same labels that the original instructions were jumping to.
Figure 4.8: ‘try … retry … … trust’ pattern translation.
• call and execute instructions are always preceded by a group of instructions
that build the argument terms on the heap. We can then put a label before each
of those instruction groups, defining an and-node or call inside an and-box (figure
4.9).
4.3. STEAM-IL CODE GENERATION 55
Figure 4.9: ‘conjunctive call/execute’ pattern translation.
4.3.2 Optimizing STEAM-IL execution
One of the issues with STEAM-IL is the fact that some instructions have a variable
number of arguments, which makes it difficult to, for instance, generate bytecode for
a STEAM interpreter to run, as we cannot easily detect the number of arguments
associated with the instruction. One solution that would work would be passing the
arguments on a stack, as shown in the example in table 4.4.
Old form New form




switch_on_integer (1, L1), (2, L2), (3, L3) switch_on_integer 1, L1
switch_on_integer 2, L2
switch_on_integer 3, L3
Table 4.4: Converting to a fixed number of arguments
This will allow to have a predefined size for each instruction, making it easier to generate
a compatible bytecode for the runtime, either an interpreter or a compiler3. Also, this
scheme can also be a base for adding foreign predicates, by allowing the arguments to
be passed on the stack.
Dealing with repeat, ..., fail loops can also be achieved in STEAM-IL by adding,
3Although the code is compiled, we still need support for dynamic predicates, which will generally
be pre-compiled to bytecode.
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for instance, an instruction that generates a special or-box that has unlimited alterna-
tives. Adding support for this type of predicates to STEAM and STEAM-IL, as well as
calls to foreign predicates are features we have plans to implement in future work.
Anther current limitation of the wam2steam compiler relates to the WAM code pro-
duced by pl2wam being very specific to the GNU Prolog compiler and its internals (by
being dependent of many specific built-in, non-standard, predicates and automatically
applying WAM-specific optimizations), making it difficult to translate some Prolog
programs. Its a matter of future study if we will modify the behavior of pl2wam or rely
on a specifically built Prolog-to-WAM compiler.
4.4 Preparing for execution
The main purpose of translating a Prolog program to STEAM-IL is to enable the
execution of that program in a EAM-based runtime. This can be achieved in various
ways:
• By compiling STEAM-IL directly to a low level language: like Andre’s wam2eam
[AA], one possibility is to compile STEAM-IL directly to C code
• By compiling STEAM-IL to native code, like Diaz’s GNU Prolog [DC00a], us-
ing an intermediate, platform-independent assembly language which will later
be compiled to native assembly, while relying on a runtime which is compiled
separately and linked with the generated native code.
• By compiling STEAM-IL to bytecode, which will be executed by an interpreter.
This alternative is in part similar to the previous one, as the runtime is separated
from the STEAM-IL program.
In our view, the approach of compiling STEAM-IL to executable code would result
in a loss of flexibility, as we would be hard-coding the runtime into the generated
program. Also, as we are aiming to a pluggable system, it seems more logical to have
a runtime that is logically detached from the program we’re going to compile. In the
next chapters, we will propose a model that copes with of the two latter alternatives,
either by the means of an STEAM-IL interpreter or a compiler.
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One interesting alternative we have considered was the use of the LLVM framework
[LA04], as compilation from STEAM-IL to the LLVM IR4 would provide portability to
all the LLVM supported architectures. However, the LLVM framework doesn’t (yet)
support parallel programming models natively, so we will revisit this alternative in the
future.
4.5 Closing remarks
This chapter presented the STEAM Intermediate Language, as well as the wam2steam
compiler and its internal implementation details, focusing in the abstract analysis of
the WAM code, in order to obtain the information needed to correctly execute Prolog
programs.
By using an intermediate language that reflects the EAM, we can previously perform
some optimizations to the source code, while also providing useful predicate annotations
that can be posteriorly exploited by the runtime, either to make decisions in regards
to the execution order, either to handle special predicates with special care.
As we are aiming at a pluggable system, the following step is to perform the effective
execution of the STEAM-IL code, by means of an EAM runtime. In the next chapters





STEAM - Scalable, Transparent
EAM
Nowadays it’s hard to find a computer with less than two processing cores. The de-
mand for more and more processing power has led to a situation where it’s difficult
to improve single-processor performance, which made the hardware industry focus in
parallel, multi-processor (or multi-core) machines.
In what concerns Prolog, with the advent of stagnancy of single-core performance, the
need for parallel compilers has increased, as the only way to exploit the full speed of
multi-processor machines is by implementing parallel strategies for executing Prolog
programs. The EAM provides a strong base for running Prolog programs in paral-
lel hardware, as it allows to better express parallelism than the widely used WAM
approach.
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This chapter introduces STEAM, a model that leverages the base constructs of the
Extended Andorra Model to achieve implicit, parallel execution of Prolog programs.
5.1 Introduction
STEAM aims to provide a base model for implementation of Prolog compilers, using
the EAM as reference and relying on two base requirements:
1. Scalability - STEAM must be scalable in distributed environments.
2. Transparency - As a Prolog engine, it must be transparent to the user, e.g. its
percepted behaviour shall be the same as a traditional, sequential Prolog engine’s.
STEAM relies on the STEAM-IL presented in the previous chapter, in order to provide
a flexible, pluggable system for executing Prolog programs in parallel, while keeping
the traditional Prolog syntax and semantics.
While STEAM is based on the Extended Andorra Model, it contains some new con-
cepts, in order to provide adaptability to contemporary parallel architectures. The
following sections describe the STEAM model in detail, whilst referring the similarities
and differences from the EAM.
5.2 Definitions
The main component of the STEAM is the And-Or Tree, henceforth Tree, which is
comprised by and-boxes (figure 5.1), that represent a logical conjunction of Prolog
goals, and or-boxes (figure 5.2), that represent alternative clauses for a Prolog rule.
We use the term configuration to describe a state of a computation, by means of a
Tree. The initial configuration comprises a single and-box that contains one or more
and-nodes, corresponding to the initial conjunction of goals that form the initial query.
A computation is the process by which the initial configuration passes, by means of
successive application of the rewrite rules, until it becomes a final configuration, which
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can consist either in an and-box with an answer (or set of answers) that comprises the
successful binding(s) of the variables in the query, or in a failure to get a valid solution.
A computation can be applied to a branch of the Tree. When a computation ends, the
final and-box will have either succeeded or failed. We call these and-boxes true-boxes
or fail-boxes.
5.3 STEAM base constructs
Following Warren’s EAM specification [War90], STEAM uses a Tree of and-boxes (figure
5.1) and or-boxes (figure 5.2), that will be subject to transformations, according to
logically correct rewriting rules. Further, in STEAM, and-box’s children have to be




Figure 5.1: Graphical representation of a STEAM and-box
∨
(C1, ..., Cn)
Figure 5.2: Graphical representation of a STEAM or-box
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5.4 Rewriting rules
Let us describe the STEAM’s rules formally. We’ll represent an and-box with local
variables X = {X1, ..., Xn} and constraints σ as
σ∧
X
, an or-box as
∨
. The rewrites are
shown in the form:
(Previous configuration) (vars or boxes)−−−−−−−−→
(rule)
(Rewritten configuration)
• Expansion (figure 5.3) consists in expanding a goal G in an and-box into an
or-box corresponding to all the alternative clauses that make the definition of
the G predicate. Let A, B and G be atomic goals and C1, ..., Cn and-boxes











(C1, . . . , Cn) , B
)
(5.1)
Figure 5.3: STEAM expansion rule.
The expansion rule mimics the EAM local forking rule.
• Determinate promotion (figure 5.4): when an or-box has only one child and-
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Figure 5.4: STEAM determinate promotion rule.
This rule is equivalent to the EAM determinate promotion rule, usually meaning
the end of a computation. Further, this rule allows us to recover memory when
a computation finalizes. There is, however, a case in which merging the child
and the parent and-boxes may result in an invalid behavior: if the child and-box
contains pruning operators (e.g., cut), the merging must be avoided. With this
situation in mind, we have a specific promotion rule which can be applied only
if the child and-box doesn’t include pruning operators.
• Determinate careful promotion (figure 5.5): when standard determinate pro-
motion can result in incorrect behavior, the child box is not merged into the
parent, instead its constraints and bindings are merged with the ones in the par-
ent. An example when this rule must be applied is the case where the box to be
promoted contains pruning operators (e.g., cut), which can’t be promoted to the























Figure 5.5: STEAM determinate careful promotion rule.
• Splitting or non-determinate promotion (figure 5.6): occurs when no deter-
minate or-box exists that can be promoted. Consists in placing two copies of the
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parent and-box under a new or-box. One of the copies has the promoted and-box






























Figure 5.6: STEAM splitting rule.
This rule is the same as the EAM non-determinate promotion, and should be used
only when there’s no other applicable rule, as it’s the most (computationally)
expensive rule, and generates duplicate work, as all the goals that are to be
solved after the splitting point must be recomputed for each of the new branches
generated by the split.
• In-loco expansion (figure 5.7): if a goal to be expanded is deterministic, the
application of the expansion rule can be readily followed by the application of
the promotion rule. Lopes proposed a combined rule called deterministic-reduce-
and-promote in the BEAM [LCC99], which we will also adopt.
Let C1, ..., Cn be the calls in the unfolded clause G, with local variables Y =








(A,C1, ..., Cn, B) (5.5)
• In-loco careful expansion (figure 5.8): this rule is analogous to the previous
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Figure 5.7: STEAM in-loco expansion rule.
one, but it uses the determinate careful promotion instead, when the expanded
(and-) box to be promoted includes pruning operators. In this case, only the











(C1, ..., Cm) , B
)
(5.6)
Figure 5.8: STEAM in-loco careful expansion rule.
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5.5 Reducing the search space
Reducing the size of the Tree provides two outcomes: on the one hand we can release
the memory allocated to the data structures that contain the removed branch; on the
other hand, we also reduce the search space for the computation being performed.
With this in mind, it makes sense that we implement rewriting rules that will allow
early reducing of the size of the Tree. This pruning of the Tree can occur implicitly
(simplification) or explicitly (activated by pruning operators).
5.5.1 Simplification
STEAM uses two rewriting rules that represent the logical properties of conjunctions
and disjunctions, thus achieving implicit pruning and subsequent reduction of the
search space:
• or-identity (figure 5.9): if an and-box fails under an or-box, we can simply
remove it from the Tree (and, consequently, its whole branch).
∨
(C1, ..., fail, ..., Cn) −−−→
or−id
∨
(C1, ..., Cn) (5.7)
Figure 5.9: STEAM or-identity
• and-annihilator (figure 5.10): when a goal inside an and-box fails, the whole
and-box (and its children or-boxes) also fails.
∧
(G1, ..., fail, ..., Gn) −−−−→
and−an
fail (5.8)
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Figure 5.10: STEAM and-annihilator
5.5.2 Pruning operators
Standard Prolog has only one pruning operator, ! (cut), which essentially removes
all untested alternatives for a clause from the search space, as soon as one clause’s
bindings succeed. In the WAM, this corresponds to deleting the choice points stored
in the stack, in order to disable backtracking. In STEAM we adopt the analogous
behaviour, by removing untested alternatives under an or box that are right-siblings
of the alternative containing the cut operator, as soon as the goals in the and-box
containing the cut operator (the ones at the left of the operator) succeed.
Assuming we have an or-box with one of its children and-boxes having a cut operator
between goals C1 and C2, we can discard all the right siblings of that and-box as soon as




























Figure 5.11: STEAM implicit pruning (cut)
A special case of the cut operator, which is also subject to optimizations in WAM
implementations, is the neck cut. A neck cut is a cut operator that is the first goal
of a clause, thus removing future alternatives as soon as the head of the clause unifies
whith the query. The neck cut can be applied as soon as the head of the alternative
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Figure 5.12: STEAM implicit pruning (neck cut)
5.6 Termination
In [Lop01], Lopes pointed out that the default EAM strategy of suspending every
computation that tries to perform external bindings can lead to non-termination, espe-
cially in the presence of recursive predicates. Gupta, in his prototype EAM interpreter
[GW91], proposed an optimization to tackle this problem: by using eager nondetermi-
nate promotion, one can split the Tree in order to get the (split) suspended boxes to
continue their computation. One drawback of Gupta’s approach is that variables must
be classified as guessable or non-guessable, either by abstract analysis of the source
code or by annotations provided by the programmer. This classification of variables
can be very hard to perform automatically at compile-time in some programs, so this
means we would have to rely on programmer annotations, which breaks our purpose
to achieve implicit parallelism in already existing Prolog programs.
In the BEAM, Lopes adopted a similar but simpler strategy: by using AKL’s stability
concept [Jan94a], stable and-boxes can be split eagerly. By definition, an and-box A
as stable relatively to it’s (grand) parent and-box if two conditions are met:
1. There’s no determinate rule to be applied to A or its children;
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2. None of the future rewrites that can be applied to other parts of the Tree would
cause condition 1 to no longer be valid.
This definition of stability, although effective, can’t be implemented efficiently, as we
must know what goals share variables with the goals in A, which is a NP-Complete
problem [DK89].
AKL marks a box as unstable when it suspends on external variables. An unstable box
will never become stable in AKL. The BEAM tries to overcome this by using special
markers in and-boxes, in order to detect stability. The and-boxes marked as stable can
then be split eagerly, in order to defect the aforementioned non-termination problem.
In order to exemplify the non-termination risk in the EAM, let’s consider the example
program ‘graph.pl’ in figure 5.13 and the initial query
?- path(X,Y).
1 edge (1,2). edge (1,3).
2
3 path(X,Y,[X,Y]) :- edge(X,Y).
4 path(X,Y,[X|T]) :- edge(X,Z), path(Z,Y,T).
Figure 5.13: Example Prolog program ('graph.pl').
We can observe the execution of the query in an EAM environment in figure 5.14. In
step (1:), an and-box is created with the initial query path(X,Y). This and-box has two
internal variables, X and Y, and will be subject to the local forking rule, which unfolds
the predicate path/2 into it’s both alternative clauses (step (2:). These alternatives
are then subject to the same local forking rule (step (3:)), where different situations
occur: in the leftmost boxes, respective to the unfolding of the call edge(X,Y), the
unfolding leads to the instantiation of the external variables X and Y, which, in the
EAM, cause the suspension of the boxes (as we can’t bind external variables). The
other alternative follows the same process, leading to the suspension of the children
boxes of the edge(X,Z) goal and the local forking of the path(Z,Y) goal. This process
will continue indefinitely, as the variables to be bound will always be external to the
boxes, leading to infinite suspensions and, consequently, non-termination.
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Figure 5.14: EAM non-termination example.
In a WAM context, the first bindings would be allowed, with success. In case of
failure (or search for alternative results), backtracking would revert the variables to
the unbound state, allowing to search for alternative bindings.
In STEAM, we want to achieve the same behavior as in the WAM, but taking advantage
of parallelism. In the case discussed above, we could have found several solutions for
the query, in advance, if it weren’t for the suspension of boxes.
5.7 Suspension
Although suspension is an essential mechanism for the EAM, as discussed above, sus-
pension of computations can lead to non-termination and, in consequence, no advantage
in exploiting parallelism.
STEAM approaches suspension in a different form from the EAM specification, by
“violating” the main Warren’s principle in the design of the EAM: to minimize inference
and maximize parallelism.
The main purpose of STEAM is to allow the exploitation of implicit parallelism in Pro-
log programs in parallel hardware, while keeping the sequential semantics intact. In
order to do that, work that would normally be suspended (in order to favor determin-
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istic computations) should be allowed to proceed in parallel with other, non suspended
work, which, in turn, would lead to more inference. This gives rise to the first base
principle in STEAM:
Favor maximum parallelism over minimum inference.
By favoring maximum parallelism, STEAM can take advantage of, for instance, SPMD1
programming models, that allow to perform the same computation over different parts
of a large amount of data simultaneously.
Suspension is used in STEAM sparingly, by not forcibly suspend every goal that tries to
bind an external variable, suspending only boxes that are not essential to the first solu-
tions of the problem, and then only when there aren’t hardware resources to compute
them (delaying non-essential computations).
In fact, STEAM doesn’t suspend in the above example, by allowing each and-box to
have it’s private copy of the variables, thus making them internal to the and-box.
When successful bindings occur, STEAM tries to merge them with the constraints of
the parent box, allowing one of the two following situations:
• Compatible bindings mean that the computation has succeeded, and one (part
of the) solution was found;
• Incompatible bindings mean that the computation has failed in the current branch,
which can be discarded from the tree.
In the following sections, we’ll further discuss how to enable STEAM to achieve maxi-
mum parallelism.
5.8 STEAM under the hood
This section describes how STEAM’s base constructs fit in memory, as well as the extra
information needed to allow the correct2, parallel execution of Prolog programs.
1Single Program Multiple Data
2By correct, we mean equivalent to that of sequential Prolog
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The first directive we’ll use is to reuse WAM instructions as much as possible, which
means we have to replicate (at least some of) the WAM memory areas (e.g., the Heap),
while others will make no sense in a Tree-based system (e.g., the Stack), as we no longer
rely on backtracking to explore alternative solutions, by exploring them in parallel. As
we are aiming at parallel resolution, some of these memory areas must be private to
and- and or-boxes.
5.8.1 Memory model
STEAM divides the memory in two separate areas:
• the Queue or Tree memory - This is the area where the And-Or Tree nodes and
their associated data structures are created. The name Queue is used because
this area also serves as a queue from where work is fetched.
• the Code Area - This area is where the STEAM code is located. Implementation-
wise, it can have the abstract STEAM-IL code to be interpreted, or point directly
to the executable code segment (if we chose to compile the STEAM-IL to native
code).
The Queue naming is merely an abstraction, as we may look at the Tree as if it was
a queue of goals to be solved. Using this perspective, we can maintain Prolog’s left-
to-right evaluation semantics, by assuring that goals at the front of the Queue are
preferred over goals at the end of the Queue. This also works for solution ordering, as
the first solutions (by the Prolog standard evaluation order) will be located closer to
the front of the Queue and later solutions will be closer to the end of the Queue.
Figures 5.15 to 5.17 show how STEAM’s Queue abstraction works.
Figure 5.15: STEAM Queue, before expansion.
Parallelism implies some independence between memory areas and data structures
that we want to process in parallel. With that in mind, STEAM allows nodes to have a
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Figure 5.16: STEAM Queue, after expansion of A, B and C.
Figure 5.17: STEAM Queue, after expansion of A1.
private Heap, where compound terms will be built. Like WAM-based implementations
that use the Stack to perform the Push-Down-List (PDL) role3, STEAM lets the private
Heap play the PDL role in unification operations.
Other memory needs come directly from the STEAM-IL code generated by wam2steam.
An and-box is the place where variable bindings are stored. Variables are seen by
STEAM as in the WAM, as a set of machine registers that will have memory addresses
of:
• Other variables (by unification); or
• Addresses on the Heap.
This means that and-boxes must have a Heap and a set of registers that mimic the
WAM registers (X-registers and Y -registers, as well as other Heap-registers. Stack-
registers aren’t needed in STEAM). Pointers to it’s parent and children or-boxes are
also needed, in order to allow access to external data structures.
We can see a detailed graphical representation of an STEAM and-box in figure 5.18
Furthermore, Y -registers are shared between every goal inside an and-box, while X-registers
are to be private to each called goal.
3This was previously discussed in chapter 3
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Figure 5.18: STEAM and-box internal layout
In the EAM specification, Warren distinguishes between local and external variables:
variables are local to an and-box if they are defined in that and-box, and are external
otherwise. This distinction is necessary in order to prevent conflicting bindings on the
same variable.
STEAM takes a different approach: in STEAM, all variables are local and can therefore
be bound at any node of the Tree. This means we must have a method to detect
conflicting bindings a posteriori, between parent and children and-boxes, in order to
allow us to prune invalid solutions from the Tree. This method is presented in detail
in section 5.8.2.
Or-boxes in the EAM serve only as placeholders for and-boxes that represent alternative
clauses to a predicate. STEAM looks at or-boxes as the source for the alternative
bindings that each alternative clause can produce. In order to have those alternative
bindings, STEAM enhances or-boxes with Binding Vectors. A Binding Vector is
similar to a Binding Array [War87b] in the sense that it keeps alternate bindings for
variables.
In STEAM, each or-box has one Binding Vector with as many slots as alternatives
under that or-box. When an alternative and-box finishes its computation, the bindings
produced are stored in the Binding Vector at the slot corresponding to that alternative.
As each alternative can produce more than one binding for a variable, each slot in a
Binding Vector can be a pointer to the or-box’s grandchildren Binding Vectors. Further,
each alternative may produce bindings for more than one variable, which makes the
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Binding Vector more like a multi-dimensional array of Binding Vectors, but we’ll keep
the nomenclature for brevity purposes. Also, as an or-box is always linked to a specific
goal inside an and-box, for context purposes sometimes we may refer to a Binding
Vector as the Binding Vector for the goal, without losing the initial meaning.
Figure 5.19 shows the internal layout of a STEAM or-box.
Figure 5.19: STEAM or-box internal layout
In the next section, we’ll discuss how unification between conjunctive goals is per-
formed, by using the Binding Vector.
5.8.2 Binding and unification
The main part of a computation is dealing with variable binding and unification. In
contrast with the EAM proposal, the STEAM allows all variables to be bound, by
allowing each (and-) box to have it’s own set of variables.
In a standard, sequential Prolog engine, solutions are found by performing a left-to-
right evaluation of the goals in a query. This left-to-right evaluation consists mostly in
finding bindings for the goal at the left, then finding compatible bindings for the second
goal, an so forth. In STEAM, we try to leverage parallelism by allowing this search for
compatible bindings to occur in parallel. We call this method Parallel Unification.
Parallel Unification between two goals A and B, appearing in sequence inside an and-
box, occurs when sufficient4 bindings are available on the Binding Vector for goal A
(represented as BVA) and at least one binding is available on the Binding Vector for
4The notion of sufficient bindings can be set by a threshold on the number of bindings or on time
spent searching for them
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goal B (represented as BVB), consisting in unifying all the bindings in BVA with all the
bindings in BVB. In particular, if all the possible bindings for A and B are available,
we can keep the unified Binding Vectors BVA ·BVB in the parent and-box, augmenting













(G1, ..., Gn) (5.11)
An immediate drawback of using Binding Vectors that can grow in dimensions is the
exponential growth that it can achieve when we don’t proceed with caution. However,
STEAM has to store only the possible bindings that don’t fail and, even then, sometimes
only the first alternative. For instance, in the query p(X), q(X), !, ... as soon as
one binding of X succeeds for both p/1 and q/1, the whole Binding Vector can be
discarded. The annotations provided by the STEAM-IL make possible to know in
advance that only one alternative is to be found. In the case of search for all solutions,
the size of the vector can be constrained, either by looking for a subset of solutions at
a time, either by performing the splitting rule. A successful implementation of parallel
unification has already been achieved in Smith and Hickey’s Multi-SLD [SH94].
5.8.3 Dealing with extra-logical predicates
One of the difficulties in parallelizing Prolog execution has to do with extra-logical
predicates (see section 2.3), which impose order to the execution of the computation.
Many existing parallel implementations only consider Prolog programs without these
kind of predicates, as they generally mean loss of parallelism, imposing a sequential
evaluation of the goal that contains the extra-logical predicate and, therefore, the goals
for which this goal is descendent in the Tree.
In STEAM we have the extra-logical predicates previously annotated in the STEAM-IL,
as well as the goals that call these predicates. This allows to proceed carefully with
the branch that contains the extra-logical predicate, while allowing sibling branches to
continue executing in parallel.
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The extra-logical predicate will be executed as soon as one solution is found for the
goals at its left. The goals at the right can be processed in two different ways, depending
of the nature of the extra-logical predicate:
1. If the predicate has side-effects (assert or retract), all the goals at the right
must wait for the side-effects to execute if they depend of the side effect;
2. If the predicate doesn’t have side-effects, the goals at the right side may execute
in parallel, if there are sufficient resources to process them.
In the first case, we may not be able to detect if the predicate’s side-effects affect the
goals, and we must chose one of two options:
1. Let the goals execute in parallel normally, possibly having to re-execute them
later, if the side-effects would alter the results in some form;
2. Suspend all the goals at the right, until the side-effects are performed.
In [GHC93], Gupta discusses some advantages of recomputation in the presence of
extra-logical predicates. STEAM leaves this choice open for the implementation.
5.9 Resolution strategy
Although STEAM is a model intended for parallel execution, at some point choices
have to be made in order to keep resource usage (i.e., memory and cpu(s)) below the
reasonable limits. If resources were unlimited, one would desire to expand the whole
tree and try to execute all the branches simultaneously, in parallel. As limits always
exist, in order to solve an arbitrary Prolog query, when a decision has to be made in
order to chose which goal to execute, STEAM uses the following strategy:
1. Solve determinate goals first - If there are determinate goals in the query,
solve them first. Determinate goals can be immediately promoted, regardless
of the order of execution. Moreover, these goals’ search spaces are frequently
smaller in nature. By solving determinate goals first, STEAM reduces the search
space, while possibly constraining the other goals in the query.
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2. Solve facts before rules - The search space for facts is strictly “horizontal”
in terms of the EAM: a fact is always unfolded (by the expansion rule) into an
or-box with one and-box for each alternative clause, and all of those and-boxes
will be leafs in the Tree, as none of them can be further expanded. Also, facts
are frequently helpful in constraining the search space.
3. Process goals inside an and-box left-to-right - We want to preserve the
sequential Prolog semantics, which means giving preference to goals on the left
over goals on the right. As in a sequential Prolog engine, the goals on the left
will constrain the search space for the following goals.
STEAM leaves up to the runtime to follow this exact order of preference, or change it
as needed, perhaps relying upon annotations from the STEAM-IL code. Nevertheless,
when dealing with parallel execution, we should always try to find sets of solutions
instead of trying to find all solutions at a time. This order of resolution is meant to
preserve resources when we have, for instance, a limited number of parallel workers, by
choosing which branches of the Tree to send the workers to.
5.10 Concluding remarks
This chapter presented the details about STEAM, a model that extends the EAM
to allow parallel execution of Prolog programs while keeping the standard semantics.
STEAM allows the exploitation of both and-parallelism and or-parallelism, while taking
care of the special cases brought by extra-logical predicates.
The Binding Vector and Parallel Unification are the basis for STEAM to find solu-
tions to a goal, by performing a join between different goals’ bindings when they are
available. While comparing all possible solutions in a multi-dimensional matrix would
seem impracticable when single-processor machines were the default, nowadays we have
at our disposal hardware whose main purpose is doing this kind of work in parallel.
However, STEAM also allows the splitting of the Tree, in order to allow resolution in
hardware that has not mass-parallelism built-in. The model can always be improved,
in order to provide increased performance or decreased memory usage. Also, STEAM
is wittingly open, in order to accommodate specific adaptations to different parallel
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programming models.
In the next chapter we’ll discuss those adaptations to a specific parallel programming
model, the PGAS (Partitioned Global Address Space) model.

6
Design for STEAM on a PGAS
model
As the single-processor performance evolves, it becomes more and more difficult to
increase the processing power of a single chip, either by physical reasons (e.g. heat
vs size) or economic reasons (the hardware becomes too expensive to produce in a
profitable way), so it becomes likely that single-processor performance will reach its
limit someday.
The DSM (Distributed Shared Memory) programming model establishes a layer of
abstraction where local and remote memory addresses are seen as living in the same
address space. As a further extension tho the standard DSM model, the PGAS model
defines partitions over that shared memory, allowing to use the notion of affinity, which
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enables the distributed algorithm to perform operations over the data that is local, thus
running the algorithm where the data is located, preventing the overhead of moving
the data to the physical machine where the code is running.
In a PGAS programming model, we can generally use a SPMD approach, which let us
run the same algorithm over the same set of data, which is exactly what we need in
order to perform Parallel Unification.
As previously discussed, STEAM allows the exploitation of both and- and or-parallelism,
relying on Parallel Unification of bindings provided by conjunctive goals in the same
and-box. In the next section we’ll discuss how Parallel Unification can be performed
in a PGAS programming model.
6.1 The PGAS programming model
In what concerns distributed programming models, the PGAS model provides a higher
level abstraction over the benefits of other well-known programming models. By par-
titioning the memory space, we have access to exploiting locality as in the Message
Passing model, but without the need to do explicit message passing. By allowing
threads to access non-local data transparently, we have the benefits of the Shared
Memory model, while still having the ability to prefer local addresses. One can argue
that this transparency comes with a price to pay in performance, but the frameworks
that support the PGAS model are being improved at a fast rate. As the PGAS frame-
works get more and more mature, they present as a way of enhancing programmers
productivity when dealing with High Performance Computing (HPC) projects.
UPC and X10 are two languages/frameworks that are actively being the target of
research and improvements, and were the ones we chose to test our ideas. We tried to
keep close to the capabilities of both UPC and X10 while developing the STEAM over
PGAS model.
UPC is a syntactic extension to the C programming language, allowing the program-
mer to use the PGAS principles (e.g., shared memory, locality) easily, without having
to worry about low-level communication or message passing. X10 is a higher-level lan-
guage, based on Scala, that extends the PGAS model with asynchronous task-based
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parallelism (which makes X10 an APGAS1 language).
Figure 6.1: Parallel programming models.
6.2 Partitioned STEAM
As previously stated, the PGAS model divides the memory in partitions spread among
different threads of execution. Generally, each thread executes the same algorithm,
having affinity with their own memory partition. However, it can access the memory
partitions of the other threads transparently, even if the other threads are running in
a different machine. The ability to exploit data locality is one of the advantages of the
PGAS model, but having transparent access to remote data is also very useful.
In a PGAS context, we can define a worker as the algorithm that each thread executes,
which means that all the workers must perform exactly the same function (although
not necessarily at the same time). In STEAM there are various tasks to be performed
that can be split into equal parts, and those are the ones that we will focus into:
• Perform rewrite rules on the Tree;
• Execute calls;
• Unify arguments.
1Asynchronous Partitioned Global Address Space
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Thus, we define a worker as a thread that performs three different operations: applying
rewriting rules, executing calls and unifying. This implies that each worker has to have
specific storage to deal with each of those operations.
In what concerns and- and or-parallel work, STEAM-PGAS workers are agnostic, which
means that any worker can do either and- or or-parallel work.
In a PGAS system, each worker or thread has it’s own memory slot, corresponding to
a part of the global memory. This means that the sum of all workers’ memory slots
represents the whole memory.
STEAM-PGAS uses this partitioning to give each worker an and- or or-box, which we’ll
further refer as the worker’s local box. Nevertheless, each worker has also access to
all of the remaining boxes, albeit not local. This allows a worker to send or receive
bindings from parent (or grandparent) boxes.
Figure 6.2 shows a graphical representation of the building blocks that give form to a
worker.
Each worker will have a private Heap, used to build compound terms and help with
unification tasks (doubling as a PDL2). Also, there must be space for the current and-
or or-box that is being processed.
6.3 Global memory model
As previously discussed, the PGAS memory model partitions the memory in equal parts
and “gives” one partition to each thread or worker, which can then take advantage of
address locality. In STEAM-PGAS, besides the components described above, each
worker has also locality over a part of the global box memory, as well as over a part of
the global heap.
The global memory model of STEAM-PGAS consists of the following components:
• The global heap is where compound terms created in succeeding and-boxes are
copied, in order to be available to the higher levels of the Tree. These terms can
2The Push Down List, used in the WAM, was introduced in chapter 3
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Figure 6.2: Example of a PGAS system with 4 STEAM workers
either be part of the solution or part of the object of parallel unification.
• The global binding vectors - there are two global binding vectors, where pos-
sible bindings for variables are put, in order to allow parallel unification.
• The global box memory or Queue is the area where the and- and or-boxes
are created at runtime, by the execution of the STEAM-IL code.
6.4 Executing Prolog with STEAM
In this section, we’ll describe the process of executing a Prolog program in the STEAM-
PGAS model.
The initial configuration consists in a single and-box, corresponding to the initial query.
This and-box is created in the global box memory, which, because we are using a PGAS
model, will be local to one of the workers. This worker takes the and-box and performs
a rewriting rule on the tree, generating (possibly) new boxes, which, in turn, will be
local to other (or the same) workers. This process is straightforward, until one of these
situations occur:
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1. There are no more boxes to execute;
2. All the workers are busy.
In the first scenario, the work is probably done, and a solution (or no solution) was
found. In the second scenario, a decision must be made: as there are more boxes than
workers, what box will be executed next? The first worker to become available will
have to choose a box to work on, according to the following criteria:
1. Prefer boxes that are placed on the left side of the Tree, in order to preserve
Prolog left-to-right evaluation semantics;
2. Follow the resolution strategy defined in section 5.9;
3. If there are suspended boxes (waiting for a semaphore), check if the semaphore
has reached zero, if so, remove the box from the waiting queue;
If there are available boxes, but none of them resides in the local memory of the worker,
the worker can choose a remote box, lock it and copy it to its local memory, in order
to work in that box.
As a working example, let’s revisit the graph program from the previous chapter,
‘graph.pl’ (figure 6.3), representing graphs: edges and paths. The corresponding
STEAM-IL code can be seen in figure 6.8. Consider the initial query:
?- path(X,Y).
1 edge (1,2). edge (1,3).
2
3 path(X,Y,[X,Y]) :- edge(X,Y).
4 path(X,Y,[X|T]) :- edge(X,Z), path(Z,Y,T).
Figure 6.3: Revisiting the Prolog program ('graph.pl').
the computation starts by creating an and-box with the initial goal path(X,Y) (figure
6.4). This and-box will be located in the local area of a specific worker, Wx, which
locks the box and performs the expansion rule on it, resulting into one new or-box with
two children and-boxes (figure 6.5).
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Figure 6.4: Initial and-box for the query path(X,Y).
Figure 6.5: Expansion rule applied on the and-box.
The newly created or-box will contain a binding vector BV1 for the variables X and Y
with two cells, one for each alternative binding produced for each alternative unfolded
clause. This vector won’t be used in parallel unification, as it’s parent goal doesn’t
have any conjunctive siblings. However, as it represents the leftmost alternative node
for the initial and-box, it already contains two solutions to the query.
Suppose we want to keep searching for alternative results.
In figure 6.6, we can see a part of the next step: each of three workers grabs one of the
new boxes and processes it. The worker that gets part a) binds the variables X and Y,
placing this (possible) bindings in the binding vector BV2; the same goes for the worker
that gets part b), placing the bindings into BV3, however, this binding vector will be
used for parallel unification with BV4, as they’re siblings; The worker with the part c)
will further expand the Tree, which can be seen in figure ??.
As soon as both BV3 and BV4 have results (either full or hitting the threshold), a
worker locks the or-boxes containing those binding vectors and copies the bindings to
the global binding vectors. Then, the worker sends an interrupt, which makes the other
workers (and itself) change their operation mode to parallel unification mode, which
will match the bindings for variable Z in both vectors (as Z is the only common variable
to both binding vectors).
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Figure 6.6: Further expansions on the Tree (left part).
Figure 6.7: Further expansions on the Tree (continued).
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1 predicate edge /2:
2 switch_on_term L000003 , FAIL , L000001 , FAIL , FAIL
3 L000001:
4 switch_on_integer 1 L000002
5 L000002:
6 allocate_or (2) L000004 L000006
7 L000003:
8 allocate_or (2) L000004 L000006
9 L000004:
10 get_integer 1, 0
11 get_integer 2, 1
12 proceed
13 L000006:
14 get_integer 1, 0
15 get_integer 3, 1
16 proceed
17
18 predicate path /3:










29 allocate_and LA1 LA2
30 LA1:








39 put_unsafe_value y2, 0
40 put_value y0, 1
41 put_value y1, 2
42 call path/3
43 proceed
Figure 6.8: STEAM-IL for ‘graph.pl’.
6.5 Parallel Unification
Parallel unification is the task that better fits a PGAS programming model. To ex-
emplify, suppose we have a Prolog program with a large number of clauses for facts
p/1 and q/1. Say we have n alternative clauses for p/1 and m alternative clauses for
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q/1. For the query ?- p(X), q(X), we have to find an X that satisfies both p(X) and
q(X). In a standard, sequential Prolog engine, the system would instantiate X with
each clause of p/1 and then try to unify with each clause of q/1, resulting in a worst
case of n×m sequential unifications.
With STEAM, parallel unification occurs when the binding vectors for p/1 and q/1
have bindings for X, and the workers are interrupted to start testing the compatibility
between all of the bindings of the two conjunctive goals.
As soon as we have sufficient solutions for both or-boxes, either by having all the
solutions available, either by hitting a predefined threshold on the number of solutions
available, a worker detects it and copies both of the binding vectors’ bindings to the
global binding vectors and then sends an interrupt signal to all the workers, which then
switch to parallel unification mode.
The allocate_or L1 ... Ln instruction will create an or-box with a binding vector
with n slots for possible bindings. As soon as the threshold is hit, we can start to
perform parallel unification between the binding vector and it’s sibling binding vector.
Supposing we have to perform parallel unification between two conjunctive sets of
possible bindings:
S1 = {(X = 1, Y = 2), (X = 1, Y = 3), (X = 3, Y = 4)}
and
S2 = {(A = 2, X = 1), (A = 0, X = 2), (A = 1, X = 3)}
Figure 6.9 shows how the binding vectors would look like before the workers start
performing the parallel unification. As each worker has locality to a part of the global
binding vectors, the sets can be distributed homogeneously among the global binding
vectors, allowing each worker to process an equal amount of data.
The results of the parallel unification can be stored in a double-bit array, where each
comparison sets the first bit to 1 and if there is a match the second bit is also set to 1.
In the example provided, we would have a set Ssol of valid bindings:
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Ssol = {(A = 2, X = 1, Y = 2), (A = 1, X = 3, Y = 4)}
Where the solutions would be found by workers 1 and 3, as worker 2 couldn’t match
any of the bindings.
Generalizing and comparing this with the sequential alternative, if we have a set of n
alternative bindings to unify with another set of m alternative bindings, we can say
that we have to perform the same (n ×m) unifications, but the time spent is in the
order of 1/w of the sequential version, where w is the number of available workers.
Figure 6.9: Binding vectors for S1 and S2.
6.6 Results propagation
As results become available, they have to be propagated up in the Tree. Two different
situations may arise:
1. The parent box and the branch with available solutions belong in the same
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worker’s local memory space;
2. The parent box is in a different worker’s memory space from the branch with
available solutions.
In the first case, we may just extend the parent’s binding vector with the new bindings,
as a worker is guaranteed to have privileged access to it’s local memory.
In the second case, the worker with the new data must get a lock on the parent box,
extend it’s binding vector and then release the lock.
6.7 Concluding remarks
This chapter presents a design for implementing STEAM in a PGAS programming
model. A prototype implementation is being developed, in order to allow us to compare
the results of this design with other parallel and sequential implementations of Prolog.
We strongly believe that the EAM, with the STEAM model in particular, is well suited
for taking advantage of the novel distributed programming models, with special em-
phasis in the PGAS model.
7
Conclusions
This thesis presents the design of STEAM, a parallel system for executing Prolog
programs efficiently, by resorting to David H.D. Warren’s Extended Andorra Model
(EAM) with implicit control and it’s further exploration by Ricardo Lopes on the
BEAM.
Although recent research efforts into declarative parallelism has been gearing towards
CLP, we feel that there’s still a space for research into the exploitation of implicit
parallelism in Prolog programs. There are still legacy systems written in pure Prolog
which would benefit from the possibility of being run in recent parallel hardware.
Albeit some focus have been given to the EAM, we feel that the model hasn’t been
sufficiently explored and, with the emergence of newer distributed programming mod-
els, namely the Partitioned Global Address Space (PGAS), the EAM provides a solid
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base for parallel execution of Prolog, and this work shows that exploiting both and-
and or-parallelism is feasible through the use of the Extended Andorra Model.
Our main goal was to research into the implicit parallel execution of Prolog programs,
without interfering with the programming task. By taking advantage of the implicit
parallelism that exists in Prolog, existing, unmodified Prolog programs can be executed
in parallel without any effort from the programmer. There are other parallel models
which require the modification of the original source code, in order to take advantage of
parallelism, and others that fully explore the implicit parallelism of Prolog, by chosing
only one of the forms (either and- or or-parallelism, but not both).
STEAM presents a set of novelties over the EAM, namely:
• The compilation of WAM-code to STEAM-code, allowing the runtime to execute
the code in an EAM-based context;
• Avoiding suspension of boxes, in order to maximize parallelism;
• Using binding vectors to allow parallel unification.
These features allow the implementation of a Prolog engine over distributed program-
ming paradigms, taking advantage of the new parallel hardware platforms (e.g., GPG-
PUs, Xeon-Phi, etc.).
By using an approach of compiling WAM code directly to EAM code, STEAM provides
a pluggable system to existing Prolog compilers, by offering an alternative compilation
scheme, targeted at parallel environments.
7.1 Future work
There are still many improvements to be made over this work. Some we wish to
accomplish in the near future are:
• Finalize the implementation of the STEAM-PGAS prototype, in order to allow us
to perform benchmarks in multi-core and hybrid machines, as well as to compare
results with other parallel and sequential Prolog engines;
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• Augment the abstract analysis core of wam2steam, in order to obtain more helpful
information about the Prolog predicates, to improve execution time and reduce
the search space;
• As we are using the pl2wam tool from GNU Prolog, we intend to enable the use
of GNU Prolog built-ins, albeit some have to be modified to accomodate the new
structures.
As always, in this kind of work, the ideas presented here can (and certainly will) be
improved during the evolution of the research, either by observing the results found in
the implementations, either by contributions from other researchers.
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