On the stability of processes defined by stochastic difference-differential equations by Kushner, H. J.
ON THE STABILITY OF PROCESSES DEFINED BY STOCHASTIC 
DIFFERENCE -D IFFERENT IAL EQUAT IONS* 
H. J. Kushner 
Center f o r  Dynamical Systems 
Brown University 
Providence, Rhode Island 
* 
This research was supported i n  p a r t  by the  A i r  Force Office of  
S c i e n t i f i c  Research, Office of Aerospace Research, United States A i r  
Force, under AFOSR Grant No. AF-AFOSR-693-67, i n  pa r t  by National 
Aeronautics and Space Administration under Grant No. h - O O 2 - O l 5 ,  and 
i n  pa r t  by t h e  National Science Foundation, Engineering under Grant 
No. GK-967. 
https://ntrs.nasa.gov/search.jsp?R=19670020745 2020-03-12T11:06:54+00:00Z
I- 
C% TEl3 STABILITY OF PROCESSES DEFINED BY STOCHASTIC 
DIFFERENCE--DIFFERENTIAL EQUATIONS 
H.J. Kushner 
1. INTRODUCTION. 
I n  t h i s  paper w e  extend previous work (e.g. Kushner [ 1 3 ,  
[ 23, [ 31 ) on t h e  s t a b i l i t y  o f  strong Markov processes with values 
i n  a f i n i t e  dimensional space, t o  processes defined by difference 
d i f f e r e n t i a l  I t6  equations of the type (1-1). 
analogous t o  the  extension o f  the Liapunov s t a b i l i t y  theorems t o  
theorems on the  s t a b i l i t y  o f  the solut ions of ordinary difference- 
d i f f e r e n t i a l  equations, as, for  example, presented i n  Hale [ 41 * 
The extension i s  
Let C be t h e  space of continuous functions on the  r e a l  
i n t e r v a l  [ - r ,O],  r > 0, and let 
process. Define the  process xt, with values i n  C, by xt(e)  = 
x( t )  be a vector valued s tochast ic  
2 2 
x( t+8) ,  8 E [ - r , O ] .  Let Ix ( t ) l  = c xi ( t )  and (Ixtll = sup ( / X ( t + @ ) I I ,  
e 
8 E [-r,O]. Suppose x ( t )  s a t i s f i e s  t h e  vector s tochas t ic  difference- 
d i f f e r e n t i a l  equation 
dx ( t )  = f (x t )d t  + g(xt)dz( t )  
where x 0’ f and g s a t i s f y  (Al)-(A3) or  (Al),(A2) and (Ab) of 
2 
Section 2, and z (s )  
with independent components. 
studied by I t o  and Nisio [ ? ]  and Fleming and Nisio [6]. 
i s  a vector  valued normalized Wiener process 
Equations of t h e  type (1-1) have been 
A 
Their 
resu l t ,  concerning existence, i s  s ta ted  i n  Lemma 2.1. 
We a re  concerned w i t h  c r i t e r i a ,  o f  t h e  s tochas t ic  Liapunov 
function type, which assure t h a t  t he  solut ion paths  of (1-1) have 
cer ta in  ' s t a b i l i t y '  properties;  e.g., f o r  some s e t  R, we may want 
t o  prove t h a t  x ( t )  + R  w.p,l., or (with i n i t i a l  condition x = x) 
obtain an estimate of  
p,[ supw>tzo I x ( t ) l  I E > 0 )  + o 
P , ( ~ u p ~ > ~ ~ ~ V ( x ~ )  2 €)  f o r  a su i t ab le  r e a l  valued funct ion V. 
0 
P (sup w,tzO) x ( t ) l  €1, o r  prove t h a t  
as IIxII + 0, o r  estimate 
Some de f in i t i ons  concerning s tochas t ic  s t a b i l i t y  a r e  given i n  [1]- 
[ 3 ] .  
selves with the  proper t ies  the  de f in i t i ons  imply, and e s t ab l i sh  
Here, i n  l i e u  of s t a t i n g  def in i t ions ,  we merely concern our- 
c r i t e r i a  for  proper t ies  of t h e  type j u s t  mentioned. Results con- 
cerning f i r s t  passage times and moment estimates, a s  wel l  as 
appl icat ions t o  cont ro l  a r e  a l so  available,  although our 
a t ten t ion  here i s  confined t o  'asymptotic' r e su l t s .  I n  addi t ion t o  
t h e  i n t r i n s i c  i n t e r e s t  i n  t h e  problem attacked, an important motiva- 
t i o n  f o r  t h e  work i s  t o  provide a foundation f o r  t h e  s t a b i l i z a t i o n  
and control  of processes, defined by s tochas t ic  d i f f e r e n t i a l  (I t6) 
equations, with cont ro ls  depending on delayed arguments. Such delays 
a re  of ten an unavoidable par t  of t h e  con t ro l  problem. 
an example of a de te rminis t ic  system which cannot be s t ab i l i zed  by 
Also, f o r  
3 
a cont ro l  depending on t h e  stzte,  5u t  which can be s tab i l ized  by a 
cont ro l  depending on delayed values of t h e  s ta te ,  see Krasovskii [ 7 ] .  
I n  Section 2 we derive some usefu l  estimates concerning 
t h e  probabi l i s t ic  behavior of the solut ion of (1-1). These a r e  
used subsequently t o  es tab l i sh  s tochas t ic  continuity,  the  s t rong 
Markov character of the  xt process, and some needed character-  
i z a t i o n s  of the  weak inf in i tes imal  operator of t h e  xt process. 
Sections 3 and 4 es tab l i sh  the  s t rong Markov nature of xt, and 
corresponding stopped processes, respectively.  Section 5 gives 
some r e s u l t s  on t h e  weak inf in i tes imal  operator. I n  Section 6, 
these  r e s u l t s  a r e  used t o  prove some s t a b i l i t y  theorems, and examples 
appear i n  Section 7. The s t a b i l i t y  r e s u l t s  depend on s tochast ic  
continuity,  a formula of Dynkin ([8], Theorems 5 and 6 and Corol- 
l a r y  ) and super-martingale theorems. Unfortunately, i n  order 
t o  make e x p l i c i t  t h e  f irst  property and t o  apply t h e  l a t t e r  r e s u l t s ,  
much o f  t h e  analysis  i n  Sections 2-5 i s  needed. A s  i n  t h e  determinis t ic  
case (Hale [4]), t h e  n a t u r a l  process t o  d e a l  w i t h  seems t o  be 
( r a t h e r  than 
can be applied. 
xt 
x ( t ) ) ,  since,then, much of t h e  theory of Markov processes 
4 
2. PROPERTIES OF THE SOLUTION OF EQUATIONS ( 1-1). 
Let f i  and gij be the  components of t h e  vector and 
matrix valued functions f and g, respectively,  and def ine t h e  
vector and matrix norms a s  
Throughout, K and Ki a r e  pos i t ive  r e a l  numbers, whose values 
may change from theorem t o  theorem. 
2 2 2 
= C f i  , Igl = C.gij , respectively.  2 I fl 
1 i y  J 
A l .  fi( 0 )  and gij( 0 )  a r e  continuous r e a l  valued 
functions on C. 
A2. I n  t h e  i n t e r v a l  [ - r , O ] ,  x ( t ) ,  i s  continuous w.p.1. 
4 and independent of z(s) -z(O),  s B 0, and E l x ( t ) (  < w. 
A3. There i s  a constant M < and a bounded measure 
p on [ - r , O ]  so tha t ,  for 'p and * E: C, 
Note t h a t  ( A 3 )  implies (A3 ' ) .  
A3'. There i s  a constant M < 00 and a bounded measure 
( a l s o  denoted by P) on [ - r , O ]  so t h a t  I f(0)l  + 
I g ( O ) (  5 M and 
5 
Eventually ( A 3 )  ( o r  ( A 3 ' ) )  w i l l  be replaced by the  l o c a l  
condition (A4)(or stronger condition (Ab')). 
( A k ) ( ( A k ' ) )  For each pos i t ive  r e a l  number p, there  i s  
a bounded measure % on [ - r , O ]  so tha t ,  for 
IIqII 5 P and I(Cp(I 5 ~,(2-1)((2-2)) i s  va l id  with 
IJ.P replacing p. A l s o ,  I f(o)l  +I g(o)]  5 M < W. 
LEMMA (2-1): (See I t6  and Nisio [> I ,  Section 5, o r  Fleming and -
Nisio [ 6 ] ,  for proof.) Suppose ( A l )  - t o  (A3) .  - Then 
there  i s  a continuous solut ion t o  (1-1) w . D . ~ .  with 
4 
El x( t)l S reyt for  some y < 00. x( s) i s  independent 
of t h e  co l lec t ion  z( t ) - z (  s), for  a l l  t Z s 2 0. 
0' 
LEMMA (2-2): Assume (Al) t o  ( A 3 ) .  For i n i t i a l  condition x = x - _I_ 
t h e  s tochast ic  i n t e g r a l  
t 
0 3  
w i ( t )  = I g. . (xs)dz.(s)  , 1J J 
i s  a martingale and 
6 
- PROOF.
(2-3) ex is t s  and i s  f i n i t e .  Then, s ince x ( t )  and xt a r e  non- 
ant ic ipat ive,  t he  wi( t)  a re  continuous martingales (Doob [ 91, 
I X ,  Theorem 5.2) (2-3) i s  the  continuous parameter version of 
(Doob [ g ] ,  V I I ,  Theorem 3.4). 
By Lemma 2-1 and (A3) ,  t he  i n t e g r a l  on t h e  r i g h t  s ide of 
THEOREM 2-1; Assume (Al) - and (A3). Let - x ( t )  - and y ( t )  be s o h -  
t i o n s  t o  (1-1) corresponding t o  i n i t i a l  condition x = 
0 
= y, resp., where x and y s a t i s f y  (A2). -x and 
Then 
- yo 
-
- where K depends only on T, and t h e  p - and M - of (A3) ,  
and i s  bounded f o r  bounded T. 
unique i n  the  sense tha t ,  i f  x = x 
The solut ion of (1-1) - i s
s a t i s f i e s  (A2), - then 
0 -
any two solut ions with bounded second moments must coincide 
w. p. 1. 
REMARK. The r i g h t  s ide of (2-4) depends only on t h e  i n i t i a l  data. 
PROOF. (2-4) implies t h e  uniqueness. From -
t t 
x ( t ) - y ( t )  = x(0)-y(0) + J ( f ( X s ) - f ( Y s > > d S  + / (g(xs)-g(Ys>>dz(s>,  
0 0 
t T 2  
and ( 2 - 3 )  and t h e  bound max 11 k( s)dsl  5 T / k ( s ) d s ,  we obtain 
t5T o -0 
I 
I 
I 
1 
1 
1 
c 
I 
7 
rn 
Now (A3 ) gives 
E m a x  
(2-5) 
TZtZO 
2 
L 
T o  
+ 5 J-ds 1 El x( s+8)-y( s+6)1 'dp( 6 )  . 
o -r 
By separat ing out t h e  contribution of the  i n i t i a l  condition x-y, 
(2-5) can be wr i t ten  as 
where m(-r,-s) = max(-r,-s) = -min(r,s) (both r and s a r e  
non-negat ive)  and 
To evaluate the  r i g h t  s ide of (2-6), we f irst  evaluate 
by (2-6), s a t i s f i e s ,  for  
% which, 
t 5 T, 
8 
t o  
Define U = var i a t ion  of p and B = max % (which i s  f i n i t e ,  
by Lemma 2- l ) ,  and 
T l t Z O  
n n n  u n e t n  U K,t B c fi 
Q n ( t )  = 4 ( 1 + U K 2 t  + ... + I +  
n! n! 
By (2-8), At 5 Q l ( t ) .  
At 5 Qn(t). Thus, since B < m, 
By induction, it i s  easy t o  show t h a t  
(2-9) 
qt 
A t ' f e  . 
After  subs t i tu t ing  (2-9) i n t o  (2 -6 ) , i t  i s  easy t o  see t h a t  (2-4) 
holds f o r  some f i n i t e  K independent of x and y. Q.E.D. 
THEOREM 2-2: Assume ( A l )  - t o  ( A 3 ) .  - Then 
T 3 t B O  -r 
where K depends only on T - and p - and M, and i s  
bounded for bounded T. Also, with xo€ C fixed, 
-
( 2- 11) I Ex( h) -x( 0) - hf ( xo ) 1 = o( h) 
n 
1 
I 
I 
I 
I 
I 
I 
I 
1 
I 
1 
1 
1 
I 
1 
1 
I 
1 
9 
PROOF. By (A3') ,  -
Thus, from 
and Lemma 2-2, we get  
2 2 2 T o  
o -r 
2 
5 K4[T+T +/ ds / {El x( s+O)-x(O)I +I x(e>-x(O)I +I X ( e > l  ) d ~ (  e ) ]  . 
Separating out t h e  contribution of  t he  i n i t i a l  condition gives 
h 
10 
2 
E max Ix( t ) -x(o) [  
T l t Z O  
T 0 
2 
where 6s = E(  x( s)-x(O)\ and 
Now, proceeding as i n  Theorem 2-1, we have ( t  5 T )  
t o  
and 
6 5 6 K t e  ( 2- 14) t 1 6  . 
Subs t i tu t ing  (2-14) i n t o  (2-13) y ie lds  (2-10). 
To prove (2 - l l ) ,  - f i x  xOE C. Then (2-lo),  t h e  cont inui ty  
of x ( t )  f o r  t E [ - r ,O],  and (A3' ) imply E max I I ~ - X $ ~  + 0 
A hZtZ0 
2 
and max El f(xs)-f(xo)l  + O  as  h +O. This r e su l t ,  with t h e  
evaluation 
hZt80 
11 
h 2 2 2 
5 h .f E(f(xs)-f(xo)l ds 5 h max Elf(xs)-f(xo)l , 
0 @tZO 
proves (2-11). Equation (2-12) is proved in a similar way. 
12 
3. MARKOV PROPERTIES OF THE PROCESS xt. 
Let -%? be t h e  co l lec t ion  of  open s e t s  i n  C (with topology 
determined by the  norm I)xlI = sup I x ( e ) l ,  8 € [-r,O]), and % t h e  
Bore1 f ie ld  over .%?. The t r i p l e  IC,%,%) i s  a topological  s t a t e  
space (Dynkin [ 81, Appendix). 
(1-1) s a t i s f y  (A2). 
Let x, t h e  i n i t i a l  condition f o r  
We suppose t h a t  a l l  p robabi l i ty  measure spaces in t ro -  
duced i n  the sequel a re  complete with respect  t o  whatever measures 
a r e  imposed on them. Let Sl denote t h e  probabi l i ty  sample space, 
and cu t h e  generic element of Sl. Define ct and N": as t h e  
l e a s t  a - f ie lds  on Sl over which x( s), -r 5 s 5 t and x( s), 
t-r S s 5 t, are  measurable, resp, fo r  fixed x = x € C. Let Px 
be the  probabi l i ty  measure on GX = u ct . Consider t h e  col- 
l ec t ion  of cu s e t s  S defined by, f o r  some y E C, some E > 0, 
0 
t B O  
and any 0 5 s 5 t, 
Such S are i n  
s 5 t, i s  contained i n  t h e  l e a s t  sub a-f ie ld  of 
a l l  such S ( f o r  a l l  E > 0, y E C).  Denote t h i s  sub a - f ie ld  by 
x ( t ) ,  t h -r, continuous w.p.l., so i s  
ctf and, i n  f ac t ,  f o r  any r 8 %, t h e  s e t  (cu:xS€ I'), 
'UX Mt containing 
MX 
( i n  t h e  topology induced by t h e  norm 
Since xt, t 2 0, t o  
IIxIl). Thus we have 
LEMMA 3-1: Suppose ( A l )  t o  (A3) and f i x  xo = x € C. Each xs, - -- 1 
I 
I 
(3-1) 
0 5 s S t, i s  a random var iab le  on (Q, $ Px) 
(C,%,%), and xt i s  continuous w.p.l. x i s  measurable 
on (Q, Nt, Px], where Nt = fl Nt. For any function 
t o  -
t 
X X -x - -
q 
ness--Theorem 2-1) w.p. 1. 
whose expectation ex i s t s  we have (by v i r t u e  of  unique- 
I n  par t icu lar ,  (2-4) can be wr i t ten  as (w.p.1.) 
and s imi la r ly  for  (2-lo), (2-11) - and (2-12); e.g., (2-11) 
can be extended t o  (where o(h) /h  + O  w.p.1. as  h - 0 )  
( 3 - 3 )  I E(x(t+h)l  $)-x(0)-hf(xt)l = o(h) . 
THEOREM 3-1: Assume (Al) t o  ( A 3 )  and l e t  x = x e C. Then x - 0 - t  
i s  a continuous strong Markov process on t h e  topologica l  
s t a t e  space ( C , y ,  8) with k i l l i n g  time E(w) = * w.p.1. 
PROOF. The last statement merely says t h a t  t h e  solut ion paths a r e  
defined fo r  a l l  t < 00 w.p.1. To prove t h e  Markov property we check 
-
14 
t h e  conditions of  Dynkin [ 8 ] ,  p. 77-80. 
condition x € C, t h e  process x ( t )  i s  defined by Lemma 2-1, and 
x by Lema 3-1. 
For each fixed i n i t i a l  
t 
To prove t h e  Markov property, we have only t o  show t h a t  
(i) : t h e  function p defined by p(t,x,F) = P X (xt€ r), f o r  a r b i t r a r y  
I' E s, i s  
(i) i s  true, since by Theorem 2-1, p ( t , x , r )  i s  continuous on C. 
The 'Markov' property (ii) i s  a l so  t rue,  by Theorem 2-1 and Lemma 
3-1, since t h e  paths 
uniquely determined by t h e  i n i t i a l  condition xt w.p.1. 
measurable and (ii): Px(xt+h E I'lq)= p(h,xt,r) w.p.1. 
x(s) ,  s Z t, ( o r  xs, s S t) of  (1-1) a r e  
To prove t h a t  xt i s  a s t rong Markov process, it suf f ices  
t o  prove t h a t  (Dynkin [ 8 ] ,  Theorem 3.10) i f  i s  bounded and 
continuous on C, then Exa(xt) = p(x) i s  continuous i n  x. (Ex 
n i s  t h e  expectation operator  corresponding t o  P,.) Let xt, yt 
correspond t o  fixed i n i t i a l  conditions x,y . Then IIxt-ytII + O  w.p.1. 
t I 0, as I)x-y 11 4 0  (Theorem 2-1). Then, t h e  u) funct ion an defined 
by Ia(xt)-a(yt)I E a ((u) goes t o  zero as n +m. Since an(") 
i s  bounded, we have ELY, + 0 which implies t h a t  p(x) i s  con- 
t inuous i n  x. Q.E.D. 
a ( x )  
n 
n 
n 
n 
n 
4. STOPPED PROCESSES (and (A4) replacing (A3)) 
Let R be some bounded open s e t  i n  C and T = 
i n f ( t :  xt# Q). If xt€ Q, a l l  0 5 t < w, s e t  T = 00. T i s  a 
Markov time (Dynkin [ 8 ] ,  Theorem 10.2); i.e., (LU: T 5 t) E $. 
Define the  stopped process x 
'v 
t 
- 
x t = x 7 ,  t > T .  
'v 
x 
escape time, hence, t h e  paths of x 
the  values of f and g ( o f  (1-1)) outs ide by R. 
i s  a l so  a strong Markov process (under (Al)-(A3)) w i t h  i n f i n i t e  
t 
t 
ru 
do not depend (w.p.1.) on 
Now, suppose t h a t  (A3) i s  replaced by (A4). The solut ion 
t o  (1-1) i s  defined a s  follows. Let Rn = (x: IIx() < n).  Define 
functions fn, gn equal t o  
(A3) f o r  p. = p.,. Define x"(t) (or  x:) as t h e  solut ion t o  
(1-1) corresponding t o  fn, gn. Let Tn = i n f  (t: xt # Rn) = 
inf (t: I xn(t) l  B n). 
s t rong Markov process f o r  each n; hence, W.P.~., 
f o r  m > n and t 5 Tn. L e t  5 = l i m  T The so lu t ion  t o  (1-l), 
under (A4), i s  defined as t h e  process xt which equals x 
t o  Tn, f o r  a l l  n. If  5 < CQ with a probabi l i ty  6, t h e  escape 
( o r  k i l l i n g  time) i s  f i n i t e  w.p.6. xt (with t h e  appropriate 
probabi l i ty  space) i s  a strong Markov process with k i l l i n g  time 
5 .  
f ,g  i n  Rn and sa t i s fy ing  ( A l )  and 
n 
n 
t If x0€ Rn, then Tn > 0 w.p.1. and x i s  a 
n m 
xt = xt 
no 
n 
t up 
16 
For most of t h e  sequel, we w i l l  be concerned only with 
t only up t o  a time T = in f ( t :x  f! Q) for  some t h e  paths xt 
bounded open s e t  Q, and only t h e  proper t ies  of f,g i n  Q w i l l  
be important. 
we suppose t h a t  ( A 4 )  holds ( i n  l i e u  of ( A 3 ) )  and use t h a t  above 
in t e rp re t a t ion  o f  t h e  so lu t ion  of (1-1). 
Since, i n  applications,  (Ab) occurs frequently,  
3. THE DOMAIN OF THE WEAK INFINITESIMAL OPEXATOR. 
A r e a l  valued function F on C i s  said t o  be i n  t h e  
domain of  x, t he  weak inf in i tes imal  operator, i f  t h e  l i m i t s  
R e x i s t  pointwise i n  C. Then, we wr i te  q(x) = &(x).  Write A" 
f o r  t h e  weak in f in i t e s ima l  operator of 
T = i n f  (t: xt$ R)  for  an open s e t  R. 
N 
xt = x stopped a t  t 
LEMMA (5-1): Let (Al),(A2) and (Ah) hold f o r  (1-1). Let 2 be - - - - -
t he  weak inf in i tes imal  operator of  a process (?(t)) 
sa t i s fy ing  w i t h  - replacing and s a t i s f i n g  
A 
(Al)-(A3). Let f = f, = g i n  t h e  bounded open s e t  R. 
f and 2 can be arranged outs ide of  R so t h a t  /15?tll B 
K < m. Let F be continuous and bounded on bounded sets .  
Then i f  F E,@i), and AF' = q i s  bounded on bounded 4- -
-
n -
-
h 
s e t s  t h e  r e s t r i c t i o n  of  F t o  R i s  i n  &(xR) and on -' - -
PROOF. That and 8 can be arranged so t h a t  < K i s  
c lear ,  s ince we can always find f, 8, sa t i s fy ing  the  other  con- 
-
A 
d i t i o n s  and which a re  iden t i ca l ly  zero outs ide o f  some bounded open 
18 
s e t  containing the  closure of R. 
A 
Next, l e t  x E R and suppose F € d ( i )  and AF = q. 
* 
Define 7 = i n f l t :  xt{ R ) .  Then 
o r  
a s  t + 0, s ince q(zt)  and q(?t) a r e  uniformly bounded and 
+ 0 w.p. 1. by (2-10). To complete t h e  proof we need only 
x7 c t 
v e r i f y  tha t  [ExF(Xt)-F(x)]/t + q(x).  But, s ince [ExF(Bt)-F(x)]/t + 
q(x),  
** 
it su f f i ces  t o  v e r i f y  t h a t  
For 1 < y < 2, t h e  evaluation (6-4) and Chebyshev' s 
inequal i ty  imply t h a t  Ex(X7 , ,/t)' + 0 a s  t + 0. Also, 
F( xt) -F( xtn7) i s  uniformly bounded. Then, Holders inequal i ty  
implies t ha t  t h e  last  expression i s  zero. Q.E.D. 
We have not been able  t o  completely character ize  t h e  
domain of t h e  weak in f in i t e s ima l  operator  of e i t h e r  t h e  xt o r  
* 
i s  t h e  c h a r a c t e r i s t i c  function of t h e  s e t  (w: 7 < t),  
x7 < t 
and qt i s  t h e  x process stopped a t  7. t 
** 
t n ?  = min( t, T) . 
I 
1 
I 
B 
I 
1 
1 
a 
I 
I 
I 
I 
I 
I 
I 
8 
8 
8 
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cy 
x process. For example F(x) = .(-a), r > a > 0, i s  not necessar i ly  
i n  &(;), since x( t) i s  not necessar i ly  d i f fe ren t iab le .  Basically, 
we a re  able t o  study functions F(x) whose dependence on x(8),  
f o r  -r 5 8 < 0, i s  i n  t h e  form of an in tegra l .  The dependence 
of F(x) on x(0) can be more a rb i t ra ry .  Fortunately, t h e  s tochas t ic  
analogs o f  t he  ava i lab le  and useful  de te rminis t ic  Liapunov functions 
have t h i s  property. Theorems 5-1 and 5-2 give some r e s u l t s  on t h e  
t 
. .- 
weak i n f i n i t i e s i m a l  operator of x where w i s  some open bounded 
set ,  7 = inf{t:xtE Q} 
Sections 3 and 4, and ( A 4 )  is used. ((Ab) i s  assumed s ince it 
appears i n  appl icat ions) .  The proofs are only sketched, s ince they 
involve only rout ine calculat ions.  
t’ 
and (1-1) i s  in te rpre ta ted  i n  t h e  sense of 
THEOREM 5-1: Assume (Al),(A2) and (A4)  and xo = x E C. Let F(x) - - -
G( x( 0))  
t o  x(0).  Then F(x) E,@(&) - and*
have continuous second der iva t ives  with respect 
- -
where -
* 
i s  the  gradient with respect t o  the  vector argument, and the  
GU 
subscr ipt  u.u denotes a second p a r t i a l  der ivat ive.  Recal l  t h a t  R 
i s  a bounded open se t .  
= j  
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h 
PROOF. To compute A F it suf f ices  t o  assume, by Lemma 5-1, 
t h a t  (Al)-(A3) hold and 
but f i n i t e  K, and t o  compute h fo r  t h e  modified process (denoted 
a l so  by xt). Define 6x(O) = x( s)-x(0) .  Then 
R -
((xtl( 5 K f o r  some s u f f i c i e n t l y  la rge  
( 5 - 2 )  G (x(O))EXGxi(O))Gx.(O) + 
E i , j  u.  1u j J 
where 0 4 a(o)  S 1 and 6x.(O) i s  t h e  jth component of  Gx(0). 
By (2-11) and (2-12), t h e  l i m i t s  ( as  s + 0 )  of t h e  f i r s t  two terms 
J 
on t h e  r igh t  s ide of  (5-2) e x i s t  and as t h e  f i r s t  two terms on t h e  
r i g h t  s ide of (5-1). Now [Gu.u.(x(0)w(w)Gx(O))-GU.~ (x(O))] i s  
bounded and tends t o  zero w.p.1. as s + O .  Then, applying Schwartz's 
inequal i ty  and t h e  estimate (6-4) t o  t h e  3rd term i n  (5-2) y ie lds  
1 J  l j  
t h a t  t h e  term tends t o  zero as s + O .  
Since we have assumed t h a t  )Ixtll 5 K < m, and ( A l ) ,  t h e  f i  and 
d may be assumed t o  be bounded and continuous. Since, i n  addition, 
GU and G u . U  a re  bounded on bounded s e t s  and )Ixs-x(\ + O  w.P.~ . ,  
i j  
l j  
we have Exq(xt) + q(x) as t + 0. Thus, by Lemma 5-1, F(x) €4 (x  R ). 
THEOREM 5-2: Assume t h e  conditions of  Theorem 5-1 except t h a t  
, 4 
1 
1 
1 
1 
1 
1 
1 
1 
1 
I 
1 
I 
1 
I 
1 
I 
1 
I 
(5-3) 
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0 
F(x) = .f h(8)H(x(e),x(O))de . 
.- r 
Let h be defined and have a continuous der ivat ive on 
some open s e t  containing [ - r , O ] .  - Let H(a ,@) ,  Hpi(a,@) 
and Hp.p .(a,@) be continuous i n  a and p. Then - -1 J  -
where t h e  operator L i s  defined by (5-1) and a c t s  on 
H as a function of x(0) only. -
PROOF. 
suppose t h a t  IIxt(l 5 K < 0 and (Al)-(A3) hold. Then, f o r  small s, 
As i n  t h e  proof of Theorem 3-1, we appeal t o  Lemma 5-1 and -
E s  E o  
s-r -r 
= 2 I h(e-s)H(x(e),x(s))df3 - $ .f h(e)H(x(O),x(O))de S 
+ - I .f Exh(f3-s)H(x(B),x(s))dQ - .f Exh(B-s)H(x(B),x(s))ds . 
S 
0 -r 
The las t  two terms tend, f o r  each x E R, t o  t h e  f irst  two terms 
22 
of (3-4), resp. ( I n  f a c t  t h e  last  i n t e g r a l  i s  not random f o r  
s 5 r.) T h i s  i s  e a s i l y  seen by v i r t u e  of t h e  boundedness of  
( f o r  IIxII 5 K < w), t h e  cont inui ty  of h and H and (2-10). 
H 
By a straightforward calculat ion s imilar  t o  t h a t  i n  t h e  
proof of Theorem 3-1, it i s  easy t o  shown t h a t  t h e  f irst  term of 
(5-5) tends t o  %he last  two terms of (5-4). 
That Exq( xt) 4 q( x) a l so  follows e a s i l y  from (2-lo), 
IIxt/l 5 K < m, and t h e  assumed boundedness and cont inui ty  of 
propert ies  of h, he, H and LH. 
Theorem 5-3 and i t s  Corollary a r e  usefu l  extensions of 
Theorems 5-1 and 5-2. Their proofs a r e  a l so  straightforward computa- 
t i o n s  and w i l l  not be given. Loosely speaking, f o r  Theorem 5-3, ( s e e  
statement of Theorem) 
The f irst  and second terms correspond t o  t h e  f irst  and second terms 
of  (5-6), resp. The second term reduces t o  merely 
THEOREM 5-3: - Let G be a twice continuously d i f f e r e n t i a b l e  r e a l  
valued f'unction of a r e a l  argument. 
of Theorem 5-2. - Then F1(x) 
Assume t h e  conditions 
G(F(x)) E ~ ( G )  -and 
,' ' 1 
1 
1 
1 
I 
1 
1 
1 
I 
1 
I 
1 
I 
1 
1 
1 
1 
I 
1 
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where t h e  der ivat ives  Hpi a r e  with respect  t o  the  
ith component of t h e  second vector argument of H(a,@) .
b COROLLARY. Let Fa(@) and F (a ,p) ,  resp., s a t i s f y  the  conditions - -
on the  respect ive F's of Theorems 5-1 and 5-2. Then, 
- if G i s  twice continuously d i f fe ren t iab le ,  F1(x) = 
-
G ( F ~ ( X > + F ~ < X ) >  G ~ ( + J  and 
B = C a .  .(x)[Fa (x(0))+Ci(x)][Fb (x(0))+Cj(x)]  
i , j  'J pi 'j 
0 
The d i f f e ren t i a t ions  Fa and H a rewi th  respect t o  
the  i t h  component of x(0) ( t h e  second argument of t he  
functions),  
p i  P i  - 
-
24 
6. STABILITY THEOREMS. 
Various de f in i t i ons  concerning s tochas t ic  s t a b i l i t y  
appear i n  [1],[3]. 
selves  w i t h  t he  properties,  which t h e  de f in i t i ons  codify, and which 
appear i n  the Theorems. 
1 and Theorems 1, 2 of Kushner [3], Chapter 2, where t h e  s t a t e  space i s  
supposed t o  be Euclidean, 
I n  l i e u  of  def in i t ions ,  we merely concern our- 
Theorem 3-1 i s  a general izat ion of Lemma 
THEOREM 6-1: - Let xt be a r i g h t  continuous s t rong Markov process 
on a topological  s t a t e  space 
f in i tes imal  operator  A. Let t h e  norm I( )I generate 2. 
Let  t he  non-negative continuous r e a l  valued function 
( C , g ,  8) w i t h  weak in- 
-4 
V(x) 
- be i n  d(x). - Let Q = (x: V(x) < q) and l e t  7 = 
i n f ( t :  xt€ Q) .  Set 7 = 00 - i f  xt€ Q f o r  a l l  t < w. -
- Let xV(x) = k(x)  5 0 - i n Q. Then, - f o r  x = XoE Q, 
v(xtnT) G w t i s  a non-negative supermartingale 
If, i n  addition, (i); k i s  uniformly continuous on t h e  
non empty open s e t  
and (ii); f o r  a l l  su f f i c i en t ly  la rge  but  f i n i t e  Markov 
R6 G (x: k(x) < @nQ, f o r  some ^s > 0 
-
times t, and a l l  s u f f i c i e n t l y  s m a l l  E, -
Px( max )Ixs-xt(I L E and xr€ Q, a l l  r S t) + O  
t +hL sB t 
1 
I 
I 
I 
1 
I 
D 
8 
I 
I 
I 
8 
I 
I 
I 
I 
8 
1 
8 
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as h +0,  uniformly i n  t f o r  s u f f i c i e n t l y  large t, -
(B4) k(xt) + O  w.p.1. ( r e l a t i v e  t o  RQ= {a: sup V(xt(u)) < q } ) .  
w > t 2  0 
PROOF. Fix the  i n i t i a l  condition x = x E Q. Since ~ ( x )  E &(X) 
and ‘I fl t 
0 -
i s  a f i n i t e  valued Markov time, Dynkins formula ([8], 
Theorem 5.6 and Corollary) gives 
t n 7  
( 6- 1) ExV(xtnT>-V(x) = - Ex k(xs)ds 5 0 . 
0 
(6-1) together with the fact t h a t  V(x) € &(x) yields  t h a t  
V( xtnT) = wt 
Theorem 12.6). 
i s  a non-negative supermartingale (Dynkin, [ 81, 
Then (B2) and (B3) follow immediately as propert ies  
of  non-negative supermartingales. 
h 
Let 0 < 6 < 6 and R6 {x: k(x) < 6}n Q. Let Ix(6,io,s) be 
t h e  indicator  of t h e  ( s , ~ )  se t  where k 2 6 ( f o r  xo = x) and 
l e t  I Ix(6,(u,s)ds = Tx(6 , t ) .  Then, by t h e  f a c t s  t h a t  t h e  l e f t  
s ide  of (6-1) i s  bounded below by 
7 
t n 7  
-V(x), and t h a t  V(x) B 0, we 
Tx(6,t) i s  t h e  t o t a l  time t h a t  xt 
spends i n  Q-Rs before e i ther  t = +m ( i f  ‘I = w) or t h e  f irst  
e x i t  time from Q ( i f  7 < Q)). Furthermore Tx( 6, t) < w.p. 1. 
and Tx(6,t) + O  w.p.1. as t --)a. 
have ExTx( 6,O) S V( x)/6. -
Now, min{llx-y/l, x E R6,2, y E Q-R6} = E, where E > 0 
by (i) . Define R = (a: xt€ Q, . a l l  t < =} . P(RQ) Z 1-V( x)/q Q 
26 
by (B2). For each f ixed pos i t ive  h and r, the re  i s  a tx(h,y)  
so t h a t  t > tx( h, r) implies Tx( 6 , t )  5 Tx( 6 / 2 , t )  < h w i t h  prob- 
a b i l i t y  2 1-y. Let t X ( h , r )  be s u f f i c i e n t l y  la rge  and h 
su f f i c i en t ly  small so t h a t  t he  probabi l i ty  on t h e  l e f t  s ide of 
(ii) i s  less  than r. Suppose t h a t  t he re  i s  a 
f i n i t e  Markov time t > t x (h , r )  f o r  which xt€ Q-R6. The prob- 
a b i l i t y  of the  event (x t€  Q-R6, xta€ for some h Z a: 2 0 
i s  no greater  than  r ( r e l a t i v e  t o  nQ). Thus, s ince Tx( 61,t) > h 
w i t h  p robabi l i ty  
leaving R6 i n  [ t , w )  goes t o  1 ( r e l a t i v e  t o  !dQ) a s  t --)a. 
Since 6 i s  a rb i t ra ry ,  we conclude t h a t  k(x ) + O  w.p.1. ( r e l a t i v e  
t o  il ). Q.E.D. 
2 1-r, we conclude t h a t  t he  p robab i l i t y  of never 
t 
Q 
An apparant d i f f i c u l t y  with the  s e t s  (x: V(x) < q) 
defined inTheorem 6-1 i s  t h a t  they a r e  not bounded f o r  t y p i c a l  
cases (see e.g., t he  examples) and, hence, t h e  charac te r iza t ion  of 
t he  weak in f in i t e s ima l  operator i s  much harder than the  work i n  
Section 5. This i s  a l so  t h e  s i t u a t i o n  i n  t h e  de te rminis t ic  case 
( a s  i n  Hale [4]). However, i n  our examples (as  wel l  as i n  t h e  
de te rminis t ic  cases studied (Hale [4])), it tu rns  out  t h a t  i f  
x 
of x so t h a t  IIftll ( fo r  t B r) and I G ( t ) l  ( f o r  t 2 0) a re  
no grea te r  than K. I n  other  words, up u n t i l  t h e  f i r s t  e x i t  time 
from 
Section 7.) Since any i n i t i a l  x0c C i s  bounded, t h e r e  i s  no 
loss i n  general i ty  i n  supposing t h a t  t he re  i s  a bounded open s e t  
= x E (x:V(x) < q) C C, then t h e r e  i s  a constant K independent 
0 
- 0  
(x: V(x) < q}, I x( t)l 5 K < 00. (For examples, r e f e r  t o  
1 
1 
1 
1 
1 
1 
1 
1 
1 
I 
1 
I 
1 
1 
1 
I 
I 
I 
a 
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By whose radius  i s  
{x:V(x) < q}nB, then I)xtll 5 K1 u n t i l  T = inf{t:x E Q}. B can t 
always be made large enough t o  include any desired i n i t i a l  con- 
K1, m > K1 B K, so tha t ,  i f  x E Q E 
0 
d i t i o n  which s a t i s f i e s  
besides not appearing t o  be a ser ions r e s t r i c t ion ,  enables us t o  use 
the  r e s u l t s  of  Section 5. 
x € (x:V(x) < q}. The r e su l t i ng  boundedness, 
THEOREM 6-2: Assume ( A l ) , ( A 2 )  - and (A4).  - Let V(x) be a contin- -
uous non-negative r e a l  valued functkon on C. SuDwse 
I 
t h a t  (iii): there  i s  a bounded open s e t  B such t h a t  -
x = x E Q E {x:V(x) < q}nB - and sup V(xs) < q - imply 
t>sz 0 -. C - t h a t  xsC Q, - a l l  0 < s < t. - Let V(x) E &(AQ) - and 
xQV(x) = -k(x) 5 0 & Q, - and x E Q. - Then ( B l ) - ( B 3 )  
hold and P(R ) 2 1-V(x)/q. If k i s  uniformly con- 2- -Q 
h 
t inuous on R g  = {x:k(x) 4 ^s) f o r  some 6 > 0, then -
k(xt) + 0 w.p. 1. ( r e l a t i v e  t o  'Q) 
REMARK. For V(x)  EA$(^^), it suff ices ,  by the  hypothesis and 
Lemma 5-1, t h a t  V(x) E &($) where i s  t h e  weak in f in i t e s ima l  
operator of any modification of (1-1) with f = f, @ = g i n  Q 
h 
and which has uniformly bounded paths (where t h e  bound i s  a t  l e a s t  
t he  outer  radius  of B). 
- PROOF. Condition (iii) and Theorem 6-1 imply ( B l ) - ( B 3 ) .  To 
complete the  proof we have only t o  show t h a t  (ii) of Theorem 6-1 
i s  t rue.  According t o  Lemma 5-1, it suf f ices  t o  show t h i s  under 
assumptions ( A l ) - ( A 3 )  and w i t h  t h e  paths IIxtll 5 % f o r  some 
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f i n i t e  5. Condition (ii) i s  equivalent t c  
(6-2) Px( max rnax I x( t+s+6)-x( t+8)(  Z E, xu€ Q, u S t) + 0 
hZs20 -r6850 
as h + 0, uniformly i n  t f o r  large t, and any E > 0. (6-2) 
i s  majorized by 
(6-3) sup P,( max max (x( r+s+e)-x( r+e) I  z E) 
XEQ hZsZO -rS860 
= sup P I: max Ix(r+e+s)-x(r+8)( 2 E f o r  some e E [ - r , ~ ] )  
XEQ hZs20 
E 
6 r$? sup P X ( max I x(nh+s)-x(nh)l 2 ) . 
n=O XEQ hZsZO 
To complete the  proof, we need the  evaluation 
(6-4) 
2 
5 K4h , 
where K4 i s  independent of h,t  and x, f o r  x E Q. I n  (6-4), 
we used the assumption (Lemma 5-1) t h a t  t h e  paths 
(hence I fl and I a1 a re  bounded) t h e  f irst  l i n e  of  (2-3) and 
Ewi(T) = 3(Ewi(T)) ( see  (2-3)). 
IIxtll a r e  bounded 
4 2 2  
By (6-4) Chebyshev' s inequal i ty  
I 
8 
I 
I 
8 
1 
I 
1 
I 
I 
8 
I 
8 
8 
I 
8 
I 
8 
Px( max I x(nh+s)-x(nh)l 2 - E ) 5 E max I x(nh+s)-x( nh) I 
h2 shO 2 hZ sZ0 
f o r  x E Q. Then each en t ry  of t h e  right hand sum of (6-3) i s  
bounded by 3 h  / E  
which completes t h e  proof. 
2 4  4 and, hence, t he  sum is bounded by (r+h)$h/E , 
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7. EXAMPLES. 
EXAMPLE 1. Let x ( t )  be sca l a r  and 
dx( t) = -ax( t )d t -bx(  t-T)dt+ax( t - p ) d z (  t )  . 
2 0 2 O 2  
V ( X )  = x (0) /2  + QI 1 x (@)de  + f3 1 x (e)de, QI 0, B 2 0. 
-7 -P 
(7-1) 
Fix q < m, and xOc x E C. Let ( (x((  = %. Note tha t ,  i f  
2 
V(xs) < q f o r  a l l  
((xJ1 S max (6 , K2) 
B, containing the  o r i g i n  and with radius  a t  l e a s t  mx(&q, %), 
s a t i s f i e s  the condition on the  s e t  B of Theorem 6-2. Let 
Q = [x: V(x)  < q)m. Then V( x) € &(KQ) by Theorems 5-1 and 
s < t, then x ( s )  < 2q for  a l l  0 5 s < t, and 
for a l l  s < t. Then, any bounded open s e t  
5-2, and 
2 
IQV(x) = x (O)(-a + Q + B)-bx(O)x(-T) 
( 7-21 
2 2 a' 2 -ax ( - 7 ) - B X  ( - P )  + 7 x ( - P I  
Suppose t ha t  t he re  i s  an a > 0 and f3 > 0 so t h a t  t he  quadrat ic  
form (7 -2 )  ( i n  x(O), x(-7), x ( -p ) )  i s  negative de f in i t e .  Then, 
by Theorem 6-2, 
8 
8 
8 
8 
8 
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Since q i s  a rb i t ra ry ,  we also have, w.p.1. 
v(xt)  --)v 
k(xt) -$o 
x t --) (x:x(t) = x(t-p) = x(t-7)  = 0) . 
where v(u) i s  some random variable. Hence x + 0 w.p.1. 
t 
For small noise, the  estimate (7-3) can be improved. 
where X > 0. Let f?~ = p = 0 for ease of  computation. Let F(x) = e 
F(x) E &(; ) ( fo r  any su f f i c i en t ly  la rge  
t o  Theorem 5-3, 
B) and, by the  Corollary Q 
A2 2 2  
XQF(x) = XF(x)x V(x) + F(x)*x  ( 0 ) ~  Q 
and then F(x) i s  a Liapunov function 
Clearly, as X increases, within t h e  constraint  (7-4), t he  estimate 
( 7.5) improves. 
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EXAMPLE 2. Let 
dxl(t) = x2( t )d t  
+ cr(xt)dz(t) . 
Suppose tha t  w # 0 implies t h a t  h(w)w > 0 and g(w)w > 0 
and l e t  h(0)  = g(0) = a(0) = 0. Let f(e),g(w) and h(w) have 
continuous der iva t ives  and suppose t h a t  
hold. Define 
(Al), (A2) and (Ab)  
where 
W 
H(w) ./ h( X)dh + 00 as I wI + 00 
0 
and 
F ix  q < 00 and x = x 0 E C. Let IIxll = $. Note tha t ,  
2 
i f  V( xs) < q f o r  a l l  s < t then x2( s) < 2q and H(xl( s ) )  < q 
for  a l l  0 5 s < t and, hence, for 0 5 s < t, 
8 
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Any bounded open s e t  B, w i t h  radius  a t  l e a s t  K1 and which 
contains t h e  or ig in ,  s a t i s f i e s  t h e  conditions on t h e  B of  
Theorem 6-2. Then, V(x) Ed()($) arld Theorems 5-1 and 5-2 
y ie ld  
(7-7) 
To complete t h e  analysis ,  i n  analogy t o  the  method of  Hale [4], 
suppose t h a t  f (e )  > 0, f e (0 )  S 0 and f e ( p )  < 0 f o r  some 
p E [ - r ,O],  and tha t ,  f o r  some y > 0, 
Note tha t ,  by continuity,  fe(e) < 0 f o r  P-B < 8 < F a ,  f o r  Some 
a: > 0, p > 0. Then - 
Since q i s  a rb i t ra ry ,  Theorem 6-2 implies t h a t  k( xt) + 3 
w.p.l., and t h a t  V(xt) converges w.p.1. Equation (7-8) w i l l  be use- 
f u l  i n  the  sequel, f o r  it says t h a t  t h e  paths a r e  uniformly 
bounded w i t h  a probabi l i ty  as close t o  one as  desired.. Note t h a t  
G( xl( t -r)  -xl( t) ) + 9 w. p. 1. implies t h a t  xl( t-r) -xl( t) + 0 w. p. 1. 
We now show t h a t  Since k(xt) + 0 w.p. l., 
xt 
x( t )  -+ 0 w.p. 1. 
- p a - €  
.f G(xl(t+8)-xl(t))d8 -+0 
-p-@+E 
w.p.l., fo r  0 < E < min(a,@). Thus, using t h e  pos i t ive  d e f i n i t e -  
ness of G, and t h e  boundedness of  t h e  paths, 
0 
G( xl( t+8)  -xl( t) )d0 + 0 
-T 
(7-9) 
0 
.f I xl( t+8) -xl( t) I d e  + 0 
-T 
w.p.l., as t + 9, f o r  any f i n i t e  T. Also, using (7-9) and t h e  
f a c t  t h a t  V(x,> v(u) 2 0 w.p.l., we have, w.p.1. 
Now in tegra t ing  t h e  def ining equations between t -s  a n d '  s gives 
1 
I 
1 
I 
1 
1 
I 
1 
I 
I 
I 
I 
I 
1 
I 
1 
1 
I 
I 
c *:-. 
I 
I 
I 
I 
i 
I 
1 
8 
I 
B 
u 
I 
I 
I 
I 
I 
8 
I 
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’t t o  
x,(t)-x,(t-s) = -1 h(xl(u))du+.l’du. .l’ f(e)g(x,(u+@)-x,(u))dO 
t- s t -s  -r 
t 
t-s 
x1(t)-x1(t-s) = 1 x2(u)du 
Using (7-9), and the  boundedness of  the  paths, t h e  second term 
on t h e  r i g h t  of (7-11) goes t o  zero w.p.1. as 
s > 0. 
cont inui ty  of x2(u) (Theorem 2-2), imp19 t h a t  
w.p.1. f o r  any f i n i t e  S. Then using t h i s  f a c t  and s tochas t ic  
continuity,  ( 7-10) implies t ha t  The 
l a t t e r  f a c t  implies, via (7-12), t h a t  
t + JO. Finally,  (7-11) gives 
t + to, f o r  any 
Also, (7-9) and (7-l2), together  with t h e  s tochas t ic  
xl( t ) - x  ( t -s)  + 0 1 
x;( t )  -x2( t- s) + 0 w.p. 1. 
x,(u) + 0 w.p.1. as 
w.p.1. Equation (7-13), together with t h e  f a c t  t h a t  x,(u) i s  
asymptotically constant over time in t e rva l s  of f ixed length (i.e., 
x,(t)-xl(t-s) + 0 w.p.1. for a l l  s > 0 as t + m) implies t h a t  
h(xl(u)) -,O w.p.l., and, hence, t h a t  x ( t )  + a  w.p.1. 
36 
[ 13 Kushner, H. J., "On the  S t a b i l i t y  of Stochastic Dynamical 
Systems", - Proc. Nat. - Acad. - of Sc i  33(1965), 8-12. 
[ 23 Kushner, H. J., "On the  Theory of  Stochastic S tab i l i ty" ,  
Volume 4, Advances i n  Control Systems, Academic Press, 
1966. 
[ 31 Kushner, H. J., Stochastic S t a b i l i t y  and Control, Academic 
Press, t o  appear, Spring, 1967. 
[4] Hale, J .K. ,  "Suff ic icnt  Conditions f o r  S t a b i l i t y  and In- 
s t a b i l i t y  of Autonomous Functional-Differential  
Equations", Journal - of Di f f e ren t i a l  Equations, - l( 4), 
1965, 452-482. 
[ 5 ]  It6, K. and M. Nisio, "On Stationary Solutions of a Stochastic 
D i f f e ren t i a l  Equation", - -  J. Math., Kyoto, - 4( 1964), 1-75. 
[6] Fleming, W.H. and M. Nisio, "On the  Existence of Optimal 
15( 1966), - - --*, -Stochastic Controls", J. Math. and Mech 
777-794. 
[7] Krasovskii, N.N., "On the  S tab i l i za t ion  of Unstable Motions 
by Additional Forces When t h e  Feedback Loop i s  Incomplete", 
A- PMM 27( 4), 1963, 971-1004, ( t r ans l a t ion ) .  
[ 81 Dynkin, E.B., Markov Processes, Springer-Verlag, (1965). (Trans- 
l a t ion  of 1963 publication of S ta t e  Publishing House, 
Moscow). 
I 
I 
[93 Doob, J.L., Stochastic Processes, Wiley, New York, 19Ze 
I 
I 
