A new algorithm for constrained molecular dynamics is proposed. In contrast to the standard approach, the constrained bond-length/bond-angle value is adjusted at each time step so that total energy is minimized with respect to the constrained distances. This can be viewed at as modifying the equilibrium bond-length/bond-angle according to external and centripetal forces. Two approaches are constructed to implement the algorithm. Method I includes all energy terms, but it is neither holonomic nor sympletic. Method II neglects a rotational kinetic energy term, resulting in a more expensive sympletic integrator. Both integrators are reversible and well conserve total energy. Simulation results for collisions between two diatomic molecules, two water molecules, and for a periodic water box are compared and contrasted with SHAKE constrained and free dynamics. These results demonstrate the utility and e cacy of these new methods.
I Introduction
In molecular dynamics, the primary restriction on time-step comes from the presence of rapid vibrations in the chemical bonds and angles. A popular method to increase time-step is to constrain those bonds to their equilibrium length. The corresponding modi cations in the Verlet method lead to the SHAKE 10] or RATTLE 2] discretization. Although SHAKE/RATTLE have been applied successfully to a large variety of problems, it has also been observed that constraining bond-angles (and perhaps also bond-lengths) can lead to a too rigid approximation of the free dynamics 11], 12] .
In this paper we propose a new constrained formulation. In our method the bonds are no longer constrained to their equilibrium length. Instead we de ne an instantaneous bond-length constraint by demanding that the same total force acting on the bond is equal to zero. The general motivation of this method is to allow molecular exibility without the necessity of including high frequency vibrations. This allows longer time steps with fully exible potential energy functions and avoids non-physical heat capacity for high frequency vibrations when constraints are not used. The derivation of our method is given in Section 3. In Section 4, we discuss various numerical aspects and show how to implement the method within the standard SHAKE/RATTLE routine. Finally, in Section 5, we present results from simulations of collision between two diatomic molecules, collision between two water molecules and for a periodic water box. 
where q i 2 R 3 qnd q j 2 R 3 denote the positions of the ith and jth atoms, represents terms due to nonbonded interactions and j j denotes Euclidian distance in R 3 . V b (q) is the component of the potential due to deformations of chemical bonds between atom pairs. A bond between atoms i and j is usually described by a harmonic term of the form
where L is the equilibrium length of the bond, and K is the force constant of the bond. Terms V and V for bond-angles and dihedrals are also present. Often the rapid vibrations in the chemical bonds are removed by imposing the algebraic constraints g (q) := jq i ? q j j ? L = 0 :
This leads to Hamiltonian equations of motion subject to m holonomic constraints
Here m is the number of constrained bond-vibrations, g : R 3N ! R m , g = fg g =1;:::;m , G(q) = g q (q) is the matrix of partial derivatives of g with respect to position q, and 2 R m is a vector of Lagrange multipliers. The solution
The hidden constraint G(q)M ?1 p = 0 is obtained through time di erentiation of the position constraint. One further di erentiation of the hidden constraint with respect to time yields 0 = G(q)M ?1 _ p + g(q)(M ?1 p; _ q) (10) where g(q) denotes the second derivative of g with respect to position q. Using now equations (6) and (7) (16) which was shown to be symplectic on the solution manifold M 6], i.e., the solutions preserve the wedge product dq^dp 3], i.e., dq n^d p n = dq n+1^d p n+1 ; (17) which implies good long-term energy conservation. Upon neglecting entropic corrections to the equations of motion 5], 12], 7], the constrained system (6){(8) can be shown to reproduce the dynamics of the free system correctly if the force constants K are su ciently large 7] . In MD, this assumption is not strictly satis ed and one might have to take into accounts e ects due to nite values of K . One possibility is to let the actual bond-lengths r = jr i ? r j j adjust according to the external forces acting on them instead of freezing them to their equilibrium values L . Two approaches to realize that are described in detail in the next section.
III The Methods
The idea is simple: The Lagrangian multipliers (q; p) introduce through ?G(q) t (q; p) the force that is needed to satisfy the constraint g(q) = 0. The same force is obtained through bond-stretching if it satis es ?G(q) t Kg(q) = ?G(q) t (q; p) : (18) which is equivalent to g(q) = K ?1 (q; p) (19) where the m m matrix K is the diagonal matrix of force constants K . This suggests the modi ed constraint 0 = g(q) ? K ?1 (q; p) (20) which can be understood as adjusting the equilibrium bond-length L to the modi ed valueL (q; p) := L + K ?1 (q; p) (21) where is the Lagrange multiplier corresponding to the bond r = jr i ?r j j. 
under the modi ed constraint (20) . Thus the equations of motion (22){ (24) without the force term G(q) t are almost self-consistent and provide a better approximation to the free dynamics of (1){(2) than the system (6){ (8) . We like to point out that, upon neglecting entropic e ects, the equations (22){ (24) can be justi ed rigorously through averaging over the highly oscillatory bond-vibrations 7]. The constraint (24) can also be understood as the minimum of total energy E(q; p) = p t M ?1 p 2 + V (q) (27) with respect to the bond lengths r , i.e., equation (24) is, for each bond r , equivalent to r r E(q; p) = 0 : (28) We call this approach our Method I. Let us now discuss conservation properties of (22){ (24) . First note that the constraint (24) is non-holonomic. Thus the equations of motion (22) 
withG(q) the Jacobian ofg(q), i.e.G(q) =g q (q). Now the equations of motion are Hamiltonian and total energy E(q; p) is preserved exactly 3], 8].
The price to be paid is a modi ed Lagrangian force term ?G(q) t in (36) which will become important when discussion the numerical integration of (36){(38). We term this approach our Method II. A modi cation to this method leads to a symplectic method that does not require the Hessian of the force eld 9]. Note that the alternate simpli ed formulation
using ?G(q) t instead of ?G(q) t is not Hamiltonian. Even worse, the time derivative of total energy satis es only _ E = O(K ?1 ). This will become important when discussion numerical discretization.
In summary, two methods are presented. Method I includes a kinetic energy contribution (related to centrifugal forces on rotating systems) in the formulation which causes the constraint to be non-holonomic and the system of equations to be non-Hamiltonian. There is, however, an \energy like" quantity that is conserved with this system. Method II derives from the same basic equations except that the kinetic energy term is discarded. This provides a Hamiltonian system allowing a symplectic integration scheme. Both methods are time-reversible and both conserve linear and angular momentum.
IV Numerical Aspects

IV.1 Method I
We start with the discretization of our Method I of the constrained formulation (22) 
The method is time-reversible and preserves linear and angular momentum exactly. Note that, through equation (45), the scheme is now implicit in the force eld F n+1 = ?rV (q n+1 ). However, due to the factor K ?1 in front of (q n+1 ; p n+1 ), one might only have to include the strong nearest neighborhood interactions in the evaluation of (q; p).
To implement our method within the framework of the standard SHAKE iteration, the following iterative procedure for the solution of the nonlinear equation We implement an algorithm for Method I by introducing an arti cial force, called centrifugal force, due to the rotation of a bond. At each integration time step, a self-consistent iteration method is used to adjust the bond lengths. The algorithm rst goes through each constrained bond and calculates the total forces, F 1 and F 2 , including centrifugal force on the two atoms that form the bond. It then calculates the new bond length L j+1] according to
where m 1 and m 2 are masses of the two atoms, m = m 1 + m 2 , k b is the force constant of the bond, and j is the iteration step. After all new bond lengths are calculated, the standard SHAKE routine is invoked to adjust the coordinates to t the new bond lengths. The procedure is iterated until the new bond lengths, L j+1] , and old bond lengths, L j] are su cient close. In calculating the centrifugal force, one needs the velocities at the time step t n+1 for each atoms. The velocities are not available in the leap-frog algorithm. We used the following velocity predictor to calculate the approximate velocity for each atom,
where F n+1 is the potential force on the atom at time t n+1 , m is the mass of the atom and t is the integration time step. It is somewhat trickier to calculate the centrifugal force for bonds in triangle molecules such as water since the three bonds are correlated. The three centripetal forces (opposite of centrifugal forces) must be solved simultaneously.
Consider a triangle molecule formed by three atoms a, b and c with masses m a , m b and m c and bonds 1, 2 and 3 ( Figure 1 ). Let the three centripetal forces along the bonds 1, 2 and 3 be f 1 (55), (56) and (57). This approach can be generalized for larger molecular fragments. It is also possible to recast these equations to allow for presence of massless particles. 
which, similar to (42){(46), can be solved by a proper modi cation of the standard SHAKE iteration. However, one has to expect a signi cant drift in energy due to non-conservation of energy in the analytical formulation. The simulation was carried out with four methods: free dynamics, SHAKE, Method I and Method II. Figures 3, 4 , 5, and 6 show the energy pro les for simulated collision using free dynamics, SHAKE, Method I and Method II, respectively. In the gures, we plotted the total energy, translational kinetic energy for each molecule, rotational and vibrational kinetic energy for each molecule, bond energy for each molecule, and the interaction potential energy between two molecules. The rms uctuations for the total energy during the time course are 0.151, 0.134, 0.098 and 0.107 Kcal/mol for free dynamics, SHAKE and Method I and Method II, respectively. So, all methods yield very good total energy conservation. The rms energy uctuations are very small. The di erence in bond energy and rotational energy pro le between the free dynamics and SHAKE are obvious and expected. In comparing these 4 trajectories, we rst note that all fully conserve energy and momentum. In comparing the free dynamics with the hard constraints (SHAKE), the free dynamics has additional internal vibrational energy which has primarily been removed from the rotational energies. The collision durations are comparable ( where V AB > 5Kcal=mol). With Method I, the collision duration has been increased but the nal energy partitioning is very similar to the free dynamics. Note that molecule A's rotation at the end of the simulation causes the bond to stretch due to the centrifugal force. This arises since the geometry optimization in the solution of the non-linear equations (42)-(46) includes the system's kinetic energy as well as the potential energy.
The trajectory for Method II has a nal energy partition which is almost identical to that of the rigid system (SHAKE) although the collision time is signi cantly longer. Both soft constraint simulation have very similar collision durations. This analysis provides a view that Method I better reproduces the behavior of a free dynamics simulation while Method II better represents the rigid (SHAKE) system.
V.2 Collision of two water molecules
The second collision system demonstrates the behavior of two water molecules. The two water molecules were initially 15 A apart, which was beyond the cuto distance 12 A, and hence there is no initial interaction between them. We prepared the system rst with d 2h symmetry and then skewed one water 0.35 A along the Y axis in order to induce rotation during the collision. The dynamics simulation starts with one water at rest and with the other moving toward it with a velocity of 14.5 A=ps along the X axis ( Figure 7 ). After the collision, both water molecules spin away from each other. Again, 4 sets of trajectories (two soft constraint methods, rigid water, and free dynamics) were generated and analyzed. The integration time step was 0.001 ps and total simulation length was 1.2 ps, which is long enough to observe the collision and separation. The total energy as a function of time is plotted in Figure 8 . The larger \spikes" in the collision with SHAKE indicates that the collision is harder (larger r 2 V (q) along the collision coordinate) than those of the exible constraint or unconstrained simulations.
On a detailed scale, the large spikes in total energy during the collision 
This correction term is generally applicable to any Verlet 17] based integration scheme to remove total energy uctuation due to high frequency harmonic motion. Figure 8 demonstrates that all four methods well conserve energy for collisions of triatomic systems. It is also interesting to examine the change of a bond length during the water collision simulation. Figure 9 shows the bond length of an O-H bond in one of the water molecules as a function of time during the collision simulation.
The results are as expected. The bond length in the SHAKE method remains at its parameter value, throughout, while it undergoes remarkable change in the other three methods. Again, Method I mimics free dynamics method better than does Method II. More signi cantly, after the collision when two water molecules fall outside their interaction range the bond length in free dynamics method oscillates while it stretches in Method I, but returns to its minimum energy parameter value in Method II. . There was no attempt to optimize the properties of the exible SPC model employed here through further parameter re nement. This was done to allow a more facile comparison between the four simulations. Long range electrostatic and van der Waals interaction were truncated at 9 A using a force shift approach 11, 24] . The simulated temperature was 300 K with 0.001 ps as the integration time step. The velocities were scaled every 1000 steps during equilibration to meet the target 300 K should the temperature fall out of 300 10K window during the rst 10 ps, after which the simulation was run without intervention for another 200ps. Four methods, soft constraint Method I and II, free dynamics and SHAKE, were used to carry out the simulation using the same protocol.
The methods were implemented in CHARMM 14] and ran on HP9000/735 workstations. The bond length convergence value of 10 ?6 A was used for both Method I and Method II. Relaxing this convergence value will greatly reduce the computational time, but at the expense of energy conservation and reversibility. The detailed nature of this degradation has not yet been explored. The simulation time for Method I are roughly 13 times more expensive than for free dynamics. For Method II the simulation time was 65 times longer. There has not been an attempt to optimize the performance of these integrators and improvement of two fold could be achieved with some recoding and improvements in the optimization algorithms and convergence criteria. The cost for Method I is almost entirely due to additional energy calls. Method II, in addition to the energy calls, involves an expensive calculation of complex update directions in Equation (59). This accounts for the 3kT larger in kinetic energy per water, 6kT larger in total energy per water and 3kT larger in the potential energy per water. The extra degrees of freedom also account for the small temperature uctuation. All method except SHAKE can lower total energy by relaxing the internal geometry. This accounts for the larger potential energy and weaker H vap of this system relative to the soft constraint methods. Note that both methods well reproduce the H vap observed with free dynamics. Some of important water properties can be calculated from our simulation of water box with periodic boundary. Comparing these properties from di erent methods with the experimental data, one should see how well a method simulates the water system. We calculated here the self-di usion constant, oxygen-oxygen radial distribution and dielectric constant of water. The self-di usion constant, D, is usually calculated by the Einstein relation 1] where N is 4 in this case. 19, 20, 21, 22, 23] with SPC model, our results seems more reasonable. Figure 10 shows Oxygen-oxygen radial distribution function, g(r), evaluated from our four simulations. Two soft constraint methods, Method I & II, give a surprisingly good agreement with the free dynamics method. Their g(r) are almost superimposed with that from the free dynamics method.
The dielectric constant of water, , was calculated using the relation 1] where i is the dipole moment of a water molecule and the brackets denote the ensemble average. In each of the four simulations, 20,000 trajectory frames were obtained from the 200 ps production run by saving the coordinates every 0.01 ps. We rst calculated the dielectric constant using these 20,000 trajectory frames as one ensemble. The results are listed in the last row of Table 3 . To estimate the error bar, we divided the 20,000 frames into 10 ensembles by grouping trajectory frames at 0.1 ps interval apart into an ensemble. 10 's were calculated from the ensembles as well as the average of them. The standard deviation was estimated by
where N = 10 in this case. The results are listed in Table 3 . The experimental value is 78.54 at 298K 15] which is fairly well reproduced by free dynamics and the soft constraint methods. Other simulation with SPC water model report the dielectric constant 68 7 23], which is somewhat larger than the SHAKE value reported here. The di erence may be due to density di erences or long range electrostatic cuto e ects. We also calculated the average magnitude of water molecular dipole moment and its uctuation from the four simulation methods. The average is over all water molecules from 10 randomly selected water trajectory snapshots saved from the simulations. Since each snap snapshot contains 216 water molecules, the average is over 2160 water dipole moments. The results are listed in Table 4 . As expected, the water molecules of the SHAKE simulation have a constant magnitude of dipole moment determined only by the rigid geometry. Both soft constraint methods have an increased dipole moment magnitude that almost exactly matches the dipole average from the free dynamics, however the uctuation is signi cantly smaller due to the fact that molecular vibration (primarily angle bending) has been eliminated. The variation of dipole moments in the soft constraint methods is due to the diversity of the local environment about a water molecule.
VI Conclusion
Two new integration methods are presented that allow the deformation of high frequency degrees of freedom without the necessity of including high frequency uctuations and the associated (non-physical) high frequency heat capacity. It has been demonstrated that both of these methods give essentially the same general behavior as that observed with free dynamics when examing transport properties and other properties that depend on the water structure.
Both methods are energy conserving and reversible. Method II is also symplectic but involves a greater iteration cost. Both methods are easily extended to complex systems such as proteins.
Although these methods do allow a larger time step, in the same spirit as bond length SHAKE constraints, these methods are more expensive due to the optimization at each iteration. The results presented in this paper demonstrate the high level of energy conservation that can be achieved when the optimization is fully converged. The degradation of these methods with an incomplete optimization in order to reduce computational costs is the subject of further work.
The use of this exible constraint method is likely to allow a larger time step than SHAKE, especially at higher temperature, due to a \softening" at collisions as demontrated in the collision examples preseneted here.
The most promising aspect of this work is that these methods can be used with other integration techniques that require an energy optimization at each time step iteration, such as the self-consistent electronic polarization methods 25, 26, 27] or combined QM/MM hybrid simulations 28]. The optimization steps required by these methods can be combined with those required for exible constraints in a mannner that minimizes the computational costs. In other words, the additional energy evaluation that are required can be used for both optimizations. The methods presented here can be extended to a Drude oscillator model for electronic polarization where the oscillations are replaced by an optimization to determine positions. We believe that ultimate utility of these soft constraint methods will be found with such an approach, where all high frequency uctuations (both electronic and bond-stretching) can be eliminated, but yet still allowed to respond to the local environment. Tables   1 The average temperature and energy distribution per 
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