Most Item Response Theory (IRT) models for dichotomous responses are based on probit or logit link functions which assume a symmetric relationship between the responses and the latent traits of individuals submitted to a test. Such an assumption restricts the use of such models to situations in which all items have symmetric behavior. Similar constraint is imposed by the asymmetric models proposed in the literature as it is required that all items have an asymmetric behavior. Such assumptions are inappropriate for great part of the tests which, in general, are composed by both symmetric and asymmetric items. Furthermore, a straightforward extension of the existing models in the literature of would require a prior selection of the items' symmetry/asymmetry status. This paper proposes a Bayesian IRT model that accounts for symmetric and asymmetric items in a flexible though parsimonious way. That is achieved by assigning a point-mass mixture prior to the skewness parameter of the item, allowing for an analysis under the model selection or model averaging approaches. Asymmetric item curves are design through the centred skew normal distribution which has a particularly appealing parametrisation in terms of parameter interpretation and computational efficiency. An efficient MCMC algorithm is proposed to perform Bayesian inference and its performance is investigated in some simulated examples. Finally, the proposed methodology is applied to a data set from a large scale educational exam in Brazil.
Introduction
Item Response Theory (IRT) is a psychometric theory commonly used in educational assessments and cognitive psychology. It aims at modelling probabilistically the relationship between the responses in a given test and quantities which are, by nature, unobservable or unmeasurable, such as the individual abilities, intelligence or language dominance. These quantities are constructs rather than physical attributes and are often called latent traits. Items are designed in a way that the responses to be given by an individual are influenced by the latent trait(s) of interest which are inferred based on the responses. IRT models relate the probability of a given response in a test to the latent trait(s) of the respondent and to characteristics of the items, such as difficulty and discrimination. In an unidimensional setup, only one latent trait is considered and the curve that returns the probability of a particular response to a given item as a function of the latent trait is called item characteristic curve (ICC) . For more details about IRT, see Rasch (1960) ; Birnbaum (1968) ; Lord (1980) ; Embretson and Reise (2013) among others.
IRT models deal with a broad spectrum of item formats. We will only focus in models for dichotomous items. The first models for dichotomous items assumed a probit (Albert, 1992; Albert and Ghosh, 2000) or a logit (Birnbaum, 1968) function to model the ICC. This implies in a symmetric ICC, which means that the probability of a correct answer approaches zero at the same rate as it approaches one. Namely, under these models, individuals with low and high trait level are discriminated in the same way. If the goal in the test is, for example, to identify outstanding individuals with great ability to solve difficult problems, models assuming symmetric ICC are inappropriate (Samejima, 1997 (Samejima, , 2000 Bazán et al., 2014) . Moreover, from a theoretical point-of-view, the misspecification of the link function introduces bias in the mean response estimation (Czado and Santner, 1992) .
To account for those problems, Samejima (1997 Samejima ( , 2000 introduces an IRT model that gives more weight for individuals that correctly answer the most difficult items and imposes a heavier penalty to individuals that fail in the easiest items. The logistic positive exponent family of models (Samejima, 2000) considers an asymmetric ICC, defined as L(·) i , where L(·) is the logistic function, and i > 0 is the skewness parameter associated with the i th item. The logistic link is recovered when i = 1. A different approach is proposed in Bazán et al. (2006) , who use the cumulative distribution function (c.d.f.) of a skew normal (SN) distribution (Azzalini, 1985) as the ICC. This is called the skew-probit model and includes the symmetric ICC as a particular case when the skewness parameter is zero.
All those previous models, however, assume no heterogeneity among the items. The logistic positive exponent (Samejima, 2000) and the skew-probit (Bazán et al., 2006) models assume all items to be asymmetric, which is a strong assumption. Usually, in a test, it is expected that a symmetric structure fits well great part of the items but not all of them. Therefore, assuming that either all items are symmetric or all items are asymmetric is bound to compromise the efficiency of the analysis. The former introduces bias to the estimates and the latter contravenes parsimony by overfitting the data and jeopardises computational efficiency. Although the existing models may be straightforwardly adapted to set only some of the items to be asymmetric, this would require the symmetry/asymmetry status of each item to be fixed prior to the analysis and therefore, would not be practical. It would be ideal if IRT models could assume the asymmetric structure only for items that significantly depart from symmetry. Although, methodologies for model comparisons (Sahu, 2002) could be used to that end, a naive model selection procedure is not efficient as it would require 2 I models to be fit and compared, where I is the number of items in the test.
A robust and parsimonious way to perform model selection is to consider a model-based approach in which the full model is a finite mixture of all possible individual models. Under the Bayesian paradigm, inference is based on the posterior distribution that includes the space of all individual models in its domain and, therefore, provides the posterior probability of each model. Under several aspects, this approach is expected to be more robust and computationally more efficient than arbitrarily chosen model selection criteria (see, for example, Gonçalves et al., 2019) . A well designed MCMC algorithm would automatically ignore the individual models with negligible posterior probability. The model-based Bayesian approach also allows inference to be performed under a model averaging perspective, rather than under a model selection one. This is a reasonable aaproach when more than one model presents significant posterior probability.
Inspired by these ideas, we introduce, in Section 2, an IRT model in which the ICC is a finite mixture of symmetric and asymmetric ICC's. The proposed finite mixture skew-probit IRT model allows to simultaneously account for symmetric and asymmetric items in the same test, as well as to identify if the items are positive or negatively asymmetric. Compared to the skew-probit model introduced by Bazan et al. (2006) , our contributions are twofold. Firstly, the link function in the proposed model is the c.d.f. of a centred skew normal (CSN) distribution which brings significant gain in terms of parameter interpretation and computational cost if compared to the c.d.f. of a skew normal assumed by Bazan et al. (2006) . A more detailed explanation is provided ahead in the text. Secondly, the proposed model is simultaneously flexible and parsimonious since it accommodates both symmetric and asymmetric ICC's in a single structure. That is attained by assuming a point-mass mixture prior distribution for the skewness parameter where a positive probability at zero accounts for the symmetric ICC and continuous distributions account for negative and positively asymmetric cases. This strategy allows us to perform model-based Bayesian model selection to conclude about the type of skewness experienced by each item. Moreover, under a model averaging perspective, a more robust IRT model is obtained since the ICC becomes a finite mixture of the c.d.f.'s of a normal and of two skew normal distributions. Finally, the proposed model brings a considerable gain in terms of computational cost due to simplification when some items are well fitted by a symmetric ICC.
An efficient MCMC algorithm to sample from the joint posterior distribution of all the unknown quantities in the model is proposed in Section 3. Section 4 presents some simulated examples and an application to a large scale educational assessment exam in Brazil is presented in Section 5.
Proposed Model
The proposed model assumes that the ICC of each item is a mixture of one normal and two skew normal (one positively and one negatively skewed) c.d.f.'s. In our approach, we consider the centered parametrisation of the skew-normal distribution in order to avoid inference problems and to boost computational efficiency, as it is explained in Section 2.3.
Two parameter finite mixture skew-probit model
Assume that a random sample of J individuals is submitted to a test composed by I items. Denote by Y = (Y ij ) I×J , the I × J matrix of all responses to the test, where Y ij is the indicator of a correct response given to item i by individual j. The two parameter centred skew-probit model (2PCSP) is defined as follows.
where m ij = a i (θ j − b i ) and Φ CSN (m ij , γ i ) is the c.d.f. of the centred skew normal distribution, with skewness parameter γ i , evaluated at m ij . Moreover, a i and b i are, respectively, the discrimination and difficulty parameters of item i and θ j is the latent trait of individual j. Hereafter, we shall consider the notation θ = (θ 1 ; . . . ; θ J ), a = (a 1 ; . . . ; a I ) T , b = (b 1 ; . . . ; b I ) T , γ = (γ 1 ; . . . ; γ I ) T and the analogous bold notation to define the vector of the respective components yet to be defined. Although asymmetric ICC models are more flexible and allow for specific aims like identifying outstanding individuals, it is not reasonable to consider a test with only asymmetric items. Symmetric items are often quite efficient to estimate individuals' latent traits and, therefore, most of the items are designed to be symmetric. Given their higher statistical and computational complexity, asymmetric items should only be considered for specific aims or to provide a better fit to items that are, unexpectedly, not properly accommodated by a symmetric ICC. In any case, it is typically hard to define a priori which items should have such feature. Moreover, it is not reasonable to assume that all the items in a test are asymmetric as this would typically defy the parsimony principle.
In order to mitigate this problem and to account for an eventual heterogeneity among the items symmetry status, we propose a model-based approach to consider the uncertainty about each item's skewness. The finite mixture skew-probit IRT model consists of a finite mixture of ICC's in which each of the three mixture components correspond to one skewness statussymmetric, negatively and positively asymmetric. This is attained by considering the model in (1)-(2) and eliciting a finite mixture prior for the skewness parameter γ i . It is computationally appealing to specify this mixture as follows.
(3)
where the Beta distributions are truncated to the interval (0, 0.99527) and the weights w i = (w i0 , w i1 , w i2 ) are such that w ik ∈ (0, 1) and 2 k=0 w ik = 1. The mixture of ICC's for item i can be explicitly defined by integrating out the Z i 's:
A key point in this model is the prior specification for the weights w i . Basically, we want to be parsimonious and, therefore, only detect asymmetric items when that offers a substantially better fit than the symmetric alternative. Since the latter model is nested in the former, we need some natural way to penalize the more general model. That can be achieved in a robust way through the prior specification for the weights w i by assigning higher probabilities to the symmetric model. More specifically, we assume independent Dirichlet priors and, since each w i indexes the distribution of only one Multinomial random variable, we fix the Dirichlet hyperparameters to be smaller than 1 following Gonçalves et al. (2019) . Simulated studies shown in Section 4 indicate that a Dirichlet(0.1; 0.01; 0.01) is a good choice under different scenarios.
Prior specification is completed by assuming that θ, a and b are independent with θ j
Extension for the three parameter model
The proposed model can be naturally extended to include the guessing parameter. The three parameters finite mixture skew-probit IRT model (3PCSP) is obtained from (1)
and c i iid ∼ Beta(α c , β c ). From a practical point of view, though, this formulation should only be considered when large data sets are available. The known difficulties related to the parameter estimation in the three parameter classical IRT models are bound to be even more severe in the case asymmetric ICCs are considered. In particular, it may jeopardise the detection and estimation of asymmetry if not enough information is available. One practical solution is to estimate the guessing parameters under the (symmetric) two parameter normal ogive (3PNO) model and fix their values in the 3PCSP to be the point estimates obtained under the 3PNO model. This is reasonable given the same role played by the guessing parameters in both models.
Centred Skew-Probit ICC
In order to avoid inference problems and to boost computational efficiency, the proposed model considers the centered parametrisation of the skew-normal distribution proposed by Azzalini (1985) . We present the centred skew-probit ICC based on the centred skew normal distribution and highlight some of its properties, including its advantages when compared to the direct parametrisation considered by Bazán et al. (2006) .
where r = 2/π, s = (2/(4 − π)) 1/3 and g(γ) = sγ 1/3 [r 2 + s 2 γ 2/3 (r 2 − 1)] −1/2 . Parameter γ takes value in (−0.99527, 0.99527) and represents the level of positive or negative asymmetry of the distribution. The centred skew normal distribution, proposed by Azzalini (1985) , has mean 0, variance 1 and better statistical properties than the non-centred version, which has mean and variance depending on the skewness parameter. Inference based on likelihood methods in the noncentered skew-normal family is problematic. The shape of the profile log-likelihood as a function of the skewness parameter α is non-quadratic and it has a stationary point at α = 0 which makes the maximum likehood estimation cumbersome. Besides, the Fisher information matrix is singular if α = 0. For a detailed discussion (Arellano-Valle and Azzalini, 2008) .
In our context, the centred parametrisation has further substantial advantages if compared to the non-centred skew-normal assumed in the skew ICC model proposed by Bazán et al. (2006) and the logistic positive exponent model of Samejima (2000) . Under the centred parametrisation, parameters a and b play the same role in both the symmetric and asymmetric ICC's. That occurs because the mean and variance of the distribution with cdf given by F (u) = Φ CSN (a(u − b), γ) depend on a and b but is invariant with respect to skewness parameter. As a consequence, the MCMC algorithms will have better convergence properties under the centred parametrisation. Figure 1 shows the ICC for the symmetric, asymmetric under the centred parametrisation and asymmetric under the non-centred parametrisation cases. All curves set the same discrimination and difficulty parameters. Also, both asymmetric curves have skewness parameter set to 0.9, meaning the same level of asymmetry. Note how the asymmetric curve under the centred parametrisation is much closer to the symmetric one. 
Inference via MCMC
Posterior inference is discussed under the most complex proposed model structure, the 3PCSP model. In order to circumvent the intractability introduced by the guessing parameter, we consider a set of auxiliary variables as proposed by Gonçalves et al. (2018) that preserves the original model upon marginalisation. We define the following auxiliary variables:
and set (Y ij |D ij = 1) ∼ Ber (1) and
. If the 2PCSP model is considered, the D ij random variables and parameters c i are all set to zero.
The main goal of the inference process is to obtain the posterior distributions of all unknown quantities in the model -denoted here by Ψ = (a, b, c, θ, γ, γ − , γ + , Z, w, D), which has density
(8) Given the complexity and high dimensionality of the posterior distribution of Ψ, we resort to Monte Carlo methods to explore it, more specifically, an MCMC algorithm.
The proposed algorithm is a Gibbs sampling with some Metropolis-Hastings (MH) steps that aims at having the best convergence properties possible. In that sense, we choose the following blocking scheme:
The proposed algorithm to generate from the posteriors is presented in Appendix B.
Simulated examples
A simulated study is performed to analyze the sensitivity of the Dirichlet prior and the impact of the number of subjects in the posterior inference. We simulate tests with 40 items which is submitted to J = 1000, 3000 and 10000 subjects. We consider a scenario with all items being symmetric (2PNO model), and one with all items being asymmetric with varying levels of asymmetry (2PCSP). Three different Dirichlet priors are considered by eliciting α = (α 0 , α 1 , α 2 ) = (0.01, 0.01, 0.01), (0.05, 0.01, 0.01) and (0.1, 0.01, 0.01). Basically, we want a prior distribution for the weights that is robust, under different characteristics of the data set, to only detect significant levels of asymmetry. As a reference, values of |γ| smaller than 0.4 are considered a insignificant level of asymmetry and a clear significant level is observed for |γ| > 0.9 (see Figure 2 in Appendix A). Tables 1 to 3 (resp. Table 4 to 6) present the posterior mean of Z and of the skewness parameter γ of the most likely model for the first (resp., second) scenario and J = 1000 to 10000, respectively. Results indicate a similar performance of the proposed model under the two asymmetric Dirichlet priors which assume α = (0.05, 0.01, 0.01) and (0.1, 0.01, 0.01). These two priors are more efficient to detect significant levels of asymmetry than the one assuming a symmetric Dirichlet prior with α = (0.01, 0.01, 0.01).
Estimation of the latent traits and item parameters under the proposed model which assumes Dirichlet prior with α = (0.05, 0.01, 0.01) in the scenario with only asymmetric items are presented in Figures 3, 4 and 5 and show a good recovery of the true values of the parameters.
Application
We apply the proposed methodology to a data set from the Brazilian High School National Exam (Enem). This exam is annually applied to high school students and is organized by the Instituto Nacional de Estudos e Pesquisas Educacionais Anísio Teixeira (INEP) from the Ministry of Education (MEC). It aims to assess students who are concluding or have already concluded high school in the previous years. Enem is used in many universities admission process in the country. It is composed of five sub exams: Humanities (H), Natural science (NS), Languages (Lang) and Maths (MT), each with 45 dichotomous unidimensional items, and an Essay. We consider data from the Math exam of 2017 with a random sample of 30,000 students.
We adopt the following prior distributions: a i ∼ N (1, 0.7) , b i ∼ N (0, 1), θ j ∼ N (0, 1), γ i ∼ Beta(0, 0.99527), and p i ∼ Dirichlet(0.05, 0.01, 0.01). Parameters c i were separately estimated considering a 3PNO model and fixed at their respective posterior mean to fit the proposed mixture model. After a pilot analysis, item 8 was estimated as having negative discrimination and was excluded from the analysis. Table 7 in Appendix A presents the posterior mean for discrimination, difficulty, pseudoguessing parameters, as well as the posterior weight for item being symmetry, negative and positive asymmetric. The posterior mean for γ is related to the skewness component of higher weight. Based on the posterior probability of each symmetry/aymmetry status, ten items are detected as being symmetric, twenty one as negatively asymmetric and fourteen as positively asymmetric. This is an interesting finding as it reveals that models assuming only one kind of items are questionable to analyse Enem data.
Final remarks
This paper proposed a flexible Bayesian IRT model for dichotomous item to account for asymmetric item characteristic curves. The main contributions of the proposed methodology lie on the fact that the model is flexible yet parsimonious due to the point-mass mixture prior adopted for the skewness parameter. This allows for an analysis under both model selection and model averaging approaches.
A particular parametrisation of the model has shown to be appealing in terms of both parameter interpretation and computational efficiency. Furthermore, an efficient MCMC algorithm was proposed to sample from the posterior distribution of all the unknown quantities in the model.
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Appendix B
The proposed MCMC algorithm is the following:
Step 1: Simulate (Z i , w i ), for i = 1, . . . , I:
i2 , and where L j refers to the items for which D ij = 0.
Step 2: Simulate γ i− and γ i+ , for i = 1, . . . , I:
• If Z i0 = 1, then make γ , where L j refers to the items for which D ij = 0.
• If Z i2 = 1, then draw γ (t) i+ from N (γ (t−1) i+ ; τ γ i+ ), and make γ (t)
where L j refers to the items for which D ij = 0.
Step 3: Simulate (a i , b i ), for i = 1, . . . , I:
• Draw (a i , b i ) ( * ) from a bivariate normal distribution N 2 ((a i b i ) (t−1) ; Σ ab ),
• Accept the pair (a i , b i ) (t) = (a i , b i ) ( * ) with probability min{1, R (a,b) i }, where
, where f N (; τ b ) and f T N (; τ a ) denote, respectively, the p.d.f. of a normal distribution and a truncated normal distribution on R + , τ a and τ b are tuning parameters, and L j refers to the items for which D ij = 0.
Step 4: Simulate θ j , for j = 1, . . . , J:
where L i refers to the items for which D ij = 0.
Step 5: Simulate D ij , for i = 1, . . . , I:
• If Y ij = 0, P (D ij = 0|Y ij = 0, ·) = 1;
• If, Y ij = 1, compute r ij = c i c i +(1−c i )Φ CSN (m ij )) and simulate (D ij |·) ∼ Ber(r ij ).
Step 6: Simulate c i , for i = 1, . . . , I:
where α and β are prior hyperparameters.
