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Abstract—This article presents a new method for violent
scene detection using super descriptor tensor decomposition.
Multi-modal local features comprising auditory and visual
features are extracted from Mel-frequency cepstral coefficients
(including first and second order derivatives) and refined dense
trajectories. There is usually a large number of dense
trajectories extracted from a video sequence; some of these
trajectories are unnecessary and can affect the accuracy. We
propose to refine the dense trajectories by selecting only
discriminative trajectories in the region of interest. Visual
descriptors consisting of oriented gradient and motion
boundary histograms are computed along the refined dense
trajectories. In traditional bag-of-visual-words techniques, the
feature descriptors are concatenated to form a single large
feature vector for classification. This destroys the
spatio-temporal interactions among features extracted from
multi-modal data. To address this problem, a super descriptor
tensor decomposition is proposed. The extracted feature
descriptors are first encoded using super descriptor vector
method. Then the encoded features are arranged as tensors so
as to retain the spatio-temporal structure of the features. To
obtain a compact set of features for classification, the
TUCKER-3 decomposition is applied to the super descriptor
tensors, followed by feature selection using Fisher feature
ranking. The obtained features are fed to a support vector
machine classifier. Experimental evaluation is performed on
violence detection benchmark dataset, MediaEval VSD2014.
The proposed method outperforms most of the state-of-the-art
methods, achieving MAP2014 scores of 60.2% and 67.8% on
two subsets of the dataset.
Keywords—Violent scene detection; refined dense trajectories;
super descriptor vector; tensor decomposition; support vector
machines
I. INTRODUCTION
We live in an era where human interaction with moving
images has become an affective tool for shaping one’s
personality and character. The video material including
television programs, movies and internet videos has
increased rapidly in the last few decades. The ease of
accessibility to a huge video enterprise via video-on-demand
has raised the necessity of filtering the video content. The
applications range from surveillance to parental control. For
example, it is very important for the parents to filter
inappropriate content (e.g., violence) for their children.
Violence can affect a child’s personality in a harmful way.
Although there are different movie ratings available, the
interpretation of the word violence varies from one
individual to another. The material uploaded online usually
does not have any content description in terms of violence.
With this in view, there is a need to develop some methods
to recognize and analyze the video content, in order to assist
parents decide for themselves whether a video is appropriate
for their children or not.
The task of violent scene detection (VSD) has been
studied before, especially in the video surveillance domain.
In the case of movies, the VSD task is significantly different
where so many audio and visual effects are involved due to
high editing. In this article, we focus on VSD in movies and
user generated videos uploaded on internet (e.g., YouTube).
The task becomes complex due to the subjective and
ambiguous definition of violence. This causes researchers
difficulty in terms of working on a common ground [1].
Some of the violence interpretations include violent actions
by humans where there is blood [2], scenes containing
gunshots, fights and explosions [3], person to person harmful
acts like threatening and physical harm [4], and fighting
scenes regardless of number of individuals involved and
context [5, 6]. These different interpretations lead to different
techniques for VSD, which makes it difficult to conduct a
comparative study. Furthermore, the presence of multiple
modalities and unknown duration of events complicate the
problem further.
The different approaches can be categorized in terms of
feature types extracted for classification (i.e., audio, visual
and textual). For example in [7, 8], the authors used single
modality (i.e, audio events) and extracted different audio
features including zero crossing, energy entropy and some
other audio features. Many researchers, on the other hand,
have been interested in combining both auditory and visual
modalities. The combined use of audio (e.g., chroma,
spectrogram and Mel-Frequency Cepstral Coefficients
(MFCC)) and visual features (e.g., motion based variance,
motion of people and average motion) produced some good
results [4]. In [9], the authors performed a modified
probabilistic Latent Semantic Analysis (pLSA) based
violence detection from audio cues and visual information by
exploiting different concepts (including explosion, motion,
blood and flame etc.). Many other methods have been
proposed that merge the two modalities of audio and visual
information for VSD, e.g., [10–13]. Other than audio-visual
features, some authors also exploited the use of textual
information [14, 15].
Recently, MediaEval has been providing a benchmark for
VSD task in movies since year 2011 [16]. The Affect Task
of MediaEval has provided a common ground for researchers
to work on this problem and compare their algorithms in an
efficient way. A publicly available dataset provides a detailed
annotation ground truth of multiple audio and visual
concepts concerning violence [17]. In MediaEval 2014,
many teams participated for the VSD task [17]. In [18], the
authors used Deep Neural Networks (DNN) along with
Support Vector Machines (SVM) and extracted different
audio-visual features (i.e., MFCC, dense trajectories [19],
spatio-temporal interest points (STIP)). This method
performed best of all on one of the two VSD sub-tasks (i.e.,
violence detection in Hollywood movies). In [20], a set of
mid-level concepts was predicted from many low level audio
and visual features and then the features and concept
predictions were fused to detect the violent scenes. This
approach outperformed the other methods on the second
VSD sub-task (i.e., violence detection in user generated
videos from YouTube). The most common features used by
most of the participating teams were MFCC (audio) and
dense trajectories (visual+temporal) [17].
The adaptation of dense trajectories method is motivated
by the fact that it is based on derivatives of optical flow [19,
21]. The motion boundary histogram (MBH) descriptor
computed along dense trajectories helps suppress the
irrelevant motion patterns in a simple and efficient way [22].
Even though the dense trajectory method performs very well
in comparison with others, it still faces challenges due to fast
view point changes along with camera motion and other
visual effects present in movies. One of the reason is that
there are too many trajectories computed, which increases
the complexity. We propose to refine the dense trajectories
by selecting discriminative trajectories present in the region
of interest (ROI). This can further suppress the effects of
camera motion and other noise factors.
The bag-of-visual-words (BoVW) model has been used
widely for global feature representation. However, more
recently super vector based methods, such as super vector
coding (SVC) [23], Fisher vector (FV) [24] and vector of
locally aggregated descriptors (VLAD) [25], have been
proposed with promising results. These methods aggregate
high order statistics and yield very high dimensional
representations. In BoVW pipeline, the code vectors are
obtained after super vector based coding for individual local
feature descriptors. These code vectors are usually
concatenated to get a single vector for the whole video
segment. This does not retain the structure of interactions
between the local feature descriptors. Rather than forming a
one dimensional vector, it is more efficient to deal with the
data in multidimensional arrays (i.e., tensors). Tensors
provide a natural way to represent the multi-modal data (i.e,
audio, visual modalities). By arranging the data after some
super vector based coding, multidimensional tensors can be
formed, and some tensor decomposition (e.g., TUCKER and
PARAFAC) can be applied. The tensor decomposition is
important for high detection accuracy because it discards the
noise and retains the information that is most discriminative,
while achieving dimensionality reduction.
We propose a new method for VSD based on a tensor
representation of auditory and visual features. The local
features are extracted through MFCC from audio and refined
dense trajectories from video signals. The local feature
descriptors are encoded through a super vector based method
using Gaussian mixture model (GMM) and sparse coding.
The data is arranged as tensors, and the TUCKER-3
decomposition [26] is performed to reduce the dimension
and filter out noisy features. The optimal number of features
are selected based on the Fisher score for classification using
SVM.
The remainder of the paper is organized as follows. Local
feature extraction using MFCC and proposed refined dense
trajectories method is explained in Section II. In Section III,
the proposed super descriptor tensor decomposition (SDTD)
model is presented. The experimental methods, results and
analysis are given in Section IV. Section V concludes the
paper.
II. LOCAL FEATURE EXTRACTION
The proposed VSD approach exploits both audio and
visual modalities to benefit from a multi-modal structure of
the movies. The MFCC [27] features along with their first
and second order derivatives are used for the audio modality.
For the visual modality, we adapt the dense trajectories
proposed by Wang et al. [21] to extract the local motion
features from the video segments [21]. However, the visual
features are extracted from refined dense trajectories, which
are presented in Subsection II.B.
A. Mel-Frequency Cepstral Coefficients
Mel-frequency cepstral coefficients are commonly used in
automatic speech recognition [27]. We briefly describe the
MFCC method here. Firstly, the audio signal is segmented
into short frames with some overlap. The reason for keeping
the frames short is that the audio signal is assumed to be
stationary over short durations. A power spectrum of each
frame is calculated using the periodogram. Then a
mel-filterbank of triangular filters is applied to the power
spectra, and energy in each filter is summed up. To match
the features closely to human hearing, the logarithms of all
the filterbank energies are computed. As the filterbanks are
usually overlapping in the frequency domain, a discrete
cosine transform (DCT) is applied to the log filterbank
energies. In the end, a set of lower DCT coefficients is taken
which represents the MFCCs. In order to exploit the
complete discriminative ability of MFCC, first and second
order derivatives of MFCC features are also used.
B. Refined Dense Trajectories
The visual features are extracted based on dense
trajectories method proposed by Wang et al. [21]. The dense
Fig. 1: Illustration of the refined dense trajectories method adapted from [21]. (a) A grid is used to densely sample the features
points for each spatial scale. (b) The sample points are refined by incorporating only those points that are present in the ROI.
(c) A median filter and dense optical flow field is used to track the points in each spatial scale. (d) Descriptors like HOG and
MBH are computed along the dense trajectories within a volume of N ×N × L which is subdivided into nσ × nσ × nT .
trajectories are computed using multiple spatial scales. A
grid is used to densely sample the sample points which are
separately tracked in each spatial scale. The problem using
the dense trajectories is that usually there are too many
sample points that are required to be tracked. This results in
excessive trajectories that add noise and reduce the accuracy.
In order to obtain discriminative trajectories, we propose
refined dense trajectories to incorporate only those points
that are present in the ROI. The ROI represents the region
where motion is observed. To find the ROI, a dense optical
flow field is calculated. Here, the algorithm by Farneback
[28] is used to extract dense optical flow as it embeds a
translational motion model between two consecutive frames.
Irregular and fast motion patterns can easily be tracked
because of the smoothness constraints of the dense optical
flow field. Motion detection is performed by calculating the
magnitude of gradient of the optical flow, yielding a gray
level image that provides the information about motion
areas. Once the ROI is calculated, the gray level motion
image is converted to a binary image by thresholding. For
this purpose, minimum error thresholding by Kittler et al. is
used [29]. The gray level histogram is considered as an
estimate of the probability density function of the mixture
population of the gray levels of the foreground and
background pixels. The foreground and background class
conditional probability density functions are assumed to be
Gaussian. Initially, an arbitrary threshold τ is used to divide
the histogram. Then an optimum threshold τopt is calculated
by minimizing the following expression:
(1)
τopt = argmin
τ
[P (τ) log σf (τ) + (1− P (τ)) log σb(τ)
− P (τ) logP (τ)− (1− P (τ)) log(1− P (τ))],
where σf (τ) and σb(τ) are the foreground and background
variances respectively for threshold τ , and P (τ) represents a
priori probability of gray levels below the threshold τ . For
further details of minimum error thresholding, see [29]. After
performing the thresholding operation, a mask is obtained,
which is then applied to the dense feature points to delete all
invalid points from the ROI. Fig. 1(a) shows a frame of a
sports fighting scene from VSD2014 dataset [17]. One can
see the extra red points representing the end points of the
trajectories all over the static textured regions of the scene.
The trajectories computed through the refined dense
trajectories method are shown in Fig. 1(b), where the
trajectories are refined to get the discriminative motion
information of the scene.
In order to track the sample points to form trajectories, the
same procedure is used as in [21]. Here we describe the
procedure briefly. First, the refined sample points are tracked
in the succeeding frames by applying a median filter on the
dense optical flow field. A trajectory is formed by
concatenating tracked points in subsequent frames. The
trajectories are tracked up to L frames only because they
have a tendency to drift from their point of initialization, as
shown in Fig. 1(c). Descriptors like HOG and MBH are
computed along the trajectories within a space-time volume
which leverages the motion information. The space-time
volume with dimensions N × N × L is further divided into
smaller grids of size nσ × nσ × nT . This embeds the
structure information as shown in Fig. 1(d). The HOG
descriptor concentrates on the static appearance information,
while MBH extracts the dynamic information. The MBH
descriptor computes the spatial derivatives along the vertical
and horizontal components of the optical flow field, which
encodes the relative motion between pixels [22]. The
orientations are quantized into β bins for HOG and each
component of MBH (i.e., MBHx and MBHy). Finally, L2
norm is used for the normalization of the descriptors.
III. SUPER DESCRIPTOR TENSOR DECOMPOSITION
Here, we propose the super descriptor tensor
decomposition model to obtain the discriminative features
for classification. Firstly, the audio and visual features are
encoded through super descriptor vector coding. The
encoded features are then represented as tensors,
discriminative features are obtained through a tensor
decomposition and feature selection.
A. Super Descriptor Vector
The super descriptor vector (SDV) coding [30] is used
here to encode the features. For each video segment V , a set
of descriptors X = {xi, ..., xn}, xi ∈ Rm, is obtained for
each feature type (i.e., MFCC, HOG, MBHx and MBHy).
Let D = {d1, ...,dK} be a dictionary with K visual words,
dk ∈ Rm. The descriptors xi are modeled using GMM as
follows:
p(xi) =
K∑
k=1
wkp(xi|k), (2)
where wk is the mixture weight of the kth component
density p(xi|k). The mixture weight wk corresponds to prior
probability that xi was generated by component k. The kth
component density is a normal probability density function
with mean vector µk and covariance matrix Σk,
p(xi|k) = N (xi;µk,Σk). (3)
The probability density function in Eq. (2) models the
generation process of xi. The gradient of the log-likelihood
with respect to mean expresses the contribution of mean as
follows:
∂ ln p(xi)
∂µk
= pkiΣ
−1
k (xi −µk), (4)
where pki denotes the posterior p(k|xi).
Here sparse coding is used to learn the visual dictionary
because it is computationally less expensive than the
Expectation Maximization (EM) [31]. Sparse coding
approximates xi by using a linear combination of a limited
number of visual words. The ℓ1 penalty yields a sparse
solution for the following sparse coding problem,
(5)
min
D,α
1
n
n∑
i =1
1
2
||xi −Dαi||22 + λ||αi||1,
subject to dTk dk ≤ 1,
where λ is the sparsity-inducing regularization that controls
the number of non-zero sparse coding coefficients in αi. For
further details on sparse coding based dictionary learning, see
[31].
After learning the dictionary D = {d1, ...,dK} and finding
the sparse coding coefficients αi for every xi, a few
approximations are made to simplify Eq. (4). First, sparse
coding coefficients are used to estimate the posterior, i.e.,
pki = α
k
i , where α
k
i is the coefficient of the ith descriptor xi
to the kth visual word dk. Second, the mean is represented
by the visual word in sparse coding, i.e., µk = dk. Third, the
covariance is assumed to be isotropic, i.e., Σk = σ2I . After
these three approximations the RHS in Eq. (4) becomes
αki (xi − dk). Then for each visual word, average pooling is
used to aggregate the weighted difference vectors:
uk =
1
n
n∑
i=1
αki (xi − dk). (6)
In the BoVW models, the vectors uk, k = 1, ...,K are
simply concatenated to get a large single vector for
classification. This does not retain the structure of
interactions between the features. To address this problem,
we propose to arrange the coded vectors after SDV encoding
in the form of tensors. For this purpose, the vectors uk, are
arranged into a K × m matrix. For l different feature types
(i.e., MFCC, HOG, MBHx and MBHy), the resultant K ×m
matrices are arranged as rank 3 tensor X ∈ R K×m×l, for
each video segment.
B. Tensor Decomposition
The tensor X contains a large number of features. To
discard noisy features and get the most discriminative and
compact set of features for classification, tensor
decomposition is applied. Assume we have a rank 3 tensor
X(i) ∈ R K×m×l, i = 1, 2, ..., Q for each video segment. The
tensor decomposition of X(i) to get three basis factors
A(1) ∈ R K×J1 , A(2) ∈ R m×J2 and A(3) ∈ R l×J3 , is given
as
X(i) ≈ G(i) ×1 A(1) ×2 A(2) ×3 A(3), (7)
G(i) ∈ R J1×J2×J3 is the feature core tensor of the data
tensor X(i). There are in total J1 × J2 × J3 number of
features. ×p, p = 1, 2, 3, is the p-mode product of a tensor
by a matrix. For example, let G(i) = {gj1,j2,j3} and
A(1) = [ak,j1 ],
(8)(G(i) ×1 A(1))k,j2,j3 =
∑
j1
gj1,j2,j3 ∗ ak,j1 .
The basis factor A(p) can be obtained by minimizing the
following cost function,
arg min
{A(1),A(2),A(3)}
Q∑
i =1
∥X(i)−G(i)×1A(1)×2A(2)×3A(3)∥2F ,
(9)
where ∥·∥2F is the Frobenius norm.
The Q simultaneous standard decompositions of rank 3
tensors X(i) in Eq. (7) are equivalent to the following tensor
decomposition:
X ≈ G ×1 A(1) ×2 A(2) ×3 A(3), (10)
where the tensors X ∈ R K×m×l×Q and G ∈ R J1×J2×J3×Q
are rank 4 tensors obtained by concatenating all the tensors
X(i) and G(i) along the mode-4. This unique decomposition
Fig. 2: Illustration of the proposed SDTD method. First, the individual tensors obtained after the SDV coding are concatenated
to get final tensors X and Xt for training and test dataset respectively. The training tensor X is decomposed through TUCKER-3
tensor decomposition using orthogonal interactions. Training features are obtained from the core tensor G after decomposition.
The orthogonal basis factors U are used to get the test features from Gt = Xt × {UT }. The feature selection for training and
test features is performed on basis of their Fisher score. In the end, linear SVM is used to classify the video segments.
model is called TUCKER-3 tensor decomposition. For the
detailed mathematical model, see [26].
In order to obtain meaningful and unique TUCKER-3
representation, orthogonality constraints are applied, such a
model is called higher order singular value decomposition
(HOSVD) or higher order orthogonal interactions (HOOI)
[32, 33]. Orthogonal interactive basis are estimated as factors
A(p) = U (p) of the TUCKER-3 decomposition of the tensor
X. First, the factors U (p) are randomly initialized so that the
core tensor G can be obtained [32, 33],
G = X ×1 U (1) T ×2 U (2) T ×3 U (3) T . (11)
Then the following cost function is maximized to find the
factors U (p),
J(U (p)) = ∥X ×1 U (1) T ×2 U (2) T ×3 U (3) T ∥2F , (12)
where only U (p) are unknown. If we fix U (p), the tensor X
can be projected onto the subspace defined as
(13)W
(−p) = X ×1 U (1) T ×2 U (2) T ×3 U (3) T
= X ×−(p,4) {UT }.
The factors U (p) can be estimated as Jp which are leading
left vectors of the mode-p matricized version of W (−p)(p) . This
leads to HOOI algorithm [33]. Once the basis factors U (p) are
obtained, the test feature core tensor Gt for a test tensor Xt
can be obtained as Gt = Xt × {UT } as shown in Fig. 2.
C. Feature Selection and Classification
It is likely that some discriminative features will be lost if
the size of the core tensor is set too small during the tensor
decomposition. But avoiding feature loss can cause the core
tensor to be large for efficient classification. To solve this
problem, the salient features for classification are selected
using Fisher ranking [26]. The Fisher score of the qth feature
is defined as,
φ(q) =
∑C
j=1 Qj(ḡ
(j)
q − ḡq)2∑Q
i=1(g
(i)
q − ḡ
(ji)
q )2
, (14)
where g(i)q is the qth feature (entry) (q = 1, 2, ..., J1×J2×J3)
of the vectorized version of feature core tensor G(i), ji =
1, 2, ..., C is the class of the training sample X(i) and Qj is
the number of training samples in class j. The mean sample
ḡ
(j)
q for the jth class of the qth feature and the total mean
feature ḡq are defined as,
ḡq =
1
Qj
∑
i∈j
g(i)q , ḡq =
1
Q
Q∑
i=1
g(i)q . (15)
The features are sorted in a descending order of their Fisher
score. The top features are selected for the classification using
a linear SVM. The optimal number of features that can achieve
the best performance is selected through experimentation on
a the validation dataset.
IV. RESULTS AND ANALYSIS
A. Dataset and Evaluation Criterion
We test the SDTD method on publicly available
benchmark MediaEval VSD dataset [17]. The VSD2014
dataset contains three subsets: Development, Test and
Generalization subsets. The Development and Test subsets
consist of Hollywood movies and the Generalization subset
contains video clips from YouTube. There are twenty four
movies in the Development, seven movies in the Test and
eighty six clips in the Generalization subsets, with average
Fig. 4: MAP2014 score vs. number of features for (a) Hollywood movies and (b) YouTube clips. Top features are selected
according to their Fisher scores.
Fig. 3: Sample video frames from the MediaEval VSD2014
dataset [17].
violence rate of 12.35%, 17.18% and 31.69%, respectively.
Frame level binary annotations are provided for all the
scenes. The violent scenes are identified by their start and
end frames. Fig. 3 shows some violent scenes (explosion,
fights, gun-shot, screaming and war violence etc.) from the
VSD2014 dataset.
In order to become consistent with the participating teams
in VSD2014 task, we perform the same violence detection
task and use the same evaluation measure. The VSD Affect
Task [17] at MediaEval 2014 aimed to auto-detect the
violent video segments in movies by indicating their start
and end frames. With this information it is easy to make a
summarized video containing violent scenes for parental
guidance. For evaluation, a modified version of the mean
average precision (MAP), dubbed MAP2014, was used [17].
The MAP2014 measure considers as a hit only predicted
segments that overlap by more than 50% with their
corresponding ground truth segments. If there are multiple
hits on the same ground truth, only one true positive is
counted and the rest are ignored.
B. Implementation
For MFCC audio features, the frame size is set to 40ms
with 20ms overlap, to make alignment with dataset videos
encoded with 25 fps. From each frame, 96 dimensional vector
is computed comprising MFCCs and their first and second
order derivatives using the MIRtoolbox [34]. For the visual
features from refined dense trajectories, 8 spatial scales are
used. The size of the median filter kernel is 3× 3. The length
of the trajectories is set to L = 15 frames. The parameter
values for volume N ×N ×L and spatio-temporal grid nσ ×
nσ ×nτ are set to N = 32, nσ = 2 and nτ = 3. For an 8 bin
quantization of orientations, the final dimension of the HOG,
MBHx and MBHy descriptors is 96 each.
For the SDV coding, the number of visual words is set to
500. The code vectors are arranged into a 500 × 96 matrix.
For the four feature types (i.e., MFCC, HOG, MBHx and
MBHy), a 3D tensor is obtained of size 500 × 96 × 4 for
each video segment. These 3D tensors are concatenated to
yield a training tensor for the video segments from the
training subset. The TUCKER-3 tensor decomposition is
implemented using “NFEA” toolbox [35].
Finally for the classification, a linear SVM is used for the
training and testing. The parameters for the linear SVM are
optimized through a 5-fold cross validation on the training
subset (i.e., Development). The LIBLINEAR toolbox [36] is
used to implement the linear SVM. The videos in the test
subsets (i.e., Test and Generalization) are subdivided into 75
frames clips. For the desired segment level prediction output,
the continuous clips are merged to get a single video segment
if they are all classified as violent or non-violent.
C. Violent Scene Detection
In first experiment, we analyze the effect of the number of
features used for classification. After the tensor
decomposition, the features are sorted in a descending order
according of their Fisher score, and the top features are
selected as inputs to the classifier. Fig. 4 illustrates the
MAP2014 scores as a function of the number of selected
features. From this figure, we can see that the top 600
hundred features achieve MAP2014 score of more than 50%.
The highest MAP2014 scores of 60.2% (Fig. 4(a)) and
67.8% (Fig. 4(b)) are achieved by using 4400 and 3200
features on the Test and Generalization subsets, respectively.
These are the optimal number of features that achieve the
best performance. For both subsets, the number of features
for a video segment are significantly reduced, from
500× 96× 4 = 192000 to 4400 and 3200.
In the second experiment, we compare the SDTD method
with some BoVW methods. Firstly, a dictionary is created
with 500 visual words using K-means [37]. The LLC coding
[38] encodes the audio-visual local features. These encoded
features are then pooled and normalized using max pooling
and power plus L2 normalization [39]. The resultant global
features are then fed to a linear SVM for classification. By
applying this BoVW model, MAP2014 scores of 54.1% and
59.6% are achieved on Test and Generalization subsets
(Table I, LLC+SVM). Secondly, the SDV encoded features
are directly fed to a linear SVM by simply concatenating the
code vectors. There is no tensor decomposition performed on
the features. This model is another example of BoVW
model, where raw features from descriptors are encoded and
pooled to get a global representation for classification. Here,
the MAP2014 scores of 58% and 65.4% are achieved on the
two subsets (SDV+SVM in Table I). It’s clear from the
results in Table I that the SDV outperforms the LLC coding
in the BoVW pipeline. Thirdly, the SDTD method performs
better than the above two BoVW models; it achieves scores
of 60.2% and 67.8% on the two subsets. This is because
representing the features in a tensor form retains the
interactions between the features that is destroyed if they are
concatenated directly. There are too many features that add
noise and affect the accuracy. In order to obtain the salient
features, tensor decomposition along with Fisher ranking
provides a better way for dimensionality reduction without
compromising on the accuracy.
TABLE I: MAP2014 scores of the SDTD method and
BoVW methods on the Test (Hollywood) and Generalization
(YouTube) subsets.
LLC+SVM SDV+SVM SDTD+SVM
Test (Hollywood) 54.1% 58.0% 60.2%
Generalization (YouTube) 59.6% 65.4% 67.8%
In the third experiment, we compare the SDTD approach
with several methods presented for the VSD task at
MediaEval 2014 [17]. The participating teams include
FUDAN [18], FAR [20], NII-UIT [40], MIC-TJU [41],
RECOD [15], VIVOLAB [42], TUB-IRML [43] and
MTMDCC [44]. The MAP2014 scores for the SDTD and
previous methods on Test (Hollywood) and Generalization
(YouTube) subsets are given in Table II. For the Hollywood
movies, our SDTD method achieves a score of 60.2% and
outperforms every other method except for FUDAN that has
a score of 63%. One of the reasons of reduced performance
can be a great amount of camera motion and variation in
view point in the movies. Although the MBH descriptor
along with the refined dense trajectories helps suppress the
camera motion, there is still enough room for improvement.
The SDTD method outperforms FUDAN and all other
methods on Generalization (YouTube) subset. The MAP2014
score achieved by the proposed method is 1.4% than that of
the best performing team FAR.
TABLE II: MAP2014 scores of the SDTD method and the
VSD2014 participating teams on the Test (Hollywood) and
Generalization (YouTube) subsets.
Teams/Methods Test (Hollywood) Generalization (YouTube)
FUDAN [18] 63.0% 60.4%
NII-UIT [40] 55.9% NA
FAR [20] 45.1% 66.4%
MIC-TJU [41] 44.6% 56.6%
RECOD [15] 37.6% 61.8%
VIVOLAB [42] 17.8% 43.0%
TUB-IRML [43] 17.2% 51.7%
MTMDCC [44] 2.6% NA
SDTD 60.2% 67.8%
V. CONCLUSION
This paper presents a new method for violent scene
detection using a super descriptor tensor decomposition. The
audio and visual local features are extracted from the video
segments via MFCC, HOG, MBHx and MBHy descriptors.
The proposed refined dense trajectories method excludes the
extra trajectories by incorporating only those that are present
in the region of interest. The feature descriptors are encoded
through super descriptor vector method. The encoded
features are represented as tensors in order to retain the
interactions between the features. The number of features are
significantly reduced through TUCKER-3 tensor
decomposition and Fisher score based selection. This
provides a way to extract the discriminative features required
for the classification, in addition to dimensionality reduction.
In the end, a linear SVM is used to recognize the violent and
non-violent video segments. The proposed method
outperforms the traditional bag-of-visual-words models.
Through the experiments and evaluation performed on the
MediaEval VSD2014 dataset, the proposed SDTD method
achieves MAP2014 scores of more than 60% on the Test and
Generalization subsets. Furthermore, the proposed approach
outperforms most of the state-of-the-art methods that were
tested on the same dataset.
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