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Abstract
Large-scale electrical and thermal currents in ordinary metals are well approx-
imated by effective medium theory: global transport properties are governed by
the solution to homogenized coupled diffusion equations. In some metals, includ-
ing the Dirac fluid of nearly charge neutral graphene, microscopic transport is
not governed by diffusion, but by a more complicated set of linearized hydrody-
namic equations, which form a system of degenerate elliptic equations coupled
with the Stokes equation for fluid velocity. In sufficiently inhomogeneous media,
these hydrodynamic equations reduce to homogenized diffusion equations.
We re-cast the hydrodynamic transport equations as the infimum of a func-
tional over conserved currents, and present a functional framework to model and
compute the homogenized diffusion tensor relating electrical and thermal currents
to charge and temperature gradients. We generalize to this system two well-known
results in homogenization theory: Tartar’s proof of local convergence to the ho-
mogenized theory in periodic and highly oscillatory media, and sub-additivity
of the above functional in random media with highly oscillatory, stationary and
ergodic coefficients.
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1 Introduction
1.1 Hydrodynamic transport
In ordinary metals, the flow of electrical and thermal currents is described by a pair of
coupled diffusion equations:
∇ ·
((
σ α
α˜ κ˜
)
∇
(
µ
T
))
= 0, (1.1)
where σ, α, α˜, κ˜ : RD → RD×D are thermoelectric conductivity matrices which may de-
pend on position. The entire 2D × 2D matrix above must be positive definite. This
simple set of equations describes nearly all macroscopic thermoelectric transport phe-
nomena, and has been known for over a century.
At microscopic scales, there is no reason for the coefficients such as σ to be in-
dependent of position. Metals are dirty and inhomogeneous. A toy model for this
inhomogeneity is to take the conductivity matrices such as σ to depend on position.
Yet that is not generally correct in real materials: the microscopic equations of motion
are often substantially more complicated than a simple diffusion equation. A simplifying
regime occurs when electrons become strongly correlated and begin to flow hydrody-
namically [2, 16]; see [23] for a review. As a simple example, the flow of electrical and
thermal currents in nearly charge neutral graphene is described by (linearized) Dirac
fluid hydrodynamics [13, 17, 22]: (1.1) becomes replaced by
∇ ·
(
− σQ(∇µ− γ∇T ) + nv
)
= 0,
∇ ·
(
σQγ(∇µ− γ∇T ) + sv
)
= 0,
n∇µ+ s∇T − η∆v − (∇ζ∇·)v = 0,
(1.2)
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where µ is the (perturbed) chemical potential, T is the (perturbed) temperature, and
v is the velocity field. The material parameters are the quantum conductivity σQ > 0,
viscosity coefficients η > 0 and ζ > 0, spatially varying chemical potential γ(x), charge
density n = n(γ), and entropy density s = s(γ).1
The first two equations of (1.2) represent the conservation of charge and heat, re-
spectively. We emphasize that both of these equations do not take the usual form [20];
this is due to the lack of Galilean symmetry of the microscopic dynamics. Instead,
there is an approximate Lorentz symmetry which fixes the form of these equations [17].
Thermodynamic identities n = ∂P/∂µ and s = ∂P/∂T (here P = P (µ, T ) is the pres-
sure) imply that the third equation of (1.2) is simply the time-independent linearized
Navier-Stokes equation since
n∇µ+ s∇T = ∇P. (1.3)
We now can provide more motivation for the specific form (1.2): the conductor has a
locally inhomogeneous chemical potential (caused by charged impurities) – this chemical
potential modulation γ is responsible for fluctuations in the thermodynamic coefficients
n and s, which are related by (1.3).
All three of these equations are to be understood as the leading order terms in a
derivative expansion (called effective theory in physics) [23]. In general, hydrodynamics
describes only the dynamics of the degrees of freedom whose wavelength λ is very large
compared to a microscopic mean free path ℓ: ℓ ≪ λ, and it should be thought of as
an asymptotic expansion in the parameter ℓ/λ → ℓ∇. The terms which are included
in (1.2) are the leading order terms (fewest number of derivatives) which lead to a
well-posed problem.
The Dirac fluid model above predicts a number of unconventional transport phe-
nomena, such as the breakdown of the Wiedemann-Franz law: a relationship between
two of the matrices in (1.1):2
κ˜ =
π2T0
3
σ. (1.4)
We have set some fundamental constants of nature to unity; here T0 represents the
equilibrium temperature of the sample, which has been scaled to 1 in (1.2) [22]). This
relationship is expected whenever the dominant microscopic scattering mechanism is
elastic scattering of single electrons (often off of impurities, at low temperatures). There
is no reason for this relation to hold in (1.2) – and indeed, it does not – (1.2) describes the
collective hydrodynamic flow of an electron fluid through an inhomogeneous landscape.
Since experimentally, the violations of (1.4) are a clear signature of unconventional
transport, it is worthwhile to understand exactly how much κ and σ can differ.
1.2 Homogenization
A typical application of unconventional transport models such as (1.2), in the physics
literature, proceeds as follows. One first solves the system (1.2) in a periodic domain,
1In principle, σQ, η, ζ may also depend on γ, but this is not necessary in order to have a well-posed
problem, and also does not change the strategy of solution.
2We note that the experimentally measured “thermal conductivity” is generally not the coefficient
κ˜: see (3.2). The Wiedemann-Franz law is more conventionally stated in terms of the experimentally
measured coefficient, but (1.4) also holds as stated in ordinary metals, at low temperature.
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and calculates global transport properties. After finding the global transport coefficients,
one then asserts that those coefficients (appropriately rescaled) are equivalent to local
transport coefficients in (1.1), such as σ. Finally, one can solve the transport problem
in any domain X with any boundary conditions, not by solving (1.2) but by solving the
simpler system (1.1).
The purpose of this paper is to prove that these assumptions are justified by showing
that the solution of (1.2), in a sufficiently large domain with γ sufficiently oscillatory
in all directions, locally converges to a solution of (1.1) with constant coefficients, equal
to those obtained through a global solution. In simpler settings, including (1.1) along
with more general systems, convergence proofs are achieved through a well understood
mathematical framework called homogenization [8, 18]. We will extend these results
to systems such as (1.2), and provide a mathematical perspective on earlier theories of
hydrodynamic transport that have arisen in the physics literature [2, 21, 22, 24].
The system (1.2) includes a number of obstructions to the standard homogeniza-
tion theory. For conventional systems including (1.1), the equations themselves are the
infimum of a Lagrangian functional and can be studied with standard minimization pro-
cedures. In contrast, the Lagrangian which leads to (1.2) is not bounded from below: the
equations of motion are a saddle point. A more convenient variational formulation exists
for the conserved quantities in the system, namely the (charge and thermal) currents.
In the physics literature, it was shown that this variational principle is interpreted as
the statement that transport proceeds along the least dissipative trajectory, consistent
with the second law of thermodynamics [21, 24]. Section 2 presents the appropriate the-
ory for the variational formulation, and constructs homogenized transport coefficients
(effective tensors) in a variety of contexts and boundary conditions.
A second obstruction to standard homogenization of the model (1.2) is that its vari-
ational counterpart is well-posed only when the coefficients are sufficiently oscillatory.
In other words, there would be no homogenization theory for homogeneous coefficients.
There is an important physical reason why this must be the case. In the absence of
any inhomogeneity and with suitable boundary conditions, there is an infinite num-
ber of solutions to (1.2), characterized by arbitrary constant shifts to the velocity v.
Physically, these shifts are allowed because momentum is conserved in the absence of
inhomogeneity in n and s: momentum conservation implies ballistic transport [2, 21],
and so (1.1) would not make sense. However, in the presence of inhomogeneity, there is
no additional conservation law for momentum; only charge and energy are conserved.
Transport is again diffusive and the homogenized limit of (1.2) is of the form (1.1).
A final remark is that the homogenization of (1.2) is only well-posed when η > 0:
higher derivative terms play a critical role in stabilizing the equations. This subtlety
makes generalizing Voigt bounds (which are elementary for standard homogenization)
to the system (1.2) a non-trivial task.
With the current-based variational formalism in place, we extend a very selected
subset of the standard results of homogenization to our degenerate setting. Section 4
generalizes Tartar’s energy method to show standard weak/strong convergence results
in the context of Dirac fluids. In section 5, we revisit the sub-additive properties that
underline the homogenization results obtained by Γ−convergence in a wide variety of
contexts [10, 12, 26]. We confine ourselves to using sub-additivity to show that homog-
enized coefficients converge in an appropriate sense as the size of the domain increases
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to effective deterministic coefficients when the random oscillations are stationary and
ergodic.
The path to proving more general standard homogenization results [8, 9, 10, 18] in
the context of (1.2) is reasonably clear but not considered further here. In the future,
we hope that some of the mathematical tools developed here will generalize to the
homogenization of a quantum kinetic theory describing interacting electrons moving
through inhomogeneous media [25].
2 Variational formulation and effective coefficients
We now describe a general framework that encompasses (1.2).
Let D be the spatial dimension, and m be the number of conserved currents. We
study the following problem posed on a open bounded domain X ⊂ RD. Let
ψ ∈ L2(X)⊗R1×m, v ∈ H1(X)⊗ RD×1, a ∈ C1(X)⊗ R(m−1)×m, b ∈ C1(X)⊗ R1×m.
The abstraction (of a generalization) of (1.2) takes the form
∇ · (−(∇ψ)aTa+ vb) = 0,
(∇ψ)bT + Lv = 0,
(2.1)
where the vector operator
L = −∇ · η∇−∇ζ∇· = STS
has bounded coefficients η ≥ η0 > 0 (as a symmetric positive definite matrix) and ζ ≥ 0
that may naturally be written as a sum of squares in the form STS with
S = (η
1
2∇, ζ
1
2∇·)T . (2.2)
Beyond the positive definite constraint on η, our main assumption is that a is of rank
m − 1 and that the span of a and b is of full rank m. It is this rank deficiency that
makes the problem interesting mathematically. Note that a is full rank for generic
electron fluids [23]: in the system (1.2) a has reduced rank due to approximate Lorentz
covariance.
To compare (2.1) with (1.2), we set m = 2, ψ = (µ, T ), and
a = σ
1
2
Q(−1, γ), b = (n, s). (2.3)
The assumption that the span of a and b is of full rank is then that γn + s 6= 0.
2.1 Saddle point system
Upon defining
Aψ = (∇ψ)aT , Bψ = (∇ψ)bT , (2.4)
the above equation is equivalent to
(
STS B
BT −ATA
)(
v
ψ
)
= 0, (2.5)
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which need to be augmented with appropriate boundary conditions and source terms.
We consider two types of boundary conditions: either periodic boundary conditions for
(ψ, v) when X is a torus, or Dirichlet boundary conditions imposing that ψ and v vanish
on ∂X . The source terms of interest here involve linear profiles for ψ, i.e., ψ = p · x+ϕ
with ϕ either periodic or with vanishing Dirichlet boundary conditions.
With such boundary conditions and in appropriate topologies, which ensure that
integration by parts are justified and boundary contributions vanish, we can write the
above problem as a saddle point for the following functional
F(v, ψ) =
1
2
‖Sv‖2 −
1
2
‖Aψ‖2 + 〈Bψ, v〉. (2.6)
The above system may then be seen as the saddle point (Euler-Lagrange) equations
associated to the above formulation, which may formally be obtained as minvmaxψ F
or maxψminv F . We do not try to prove a minimax result (the equality of the last
two objects) as the above functional do not seem to satisfy standard results on saddle
point theorems. In particular, while Sv controls v up to a constant vector field, Aψ is
degenerate as a is assumed to be only of rank m− 1.
Instead of working with a saddle point system, and since our objective is to compute
currents anyway, we consider a different functional setting and introduce the currents
J = −(∇ψ)aTa + vb ∈ L2(X)⊗ RD×m. (2.7)
Note that the second line in the system of equations in (2.5) is now simply of the form
∇· J = 0. This respects the standard notion of currents as divergence-free vector fields.
These vector fields are not independent since Lv + Bψ = 0 couples them in a fashion
we now analyze.
Since we assume that the span of a and b is of full rank m, we can introduce the
dual or reciprocal matrices w ∈ C1(X)⊗R(m−1)×m and u ∈ C1(X)⊗R1×m (the rows of
a and b are a basis and the rows of w and u are a dual or reciprocal basis) such that
waT = awT = Im−1, wb
T = bwT = 0, uaT = auT = 0, ubT = buT = 1.
(2.8)
We then obtain by multiplying (2.7) on the right by wT and then uT that
−∇ψaT = JwT and v = JuT . (2.9)
We next obtain from the momentum equation in (2.1) and from (2.9) above that
− (∇ψ)bT = Lv = LJuT . (2.10)
Since w and u are dual matrices to a and b, we have the identity
Im = a
Tw + bTu,
so we get by multiplying −∇ψ on the right by this identity and using (2.9) and (2.10)
that
−∇ψ = JwTw + L(JuT )u = JwTw + STS(JuT )u =: AJ. (2.11)
This shows that the curl of both sides vanishes, which provides a system of partial
differential constraints on the divergence-free currents J . The above operator A is
formally linear.
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2.2 Variational formulation for currents
Our objective is now to find a variational formulation for divergence-free currents J . We
need to integrate the last term by parts to construct a bilinear form for the currents J .
We denote by 〈·, ·〉 the usual (real) inner product on L2(X)⊗ Rm1×m2 , the space of
square integrable functions with values in tensors in Rm1×m2 and use the same notation
independently of m1, m2. We use the standard inner product (·, ·) for tensors in R
m1×m2 ,
given by (A,B) = Tr(ATB).
We find, with J˜ a sufficiently smooth test function,
〈−∇ · η∇JuT , J˜uT 〉 = 〈η∇JuT ,∇J˜uT 〉 −
∫
∂X
(νT η∇JuT , J˜uT )dσ
with dσ the Lebesgue measure on ∂X and ν the outward unit normal, and
〈−∇ζ∇ · JuT , J˜uT 〉 = 〈ζ∇ · JuT ,∇ · J˜uT 〉 −
∫
∂X
(νT ζ∇ · JuT , J˜uT )dσ.
We observe that the boundary contributions vanish in three standard situations: (i)
when J˜uT = 0 on ∂X (solution and test functions satisfying Dirichlet conditions); (ii)
when νT (η∇JuT + ζ∇ · JuT ) = 0 (natural or Neumann boundary conditions); or (iii)
when all above functions are periodic on a periodic domain X (and arbitrary shifted
copies). Such boundary conditions translate into corresponding (complicated) boundary
conditions for (ψ, v) via (2.11) and (2.9).
Multiplying the equation for ∇ψ on the right by J˜ and integrating over X with the
above constraints on the boundary, we find
− 〈∇ψ, J˜〉 = 〈JwT , J˜wT 〉+ 〈SJuT , SJ˜uT 〉 =: a(J, J˜). (2.12)
The bilinear form a(J, J˜) is formally non-negative and we will soon find conditions so
that it is an inner product. The saddle point is therefore replaced by a minimization
problem. The derivation is reminiscent of the duality between Lagrangian and Hamilto-
nian dynamics. A major difference is the presence of the operator L, which introduces
higher-order derivatives than in standard Lagrangians and whose inverse is non-local.
The currents satisfy the constraint ∇ · J = 0. We therefore introduce f as the
anti-symmetric tensor (representing a differential form in Λ2(X)) so that
J = ∇ · f + c
where c is a matrix of constant coefficients and f is chosen with Dirichlet or periodic
boundary conditions. In coordinates, this is
Jlk(x) = ∂jf
j
lk(x) + clk, f
j
lk + f
l
jk = 0, 1 ≤ l, j ≤ D, 1 ≤ k ≤ m. (2.13)
In dimension D = 2 and for each index 1 ≤ k ≤ m, the antisymmetric tensor may be
identified with a scalar function f = fk and Jk = ∇
⊥fk+ck with ∇
⊥fk = (−∂2fk, ∂1fk)
T .
Homogenization is a macroscopic regime that aims to answer the following type of
questions. When a profile p = 〈∇ψ〉 is prescribed macroscopically, what is the average
current c = 〈J〉 generated? When a prescribed average current c = 〈J〉 flows, what
7
is the average profile p = 〈∇ψ〉? In the rest of the section, we consider the functional
setting allowing us to solve these two dual problems.
In the first problem with prescribed macroscopic current c = 〈J〉, we wish to solve
a problem of the form: Find J = ∇ · f such that
a(c+ J, J˜) = 0
holds for each admissible test function J˜ and for a solution J with appropriate boundary
conditions for f. We first consider periodic and Dirichlet-type boundary conditions and
show that the above problem admits a unique solution.
One of the main novelties of the proposed theory is the derivation of mesoscopic
transport properties (conductivities) that are defined (finite) only provided that a suf-
ficient amount of spatial inhomogeneity arises, in order to prevent the global ballistic
transport of momentum (v). When all coefficients bj are functions that do not genuinely
depend on the D spatial dimensions, such ballistic transport will arise. We therefore
need an assumption of sufficient oscillation in the coefficients bj .
Definition 2.1 (Oscillations) We define the oscillation of the coefficients b as
O = min
θ∈SD−1
max
1≤j≤m
〈(θ · ∇bj)
2〉. (2.14)
We also define spaces of smooth test functions as follows.
Definition 2.2 (Test functions.) For X a periodic domain in RD, we define D♯ as
the space of currents J = ∇ · f where f is a smooth antisymmetric tensor in the sense
of (2.13) with periodic boundary conditions.
For X a bounded open domain in RD, we define DD as the space of currents J = ∇·f
with f a smooth antisymmetric tensor such that both f = 0 and JuT = (∇ · f)uT = 0
on ∂X.
Finally, we denote by D the space of smooth currents J = ∇ · f on X.
Note that by the Hodge decomposition [28, Chapter 5], any periodic vector field may
be decomposed as ∇φ +∇ · f + c with c harmonic and hence a constant vector. Since
J is divergence-free, φ = 0 and D♯ concerns the periodic solenoidal component.
For both periodic and Dirichlet boundary conditions, we find that 〈c+ J〉 = 〈c〉 +
〈∇ · f〉 = 〈c〉 so that the average flux for c+ J is indeed c.
In the case of Dirichlet boundary conditions, integration by parts in the term STSJuT
imposes that we use test functions JuT = v vanishing on the boundary.
In both cases of currents in D♯ or DD, the passage from (2.11) to (2.12) is justified.
We now prove that a is well behaved when the coefficient b is sufficiently oscillating.
Lemma 2.3 Let us assume that b is sufficiently oscillatory in the sense that for a
constant vector c, then c · ∇bj = 0 for all 1 ≤ j ≤ m a.e. implies that c = 0. Then
a(J, J˜) is an inner product on D♯ and DD.
Proof. The form is clearly symmetric, bilinear, and continuous on the above spaces
equiped with their natural Fre´chet topology. It remains to show that a(J, J) = 0
implies that J = 0. Here, J is any smooth divergence-free vector field. We deduce that
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JwT = 0 and ∇JuT = 0. This show that JuT = c is a constant vector in RD. Recall
that J = JwTa+ JuT b so that J = cb. Therefore,
0 = ∇ · J = ∇ · (cb) = cT∇b.
This implies that c = 0 by assumption and shows that a(J, J˜) is an inner product both
for Dirichlet and periodic boundary conditions.
Note that O > 0 is a sufficient condition for the assumption in the preceding lemma.
Definition 2.4 (Hilbert spaces.) We denote by H♯ and HD the completions of the
pre-Hilbert spaces D♯ and DD, respectively, for the norm generated by a(J, J˜). We
denote by H the completion of D for the same inner product.
While constant tensors in RD×m belong to H, they do not belong to Hb for b = D, ♯.
We introduce Hˇb = R
D×m ⊕Hb.
With this notation, we have the following Riesz representation theorem:
Corollary 2.5 (Riesz) Let S be a continuous linear form from Hb to R. Then the
following problem
Find J ∈ Hb such that a(J, J˜) = S(J˜) for all J˜ ∈ Hb (2.15)
admits a unique solution.
The following result shows that a is coercive on Hˇb with a stability controlled by O.
Proposition 2.6 There exists a constant C that depends on X and bounds on the
coefficients (u, v) such that
〈|J |2〉 ≤
C
O
a(J, J) for all J ∈ Hˇb. (2.16)
Here, RD×m is the space of constant currents J = c ∈ RD×m.
Proof. By construction, a(J, J) controls JwT and ∇JuT . A standard Poincare´
inequality shows that a(J, J) controls JuT − c as well with c = 〈JuT 〉. This means that
J = JwTa + (JuT − c)b + cb with cb the only term that is not controlled in the L2
sense yet, i.e., ‖J − cb‖2 ≤ Ca(J, J). So, far, this estimate holds for any vector field
J , not necessarily divergence-free ones. Let us consider one component bj . For any
smooth, compactly supported ϕ in the open set X , we therefore have |〈Jj − bjc,∇ϕ〉| ≤
Ca(J, J) from the above and find that 〈∇ϕ, Jj〉 = 0 for a (now) divergence-free field
J so that 〈∇ϕ, cbj〉 = −〈ϕ, c · ∇bj〉 is controlled by a(J, J). Choosing ϕ = χ(c · ∇bj)
(or a regularized version of this term) with χ smooth compactly supported in X and
converging to 1X , we find, with cˆ = c/|c| (assuming |c| > 0 otherwise we are done) that
|c|2〈(cˆ · ∇bj)
2〉 ≤ Ca(J, J).
The above holds after maximizing over 1 ≤ j ≤ m and has to hold for all orientations
cˆ of c. Employing (2.14), we complete the proof.
The control of a(J, J) is therefore equivalent to that of |J |2 and |∇JuT |2 for divergence-
free vector fields. We cannot expect any a priori energy control for ∇JwT . In terms
of the original variables ψ, this shows that ∇ψaTa should be bounded in the L2 sense
while ∇ψbT = −LJuT is only bounded in the H−1 sense.
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2.3 Effective tensors
Let c be a fixed tensor in RD×m. The map
J˜ 7→ a(c, J˜)
is clearly continuous from (Hb, a) to R using the smoothness assumptions on the coef-
ficients u and v and applying the Cauchy-Schwarz inequality. As a consequence, by the
Riesz representation theory, there is a unique solution in J ∈ Hb to the problem
a(c+ J, J˜) = 0, ∀J˜ ∈ Hb. (2.17)
Moreover, the solution J ∈ Hb is linear in c so that
a(c+ J, c+ J) = |X|(c, a¯c) (2.18)
is quadratic in c for some effective linear symmetric map a¯ from RD×m to RD×m, which
we may interpret as a tensor a¯ ∈ RD×m×m×D. We recall that (c, d) = Tr(cTd) is the
standard inner product on RD×m. Here and below, we denote by |X| the (Lebesgue)
volume of the domain X .
The tensor a¯ = a¯b depends on the domain X and the boundary conditions b = D, ♯.
Moreover, we deduce from Proposition 2.6 that
(c, a¯c) =
1
|X|
a(c+ J, c+ J) ≥ C‖c+ J‖22 ≥ C‖c‖
2 (2.19)
for a positive constant C since ∇· f and c are orthogonal in the L2 sense (by the Hodge
decomposition). This stability result shows that the tensor a¯ is positive definite.
The effective tensor a¯ is the solution to the following minimization problem:
Lemma 2.7 The tensor a¯ constructed in (2.18) obeys
(c, a¯c) = min
J∈Hb
1
|X|
a(c+ J, c + J). (2.20)
Proof. Since a is a bilinear form, the solution of a(J, J˜) = S(J˜) for all J˜ ∈ Hb is also
the unique solution to the minimization problem
min
J∈Hb
1
2
a(J, J)− S(J).
Applying this to S(J) = −a(c, J) shows that J is also the solution to the following
minimization
min
J∈Hb
1
2
a(c, c) +
1
2
a(J, J) + a(c, J) = min
J∈Hb
1
2
a(c+ J, c+ J).
But evaluated at J satisfying (2.17), this is precisely |X|
2
(c, a¯c).
The two effective tensors a¯b obtained with boundary conditions b = ♯ and b = D may
therefore both be obtained as the minimal (energy) value of a minimization problem.
There is no reason to expect both tensors to be equal. However, since f ∈ HD =⇒
f ∈ H♯, then a¯D ≥ a¯♯ in the sense of symmetric tensors.
10
2.4 Small oscillations
We now show that oscillations in the coefficients are crucial to obtain non-degenerate
diffusion. Let us assume that all coefficients a and b are given by a = a0+λa1, b = b0+
λb1, with a0, b0 constant and non-vanishing, a1 and b1 oscillatory but smooth coefficients,
and λ ≪ 1 sufficiently small: a and b are nearly, but not exactly, constant. Let w0 be
the corresponding constant coefficient, defined analogously to (2.8). Then we have the
following result.
Proposition 2.8 Under the above hypotheses, the effective tensors ab have D(m − 1)
eigenvalues of order O(1) and D eigenvalues of order O(λ2) in the sense that for any
tensor c such that cwT0 = 0 then (c, ac) = O(λ
2) while for any tensor c orthogonal to
that set of dimension D, then (c, ac) = O(1).
Here, we mean x = O(y) if C−1x ≤ y ≤ Cx for some constant C > 0 independent of y.
Proof. The oscillation coefficient O is clearly of order λ2. The construction of a and
the results of Proposition 2.6 show that for some constant C independent of J and O,
we have
C−1
(
‖JwT‖2 + ‖∇JuT‖2 +O〈|J |2〉
)
≤ a(J, J) ≤ C(‖JwT‖2 + ‖∇JuT‖2).
Here, J is any admissible current. The homogenized coefficient (c, a¯c) obtained as
a minimization is smaller than the variational formulation obtained for J = c. By
assumption on the coefficients, this means that (c, a¯c) ≤ ‖cwT0 ‖
2+O(λ2), which provides
the upper bound.
To derive the lower bound, let J = ∇·f + c realize the minimum of the optimization
problem (2.20). Consider the term
‖JwT‖2 = 〈(∇ · f + c)wT , (∇ · f + c)wT 〉 = 〈|cwT |2〉+〈|(∇ · f)wT |2〉+2〈∇ · fwT , cwT 〉.
By integration by parts, the last term is of order O(λ), which shows that (c, a¯c) is
bounded below by |cwT0 |
2 up to a negligible term, and hence is of order O(1) when that
last term is. Let us now assume that cwT0 = 0. Then, Proposition 2.6 or the above
estimate shows that (c, a¯c) is bounded below by O〈|∇ · f + c|2〉, itself bounded below
by O|c|2 up to a multiplicative constant.
The above result shows that oscillations in the coefficients b are necessary to obtain
a finite current 〈J〉 of order λ−2 for an average linear profile such that 〈∇ψ〉 is of order
O(1).
2.5 Natural boundary conditions
We now consider a dual minimization problem associated with natural (Neumann)
boundary conditions. The constants c above were imposed on the currents. As we
saw, the solution of the problem may then be interpreted as a resulting macroscopic
linear displacement profile for the terms ψ. Alternatively, we may impose a linear pro-
file on ψ and deduce an average current. This is obtained by looking at the following
minimization problem, which we recast as a maximization problem by sign change. Let
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p be a constant tensor in RD×m, which we want to interpret as an average profile for
−∇ψ. We then solve the problem:
Find J ∈ H solution of max
J∈H
−
1
2
a(J, J) + 〈p, J〉. (2.21)
This problem is equivalent to its Euler-Lagrange version, which takes the form
Find J ∈ H solution of a(J, J˜) = 〈p, J˜〉, ∀J˜ ∈ H. (2.22)
The map J → 〈p, J〉 is continuous on (H, a) when O > 0 by the Cauchy-Schwarz
inequality, so that by the Riesz representation theorem, the above equation admits a
unique solution in H, which is also given by the above maximization problem. This
shows that the maximum is obtained for an energy
−
1
2
a(J, J) + 〈p, J〉 =
1
2
a(J, J) =
|X|
2
(p, b¯p)
for a constant tensor b¯ since J is linear in p.
The above homogenized coefficient may also be computed with periodic boundary
conditions. This requires us to introduce the product space Hˇ♯ = R
D×m×H♯ of constant
tensors c and J ∈ H♯. We then state the maximization problem as
Find (c, J) ∈ Hˇ♯ solution of max
(c,J)∈Hˇ♯
−
1
2
a(c+ J, c+ J) + 〈p, c〉. (2.23)
Note that 〈p, J〉 = 0 for all J ∈ H♯. Its Euler-Lagrange equation is
Find (c, J) ∈ Hˇ♯ solution of a(c+ J, c˜+ J˜) = 〈p, c˜〉, ∀(c˜, J˜) ∈ Hˇ♯. (2.24)
We then find as for the preceding problem in (2.17) with periodic boundary condi-
tions that
a(c+ J, c + J) = |X|(p, b¯♯p) = 〈p, J〉 = 〈p, c〉.
We have by now obtained four different homogenized coefficients for equations on a
fixed periodic domain X with periodic, Dirichlet, or natural boundary conditions.
Proposition 2.9 We have the following ordering:
b¯
−1 ≤ b¯−1♯ = a¯♯ ≤ a¯D. (2.25)
Proof. All coefficients are positive definite operators from RD×m to itself and hence
invertible as we already saw. Two relations are clear from the minimization procedures.
Since functions with vanishing Dirichlet conditions (recall Definition 2.2) are also peri-
odic, then a¯♯ ≤ a¯D. Since arbitrary functions in H have more general gradients than
c+∇ · f for ∇ · f ∈ H♯, then b¯ ≥ b¯♯.
It remains to show the middle equality. Consider the map from c to p = a¯♯c. We
have for all (c˜, J˜) ∈ Hˇ♯ that
a(c+ J, c˜+ J˜) = a(c+ J, c˜) = 〈p, c˜〉, (2.26)
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where the first equality comes from the Euler-Lagrange constraint a(c + J, J˜) = 0 in
(2.17) and where p comes from the Riesz representation since c˜ 7→ a(c + J˜ , c˜) is a
continuous linear map. The above p is the one giving rise to the homogenized coefficient
a¯♯ since by construction
a(c+ J, c+ J) = 〈p, c〉 = |X|(c, a¯♯c).
Now, (2.26) is also the defining equation for c = c(p) in (2.24). This shows that 〈p, c〉 =
|X|(p, b¯♯p) = |X|(c, a¯♯c) and this concludes the derivation.
We do not expect equality in the above relations as boundary conditions influence
the effective coefficient. These coefficients become asymptotically equal in the setting
of periodic (or random) coefficients as the size of the domain increases and boundary
effects become negligible. We will (partially) revisit this question in subsequent sections.
A notable feature of the Dirichlet and natural boundary conditions is that the ho-
mogenized coefficients enjoy a subadditive property. The minimization with Dirichlet
boundary conditions leading to the calculation of a¯D involves more test functions as
the domain’s size increases so that its value decreases (is subadditive on average) with
the domain’s size. The maximization with natural boundary conditions leading to b¯
involves less test functions as the domain size increases so that its value also decreases
(is also subadditive on average) with the domain’s size. This means that a¯ = b¯−1 then
increases in the same sense. We will come back to these features when discussing the
setting of stationary random coefficients.
2.6 Variational framework for original variables
Once J is uniquely determined, we can come back to the original variables ψ and v. We
have v = JuT unambiguously defined. We wish to show that ∇ψ in (2.11) is indeed a
gradient. For this, we observe that it is characterized by
−〈∇ψ, J˜〉 = a(J, J˜) = 0, ∀J˜ ∈ Hb.
The case D = 1 is somewhat singular as the spaces Hb = {0} are trivial. We consider
D = 1 in the next section and assume for the rest of the section that D ≥ 2. Let
Jψ ≡ ∇ψ. By the Hodge decomposition either on a periodic domain or on an open
domain [28, Chapter 5], we may write it as ∇ψ + ∇ · f and deduce from the above
constraint that ∇ · f = 0 so that Jψ is indeed a gradient field. When X is the periodic
unit cube, then the Hodge decomposition shows that ∇ψ may be written as ∇ψ˜ + c
with ψ˜ periodic and c a harmonic form on the torus, i.e., a constant vector.
To obtain uniqueness of a solution, as well as relate effective, homogenized coef-
ficients, we need to introduce a natural functional setting for ∇ψ. Let us introduce
the (topological) dual spaces H∗N = (HˇD)
∗ and H∗♯ = (Hˇ♯)
∗, which we summarize as
H∗d = (Hˇb)
∗. Symmetrically, we can add constant vectors to the dual spaces by intro-
ducing Hˇ∗d = (Hb)
∗. By the Riesz representation theory, duals to Hilbert spaces are
isometric to the Hilbert spaces. Moreover, the isometry may be realized by a linear map
since our inner products are real-valued, and this linear map is given by the operator A
in (2.11) since
a(J, J˜) = 〈AJ, J˜〉
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with the right-hand side the duality product between the Hilbert spaces. This shows
that −∇ψ = AJ with ∇ψ ∈ H∗d with the appropriate (inherited) boundary conditions.
We have therefore constructed a solution (ψ, v) with ∇ψ ∈ H∗d and v = Ju
T . Let us
assume the existence of two such solutions. The difference of such solutions would solve
the equation with no source terms. Since integrations by parts in (2.5) on X are allowed
by construction of the functional spaces, we deduce that Sv = 0 and Aψ = 0. This
implies that v is constant. This in turns implies that Bψ = 0. But Aψ = 0 and Bψ = 0
implies that ∇ψ = 0. Equation (2.1) now implies that ∇ · vb = 0 so that v = 0 by the
oscillation property, and hence the uniqueness of the solution (∇ψ, v). To ensure that
ψ is uniquely defined, we can prescribe its value at one point, or its average over ∂X .
The detour by a variational formulation for the currents therefore provides an existence
and uniqueness result for the system (2.1).
In both functional settings, we have −∇ψ = AJ so that
−〈∇ψ, c〉 = 〈AJ, c〉 = a(c+ J, c+ J) = |X|(c, a¯c) = −(〈∇ψ〉, c).
This shows that we obtained what we were aiming for, namely a relation of the form
− 〈∇ψˇ〉 = a¯〈Jˇ〉 ∈ RD×m, (2.27)
with ψˇ the sum of a linear profile and a component satisfying prescribed boundary
conditions (so that 〈∇ψˇ〉 = 〈p+∇ψ〉 = p) and Jˇ = ∇ · fˇ for fˇ a divergence free
field also written as the sum of a linear profile and a component satisfying prescribed
boundary conditions (so that 〈Jˇ〉 = 〈c+ J〉 = c).
The interpretation for the negative sign above is that linear profiles for ψˇ increasing in
one direction generate currents propagating in the opposite direction, which is physically
expected.
The stability result (2.19) shows that a¯ is bounded below by a positive constant (as
a symmetric tensor). This shows its invertibility and the fact that
〈Jˇ〉 = −a¯−1〈∇ψˇ〉
if we want to compute the average currents associated to linear profiles imposed on the
variables ψˇ.
The above derivation computes 〈∇ψ〉 from knowledge of an average current c. In
order to compute 〈J〉 from knowledge of an average gradient p, we look for a variational
formulation directly for ∇ψ. As we saw in the above derivation, J = −A−1∇ψ, which
implies investigating the inverse of A.
Restricting ourselves to the periodic setting, we derive such a variational formulation
for the variable ψ and relate it to the variational formulation for the currents.
We recall the equations
Lv = −∇ψbT , J = −∇ψaTa+ vb, ∇ · J = 0.
The objective is to find ψ such that ∇ψ = p+∇ψ˜ with ψ˜ periodic.
We first eliminate v from the above equations. By the Fredholm alternative, this
requires the condition
〈∇ψbT 〉 = 0 ∈ RD×1
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and we then find that
v = −L−1(∇ψbT ) + v0, v0 ∈ R
D×1.
After elimination, the equation for ψ is therefore the following constrained system of
equations
−∇ ·
(
∇ψaTa+ L−1(∇ψbT )b+ v0b
)
= 0, 〈∇ψbT 〉 = 0.
This may be recast formally with A−1∇ψ := ∇ψaTa+ L−1(∇ψbT )b as
−∇ ·
(
A−1∇ψ + v0b
)
= 0, 〈∇ψbT 〉 = 0.
We wish to replace the constraint for ∇ψ by an equivalent one for test functions. Clearly
〈(p+∇ψ˜)bT 〉 = 0 shows that the above constraint does not hold for ψ˜ (yet). We thus
look for one possible solution ψ0 periodic such that
〈(p+∇ψ0)b
T 〉 = 0.
Finding a solution requires that b oscillate sufficiently for otherwise, we get 〈pbT 〉 = 0
since 〈∇ψ0〉 = 0 by the periodicity assumption. The construction of ψ0 requires the
oscillatory constraint on b and goes as follows. We decompose p =
∑D
i=1 ei ⊗ pi for pi
arbitrary m−(co)vectors. By linearly, we construct a term ψ0 for each p = ei ⊗ pi. The
above constraint is therefore
ei〈pib
T 〉+ 〈∇ψ0b
T 〉 = 0.
Let j be an index such that bj genuinely oscillates in all directions. We then set ψ0k = 0
for all k 6= j and, to simplify notation, still denote by ψ0 and b the components ψ0k and
bk. We choose ψ0(x) = ϕ(xi) so that the above constraint becomes
0 = 〈pib
T 〉+ 〈ϕ′(xi)b¯i(xi)〉
where we denoted by b¯i(xi) the average of b in all variables but xi. It remains to choose
ϕ(xi) = αi(b¯i)
′(xi), αi =
〈pib
T 〉
〈|b¯′i|
2〉
,
where the above denominator does not vanish by the oscillation assumption.
Once ψ0 has been chosen, we look for solutions of the form
ψ = xT p+ ψ0 + ψ˜, ∇ψ˜ ∈ G♯,
where the Hilbert space G♯ is the completion for the inner product
b(G,G) = 〈A−1G,G〉
of smooth vector fields of the form G = ∇ψ˜ with ψ˜ periodic and satisfying the constraint
〈∇ψ˜bT 〉 = 0. That the above is an inner product is clear since b(G,G) = 0 implies that
A−
1
2G = 0 and hence G = 0.
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The variational formulation of the above problem is therefore:
Find ∇ψ˜ ∈ G♯ such that b(p+∇ψ0 +∇ψ,∇ψˇ) = 0 for all ∇ψˇ ∈ G♯.
We note that the term involving v0 cancels in the formulation by the constraint on
ψ˜. The Euler-Lagrange equations of the above variational formulation are again the
above partial differential equation, where v0 is the Lagrange multiplier associated to the
constraint 〈∇ψbT 〉 = 0.
This problem can then be recast as the following minimization
min
∇ψ˜∈G♯
b(p+∇ψ0 +∇ψ˜, p+∇ψ0 +∇ψ˜) = (p, a¯
−1
♯ p).
Note that rather than a constrained minimization problem, we could also relax the
averaging constraints in G♯ and add to the Lagrangian a term of the form (V, 〈∇ψb
T 〉)
for V a vector of Lagrange multipliers.
3 Bounds on homogenized coefficients
We now describe some elementary estimates of a¯. Upper bounds on a¯ are easily obtained
and generalize the Voigt bounds for diffusion equations [18]:
Corollary 3.1 In the system (2.1) with a of rank m− 1,
(c, a¯c) ≤
〈
‖cwT‖2 + ‖∇cuT‖2
〉
. (3.1)
Note that the derivative only acts on uT in the second term. In D = 1, (3.1) is saturated.
In D > 1, if the background has small oscillations as defined in Section 2.4, then (3.1)
is asymptotically exact as λ→ 0.
Proof. A straightforward application of Lemma 2.7 proves the inequality.
For D = 1, the spaces Hb = {∅}, so J = c is the only allowable trial current. By
construction, it must be optimal.
For D > 1, if λ = 0, then (3.1) gives (c, a¯c) = 0 for the D components of c obeying
cwT0 = 0, and (c, a¯c) = O(1) for the remaining D(m − 1) components. Since a¯ is
smooth in λ, by Proposition 2.8 the D(m − 1) large coefficients of a¯ are given by
(c, a¯c) = ‖cwT0 ‖
2. For the remaining D components of c, let w = w0 + λw1 + · · · and
u = u0 + λu1 + · · · . If Ju
T
0 is not constant, the second term in (3.1) is O(1); if Jw
T
0 is
spatially fluctuating but zero-mean, the first term in (3.1) is O(1). Hence the optimum
must be J = c+ λJ1 +O(λ
2). At O(λ2),
a(J, J) ≤ Cλ2
〈
‖cwT1 ‖
2 + ‖∇cuT1 ‖
2 + ‖J1w
T
0 ‖
2 + ‖∇J1u
T
0 ‖
2
〉
.
Since the four contributions above are additive, the minimum occurs when J1 = 0.
Observe that (3.1) depends on both w and ∇u: although the system (2.1) is of mixed
order, it is generally required to have each term non-vanishing.
TheD O(λ2) eigenvalues of a¯ have been previously computed in the physics literature
and are proportional to the spectral weight of hydrodynamic correlation functions in
many-body (quantum) systems [2, 21, 24].
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3.1 Dirac fluid
As an example, we now return to the Dirac fluid equations (1.2). The coefficients a, b,
u and w defined above are given by
a = σ
1
2
Q(−1, γ) b = (n, s)
u = 1
γn+s
(γ, 1) w = 1
σ
1
2
Q (γn+s)
(−s, n).
We verify that wTa + uT b = I2, with γn + s ≥ c0 > 0 bounded away from 0 as a
condition for the uniform linear independence of a and b. Note that c0 > 0 follows from
thermodynamic inequalities independently of our transport calculation.
Let us consider the one dimensional setting on X = (0, 1) with periodic boundary
conditions (to simplify). From (3.1) we obtain
−p = a¯c, a¯ = 〈ν(u′)T (u′) + wTw〉 =
(
〈νu′1u
′
1 + w
2
1〉 〈νu
′
1u
′
2 + w1w2〉
〈νu′1u
′
2 + w1w2〉 〈νu
′
2u
′
2 + w
2
2〉
)
.
We may easily confirm that there is no general relationship between κ and σ. The
experimentally measured thermal conductivity is measured in the absence of charge
current (J1 = 0); since (
σ α
α˜ κ˜
)
= a¯−1,
it is given by
κ = κ˜− α˜σ−1α =
(
a¯11 − (a¯12)
2
a¯
−1
22
)
/ det a¯, (3.2)
while σ = a¯22/ det a¯. The Lorenz ratio is then
L =
κ
σ
= det(a¯)/a¯222.
3.2 Galilean symmetry
Another simple scenario arises when the hydrodynamic transport equations are Galilean
invariant [2]. In this case, one replaces a in (2.3) with
a = κ
1/2
Q (0, 1)
while leaving b unchanged. Note that in this case, the charge current J is identically
proportional to v.
It may be the case at ultra low temperatures, with sufficiently oscillatory b, that it
is acceptable to ignore T , and think of the case m = 1. Here a = 0, u = b−1 = n−1 and
J = nv so that v = bJ and −∇µ = uL(uJ). We then obtain the variational formulation
〈∇ψ, J˜〉 = a(J, J˜) with a(J, J˜) = 〈SJu, SJ˜u〉. This generates an inner product provided
that n = b is sufficiently oscillatory as in the above example. In the one-dimensional
setting, we would then obtain an average diffusion coefficient given by a¯ = 〈ν(u′)2〉,
which shows that ν > 0 and u oscillating is necessary to obtain an effective coefficient
such that −〈µ′〉 = a¯〈J〉. The above theory, as well as the homogenization theory in the
next two sections, also apply to this case.
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4 Scaling and periodic homogenization
This section considers transport over large distances compared to the scale at which
the coefficients a and b oscillate. When the fluctuations are sufficiently stationary, i.e.,
independent under ‘macroscopic’ spatial translations, we expect the homogenized coef-
ficients obtained in earlier sections to dictate large scale transport. This is the so-called
homogenization regime, or effective-medium regime. There is a huge mathematical liter-
ature on the analysis of such problems in a variety of contexts. The simplest non-trivial
setting to analyze the emergence of such macroscopic models assumes that the coeffi-
cients are spatially periodic of period 1 (after appropriately rescaling x): θ(x+τ) = θ(x)
for each τ ∈ ZD and x ∈ RD.
We wish to consider transport over a large domain XN , with volume of order N
D
for N ≫ 1, and define ε = 1
N
. For a solution J on XN , we introduce Jε(x) = J(Nx)
posed on a domain X independent of N , and after rescaling, which simply amounts
to replacing every differentiation ∇ by its rescaled version ε∇, find the ε−dependent
bilinear form:
aε(J, J˜) = 〈Jw
T
ε , J˜w
T
ε 〉+ ε
2〈SεJu
T
ε , SεJ˜u
T
ε 〉, (4.1)
where all coefficients aε, bε, wε, uε, as well as ηε and ζε defining Sε are given by ρε(x) =
ρ(x
ε
). We assume that the coefficient are such that aε is uniformly (in ε) an inner product
on H. What we mean by this is that
Oε = min
θ∈SD−1
max
1≤j≤m
〈(θ · ε∇bεj)
2〉
is bounded below by a positive constant independent of ε. Here, 〈·, ·〉 is the L2(X) inner
product. Note that if X is the unit cube, then by periodicity Oε is independent of ε
and given by (2.14). With these hypotheses, we have
aε(J, J) ≥
C
Oε
〈|J |2〉 (4.2)
independent of ε. This result is obtained on the domain XN seen as N
D copies of the
unit cube. On each of the cubes composing XN , we apply Prop. 2.6 and (2.16), with
a constant independent of the cube by periodicity of the coefficients (or by assumption
that the oscillation is bounded below on each cube). After rescaling on X , we find (4.2).
During the rescaling process, S is replaced by εSε, since ∇ is replaced by ε∇. Recall-
ing that we write J = ∇·f (where x-linear coefficients are allowed in f), after rescaling,
the spatially varying component f is replaced by ε−1f . This rescaling does not change
any physical quantity as our problem is linear, and leaves J invariant.
Because our original problem involves different orders of differentiation, the rescaling
imposes a combination of terms with different powers of ε. Note, however, that the term
ε2〈SεJu
T
ε , SεJ˜u
T
ε 〉 is not small since the coefficients uε are differentiated and ε∇uε(x) =
(ε∇)[u(x
ε
)] = (∇u)(x
ε
). First-order derivatives in J or second-order derivatives in f are
indeed of order ε and so do not contribute to the homogenized limit. The above problem
is therefore degenerate and bears similarities with the example treated in [8, Chapter
14]. In the homogenized limit, only linear profiles for ψ and f remain, which results
in an effective second-order elliptic equation for f even though higher-order derivatives
are present in the ε−dependent problem.
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As we mentioned earlier, the homogenization theory of many problems with periodic
(or more general stationary) coefficients is very well understood. We refer the reader to
[8, 18] and their extensive bibliographies for relevant material in what follows. Among
all questions one can ask in homogenization theory, we focus on one, namely the con-
vergence of the heterogeneous solution to its homogenized solution on the domain X
when Dirichlet boundary conditions are prescribed. Here, convergence will be shown
for the variables fε strongly in the L
2 sense and weakly in the H1 sense. To obtain this
result, we use Tartar’s energy method. The derivation closest to ours is a model studied
in [8, Chapter 14], in which the Tartar method is analyzed to solve a scalar degenerate
homogenization problem.
In this problem, as in many other homogenization settings, we first need to obtain
a homogenized coefficient, not unlike a¯ in earlier sections, which is written as an ap-
propriate integral of an appropriate corrector. For a periodic domain (0, 1)D and c a
constant tensor in RD×m, let the corrector J = J(c) be the unique solution in H♯ of
a(c+ J, J˜) = 0, for all J˜ ∈ H♯. (4.3)
Then a¯ is the unique homogenized (matrix-valued) coefficient characterized by
(c, a¯c) = a(c+ J, c + J). (4.4)
The coefficient a¯ is the same as a¯♯ constructed in the preceding section.
For ε > 0, we consider for concreteness the problem posed on an arbitrary open
bounded domain X with periodic coefficients and with boundary conditions restricting
f to be a smooth function f0 on ∂X . Let J0 = ∇ · f0 and Jε = ∇ · fε be the unique
solution in J0 +HD of the heterogeneous problem
aε(Jε, J˜) = 0 for all J˜ ∈ HD. (4.5)
This problem admits a unique solution with fε = f0 on ∂X as an application of the above
Riesz representation theorem. Then, adapting the standard Tartar energy method [8,
Chapter 14], we obtain the following result:
Theorem 4.1 Let fε be constructed as above. Then fε converges strongly as ε → 0 in
the L2(X) topology to a limit f with J = ∇ · f the unique solution in J0 +H
1
D of
a0(J, J˜) := 〈a¯J, J˜〉 = 0 for all J˜ ∈ HD(X). (4.6)
This may be recast as the system of partial differential equations −∇ · (a¯∇ · f) = 0 in
X with f = f0 on ∂X.
Proof. We apply the energy method of Tartar to degenerate systems of equations
following the presentation in, e.g., [8, Chapter 14], which treats a degenerate scalar
equation. Let fε be the unique solution obtained in (4.5) and equal to f0 on ∂X . By
assumption, the coefficients are 1−periodic and Oε = O > 0 and thus, as an application
of (4.2) and the fact that f is an anti-symmetric tensor, have that
‖∇fε‖L2 ≤ C.
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Here, we use the bound obtained from aε as well as the fact that ∇ · f controls the H
1
norm of f for anti-symmetric tensors in H. By an application of the Poincare´ inequality,
this means that fε is bounded in the H
1 sense as well and we deduce the convergence
of fε to f weakly in H
1 and strongly in L2 (for each component):
fε ⇀ f, in the H
1 sense, fε → f in the L
2 sense.
We also deduce from the equations and bounds on the coefficients that
ε‖[∇∇ · f ]uTε ‖L2 + ε‖∇[(∇ · f)u
T
ε ]‖L2 ≤ C.
We write the equation for Jε as
〈wεJεw
T
ε + ε
2[Sεu
T
ε ]
TSε[Jεu
T
ε ], J˜〉+ 〈εSε[Jεu
T
ε ], εSε[J˜ ]u
T
ε 〉 = 0.
We use here square brackets to delimit which terms the first-order differentiations in Sε
act on. We recast the first term as 〈ξε, J˜〉 and with obvious notation as 〈ξεw + ξ
ε
u, J˜〉.
Taking J˜ sufficiently smooth, the last contribution converges to 0:
〈ξε, J˜〉 = o(1).
The above bounds on fε show that ξ
ε (as well as ξεw and ξ
ε
u) is bounded in the L
2 sense
and hence converges weakly in that sense to ξ = ξw + ξu. Passing to the limit therefore
gives
〈ξ,∇ · f˜〉 = 0, (4.7)
for all f˜ sufficiently smooth, and therefore by density for any f˜ ∈ H1D, the closure of
HD for the H
1 topology.
It therefore remains to show that ξ equals a¯∇ · f for f the limit of fε.
Let us introduce the anti-symmetric linear tensor c = c(x) such that ∇ · c(x) = c ∈
R
D×m for x ∈ RD and for any prescribed tensor c.
We denote by θ = θ(c) the harmonic coordinates such that ∇ · θ ∈ c +H♯ given as
the unique solution to
a(∇ · θ, J˜) = 0, for all J˜ ∈ H♯. (4.8)
The solution θ− c(x) is referred to as the corrector, a periodic, and hence (locally in L2)
bounded, perturbation of the linear profile c(x). Let us now define θε = εθ(
·
ε
). Note that
by linearity, εc( ·
ε
) = c. However, εθ( ·
ε
) − c(x) converges to 0 in the L2 sense (locally)
since θ − c is periodic. Its spatial gradient is given by (∇θ)( ·
ε
) − c, which is of order
O(1). It is this separation of scales that makes homogenization on a periodic domain
reasonably tractable. We then observe that the rescaled corrector solves the equation
aε(∇ · θε, J˜) = 0, for all J˜ ∈ HD.
One last classical ingredient that makes calculations straightforward in the periodic
setting is the fact that for any periodic locally square integrable function ζ(x), we find
that ζ( ·
ε
) converges weakly in the L2 sense to its average
∫
Q
ζ(y)dy as ε → 0, with
Q = (0, 1)D. This is often referred to as a (generalized) Riemann-Lebesgue lemma.
Let us finally introduce a smooth test function φ ∈ C∞0 (X) to localize constraints
in X . We then consider the equation for fε with test function ∇ · (φθε) ∈ HD and the
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equation for θε with test function ∇· (φfε) ∈ HD. Therefore, as a sort of Green identity,
we have
aε(∇ · fε,∇ · (φθε))− aε(∇ · θε,∇ · (φfε))L := δa
w
ε + δa
u
ε = 0. (4.9)
For later convenience, we defined δawε to denote the contributions of the w-terms in the
above sum and δauε that of the u-terms. (4.9) holds for every φ ∈ C
∞
0 (X) and every
tensor c ∈ RD×m, which will be sufficient to characterize ξ, the limit of ξε.
Let us first consider the contribution of the w-terms to (4.9):
δawε = 〈∇ · fεw
T
ε ,∇ · (φθε)w
T
ε 〉 − 〈∇ · θεw
T
ε ,∇ · (φfε)w
T
ε 〉
= 〈∇ · fεw
T
ε , (∇φ) · θεw
T
ε 〉 − 〈∇ · θεw
T
ε , (∇φ) · fεw
T
ε 〉. (4.10)
Since θε converges strongly to c locally and ξ
ε
w converges weakly to ξw, we have
〈∇ · fεw
T
ε , (∇φ) · θεw
T
ε 〉 → 〈ξw, (∇φ)c〉 = −〈ξw, cφ〉 − 〈∇ · ξw, φc〉.
The contribution from the second term of (4.10) is of the form fε, which converges
strongly to f , times a periodic object, which converges weakly to its limit. Denote the
spatial average 〈w∇ · θwT 〉 := a¯wc. We obtain
〈∇ · θεw
T
ε , (∇φ) · fεw
T
ε 〉 → 〈a¯w,∇φ · fc〉 = −〈a¯w∇ · f, cφ〉
where in the last step we integrated by parts (recall a¯w is constant). The limit of the
first contribution is therefore overall
δawε = −〈ξw, cφ〉 − 〈∇ · ξw, φc〉+ 〈a¯w∇ · f, cφ〉. (4.11)
Next we evaluate δauε . The only difference is the presence of higher-order derivatives
in the operator Sε, which cause the problem to be degenerate:
δauε = 〈εSε[∇ · fεu
T
ε ], εSε[∇ · (φθε)u
T
ε ]〉 − 〈εSε[∇ · θεu
T
ε ], εSε[∇ · (φfε)u
T
ε ]〉 (4.12)
= 〈εSε[∇ · fεu
T
ε ], εSε[(∇φ) · θεu
T
ε ]〉 − 〈εSε[∇ · θεu
T
ε ], εSε[(∇φ) · fεu
T
ε ]〉+ o(1),
since εSεφ = O(ε) is lower order. Similarly, εSε∇φ = O(ε) and εSεθε = O(ε). Therefore,
the first term of (4.12) converges to:
〈εSε[∇ · fεu
T
ε ], εSε[(∇φ) · θεu
T
ε ]〉 = 〈(εSεu
T
ε )
T εSε[∇ · fεu
T
ε ], (∇φ) · θε)〉+ o(1)
=: 〈ξεu,∇φ · θε〉+ o(1)→ −〈ξu, cφ〉 − 〈∇ · ξu, φc〉.
since, as previously, ∇φ · θε = ∇φ · c+O(ε). Next we bound the second term of (4.12).
Since εSεfε = O(ε) in the L
2 sense, and εSεφ = O(ε) as before,
〈εSε[∇ · θεu
T
ε ], εSε[(∇φ) · fεu
T
ε ]〉 = 〈(εSεu
T
ε )
T εSε[∇ · θεu
T
ε ],∇φ · fε〉+ o(1).
Again, this is the product of fε, which converges strongly to f , and a periodic object,
which converges weakly to a constant tensor 〈(εSεu
T
ε )
T εSε[∇ · θεu
T
ε ]〉 := a¯uc. Hence,
〈εSε[∇ · θεu
T
ε ], εSε[(∇φ) · fεu
T
ε ]〉 → 〈a¯u,∇φ · fc〉 = −〈a¯w∇ · f, cφ〉.
Therefore
δauε = −〈ξu, cφ〉 − 〈∇ · ξu, φc〉+ 〈a¯u∇ · f, cφ〉. (4.13)
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Combining (4.9), (4.11) and (4.13), and defining a¯ = a¯u + a¯w:
−〈ξ, cφ〉+ 〈ξ,∇ · (φc)〉+ 〈a¯∇ · f, cφ〉 = 0.
Since the middle term vanishes thanks to (4.7) and the above holds for each tensor c
and test function φ, we deduce that ξ = a¯∇ · f , which concludes our proof.
In spite of the structure of the original problem, with more derivatives applied to
JuT than JwT , in the high frequency limit, the problem is best described as a degenerate
homogenization problem with a standard second-order elliptic (non-degenerate) limit.
Moreover, we can come back to get an effective equation for the solution ψε given
by (2.11) and observe in the above proof that ∇ψε is given by ξ
ε up to negligible
contributions. Therefore, it is given in the limit by ξ = a¯∇ · f , or in other words,
∇ · f = a¯−1∇ψ, so that taking divergence again (which in our notation vanishes as an
application of an exterior derivative twice), we get
−∇ · a¯−1∇ψ = 0
on X . The heterogeneous problem for (ψε, vε) involves the necessary coupling with a
mitigating velocity field v that mixes all components of ψ. While the problem is clearly
degenerate for ψ alone as the coefficient a is of rank m−1, we obtain in the limit ε→ 0
an effective equation solely involving the variables ψ.
The expressions vε and ∇ψε are oscillating, for instance vε = Jεu
T
ε with Jε = ∇ · fε
an object of order O(1) in the periodic setting converging weakly to its limit. Many
similar results proved in other periodic homogenization contexts, such as convergence
of gradients and order O(ε) rates of convergence away from boundaries, are certainly
valid here. We refer the reader to the corresponding literature, e.g., [8, 18], for details.
Let us briefly make a final comment on the comparison of homogenized coefficients
obtained with periodic and Dirichlet boundary conditions in the homogenization regime.
We saw in Proposition 2.9 that a¯D ≥ a¯♯. LetX be the unit cube (0, 1)
D with ε-oscillatory
coefficients. The periodic coefficient a¯♯ is given in (4.4) with f the solution of (4.3). For
ε = 1
N
, and since all coefficients are periodic, we find that
(c, a¯♯c) = aε
(
c+ ε∇ · f
(x
ε
)
, c+ ε∇ · f
(x
ε
))
.
Let us define fε = εf(
·
ε
) and introduce 0 ≤ θε(x) ≤ 1 a smooth function equal to 1
ε−away from ∂X and equal to 0 in the vicinity of ∂X . Then ∇ · (θεfε) ∈ HD and
∇ · (θεfε) = θε∇ · fε + ∇θεεf(
·
ε
). The latter is controlled in the ε−vicinity of ∂X .
Therefore, going through similar details to those in the above proof, we verify that
(c, a¯♯c) ≥ aε
(
c+∇ · θεfε, c+∇ · θεfε
)
+ o(1).
But the latter is smaller than the coefficient obtained with Dirichlet boundary condi-
tions, which we will call a¯ND.
Let now a¯N♯ be the homogenized coefficient obtained with periodic boundary condi-
tions on [0, N ]D. This is obtained as the solution to the problem aN(c+∇·f, J˜) = 0 for
all J˜ ∈ H♯. The solution f1 obtained by periodicity on the cube (0, 1)
D and extended
by periodicity solves the partial differential equation
c+ J1w
Tw + L(J1u
T )u = 0
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with J1 = ∇ · f1, both on the unit cube as well as on the large cube [0, N ]
D; for this,
we need the solution to be sufficiently smooth, which we assume. By uniqueness of the
solution, we deduce that
(c, a¯N♯c) = N
−D
aN(c+ J1, J1) = (c, a¯♯c).
This shows that a♯ = aN♯ ≤ aD♯ = a♯ + o(1) and hence the equality of all coefficients
in the limit ε → 0. Note that the regularity of the solution is essential to obtain that
a♯ = aN♯. For functionals that are not convex and hence with less clear uniqueness
properties, the result may simply be false [26].
5 Remarks on homogenization in stationary media
We now briefly consider the extension of homogenization results in the setting of sta-
tionary ergodic underlying coefficients. A number of methods and results have been
generalized from the periodic to the random settings. The energy method of Tartar,
which we used in the preceding section, was generalized to the random setting in [19, 27];
see also the monograph [18]. A general method of stochastic two-scale convergence was
proposed in [9]. In the meantime, a method based on the minimization framework we
considered so far in this paper was developed in [12, 11]; see also the monograph [10].
The method proposed in the latter references is based on the notion of Γ−convergence
[10] of functionals and the property that under some general settings, such functionals
Γ−converge as soon as their minimal values converge. The Γ-convergence of the func-
tionals in turn implies that of minimizing sequences and yields results similar to the
ones obtained in the preceding section by Tartar’s energy method. That the minimal
values converge, in the translation invariant ergodic setting, is a consequence of a general
sub-additive property first used in the homogenization context in [12]. It is this subad-
ditive property that we wish to focus on here. We show below that effective coefficients
obtained from variational problems with Dirichlet conditions do satisfy the appropriate
sub-additivity properties. We do not consider the extension of Γ−convergence results to
our degenerate setting, and instead refer the reader to [10] in the setting of functionals
that depend on ∇ · f only; not on terms of the form S(∇ · f)uT .
The above minimization method has also proved fruitful when one is interested in
corrections beyond the homogenization limit. While the latter implies that a solution fε
converges to a limit f0 in some (strong L
2, say) sense, the corrections aim to understand
the size of the error fε − f0 and, if possible, to characterize the limiting law of this
appropriately rescaled error term. This is a quite difficult problem, with recent progress
obtained using a minimization approach [3]; see also [14, 15] for a non-degenerate homog-
enization problem with short-range random coefficients. The structure of the random
fluctuations is much more complex than that in the periodic setting, where expansions
show an error term of order O(ε), at least away from boundaries where boundary layer
terms need to be included [8, 18]. Random fluctuations in general stationary ergodic
settings can be as large (in powers of ε) as one wishes, as shown in some concrete
examples in, e.g., [5, 6, 7].
Although several of the aforementioned results most likely apply to our setting of
Dirac fluids, we do not consider them here and focus on establishing the sub-additivity
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property that is a necessary step toward a Γ−convergence homogenization result. It
also shows how coefficients, for instance computed numerically, are expected to behave
as the domain size tends to infinity and the realization of the random medium varies.
Let us briefly recall a standard construction of stationary coefficients [3]. We assume
a probability space (Ω,F ,P) large enough to admit a group of discrete D−dimensional
shifts τn with n ∈ Z
D that are measure-preserving, i.e., P = P◦τ−1n for each n ∈ Z
D, and
with the abelian group structure τn+m = τnτm. Intuitively, ω ∈ Ω describes a particular
realization of random functions a, b, etc., defined on RD; τna = a(x + n) denotes a
discrete translation. More precisely, let z(x, ω) be a coefficient that is for each x ∈ RD a
(real-valued) random variable defined on (Ω,F ,P) and for each ω a (Borel) measurable
function that is continuous, uniformly bounded in x and for some coefficients (e.g., a, b
and hence u) continuously differentiable. The coefficient z is stationary when its joint
distribution for any finite number of values of xj is identical to the joint distribution
with xj replaced by τ−nxj for any n ∈ Z
D . We assume all the coefficients (η, ζ, a, b),
and hence (u, w), to be stationary. We refer to the above mentioned literature for many
examples of construction of spaces on which random coefficients are naturally stationary.
Once the coefficients z(x, ω) are defined in Ω×RD, we define as in the preceding section
the rescaled coefficients zε(x, ω) = z(
x
ε
, ω).
The final notion of importance here is that of ergodicity, which means that for each
A ⊂ F that is invariant under τ (in the sense that τ−1n A = A for each n ∈ Z
d),
then P(A) = 0 or P(A) = 1. Many constructions in the above mentioned references
are proved to be ergodic as well as stationary. Ergodicity precludes the existence of
subsets A ∈ F in Ω of intermediate measure between 0 and 1 such that A and its
complementary Ac = Ω − A are both invariant for the transformations τ , whereby
separating averaging into two non-communicating parts of the state space and therefore
leading to two potentially different homogenization limits.
Armed with these constructions, we consider on X = (0, 1)D the unit torus and for
each realization ω ∈ Ω the sequence of problems:
Find Jε ∈ HD such that aε(c+ Jε, J˜) = 0 for all J˜ ∈ HD.
Since aε is a bilinear symmetric form, the above problem may be recast as the unique
solution to the minimization of
min
J∈HD
1
2
aε(J, J)− aε(c, J).
The homogenized coefficient at a given scale ε is given by
(c, a¯εc) = aε(c+ Jε, c+ Jε)
for Jε the above solution. Combining the two expressions as in Lemma 2.7, we observe
that
(c, a¯εc) = min
J−c∈HD
aε(J, J).
In the periodic setting, we saw that a¯ε was equal to the homogenized coefficient a¯ by
construction. In the random setting, where the coefficient are no longer periodic, the
above quantity depends on ε and on the realization of the random medium. However, as
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first exploited in [12] in the homogenization context, the above problem with Dirichlet
boundary conditions admits very favorable subadditivity properties. Such properties are
not directly shared by a problem written with periodic boundary conditions. This was
the main motivation for us to develop the setting with Dirichlet boundary conditions.
The random coefficients constructed on (Ω,F ,P) are assumed to be invariant by
discrete translations, as described above. In addition, we assume that P−almost surely,
the coefficients satisfy the local stability condition (2.14) with O > 0 uniformly on
each cube of the domain before rescaling. As in the periodic setting, this allows one to
control 〈|J |2〉 by aε(J) almost surely. The construction of such coefficients b(x, ω) may
be based on those given on checkerboards. Instead of constructing a constant coefficient
that is piecewise constant on the piece (0, 1)D, we construct a smooth coefficient with
support (−1, 2)D that is sufficiently oscillatory in all directions. Coefficients b and a so
constructed then satisfy the bound (2.14).
Theorem 5.1 Let us assume that the coefficients defined on (Ω,F ,P) are stationary
and that aε is uniformly an inner product on HD. Then P− almost surely,
lim
ε→0
min
J−c∈HD
aε(J, J) = (c, a¯(ω)c), (5.1)
for a tensor a¯(ω). Moreover, if the translations on (Ω,F ,P) are ergodic, then the limiting
tensor a¯ is independent of ω almost surely.
Proof. This is a direct application of the subadditive ergodic theory [12]. As we
already noted, the left-hand side, for each ε, is a quadratic form in c. We now prove
that the quantity is subadditive. To do so, we define N = ε−1 and consider the domain
XN = (0, N)
D. Let a[X ] be the variational form (written with ε = 1) written. Then
min
J−c∈HD
1
2
aε(J, J) = min
J−c∈HD[XN ]
1
2ND
a[XN ](J, J),
where HD[X ] is the Hilbert space constructed on X . Let us define
ν[X ] = min
J−c∈HD[X]
1
2
a[X ](J, J).
Let X be a bounded open subset in RD, a union of disjoint open subsets Xj in the
sense that λ(X −
⋃
j Xj) = 0, for λ the D−dimensional Lebesgue measure. We then
verify that for any function ∇ · fj ∈ HD[Xj], hence with fj vanishing on ∂Xj as well as
(∇ · f)uT , then the function f equal to fj on each Xj and equal to 0 on X − ∪jXj is
such that J = ∇ · f belongs to HD[X ]. This shows that
ν[X ] ≤
∑
j
ν[Xj ],
since the minimization over X involves a larger class of functions than those obtained
from each subset. We then apply the sub-additive ergodic theorem as in [12, Proposition
1] following [1] to obtain that for X an open subset,
1
|tX|
ν[tX ](ω)→ ν(ω)
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as t→∞ for ω ∈ Ω′ a set of full measure. Moreover, when the coefficients are ergodic,
then the above quantity ν is independent of ω a.s. This shows (5.1).
Note that the above sub-additive property does not (necessarily) hold for periodic
boundary conditions. Indeed, the juxtaposition of periodic solutions may jump across
interfaces and therefore does not necessarily form a valid test function on the larger
domain. It is quite likely that the calculation of homogenized coefficients may also be
performed using periodic boundary conditions as in the periodic setting. In the limit
ε→ 0, we expect all procedures to converge to the same value as in the periodic setting.
We do not consider such results further and refer to the appropriate literature [10, 26]
for pointers to the required mathematical tools.
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