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Abstract
A numerical solution strategy for a one-dimensional field dislocation mechanics
(FDM) model using the Discontinuous Galerkin (DG) method is developed. The FDM
model is capable of simulating the dynamics of discrete, nonsingular dislocations using a partial differential equation involving a conservation law for the Burgers vector
content with constitutive input for nucleation and velocity. Modeling of individual
dislocation lines with an equilibrium compact core structure in the context of this
continuum elastoplastic framework requires a non-convex stored energy density. Permanent deformation and stress redistribution caused by the dissipative transport of
dislocations is modeled using thermodynamics-based constitutive laws. A DG method
is employed to discretize the evolution equation of dislocation density yielding high
orders of accuracy when the solution is smooth. The trade-offs of using a high order explicit Runge-Kutta time stepping and an implicit-explicit scheme are discussed.
The developed numerical scheme is used to simulate the transport of a single screw
dislocation wall in the case of a non-zero applied strain.

1

Introduction

Dislocations are topological defects in crystals causing disorder in the otherwise perfect lattice. It is a well-known fact that plastic deformation in ductile crystals is caused by the gliding of a collection of dislocations on specific crystallographic slip planes. Physical properties
such as strength, ductility, fracture, and fatigue resistance are manifestations of accumulation, collective motion and interaction of dislocations with other defects (vacancies, grain
boundaries). Over the last few decades, significant progress has been made to understand
the behavior of dislocations and related phenomena in crystals at different spatio-temporal
∗
Part of this work was conducted as an undergraduate research experience and was supported by the
National Science Foundation under the REU Site grant CCF-1758006 and DMS-1912779.
†
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scales (Kröner (1960), Mura (1963), Fleck et al. (1994), Fivel et al. (1997), Groma (1997),
Acharya (2001), Gurtin (2002), Koslowski et al. (2002), Acharya (2003), Acharya (2004),
Arsenlis et al. (2004), Roy and Acharya (2005), Deshpande et al. (2005), Acharya et al.
(2010), Puri et al. (2011), Sandfeld et al. (2015), Zhang et al. (2015), Hussein and El-Awady
(2016)).
This paper focuses on a field model of dislocation mechanics (FDM) developed by Acharya
(2001), Acharya (2003), and Acharya (2010). FDM is a three-dimensional, physics-based
model that can simulate the dynamics of non-singular, discrete dislocations as well as the
related permanent deformation in the material with no restrictions on material or geometric nonlinearity. This continuum model represents dislocations using a second order tensor
whose evolution follows a partial differential equation based on the conservation of Burgers vector content. Plastic distortion at the spatial scale of individual dislocations is solely
derived from their motion and nucleation. Constitutive expressions for dislocation velocity, nucleation potential, and stress are thermodynamically derived from the stored energy
density. Modeling of individual dislocations with a compact core in the context of this continuum elastoplastic framework requires a non-convex stored energy density. The model is
flexible enough to include the atomically informed stored energy density (Gbemou et al.
(2016)) as well as the bulk energy density corresponding to a collection of a few dislocations,
if available.
A one-dimensional (1D) reduction of the small deformation FDM model with a nonconvex description of crystal elasticity was derived in Acharya (2010). The equations of the
1D model represent the evolution of plastic shear strain in an infinitely long cylinder with
a rectangular cross-section and were numerically implemented by Das et al. (2013) using an
upwind finite difference scheme. The developed computational framework demonstrated the
potential of the model in simulating the equilibrium core structure, motion and interaction
of discrete walls of screw dislocations.
Zhang et al. (2015) utilized the computational scheme developed by Das et al. (2013)
for a two-dimensional, finite element modeling of the behavior of few dislocations. The
stored energy density was considered to be a sum of isotropic, linearly elastic energy which
is a quadratic function of elastic distortion, a multi-well non-convex misfit energy to be a
function of plastic distortion and an isotropic core energy to be a function of dislocation
density tensor. Zhang et al. (2015) divided the two-dimensional body into elastic regions
and elastoplastic regions. The elastoplastic regions were designated as “slip layers.” They
have finite thickness and represent crystallographic slip planes. A one-dimensional, scalar,
time-dependent equation for plastic distortion is solved using an upwind finite difference
scheme in each of these slip layers. The solution from the finite difference grid of the slip
layers is then transferred to the finite element mesh to solve for stress equilibrium in the twodimensional composite. This computational scheme was used to study different mechanisms
such as, dislocation annihilation, dislocation dissociation, and supersonic dislocation motion.
Similarly, Gbemou et al. (2016) used a finite difference implementation of the 1D FDM
framework to model planar dislocation lines and study physical phenomena, such as dislocation dissociation, and motion in hexagonal systems. They considered Peierls-Nabarro type
misfit energy as well as a generalized planar stacking fault energy calculated from atomistic
calculations.
The objective of this paper is to develop an advanced numerical scheme, capable of higher
2

order accuracy and varying spatial mesh sizes, that does not require a declaration of preexisting slip layers for the modeling of discrete dislocation lines using the FDM framework.
Since the evolution of dislocation density is governed by a conservation equation, a discontinuous Galerkin (DG) method emerges as a natural candidate for numerical treatment. The
expectation is that the confinement of a dislocation to a slip plane is an outcome of the model
rather than a predefined feature. As a first step to a full-fledged model in this direction, this
paper uses a DG scheme to simulate a one-dimensional version of the FDM model using the
open source finite element software NGSolve (see Schöberl et al. (2021)).
The DG method approximates the solution using a polynomial space on each element
without interelement continuity constraints. The nonlinear partial differential equation for
dislocation density has both convective and diffusive parts. Two different numerical strategies emerge, depending on how these parts are treated in the time discretization, as described
in Section 3. The plastic distortion is obtained from the calculated dislocation density using
the incompatibility equation. The developed framework is used to model the transport of
an individual wall of screw dislocations. Note that in Das et al. (2013) and Zhang et al.
(2015), a scalar evolution equation for the plastic distortion is solved using an upwind finite
difference scheme. In this paper, we instead solve for the evolution of dislocation density (as
in Gbemou et al. (2016)) and employ a DG scheme to do so. Due to its conservation properties and high order capabilities, DG methods are increasingly used in continuum mechanics,
including mesoscopic modeling of dislocations (see e.g., Sandfeld et al. (2015)).
The remainder of this paper is organized as follows. A brief review of standard notation,
the three-dimensional (3D) FDM model, and the derivation of the 1D model from the 3D
model are given in Section 2. Numerical formulation of the non-dimensionalized form of
the 1D model using a DG method is described in Section 3. The problem configuration
and material parameters used in the simulations are described in Section 4.1 followed by a
discussion of results in Section 4.2. Comparative analyses of the methods is facilitated by
the reports of convergence rates in Section 4.3. We end with some concluding remarks in
Section 5.

2

Model

The three-dimensional small deformation FDM model for modeling of discrete dislocations and its exact reduction to a one-dimensional form is derived in Acharya (2010). In
this section, we review the equations of the model and present the derivation of the nondimensionalized form of a 1D version.

2.1

3D model

Let R Ă R3 represent the reference configuration of a solid body under consideration with
boundary BR. For a second-order tensor-valued function A : R Ñ R3ˆ3 and a vector-valued
function v : R Ñ R3 , we define curl A and A ˆ v, using the standard curl and cross products
of vector fields, by requiring that
`
˘
`
˘
pA ˆ vqT c “ AT c ˆ v and pcurl AqT c “ curl AT c
3

hold for all constant vectors c P R3 . In rectangular Cartesian components, using the summation convention, pA ˆ vqim “ εmjk Aij vk and pcurl Aqim “ εmjk Aik,j , where a quantity with
the comma subscript “,j ” refers to B{Bxj applied to the quantity, and εmjk is a component
of the third-order alternator. We shall also use a product of two second-order tensor fields
A X B that gives a vector field whose Cartesian components are
pA X Bqi “ εijk Ajm Bmk .

(1)

As usual, we use a colon (:) between two second-order tensors to represent their contraction,
i.e., in indicial notation, A : B “ Aij Bij .
The model views dislocations as continuously distributed in the body R while it is deformed according to a smooth displacement field u. Let Ue and Up denote the elastic and
plastic distortions. By the additive decomposition of total strain into elastic and plastic
distortions, the equality ∇u “ Ue ` Up holds, where p∇uqij “ ui,j in Cartesian coordinates. Let the symmetric part of Ue be denoted by εe , i.e., εe “ pUe ` pUe qT q{2. Since
Ue “ ∇u ´ Up , we may view εe as a function of u and Up ,
1
εe ” εe pu, Up q “ pp∇u ´ Up q ` p∇u ´ Up qT q.
2

(2)

Next, we proceed to specify the stress T as a function of εe , introducing a constitutive
assumption for the stored energy density, denoted by Ψ. Following Acharya et al. (2010) and
Zhang et al. (2015), we consider Ψ to be a sum of three functions. The first is a function of
symmetric part of the elastic distortion tensor Ψe pεe q. The second is a function of the plastic
distortion tensor η pUp q. The third is an isotropic function of dislocation density tensor α.
Thus,
ϵ
Ψ “ Ψe pεe q ` η pUp q ` α : α.
(3)
2
Here
1
ϵ “ µb2
(4)
4
is the core energy modulus, µ is the shear modulus, and b is the magnitude of Burgers vector.
It is possible to incorporate various other expressions for Ψ into the model, such as those
derived from atomistic calculations as shown in the incorporation of stacking fault energy
in Gbemou et al. (2016). Using Ψe , we assume that the stress is given by the constitutive
law
BΨe
,
(5)
T ” Tpεe q “
Bεe
such that
BΨe
(6)
Tij “ e “ 0 when εeij “ 0.
Bεij
Also, T satisfies the equilibrium equation,
div T “ 0.
Inertia is ignored in this paper but can be easily incorporated if needed.

4

(7)

The fundamental work of Kröner (1960) connected the dislocation density tensor to the
incompatible part of distortion through
α “ ´ curl Up .

(8)

9 p , is specified in terms of dislocation
The time derivative of Up , which we denote by U
transport and nucleation, following Mura (1963), as follows:
9 p “ pα ˆ Vq ` Ω.
U

(9)

Here V is the dislocation velocity and Ω corresponds to the nucleation of dislocation densities. Combining equations (9) and (8), we obtain the evolution equation of α,
α9 “ ´ curl pα ˆ Vq ´ curl Ω.

(10)

Equation (10) represents the conservation of Burgers vector content. In this paper, only
mobility of a wall of screw dislocations is considered. Thus, the nucleation term (Ω) is set
to zero.
We model the dislocation velocity V by
ˆ
˙T
1
Bη
V“
T´
` ϵ curl α
X α,
(11)
r
BUp
B
r
for some positive function Bp|α|q
ą 0 called the dislocation drag coefficient. In (11), the
product X is as defined in (1). This form of V is motivated by a study of dissipation. The
dissipation (D) in the model is assumed to be the difference of rate of work done by external
forces and the rate of change of stored energy in the body, so is modeled by
ż ´
¯
9 dv.
T : ∇u9 ´ Ψ
(12)
D“
R

From physical considerations, we require D ě 0. We shall now briefly see that the choice (11)
yields D ě 0 provided certain boundary fields can be neglected. We begin by differentiating
Ψ, as given by (3), to get
e
9 p ` ϵα : α9
9 “ BΨ : ε9e ` Bη : U
Ψ
Bεe
BUp
9 p ´ ϵ α : curlpα ˆ Vq,
9 p q ` Bη : U
“ T : p∇u9 ´ U
BUp

9 p,
where we have used (5), the consequent symmetry of T, and (10). After using (9) for U
9 into (12). Then, integrating the curl by
we may substitute the resulting expression for Ψ
parts,
˙
ż ˆ
ż
Bη
T´
D“
` ϵ curl α : pα ˆ Vq dv ´
α : ppα ˆ Vq ˆ nq da
BUp
R
BR
ff
˙T
ż «ˆ
ż
Bη
“
T´
` ϵ curl α
X α ¨ V dv ´
α : ppα ˆ Vq ˆ nq da.
BUp
BR
R
5

This shows that whenever α : pα ˆ Vq ˆ n can be neglected on the boundary BR (which is
the case in all the examples considered later in this paper), in order to obtain a non-negative
dissipation, it is sufficient to choose V by (11).
Note that by (1), the Cartesian components of the vector V in (11) are given by
ˆ
˙
1
Bη
Vn “ εmnj Tij ´
` ϵ pcurl αqij αim .
(13)
r
BUijp
B
r to
Following Zhang et al. (2015), one may set the dislocation drag coefficient B
r “ Bm bm´1 |α|m
B

(14)

where (as before, b is the magnitude of the Burgers vector) and Bm for some integer m P
t0, 1, 2u is a given material constant. In the m “ 2 case, note that components of the velocity
may approach infinity (in regions where α approaches zero). In this paper we focus only on
numerical simulation of the m “ 1 case.
To summarize the 3D model, we find two time-evolving functions Up and α using the
system of two coupled equations
9 p “ α ˆ V,
U

α9 “ ´ curl pα ˆ Vq ,

(15)

where V is given by (11). When augmented by initial and boundary conditions, we obtain a
system that is computationally treatable. One can envisage a computational strategy which
updates α and Up using (15), given the current velocity field V. Then the updated Up
can be used to solve for the displacement field u using εe “ εe pu, Up q and div Tpεe q “ 0,
i.e., (2) and (7). Subsequently, the stress T is updated using (5) and used to compute the
updated velocity V by (11). The process is then repeated. In the next section, we shall see
a simplified one-dimensional model where (2), (5) and (7) are satisfied for all time, allowing
us to focus on the issues in solving for the dislocation density using (15).

2.2

1D Model

The above-mentioned three-dimensional model can be reduced to a one-dimensional model
under further assumptions.
We seek solutions to the three-dimensional model whose displacement u and plastic
distortion Up take the form
upx1 , x2 , x3 , tq “ gptqx3 e2 ,

Up px1 , x2 , x3 , tq “ ϕpx1 , tq e2 b e3 ,

(16)

where ei is the unit vector in the xi -direction and gptq is some given function of time t and
ϕ is to be determined (see Figure 1). It is immediate from (2) that (16) implies
1
(17)
εe “ pe2 b e3 ` e3 b e2 q γ e , γ e “ gptq ´ ϕpx1 , tq.
2
Substituting the above expression for εe in (17) into the elastic contribution to the energy
Ψe pεe q, we define a function Q of the single scalar variable γ e by
1
Qpγ e q “ Ψe p pe2 b e3 ` e3 b e2 q γ e q.
2
6

(18)

x3
u

x2

u
x1
Figure 1: Schematic of the one-dimensional case, where dotted lines show the reference
configuration and blue lines show the deformed configuration.
Clearly, (5) and (6) imply
T “ pe2 b e3 ` e3 b e2 q τ pγ e q,

τ pγ e q “ 2Q1 pγ e q.

(19)

By (17), γ e depends only on x1 and t, so we immediately verify that the equilibrium equation (7) trivially holds for all time for the above T.
Another consequence of ansatz (16) and equation (8) is that α only has a single nonzero
component α22 and furthermore
α22 “ B1 ϕ.
(20)
Such a dislocation density tensor can represent a continuum of screw dislocations, invariant
under translations in x2 and x3 , with Burgers vector in the e2 direction.
To see how the model determines α22 as a function of x1 and t, we examine the components of the dislocation velocity given by (13). Assuming that η is such that the pi, jqth
component of Bη{BUp is zero whenever pi, jqth component of Up is zero, we conclude
that the only nonzero component of the velocity is in the x1 -direction and is given by
p
r ´1 pτ pγ e q ´ Bη{BU23
` ϵ B1 α22 q α22 . Finally, the two equations of (15) imply
V1 “ ´pBq
Bt α22 “ ´B1 pα22 V1 q,

and

Bt ϕ “ ´α22 V1 ,

(21)

respectively.
Henceforth, we write x1 “ x, α22 px, tq “ α px, tq, V1 px, tq “ V px, tq, Bx “ B1 to denote
partial differentiation with respect to x, Bϕ to denote partial differentiation with respect to
ϕ, Bt to denote partial differentiation with respect to t, and abbreviate τ pγ e q to τ when no
confusion can arise. Then, the system we need to solve can be rewritten as
Bt α “ ´Bx pαV q ,
Bt ϕ “ ´αV,

where V “ ´
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1
pτ ´ Bϕ η ` ϵ Bx αq α.
r
B

(22)

r and ϵ, setting γ e by (17) and τ pγ e q by (19), if we can find
To summarize, given gptq, η, B,
α and ϕ satisfying (22), then u, Up given by (16), εe given by (17), T given by (19), and
α “ αe2 b e2 will satisfy the three-dimensional model equations (2), (5), (7), (8), and (15)
with V “ V e1 . This one-dimensional model forms a good testbed for various energy functions
satisfying (6). The specification of τ in (22), due to (19), amounts to specification of Q in
our framework.
For our numerical studies in later sections, we set η to 0 and choose any energy functional
e
Ψ that leads, per (18), to
µ s2
2
(23)
Qpsq “
2 ps ´ ϕq ,
4ϕ
where µ is the shear modulus and ϕ is a material constant. Note that (6) requires that Q
satisfy Q1 psq “ 0 at s “ 0. It is easy to check that this necessary condition is satisfied by the
choice of Q in (23). By (19), this results in a nonmonotonous relationship between the shear
stress τ and elastic strain γ e , given by the following stress function introduced in Acharya
(2010),
ˆ
˙
˘
ϕ ` e
µ
e
e
e
γ ´ϕ .
(24)
τ pγ q “ ` ˘2 γ γ ´
2
2 ϕ{2
As proposed in Acharya (2010), we restrict the above form of τ pγ e q for γ e P r0, ϕs. For γ e
values falling outside of r0, ϕs, the stress τ pγ e q is set by taking a periodic extension, i.e.,
τ pγ e q is set to τ pγ e ˘ nϕq for an integer n. (This can alternately be viewed as extending
Q periodically.) This periodically extended cubic stress implies the existence of minimum
energy wells at γ e “ ˘nϕ, n “ 0, 1, 2, . . . .
r in (22),
We complete this discussion of the one-dimensional model by a few remarks on B
which in turn arises from (14). Note that using α “ Bx ϕ, the one-dimensional version of (8),
we can combine the two equations of (22) to
|Bx ϕ|2´m
|Bx ϕ|2
pτ ` ϵ Bxx ϕq
pτ ` ϵ Bxx ϕq “
Bt ϕ “
r
Bm bm´1
B

(25)

since η is zero. Recall that only the case m “ 1 is considered in this study; for simplicity we
denote B1 by B in the sequel. Then, the resulting equation, Bt ϕ “ |Bx ϕ| pτ ` ϵ Bxx ϕq {B is
often referred to as the nonlocal level set model (NLS).

2.3

Nondimensionalization

We performed a nondimensionalization of the governing equations. This process results in
reduction of roundoff error in our numerical methods and provides insights due the introduction of units which are intrinsic to the system being studied. To this end, we change
variables as follows:
x
τ
V
Vs
ϵ
Vs
t̂ “ t , x̂ “ , τ̂ “ , α̂ “ αb, V̂ “ , B̂ “ B , ϵ̂ “ 2 ,
b
b
µ
Vs
µ
µb
a
where Vs “ µ{ρ is the elastic shear wavespeed of the material and ρ is its density. Note
that ϵ̂ “ 14 by the choice in (4).
8

Then, after simplifications, the equations of the one-dimensional model (22) take the
following form in the terms of non-dimensional variables:
´ ¯
Bt̂ α̂ “ ´Bx̂ α̂V̂ ,
α̂
pτ̂ ` ϵ̂ Bx̂x̂ ϕq .
(26)
with V̂ “ ´
B̂ |α̂|
Bt̂ ϕ “ ´α̂V̂ ,
Recall that τ̂ , as in (24), is given as a function of gptq ´ ϕpx, tq. By (20), we also have
Bx̂ ϕ “ α̂,

(27a)

so we may eliminate either α̂ or ϕ to obtain equations for any one them. The equation for
α̂ that emerges after using (27a) in the expression for dislocation velocity in (26), is
„
Bt̂ α̂ “ Bx̂

|α̂|
B̂

ȷ
pτ̂ ` ϵ̂ Bx̂ α̂q .

(27b)

Of course, we can also proceed as in (25) starting from (26) and eliminating α̂ to obtain an
equation only for ϕ, namely
Bt̂ ϕ “

|Bx̂ ϕ|
B̂

pτ̂ ` ϵ̂ Bx̂x̂ ϕq .

(28)

The various approaches for solving the above equations of the 1D FDM model fall into
two classes, a class of methods that numerically solves (28), and another that numerically
solves (27). In Das et al. (2013), and Zhang et al. (2015), equation (28) was solved using
the finite difference method. From the computed approximation of ϕ, one can then compute
a dislocation density approximation α by numerical differentiation, in view of (27a). The
drawback of this approach is that the numerical differentiation can result in degradation of
accuracy in such α approximations.
Another approach is to solve the system of equations (27a)–(27b) instead. This is done
using a low order finite difference scheme in Gbemou et al. (2016). In our numerical scheme
described in the next section, we will also adopt the approach of solving the system (27).
The point of departure for us is that we use a DG method. One interest in such an approach
lies in the possibility of getting high order direct numerical approximations of α̂ from the
DG method. The drawback is that since τ̂ is best expressed using ϕ, not α̂, we must develop
an intermediate step to recover ϕ from α̂ at each time step. It is critical that we not lose
higher orders of accuracy in this intermediate step.

3

Numerical schemes

In this section, we study numerical schemes for solving the system (27) based on finite elements, specifically using discontinuous Galerkin schemes. Recall that the previously derived
1D model of dislocation density evolution was set in an infinite domain. We truncate the
infinite 1D domain to the finite interval p´L, Lq, restricting ourselves to simulation of α that
is supported within this finite domain for duration of the simulation time 0 ă t̂ ă T . For
9

convenience, from now on, we drop the hats from the notation for the nondimensional quantities x̂, t̂, α̂, τ̂ and consider the following initial-boundary-value problem on the 1D domain
p´L, Lq:
Bx ϕ “ α,
ȷ
|α|
pτ ` ϵ̂ Bx αq ,
Bt α “ Bx
B̂
ϕ
αpx, 0q “ p1 ´ tanh2 xq,
2
ϕ
ϕpx, 0q “ ´ p1 ´ tanh xq,
2
αp´L, tq “ αpL, tq “ 0,

|x| ă L, 0 ă t ă T,

(29a)

|x| ă L, 0 ă t ă T,

(29b)

|x| ď L, t “ 0,

(29c)

|x| ď L, t “ 0,

(29d)

|x| “ L, 0 ă t ă T.

(29e)

„

In our numerical studies later, we choose the typical value of ϕ “ 0.05 and simulate the evolution of dislocation densities in a domain of size 100b, corresponding to the nondimensional
domain half-length of L “ 50. Note that the boundary conditions for ϕ are not included
in (29). This is because the boundary value for ϕ is determined by the following ordinary
differential equation obtained directly from (28), e.g., at x “ L,
Bt ϕpL, tq “

|αpL, tq|
B̂

pτ pL, tq ` ϵ̂ Bx αpL, tqq .

Clearly, by (29e), the right hand side is zero. Hence the value of ϕ at the right endpoint is
constant, i.e., ϕpL, tq “ ϕpL, 0q “ ´ϕ{2p1 ´ tanh Lq for all 0 ă t ă T . Since 1 ´ tanh L is
very close to zero for the values of L we have in mind, we work with the boundary condition
ϕpL, tq “ 0,

x “ L, 0 ă t ă T.

(29f)

The specific forms of the initial and boundary values in (29) illustrate a typically studied
scenario in FDM, but are immaterial to the construction of our numerical methods which
admit general initial and boundary values. The approach we take to numerically solve (29) is
to solve for α using (29b), (29c), and (29e), followed by solving for ϕ using (29a), (29d) and
(29f) at the same time, and then repeating these two steps in a time stepping. Both these
steps require spatial discretizations. A full discretization can then be constructed using a
time stepping algorithm. These techniques will be described in detail in this section.

3.1

Spatial discretization

We begin by describing the spatial finite elements spaces we use for approximating α and
ϕ. Both are approximated on the same mesh. Let T denote a mesh of the spatial domain
p´L, Lq, made up of N ` 1 distinct vertices
´L “ x0 , x1 , . . . , xN ´1 , xN “ L.
The ith element of the mesh T , denoted by Ki , is the open interval pxi´1 , xi q. The mesh size
h is the width of the largest such interval. For any element K of T , let Pp pKq denote the
10

space of polynomials in x, restricted to K, of degree less than or equal to a non-negative
integer p. We approximate α using the piecewise polynomial space Vh “ tvh : vh |K P Pp pKqu,
also known as the DG space.
Since interelement continuity is not enforced for functions in this space, the value of a
function w P Vh at a vertex xi for 0 ă i ă N is not well defined. Yet, the left and right
limiting values of w at such a vertex are well defined, respectively, by
w´ pxi q “ lim´ wpxq and w` pxi q “ lim` wpxq.
xÑxi

xÑxi

Define the average twui and ‘jump’ vwwi at a vertex xi with 0 ă i ă N by
twui “

˘
1` `
w pxi q ` w´ pxi q ,
2

vwwi “ w` pxi q ´ w´ pxi q.

(30)

The spatial approximation of dislocation density αpx, tq, for each t, is of the form
αh px, tq “

N pp`1q
ÿ

ak ptqθk pxq

(31)

k“1

where tθk u is a basis for Vh and the coefficients ak are differentiable functions of time t.
We will determine ak through a system of ordinary differential equations formulated in
Subsection 3.3.
Approximations to the plastic deformation are computed in the pp ` 1qth degree Lagrange
finite element space satisfying the boundary condition (29f), namely Wh “ tψh P Cp´L, Lq :
ψh |K P Pp`1 pKq, ψh pLq “ 0u. Noting that this space also has dimension N pp`1q, we consider
approximations of ϕpx, tq of the form (comparable to (31))
ϕh px, tq “

N pp`1q
ÿ

bk ptqψk pxq

(32)

k“1

where tψk u is a basis for Wh and the coefficients bk are to be found.

3.2

Computing plastic deformation from dislocation density

In this subsection we focus on the computation of ϕh px, tq, given an approximation αh px, tq to
the dislocation density at any time t. Considering (31) and (32), this amounts to computing
tbk ptqu, given tak ptqu. To do so, we discretize (29a) together with (29f).
Note that (29a) and (29f) can immediately be solved to obtain the exact solution
żL
ϕ “ Uα, where pUαqpx, tq “ ´
αps, tq ds.
(33)
x

However, we need a more computationally convenient scheme to go from the coefficients
tak ptqu to tbk ptqu. Therefore, we recast the problem as a Petrov-Galerkin approximation of
(29a)–(29f). Namely, for each fixed time t, given αh p¨, tq, we seek ϕh p¨, tq P Wh satisfying
żL
żL
pBx ϕh qθh dx “
αh θh dx
(34)
´L

´L
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for all θh P Vh .
Equation (34) can be expressed in matrix-vector notation. Put the vectors of coefficients
in (31)-(32) into time-dependent vectors aptq “ ra1 ptq, . . .sT and bptq “ rb1 ptq, . . .sT . Define
the time-independent matrices
żL
żL
Alm “
pBx ψm qθl dx
Mlm “
θm θl dx
(35)
´L

´L

Then (34) is the same as
A bptq “ M aptq.
Since the dimensions of Vh and Wh are equal, the matrix A is square. Moreover, it is
invertible, since if α ” 0, then choosing θh “ Bx ϕh in (34) gives Bx ϕh ” 0, which implies that
ϕh ” 0 due to the boundary condition. Furthermore, since we have chosen the polynomial
degrees so that Bx ϕh ´ αh P Vh , equation (34) implies that Bx ϕh ´ αh ” 0. Since ϕh also
satisfies the boundary condition (29f), it is the exact antiderivative of αh , i.e.,
ϕh “ Uαh

(36)

using the exact formula U given in (33).
To summarize, by the Petrov-Galerkin equation (34), the vector of coefficients of ϕh px, tq,
at any time t, is given in terms of the vector of coefficients of αh px, tq, by
b “ A´1 M a.

(37)

By appropriately choosing the basis functions θm , it is possible to perform this computation
at asymptotically optimal cost.

3.3

Semidiscretization of dislocation density

Reversing the scenario of the previous subsection, we now proceed to compute αh , assuming
that an approximation to ϕ, namely ϕh px, tq, is available. For this, we develop a spatial discretization of (29b) subject to the boundary conditions (29e) and the initial condition (29c).
Fixing a time t, we multiply (29b) by a test function θ P Vh and integrate by parts on each
mesh element Ki “ pxi´1 , xi q to get
ȷ
ż xi „
ˇx
|α|
|α|
pτ ` ϵ̂ Bx αq Bx θ dx ´
pτ θ ` ϵ̂ pBx αqθq ˇxii´1 “ 0.
(38)
pBt αq θ `
B̂
B̂
xi´1
Since an approximation to ϕ, namely ϕh px, tq is available, τ can be approximated by τh px, tq “
τ pgptq ´ ϕh px, tqq. Note that the equation has a diffusive term and a convective term. Summing the previous equation over all elements, using αh and τh in place of α and τ , and
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denoting the convective flux by F px, tq “ B̂ ´1 |αh px, tq| τh px, tq we obtain
żL
żL
żL
ϵ̂
0“
pBt αh qθ dx `
|αh | pBx αh q pBx θq dx `
F Bx θ dx
´L
´L B̂
´L
N
ÿ
` ´
˘
´
F pxi qθ´ pxi q ´ F ` pxi´1 qθ` pxi´1 qq
i“1
N
ÿ

ϵ̂ `

i“1

B̂

´

˘
|αh´ pxi q|pBx αh q´ pxi q θ´ pxi q ´ |αh` pxi´1 q|pBx αh q` pxi´1 q θ` pxi´1 q .

Next, we use the standard Lax-Friedrichs numerical flux (see e.g., Cockburn and Shu (2001))
for approximating the convective fluxes across element interfaces. At xi , it is given (using
the notation introduced in (30)) by
c
F̂i “ tF ui ` vαh wi ,
2
1p´q
1p`q
1
where c “ maxtF pxi q, F pxi qu with F “ BF {Bα. The element interface terms arising
from the diffusion term are approximated by the standard symmetric interior penalty form
(see e.g. Arnold et al. (2002)). At a vertex xi , this takes the form
Pi pαh , θq “ ρd vαh wi vθwi ´ tBx αh ui vθwi ´ vαh wi tBx θui ,
in which we set the penalty parameter ρd “ 2p2 {h. Using these approximations, and grouping
into mass (m), convection (c), and diffusion (d) forms, we obtain the semidiscrete DG system,
mpBt αh , θl q ` cgptq´ϕh pαh , θl q ` dpαh , θl q “ 0,

(39)

where
mpαh , θl q “
cgptq´ϕh pαh , θl q “
dpαh , θl q “

N ż
ÿ
i“1 Ki
N ż
ÿ

αh θl dx,

(40)

F Bx θl dx ´

i“1 Ki
N ż
ÿ

ϵ̂|αh |

i“1 Ki

B̂

N
ÿ

F̂i vθl wi ,

(41)

i“0

pBx αh q pBx θl q dx `

N
ÿ
ϵ̂ |tαh ui |
i“0

gptq´ϕh

B̂

Pi pαh , θl q.

(42)

for any basis function θl of Vh . The superscript in c
p¨, ¨q serves to remind us of the
dependence of F and F̂i on gptq ´ ϕh px, tq through τh .
Employing the mass matrix defined in (35) and the coefficients ak ptq in (31), the first term
in (39) can be rewritten as the lth component of M da{dt. Let D denote the nonlinear operator
on RpN `1qp defined by rDpaqsl “ dpαh , θl q where we have again used the relationship between
αh and tak u in (31). Also connecting b P RpN `1qp to ϕh by (32), we define C b pa, tq P RpN `1qp
for t ą 0, a, b P RpN `1qp by rC b pa, tqsl “ cgptq´ϕh pαh , θl q. Using these operators, (39) can be
rewritten as
da
M
` C b pa, tq ` Dpaq “ 0,
(43)
dt
which represents a system of ordinary differential equations (ODE) for a P RpN `1qp . Note
that the system is not autonomous due to the t-dependence induced by gptq.
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3.4

Full discretization with time stepping

The full numerical method solves (29) by combining the discussions of Subsections 3.2
and 3.3. Specifically, we solve (39) using the particular choice of ϕh “ Uαh . Equation (37)
leads us to select b “ A´1 M a in (43). Accordingly the ODE system for aptq that we need
to solve is
` ´1
˘
da
“ f pa, tq,
with f pa, tq “ ´M ´1 C A M a pa, tq ` Dpaq ,
(44)
dt
together with the initial conditions provided by (29c), translated to ap0q. In this subsection,
we present two options to solution. One leads to an explicit scheme, and the other to an
implicit-explicit (IMEX) scheme.
3.4.1

The explicit Runge-Kutta option

At a discrete time step tn`1 , an explicit Runge-Kutta (RK) method (see e.g., Hairer et al.
(1993)) produces an approximation apn`1q to the solution aptn`1 q of (44), assuming aptn q is
known, using the following well-known formula:
pn`1q

a

pnq

“a

` ∆t

s
ÿ

bi ki ,

i“1

where ∆t “ tn`1 ´ tn ,
k1 “ f papnq , tn q,
k2 “ f papnq ` a21 k1 ∆t, tn ` c2 ∆tq,
k3 “ f papnq ` pa31 k1 ` a32 k2 q∆t, tn ` c3 ∆tq,
..
.
ks “ f papnq ` pas1 k1 ` as2 k2 ` . . . ` as,s´1 ks´1 q∆t, tn ` cs ∆tq
For a specific RK method, we must specify the number of stages, s, and the coefficients
aij p1 ď j ă i ď sq, bi pi “ 1, 2, . . . , sq and ci pi “ 2, 3, . . . , sq. These coefficients are commonly
arranged in a lower triangular Butcher tableau, whose generic form, and the particular set
of coefficients for the classical explicit RK4 scheme (which we shall use) are as follows,
respectively:
0
c2 a21
c3 a31 a32
..
..
..
.
.
.
cs as1 as2 . . . as,s´1
b1 b2 . . . bs´1 bs

0
1
2
1
2

1
2

1
6

1
3

0 12
1 0 0 1
1
3

1
6

All quantities needed to evaluate f (used to compute the intermediate ki ) have already
been described. In order to conclude high order convergence for smooth solutions from the
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well-known theory of RK methods, we cannot use naive approximations of the right hand
side f (displayed in (44)). An important takeaway from this standard theory, as well as
our numerical experience in `computing dislocation
densities using the RK4 scheme, is that
˘
replacing f by f “ ´M ´1 C b pa, tq ` Dpaq where the b-vector of ϕh was precomputed
for efficiency (or set by a time-lagged ϕh , or set by a common ϕh for every intermediate
ki -computation) can result in degradation of convergence rates. It is critical to update the
plastic distortion ϕh in every intermediate RK stage using the updated dislocation density αh
to obtain high order accuracy for smooth solutions. This is accomplished by employing the
f exactly as stated in (44).
3.4.2

The IMEX option

Since (39) contains both convective and diffusive terms, the above-described explicit scheme
can be stable only when extremely small time steps (essentially dictated by the diffusion
term) are taken. The IMEX option we now present forsakes higher order accuracy to gain
larger time steps.
To describe the scheme, first define, in analogy with (42),
α̃h

d pαh , θl q “

N ż
ÿ

ϵ̂|α̃h |

i“1 Ki

B̂

pBx αh q pBx θl q dx `

N
ÿ
ϵ̂ |tα̃h ui |
i“0

B̂

Pi pαh , θl q.

řN pp`1q
Then using the basis expansion (31) for αh and for α̃h “ k“1 ãk θk pxq, we define the linear
operator Dã on RpN `1qp , for each fixed ã, by rDã asl “ dα̃h pαh , θl q. Clearly, the previously
defined nonlinear Dp¨q is then given by Dpaq “ Da a. To solve (44), or equivalently,
M

da
´1
“ ´C A M a paq ´ Dpaq,
dt

(45)

we use the strategy of time-lagging the convection term and splitting off an approximation
of the diffusion term, Dpaq, in such a way that the diffusion term can be implicitly handled:
specifically, we approximate (45) by
M

apn`1q ´ apnq
pnq
´1
pnq
` Da apn`1q “ ´C A M a papnq q.
∆t

Rearranging, we obtain the IMEX scheme: it computes apn`1q , given apnq , by
˘
`
pnq ˘´1 `
´1
pnq
pnq
apn`1q “ apnq ´ M ` ∆t Da
C A M a papnq q ` Da apnq .

(46)
pnq

Note that to implement this scheme, we assemble and invert the matrix M ` ∆t Da at
each timestep. Despite this extra cost, because stability can be obtained for IMEX with a
timestep ∆t proportional to h{p2 , we have observed good gains in computational efficiency
on fine meshes, especially when p “ 1. (In contrast, for explicit schemes, we need to choose
a much smaller ∆t À Ch2 {p2 to attain stability.)
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4
4.1

Numerical Simulations
Problem Setup

To model a moving wall of screw dislocations, we consider an initial profile of dislocation
density α, and the corresponding ϕ, given by (29c) and (29d) respectively. Note that this
choice of initial data for αpx, 0q attains a maximum of ϕ{2 at x “ 0 and that (29a) holds at
the initial time for the above choices of ϕ and α. In Figure 1, this choice of α corresponds
to a dislocation density varying only in x1 and concentrated near the x2 x3 -plane.
The motion of this dislocation wall is simulated in the case of a non-zero applied strain gptq.
The function gptq is ramped from zero to a fixed value and then kept constant for few time
units. The exact profile for gptq is shown in the specific cases discussed in the next section.
The domain half-length L “ 50b was chosen sufficiently large to keep α near zero at
the endpoints for the time frame of the simulation. The non-dimensional parameter values
ϕ “ 0.05, ϵ̂ “ 14 , and B̂ “ 1 were chosen to model the dynamic behavior of aluminum, for
which b “ 4.05ˆ10´10 m, density ρ “ 2.7ˆ103 kg{m3 and shear modulus µ “ 2.3ˆ1010 N{m2 .
Since these trials required large simulation times, resulting in non-smooth solutions, the
IMEX algorithm was used with order p “ 1, and mesh size h “ 0.0025b. All the results are
presented and discussed in terms of the non-dimensional units described in Section 2.3. No
flux or slope limiting technique was found to be necessary in any of the presented simulations.
In some subsequent results, in addition to plots of αh and ϕh , we also present calculated
estimates of the observed peak velocity. A reasonably accurate estimate of the location of the
peak value of αh at a given timestep is obtained by first determining the mesh vertex at which
αh is maximized, then finding the critical point of the interpolating quadratic polynomial
passing through the points associated with this vertex and its two neighbor vertices.

4.2

Results

In above-described set up, the implementation has been tested to verify that the initial
profile of the dislocation wall does not change in the static case with gptq “ 0.
The main finding from our simulations is the result of applying a non-zero applied strain
profile gptq, shown in Figure 2a. In this case, the dislocation wall was observed to deform
and move as a localized entity towards the right (Figure 2c). The evolution of ϕ is shown in
Figure 2b. The velocity of the dislocation peak increases on ramping up the strain, reduces a
little, and then becomes equal to a non-zero value when the strain is held constant (Figures
2e and 2f).
The effect of applied strain rate on the core evolution is shown in Figure 3. The profiles
of the dislocation density αh (Figure 3c) and the plastic deformation ϕh (Figure 3b), as
well as the velocity of dislocation peak (Figure 3d) are observed to change significantly on
changing the applied strain rate (and the corresponding final time). It is also observed that
on increasing the strain rate the dislocation diffuses in the left direction.
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Figure 2: Effect of non-zero applied strain on the core structure with fixed boundary condition (a) applied strain profile, (b) plastic distortion, (c) dislocation density, (d) final α
zoomed (e) peak velocity vs applied strain, (f) peak velocity vs time
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Figure 3: Effect of different applied strain rates and corresponding final times
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4.3

Convergence rates

The purpose of this subsection is to report observed convergence rates of the proposed
methods. For all convergence trials, we used an applied strain function gptq which ramped
from zero at t“0 to a final value gf at t“T , leading to a constant strain rate g9 “ gf {T .
Since the exact solution for this model with the periodically extended cubic internal stress is
unknown, we estimated the numerically observed order of convergence from the L2 distance
of a computed solution to a reference solution (computed using the highest number of degrees
of freedom we could afford).
Note that less smooth solutions are generally obtained for large applied strain rates or
large values of the final time T (e.g., Figure 2d shows an α-profile that appears to be not
continuously differentiable at the right base of the pulse). However, solutions exhibited high
order smoothness when these parameter values were small. Accordingly, two sets of convergence studies were performed. The first set of studies were performed on parameter spaces
which yielded fairly smooth solutions, for which the explicit RK4 method was appropriate.
A study of convergence of the IMEX method was performed for a set of parameters yielding
a less smooth α.
For comparison, we also implemented the finite difference method proposed in Das et al.
(2013). This method computes an approximation to ϕ by discretizing (25) by finite differences and then computes an α-approximation from the ϕ-approximation via an upwind
scheme based on velocity.
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Figure 4: Explicit RK4 and finite differences (gf “0.002, T “12)
Figure 4 shows the results for a study with T “12 and gf “0.002. We see that the DG
scheme together with the explicit RK4 time stepping converges to the reference solution at
the expected rate of Ophp`1 q for αh . The highest degree case on the finest mesh deviates from
the perfect convergence curve probably due to its proximity to machine precision and illconditioning typical of higher degrees. As for ϕh , we observe that for p ą 1, the convergence
19

Dislocation Density αh

Plastic Deformation ϕh
10´3

p“1
p“2
p“3
p“4
FD
Ophq
Oph2 q
Oph3 q
Oph4 q
Oph5 q

L2 error

10´5
10´7
10´9

p“1
p“2
p“3
p“4
FD
Ophq
Oph2 q
Oph3 q
Oph4 q
Oph5 q

10´5

L2 error

10´3

10´7
10´9
10´11

10´11
10´1

100

10´1

100

mesh size h

mesh size h

Figure 5: Explicit RK4 and finite differences (gf “0.025, T “12)

Dislocation Density αh
10´3

10´3

p“1
p“2
p“3
p“4
FD
Ophq
Oph2 q
Oph3 q
Oph4 q
Oph5 q

10´5
10´6
10´7
10´8
10´9

10´7
10´9
10´11

10´10
10´1

p“1
p“2
p“3
p“4
FD
Ophq
Oph2 q
Oph3 q
Oph4 q
Oph5 q

10´5

L2 error

10´4

L2 error

Plastic Deformation ϕh

100

10´1

100

mesh size h

mesh size h

Figure 6: Explicit RK4 and finite differences (gf “0.02, T “120)
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rate of the DG scheme with explicit RK4 is approximately Ophp`2 q. In contrast, the finite
difference solution converges at a rate of Ophq for αh and approximately Oph2 q for ϕh .
Clearly the higher order of convergence attained by the DG scheme is preferable for the case
of smooth solutions.
Figure 5 shows that a large strain rate results in loss of smoothness and hence impaired
convergence (of the estimated errors which are nowhere near machine precision) for the higher
order DG scheme with the explicit RK4 method. Figure 6 shows that if the strain rate is held
constant, but T is increased significantly, the high order convergence is again impaired. This
is in agreement with our observations that the solution seems to lose regularity over time.
In these cases, we notice that the convergence rates for αh are more immediately affected
than those for ϕh by the loss of smoothness. This is agreement with the fact that αh , being
the spatial derivative of ϕh , has one less order of regularity.
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Figure 7: IMEX with p“1 and finite differences (gf “0.01, T “1200)
We next consider the parameter space with a large T value. Attempts to solve the
boundary value problem to large final times with this model using a high order polynomial
space (without any limiting technique) resulted in overshoots and oscillatory errors. In such
cases, the IMEX method is preferred, since further mesh refinement was needed to increase
accuracy, and since the IMEX method is stable (for a given p) with a timestep ∆t À Ch
(compared to the finite differences and explicit methods, which require a timestep ∆t À Ch2
for stability).
Figure 7 shows the results of a study with T “1280 and gf “0.01, comparing the IMEX
method with p“1 and the finite differences method. We see that the DG and finite difference
solutions appear to converge to a common solution. The observed rate of convergence is Ophq
for the finite difference solutions and a slightly higher rate for the IMEX solution.
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5

Conclusions

A discontinuous Galerkin finite element approach is used to model discrete dislocations in
a continuum framework. The conservative numerical formulation is able to elucidate the
physical phenomena of moving dislocation lines with compact cores in a crystal. Dislocation
core evolution shows a strain-rate dependent response. As demonstrated in this paper, FDM
has the potential for treating nonlinear core effects and incorporating stacking fault energy
into the formulation. There is no need to introduce an inner cutoff radius to ignore the core
effects.
The model studied here generates both smooth and nonsmooth solutions depending on
the rate of applied strain and the simulation time. In cases when the exact solution for α
is smooth, a higher order DG scheme combined with explicit RK4 time stepping is clearly
the best choice, since it delivers very accurate solutions on coarse meshes, and exhibits a
convergence rate of Ophp`1 q, where p is the order of the spatial polynomial space. For less
smooth solutions, the IMEX scheme is preferable. Both methods improve upon a prior finite
difference scheme.
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