ABSTRACT Over the past several decades, cyclostationarity has been regarded as one of the most significant theories in the research of non-stationary signal processing; therefore, it has been widely used to solve a large variety of scientific problems, such as weak signal detection, parameter estimation, pattern recognition, and mechanical signature analysis. Despite offering a feasible solution, cyclostationarity-based methods suffer from performance degradation in the presence of impulsive noise, so the methods are less adaptable and practicable. To improve the effectiveness of these algorithms, a nonlinear similarity measurement, referred to as cyclic correntropy or cyclostationary correntropy, was recently proposed that innovatively combines the cyclostationarity technology and the concept of correntropy and successfully changes the signal analysis from the finite dimensional space (Euclidean space) to the infinite dimensional space (Hilbert space). However, to date, the study of cyclic correntropy has been limited, and it needs to be explored further. In this paper, the foundations and theories of cyclic correntropy are elucidated rigorously to complete and develop the methodology, including basic definitions, statistical formalisms, mathematical derivations, convergence theorem, spectrum analysis, and kernel length estimation. It is believed that the cyclic correntropy, a novel methodology equipped with the precise framework of cyclostationarity, can address the problem of impulsive noise in mechanical and communication signals and that its algorithmic idea of crossing spaces will have a far-reaching impact on the development of signal processing.
I. INTRODUCTION
Many of the traditional statistical signal processing methods deal with random processes and signals as though they were theoretically stationary. With this generous assumption, various characteristics derived from the underlying physical mechanism that generates data and signals do not change over time. However, for most of the artificial signals used in communication systems and a number of vibration signals received from mechanical systems, some of the statistical parameters reveal periodic phenomena. Despite not being a periodic function of time, a process that contains hidden periodicities in statistical characteristics is generally considered a cyclostationary process.
Cyclostationary signal processing, an important branch of non-stationary signal processing, has attracted a considerable amount of attention for more than half a century. Scholars worldwide have made great efforts to go above and beyond the classic and well-established stationary methodology. Stationarity, in the strict sense, could be considered a matter of convenience instead of actuality and is very similar to the Gaussian assumption. Typical approaches to cyclostationary signal processing are generally based on cyclostationarity, stating periodicity of the expectation, autocorrelation, or any other statistical parameters. This fundamental property constitutes the basis of a variety of strategies that appeared in succession over time.
In the line of cyclostationary signal processing, the previous research can be traced back to the 1960s [1] - [3] ; however, it was not until the 1980s that it truly became a research hotspot, which it remains to this day. William A. Gardner, the founder and active promoter of this field, established the core theoretical framework and developed the widely used theory named second-order cyclostationarity (SOCS) in 1986 [4] . SOCS can be seen as a quadratic time-invariant (QTI) transform to change the original signal into spectral lines to obtain embedded sine waves. In spite of opening up a new ballgame in statistical signal processing, there are still some weaknesses in SOCS, such as not working well with the pulse amplitude-modulated and balanced quadrature phase shift keying signals. Later, around 1994, higher-order cyclostationarity (HOCS) [5] , [6] and kth-order cyclostationarity [7] were publicized independently at nearly the same time, leading to progress in the cumulant theory of cyclostationary signal processing. In addition to strengthening their theoretical investigations, scholars simultaneously made great progress in practical applications, including weak signal detection [8] - [10] , source location [11] , [12] , and system design [13] , [14] . In the last decade, the theory of cyclostationary signal processing was further extended in both depth [15] - [19] and scope [20] - [23] , including combinations with compressive sensing [24] , [25] , spectrum sensing [26] , [27] , blind source separation [28] , mechanical vibration monitoring [29] , [30] , biological signal processing [31] , [32] , and so on.
Despite being suitable for an expanded range of applications, SOCS, HOCS, and other cyclostationarity-like methodologies have shortcomings related to impulsive noise, so these methods are less adaptable and practicable. This is due to the non-existence of the mean and variance of impulsive noise, which is somewhat different from Gaussian noise employed in conventional models. Classified by statistical theory as an extreme case of alpha-stable distribution, called alpha-stable noise [33] , impulsive noise arises accordingly in the study of heavy-tailed distributions and has found practical applications in economics and environmental science by modelling rare but extreme events, such as stock crashes and earthquakes. An obvious feature of this special type of noise is that it is usually of a short time duration and time-varying, so its statistics are rather difficult to estimate accurately.
To handle the tough problems posed by impulsive noise, a hybrid method combining the cyclostationarity technology and fractional lower-order moment (FLOM), called fractional lower-order cyclic correlation (FLOCC), was proposed in 2012 [34] . With the help of certain fractional low-order statistics, FLOM can effectively suppress the large amplitudes of various noises to improve the algorithm's robustness. Due to this special feature, FLOCC has the same capability as FLOM for handling impulsive noise. Nevertheless, because it depends heavily on a priori knowledge of the characteristic exponent of background noise, the algorithm performance of FLOCC seems to be unsatisfactory in some sense, and there is room for further improvement.
A. MOTIVATION
To overcome the drawbacks of FLOCC-like methodologies, a nonlinear similarity measurement named cyclic correntropy, also called cyclostationary correntropy, was recently proposed. The concept and framework of cyclic correntropy were first proposed in 2016 [35] . The pseudocode of computing cyclic correntropy spectrum and related simulations were given in 2017 [36] . Similar to the fusion model of FLOCC, cyclic correntropy is a combination of cyclostationarity and correntropy that is used to address co-channel interference and impulsive noise concurrently. Correntropy is a localized similarity measurement obtained by Gaussian kernel and can be considered a generalization of the conventional Pearson correlation [37] , [38] . Compared to FLOM, correntropy can mine potential information about infinite statistical moments from the original signals and thus solve the problem without a priori knowledge of the background noise. Although some research has proposed a preliminary theory of cyclic correntropy, more related works, including foundations, definitions, properties, and applications, have yet to be developed and reinforced. Consequently, the emphasis of this paper lies in the foundations and theories of cyclic correntropy, including basic definitions, statistical formalisms, and mathematical derivations.
B. CONTRIBUTION
According to the goals mentioned above, the major contributions of this paper can be summarized as several aspects.
1) Correntropy is redefined based on statistical theory instead of simply applying the mathematical expectation to Gaussian kernel. A clear explanation of analysis across spaces is developed, and infinite analytic solutions of both scalar and vector transformation into Hilbert space are provided.
2) The derivation of cyclic correntropy is described in more detail. Its existence is proved from the periodicity consistent with the conventional cyclostationary methods, and the convergence of random variables with alpha-stable distributions.
3) The spectrum of cyclic correntropy is illustrated and compared with cyclic correlation, and it is further analyzed according to its derivations and expansion. The features of the spectrum are discussed reasonably. 4) The kernel length of Gaussian kernel, as a crucial factor that impacts the algorithm's performance, is investigated theoretically to reveal its hidden relationship with the signal of interest (SOI).
C. OUTLINE
The rest of this paper is organized as follows. In Section II, the background of alpha-stable distribution is introduced briefly based upon the generalized central limit theorem. In Section III, the foundations of cyclic correntropy are investigated from easy-to-digest, including an extended definition of correntropy and analysis across spaces. In Section IV, theories of cyclic correntropy are covered, including theoretical existence, derivation procedure, spectrum analysis, and kernel length estimation. Finally, several concluding remarks and future expectations are given in Section V.
II. ALPHA-STABLE DISTRIBUTION
According to its effect on signal transmission, noise can be divided into two categories: additive noise and multiplicative noise. Due to the dependency on the transmitted data, multiplicative noise is commonly considered a nonlinear transformation in the system. Correspondingly, additive noise is treated as an ever-present background noise. Gaussian noise, a kind of background noise that is widely used in system modeling, originates from the central limit theorem in mathematical statistical theory. 
Then, the sum of random variables converges in distribution to a normal distribution as n approaches infinity.
The normal or Gaussian distribution with a simple probability density function (PDF) is a special case of the power law distribution, and the assumptions about its presence in background noise arise from its ease of use rather than reality. Sometimes, the second moment of a random variable is divergent.
where the integral becomes infinite when α < 2. Hence, the central limit theorem needs to be expanded to deal with these distributions with infinite variances, leading to the generalized central limit theorem.
random variables. Then, the sum of random variables converges in distribution to an alpha-stable distribution as n approaches infinity
where S(α, β, γ , δ) denotes an alpha-stable distribution. The PDF of an alpha-stable random variable cannot be written in a closed form, except in several particular cases. Therefore, the characteristic function (CF) is commonly used to describe the distribution.
Definition 1 (The Characteristic Function of Alpha-Stable Distribution): If a random variable follows an alpha-stable
, the characteristic function ϕ X (t) can be expressed as [39] 
where
where α is the characteristic exponent describing the tail of the distribution. β is the skewness describing the offset of the distribution. When β > 0, the distribution is on the right side. When β < 0, the distribution is reversed. γ and δ are the scale and location, respectively, similar to σ and µ of a Gaussian distribution. 1 In particular, if
, and Y is regarded as a standard alpha-stable variable.
Gaussian distribution is only a very small subset of the entire collection. In today's research, it is becoming increasingly difficult to ignore the impact of other noises. In this paper, the term ''non-Gaussian'' is not employed because it is too broad a concept to be suitable to the specific discussion. Impulsive noise, as an extreme case of alpha-stable noise, can effectively test the robustness of various algorithms. For this reason, it plays an important role in modern signal processing and in a variety of corresponding methods.
III. FOUNDATIONS OF CYCLIC CORRENTROPY
In this section, the foundations of cyclic correntropy are introduced based on statistical theory and functional analysis. The original derivation process and the corresponding results will help researchers master the essence of cyclic correntropy and further understand the following parts of the paper.
A. THE EXTENDED DEFINITION OF CORRENTROPY
From its very beginning, correntropy was designed to evaluate the similarity between random variables by employing the Parzen estimator in the joint probability. In this paper, random vectors and processes are considered by the redefinition for further research. Given two independent random vectors
with a joint PDF f XY (x; y), the probability density of case X = Y is given by
Since
Eq. (6) can be simplified as
Applying a 2M -dimensional Parzen estimator to (9), the estimated probability of case X = Y can be written aŝ
where K σ (, ) denotes a Gaussian kernel with kernel length σ .
In particular, if M = 1, then
For the proof, see Appendix A. N denotes the number of measurements. X j and Y j denote the values of X and Y , respectively, at the j-th measurement. Since X j − Y j 2 2 represents the distance and K σ (, ) is a monotonically decreasing function, (10) can be considered a kind of similarity between X and Y .
where A represents a constant coefficient. Consequently, the definition of correntropy for multi-dimensional variables is given as follows.
Definition 2 (Correntropy for Random Variables): For two independent random variables X , Y ∈ R M , their correntropy is defined by
Compared to the previous definition, the only difference is in the constant coefficient if M = 1, which will not impact the algorithm's performance. Based on this observation, the definition of correntropy for multi-dimensional processes can be further provided.
Definition 3 (Correntropy for Random Processes): For two M -dimensional independent random processes X (t), Y (t), t ∈ T , their correntropy is defined by
where E[ · ] is the statistical averaging. The measurements of the M -dimensional random process X (t) are given by (16) , as shown at the top of the next page, where N , M and S denote the number of measurements, dimensions and discrete time, respectively. Considering the difficulty of measuring repeatedly, the infinite time averaging can be regarded as a substitute for (15) under the assumption that X (t) and Y (t) are ergodic processes.
According to the redefinition, correntropy has a good theoretical reason to address the complex processes that arise when processing information in M -ary communication systems.
B. ANALYSIS FROM EUCLIDEAN SPACE INTO HILBERT SPACE
From the expression of correntropy, it is easy to understand that through the nonlinear function f (x) = e −x , x ∈ [0, ∞), the distance calculated in Euclidean space is compressed into the small range (0, 1], which can effectively address the problem of impulsive noise.
However, from the deep view of functional analysis, the operation of the kernel method actually transforms data analysis from the lower dimension into higher dimensions to obtain additional features of the target. Such techniques are usually used for target monitoring and pattern recognition in image processing and artificial intelligence. Gaussian kernel is generally a good choice because its destination, Hilbert space, is infinite, including all hidden features. Note that Gaussian kernel is not a nonlinear mapping across spaces but a function of the inner product that solves the problem of calculations between infinite dimensions. Fig. 1 shows the classification map of spaces. The relationship between Gaussian kernel and its related nonlinear mapping, also called the feature map (·), can be expressed as
where H denotes a certain Hilbert space and , H denotes the Euclidean inner product on Hilbert space. Gaussian kernel and nonlinear mapping are defined by
With the help of space conversion, the infinite amplitudes are limited in infinite dimensions. More specifically, the infinite space employed in the study is also a Reproducing Kernel Hilbert Space (RKHS) because
where L x is a continuous bound operator on H. The distance in Hilbert space calculated by the inner product between (x) and (y) has a close relationship to Gaussian kernel and can be expressed as
where · H denotes the norm in Hilbert space. Using Gaussian kernel, the results of (18) and (22) are obtained without determining the mathematical expression of (·). However, to understand the foundations of cyclic correntropy clearly, analytic solutions to (·) are provided for both scalar and vector variables. When M = 1, x is a sample of X , and (x) is represented by the following expansion:
For the proof, see Appendix B.
] is a sample of X , and (x) is represented by the expansion:
For the proof, see Appendix C.
From (23) and (24), there is a certain difference between (x) and (x); i.e., (x) is independent of y, whereas (x) depends on y. In this case, before the nonlinear mapping into Hilbert space, x and y can be normalized in advance within Euclidean space; thus, a n has nothing to do with y. Of course, the normalization will not affect the result of the entire algorithm. It is worth noting that the analytical solutions to (·) are not unique and that the above expressions are merely two analytic examples of infinite assemblages.
IV. THEORIES OF CYCLIC CORRENTROPY
Although the initial definition of cyclic correntropy has been suggested in the previous work, there are still some aspects to complete, such as the periodicity hidden in correntropy, considering its Taylor expansion components, the convergence of cyclic correntropy and the relationship between cyclic correlation and cyclic correntropy.
A. THE DEFINITION AND PROPERTY OF CYCLIC CORRENTROPY
In this subsection, based on the definition of correntropy, the derivation of cyclic correntropy is suggested. First, we review the characteristics of correlation. If two random processes x(t) and y(t) satisfy SOCS, then
and
x(t + nT 0 )y(t + nT 0 + τ ) (27) From (15) and (27) , the correntropy between x(t) and y(t) can be expanded as
It can be concluded that the operation of correntropy includes two segments. The negative exponential function on the right-hand side of the equality is the energy restriction, and the rest is the p-th order correlation. Clearly, (28) is somewhat similar to the analytical solution for nonlinear mapping. Developed from the Parzen estimator, correntropy is ingeniously designed to overcome the non-existence of variance or even expectation by a space transformation. However, in reality, the amplitude limiter can be used to guarantee that the algorithm is effective in correlation-like methodologies; in fact, it is not a theoretical tool, and information loss is unavoidable.
In the first paragraph of this subsection, the periodicity of correlation is provided under the SOCS assumption. Hence, it is necessary to correspondingly study the periodicity in correntropy. According to the asymptotic expansion, correntropy is neither a cyclostationary process (CS) with a single period nor an almost cyclostationary process (ACS) with several coprime periods. 2 The specificity of correntropy is that it contains even-order cyclostationarities at the cost of the energy restriction. Additionally, when p = 0, the cyclic correntropy spectrum has a comparatively high level of the DC component in both the frequency and cyclic frequency domains. Additionally, cyclic correntropy between multi-dimensional processes and its spectrum are given as follows:
Since the components of correntropy show the periods of T 0 /q, the integration interval is set to T 0 in (29) . Without the assumption of cyclostationarity on τ , the integration interval is set to be infinite in (30) . Moreover, V XY (ξ, τ ) can be simplified as follows:
For the proof, see Appendix D.
From the results of (17) and (31), both correntropy and cyclic correntropy can replace the statistical average with the time average over the infinite time horizon. However, the principles that two concepts are based upon have a little difference. For correntropy, the assumption of ergodicity is enough, which is a sufficient condition for generalized stationarity. For cyclic correntropy, the uniform convergence is needed to guarantee the feasibility of the exchange between the integral and summation symbols.
B. THE SPECTRUM OF CYCLIC CORRENTROPY
In the above sections, the methodology is introduced and explained theoretically. In fact, it is difficult to master the algorithm by relying on only the complicated expressions and derivations. Therefore, a uniform cyclic correntropy spectrum is provided to help us understand the essence of this concept compared to the conventional cyclic correlation.
Cyclic correntropy spectrum is a two-dimensional function of frequency f and cyclic frequency ξ . Figs. 2(a) and 2(b) show top views of cyclic correlation spectrum and cyclic correntropy spectrum, respectively. From these figures, we see that the two spectra have certain similarities and differences. 1) Both spectra have similar symmetries in both the frequency and cyclic frequency domains; however, they do not have even symmetry, when the measurements are {X (t), Y (t + τ )}. 2) They have the same locations of the zero and second-order cyclostationarities (i.e., ξ 0 = 0, ξ 1 = 2 f c ); Compared to cyclic correlation spectrum, the amplitudes of cyclic correntropy spectrum are lower due to its energy restriction.
3) The zero-order cyclostationarity (purple points) indicates stationarity, which is a special kind of cyclostationarity. If the random processes are non-stationary, these purple points will disappear on both spectra. 4) According to the expansion of correntropy, it has the constant term (the red point) and the other even-order cyclostationarities (blue points) in Fig. 2(b) .
Additionally, considering the Taylor expansion of the exponential function with a fixed kernel length, we have
(−x) n a n n! (33) where ∀ a ∈ R + , we have
where the result is obtained by Stirling's approximation. It can be concluded that regardless of the value of a, the highorder cyclostationarities in cyclic correntropy spectrum, which are not shown due to the limitation of figures, tend towards zero rapidly. In our opinion, it is a good thing to obtain the lower-order cyclostationarities in cyclic correntropy spectrum.
C. THE CONVERGENCE OF CYCLIC CORRENTROPY
In this subsection, according to (29), we further consider the convergence of cyclic correntropy with alpha-stable distributions. A credible bound of cyclic correntropy is suggested by the full use of (4) instead of its simplified version (i.e., symmetric alpha-stable distribution, SαS).
Theorem 3 (The Convergence of Cyclic Correntropy With Alpha-Stable Distributions): For two M -dimensional independent random processes X (t) and Y (t) with alpha-stable distributions, the absolute value of their cyclic correntropy satisfies the following inequality:
For the proof, see Appendix E. The characteristic exponent α describes the amplitudes of impulsive signals in the time domain. As α decreases from 2 to 0, the variance and, subsequently, the expectation become infinite, and the absolute value of cyclic correntropy with alpha-stable distributions varies with α.
D. THE ESTIMATION OF THE KERNEL LENGTH
The kernel length is the only factor in cyclic correntropy, and it plays an important role in the algorithm's performance. In previous studies, the estimations of kernel length were commonly based on a large number of tests. In this subsection, a theoretical analysis is employed to not only reveal the essence of kernel length but also to provide several useful directions.
Using (28), the second-order cyclostationary term can be expressed as
Taking the partial derivative with respect to the variable σ (t, τ ) on both sides of (37), we have
The second-order derivative of C (2) xy (t, τ ) is given by
Let ∂C (2) xy (t, τ )/∂σ (t, τ ) = 0; we can have an explicit solution of σ (t, τ ) such that
and other implicit solutions that satisfy the following equation:
Substituting (41) into (40), we have
Without loss of generality, x(t) and y(t) are assumed to be non-negative; then, we have
From (41) and (44), σ 1 (t, τ ) is a proper value of the kernel length used in cyclic correntropy. Indeed, σ 1 (t, τ ) is a function of time parameters t and τ and has a close relationship to the energies of x(t) and y(t). Therefore, a fixed value of the kernel length cannot be suitable for various communication systems, and it should be set according to the amplitudes of received signals such that σ 1 ≈ Med 0.5 {x 2 (t)} + Med 0.5 {y 2 (t)} 6 (45) VOLUME 6, 2018 where Med 0.5 {·} represents the median of a sequence. Accordingly, the proper value of kernel length for M -dimensional processes is given by
Note that the above result is aimed at the second-order cyclostationarity in cyclic correntropy, which means that the values of higher-order cyclostationarities are different.
In spite of not providing an accurate value for the kernel length, the analysis and discussion justify the practical use of and further research into cyclic correntropy.
V. CONCLUSION
In this paper, the foundations and theories of cyclic correntropy are investigated rigorously to complete and develop the previous study. Based on statistical theory, the concepts of cyclic correntropy and related correntropy are introduced step-by-step instead of applying the mathematical expectation to Gaussian kernel. Simultaneously, multi-dimensional processes are considered to support the use of imaginary numbers in future research. The operation of the Gaussian kernel is explained from the basic nonlinear function to the nonlinear mapping built on Hilbert space. Although numerical experiments are not performed, the relative properties and characteristics of the methodology and its spectrum are discussed to uncover the essential factors. Finally, the convergence of cyclic correntropy with alpha-stable distributions is discussed, and the estimation of kernel length is proposed.
Other related research on cyclic correntropy, such as fast algorithms, the relationship to the Wigner distribution, expressions of various modulated signals, and so on, still need to be explored further. From our point of view, these studies will provide a solid base for cyclic correntropy, and the methodology will promote a significant development in signal processing.
APPENDIX A
Proof: According to (9) , the estimated probability is expressed aŝ
APPENDIX B
Proof:
APPENDIX C
then we have
where n (x) represents the nonlinear mapping of the polynomial kernel and a n represents the weighted coefficient of the polynomial.
Proof: As the Fourier series coefficients of C XY (t, τ ), V XY (ξ, τ ) can be calculated by
and the statistical averaging is over N . Since 
we have
where t and l are the fixed parameters and j is the variable parameter that affects the random variable Z . The characteristic function of the alpha-stable distribution is given by ϕ Z (t) = exp jδt − γ α |t| α 1 − jβsgn(t)φ(t, α)
According to the characteristic function of the alpha-stable distribution, the probability density function is given by Although sgn(t) has a discontinuity at t = 0, it will not impact the value of the integral. Let h(t) = σ t + γ α |t| α βsgn(t)φ(t, α)
It is observed that h(t) is an odd function, i.e., h(−t) = −h(t). Substituting (63) into (62), we have where 0 < A(t) < A. Substituting (64) into (56) and using (64), we finally obtain the bound of cyclic correntropy with alpha-stable distributions: 
