This paper is concerned with the application of weighted least square method in change point analysis. Testing shift in the mean normal observations with time varying variances as well as of a GARCH time series are considered. For both cases, the weighted estimators are given and their asymptotic behaviors are studied. It is also described that how the resampling methods like Monte Carlo and bootstrap may be applied to compute the finite sample behavior of estimators.
One can see that is the maximizer (argmax) of given by .
In practice, i 's may be deterministic or random. They can be known or they may be function of unknown parameters (see the Example 2, as follows). In these cases, they are replaced by their estimations 's and consequently, 's are changed to
Under the null hypothesis, the plot of k against the number of observation k oscillates around zero. It remains between two specified boundaries (horizontal lines) with high probability. When there is a change in mean, the plot of v k v creates a peak out of a boundary (see the following examples). Two horizontal lines (in examples) are obtained by the simulating null distribution using the Monte Carlo method. We can detect the change if T exceeds the boundary value at 0 . This suggests that the change point estimator is given by
This problem also appears in continuous time processes cases. Suppose that t denote the time (in continuous case) price of a specified stock. Let The Black Scholes formula implies that
where t is a Brownian motion over W
. Here, we assume that t  follows a GARCH(1,1) process and the mean process t  has a change point in . Suppose that the process is observed at equidistant discrete times 0 , with 
defined in above. Example 1. Shift in mean, time varying variances. Change point detection in the mean of normal observations is studied well, see Khodadadi and Asgharian [3] . An crucial assumption in this problem is fixing the variances after and before change point. Change point detection in variance of normal observations is another independent inferential problem. Change point detection in mean and variance at the same time is also studied. In this example, we consider the change point detection in mean when   
Bootstrap Method
The WLS estimators appear, again, in bootstrap inference case. Bootstrap methods are strong practical solutions to the complicated problems. Chatterjee and Bose [6] proposed generalized bootstrap for estimating equations by imposing random weights (say multinomial weights for paired bootstrap) to the system of estimating equations. As stated by Chatterjee and Bose [6] , this is equivalent to include the random weights to the original LS (or WLS) objective function. However, Chatterjee and Bose [6] didn't consider the change point version of their work. To extend work of Chatterjee and Bose [6] to the change point analysis, note that the bootstrapped WLS estimators of ,
