We study the performance of the D-Wave 2X quantum annealing machine on systems with well-controlled ground-state degeneracy. While obtaining the ground state of a spin-glass benchmark instance represents a difficult task, the gold standard for any optimization algorithm or machine is to sample all solutions that minimize the Hamiltonian with more or less equal probability. Our results show that while näive transverse-field quantum annealing on the D-Wave 2X device can find the ground-state energy of the problems, it is not well suited in identifying all degenerate ground-state configurations associated to a particular instance. Even worse, some states are exponentially suppressed, in agreement with previous studies on toy model problems [New J. Phys. 11, 073021 (2009)]. These results suggest that more complex driving Hamiltonians are needed in future quantum annealing machines to ensure a fair sampling of the ground-state manifold.
Optimization is ubiquitous across disciplines. Finding optimization approaches that quickly and reliably estimate the ground state of a complex optimization problem is of great importance. While many algorithmic approaches from computer science have had a great impact in physics problems, similarly, physics-inspired optimization techniques have revolutionized optimization in fields as broad as engineering, biology, chemistry, and computer science, to name a few. One physically inspired optimization technique that has found widespread application is simulated annealing [1] . Similar to thermal annealing invented towards the end of the neolithic era [2] , the heuristic is straightforward to implement. Initially, the system is prepared at a high temperature and it is left to thermalize. The temperature is sequentially reduced and, during the process, the system is enforced, if possible, to be in thermal equilibrium at any given temperature. At the end of the annealing (namely, when a specific target temperature is reached), the lowest energy configuration recorded during the process is returned. The procedure is repeated with different initial conditions to ensure that the obtained state is, actually, the lowest-energy state. Most importantly, it has been shown rigorously that simulated annealing can indeed obtain the ground state of a system for sufficiently long annealing [3] ; however, this is not practical. Nevertheless, it often fails to find the global minimum when the energy landscape of the problem Hamiltonian has many metastable states, such as is the case of, e.g., spin glasses [4] [5] [6] [7] . More recently, the quantum counterpart of simulated annealing (usually called "quantum annealing") was suggested [8] [9] [10] [11] [12] [13] [14] [15] [16] . In this case, quantum fluctuations are typically induced by a transverse field (instead of thermal fluctuations) to drive transitions from state to state. The advantage of quantum annealing is that the induced quantum fluctuations, in principle, could aid in the search for the optimum by allowing the system to tunnel across thin energy Histograms of the number of times a particular ground-state configuration is found using the DW2X quantum annealer (20 µs annealing time) sorted by rank. Data for Chimera lattice instances with N = 8c 2 sites and NGS = 3 × 2 k ground states are shown. The horizontal axis is normalized by NGS for easier display of the data. In all cases studied, certain ground states are exponentially suppressed (note the vertical logarithmic axis).
barriers. To date, it remains controversial if it is able to outperform simulated annealing or other classical optimization methods. Interest in quantum annealing has been considerably boosted by the introduction of the D-Wave quantum annealers [17] . These devices experimentally implement finitetemperature quantum annealing with a transverse field on a system of Boolean variables coupled together on a topology known as the Chimera graph [18] . Advantages in the use of the method beyond specially crafted problems for Chimera's architecture [19] [20] [21] remain to be found, the D-Wave 2X (DW2X) machine can be considered a huge technological feat with radically new technology. Interestingly, while many aspects of the DW2X have been scrutinized in detail, no detailed tests on its "fair sampling" [22, 23] abilities-namely, the ability to sample all states of a degenerate problem with (hopefully) equal probability-have been performed. Studies on toy problems and simple Hamiltonians suggest that transverse-field driven quantum annealing does not uniformly sample all the possible ground states resulting in some configuration being exponentially suppressed [23] . Studies on different generations of the D-Wave quantum annealer [24] [25] [26] already suggested that the sampling might be biased, but no systematic study has been performed to date. This can be seen as a noticeable shortcoming of the optimization technique.
So why is the exponential suppression of certain states, i.e., the lack of fair sampling, such a problem? First, because good optimization techniques should deliver all possible configurations that minimize the problem Hamiltonian (provided enough repetitions and using different initial conditions) in addition to being fast and reliable. This encompasses a far more stringent quality test for any optimizer. Second, and most importantly, there are many important applications for which a fair sampling of states is fundamental. In physical applications, a fair sampling of states is imperative when estimating the ground-state entropy of a degenerate system. Similarly in computer science, for many combinatorial problems, if one can sample uniformly from the set of solutions, then one can use these different solutions to obtain a highly accurate count of the total number of solutions [27] , which is important for propositional model counting (#SAT) [28] and the knapsack solution counting problem (#Knapsack) [29] . Finally, in multiple industrial applications having many different solutions to a problem is highly desirable. For example, many uncorrelated solutions are needed to construct probabilistic membership filters using SAT formulas [30, 31] . As such, a quantum annealing machine with a transverse-field driving Hamiltonian might not be the best approach to solve these problems. On one hand, one can hope that the inherent noise found in the analog DW2X might help alleviate these biases of transverse-field quantum annealing. On the other hand, this problem could be alleviated with more complex driving Hamiltonians [23] . Unfortunately, such machines are only being constructed at the moment.
In this Letter we demonstrate experimentally that, for spinglass problems with a small (known) number of ground-state configurations, the DW2X is heavily biased towards some configurations, while other minimizing configurations are exponentially suppressed. Despite applying multiple gauges, performing many runs, or increasing the annealing time, the machine is unable to sample the states fairly; i.e., it is not well suited for a wide variety of optimization applications.
Description of the benchmark instances.-We perform the experiments on the D-Wave Systems, Inc., DW2X quantum annealing machine [17] . We use all operable qubits on the machine and encode spin-glass problems on the couplers [4, 7, 32] of the underlying Chimera topology of the system [18] . The Hamiltonian of the problem is
are defined on the vertices V of the Chimera lattice of size N = 8c 2 (with c ∈ {8, 9, 10, 11}) and do not couple to any local fields (biases). The sum is over all edges E connecting vertices {i, j} ∈ V. Note that some couplers and/or qubits are always inoperable. The aforementioned system sizes are for the complete lattices without taking into account any defects.
To perform a controlled study of the effects of ground-state degeneracy, we carefully choose the couplings from a Sidon set [33] with J ij ∈ {±5, ±6, ±7}. Furthermore, after randomly placing the couplings, we recursively traverse the lattice and shuffle the interactions randomly so that no spins have a zero local field. This prevents any additional degeneracy due to a larger number of free spins [33, 34] . Because of our choice of disorder, we find that the randomly generated instances have typically a ground-state degeneracy of N GS = 3 × 2 k (k ∈ N). Some instances have values of N GS that do not fall into the sequence N GS = {6, 12, 24, 48, 96, . . .} because of the imperfections in the Chimera graph. We choose not to use such instances for the experiments to perform a systematic study. Note that for small subsections of the Chimera graph, i.e., for small c, the number of ground states is typically k ground-states. While the classical algorithms sample the ground-state configurations fairly, the DW2X device has a bias of more than 2 orders of magnitude. smaller than for the largest possible lattice with N = 1152 (c = 12) sites [35] . Therefore, the available values of k are smaller.
Experimental details.-The number of ground states for each problem is determined classically using the isoenergetic cluster algorithm (ICA) [34, [36] [37] [38] [39] , which is known to sample the ground-state manifold fairly, especially for small numbers of ground states (here, small means N GS 10 3 ). ICA combines parallel tempering Monte Carlo simulations with isoenergetic cluster moves (simulation parameters are shown in Table I ). To ensure that the lowest energy state has been found, we independently simulate four system replicas with the same couplings. More precisely, we check that the lowest energy found by each replica (considering only the lowest temperatures) in N sw /2 updates, with N sw the total number of updates, agree. Hence, we claim that the ground state has been found and we begin to record the ground-state configurations, and the corresponding frequencies, for the remaining N sw /2 updates. There is no guarantee that any solution obtained by this heuristic method is the true optimum, or that we have found all configurations that minimize the Hamiltonian. However, we ensure each configuration achieves a minimum number of 50 hits in order to increase our confidence that all accessible ground states have been found. Moreover, we also check that the lowest energy is in agreement with the Hamzede Freitas-Selby heuristic [40, 41] .
Quantum annealing experiments have been performed on the DW2X using a fixed annealing time of 20 µs. For each instance, we used 100 distinct gauges and 1000 readouts per gauge, for a total number of 10 5 readouts per instance.
Results.- Figure 1 summarizes our results. Each panel Comparison of Θmax (maximum absolute difference of the empiric cumulative distribution with respect to the expected distribution) for the distribution of ground states found by the DW2X against a uniform random distribution. Each point corresponds to a specific instance and the error bars are computed by bootstrapping the data. The closer the points are to the diagonal, the more the ground states for that specific instance have been uniformly sampled. As one can see, DW2X does not uniformly sample the ground states. The example data are for Chimera lattices with N = 8c 2 sites and NGS = 3 × 2 k ground states. For the analysis, we considered only those instances for which DW2X found at least 50 solutions (independently of the ground-state configuration).
shows a histogram with the number of times a particular ground-state configuration is found by the DW2X. The horizontal axis represents the index of a given ground-state configuration, normalized by 3 × 2 k for a better readability. For each instance, indexes of ground states are ordered so that the ground states with the largest probability have the largest index. Each panel represents different experiments at a fixed system size N = 8c 2 , while each line considers only experiments with a fixed number of ground-state configurations N GS = 3 × 2 k . Error bars are computed by averaging each bin over a given number of samples. In all cases stud-ied, some ground-state configurations are exponentially suppressed (note the vertical logarithmic axis). We obtain similar results by increasing the annealing time to 200 µs. It is important to stress that the exponential bias is minimally affected by introducing additional artificial noise to the target Hamiltonian, as shown in Fig. 2 . Both random biases and coupler noise are drawn from a Gaussian distribution with variances σ 2 h and σ 2 J , respectively. In addition, we compare the sampling of the DW2X to the two most efficient classical heuristics in Fig. 3 . While the bias is minimal for the classical approaches (due to Poissonian fluctuations [22] ), a bias of approximately 2 orders of magnitude persists for the DW2X device.
Finally, to better appreciate the exponential suppression of some ground states of the DW2X, we introduce the observable Θ max defined as the maximum absolute difference of the empiric cumulative distributionF (x) with respect to the cumulative of a uniform distribution F (x), namely, Θ max = max x |F (x) − F (x)|, with x the ground-state index. The test (which is similar in the purpose of the Kolmogorov-Smirnov test) is useful to understand how close an empiric distribution is to the expected distribution. More precisely, the smaller Θ max is, the more similar the distributions are. In Fig. 4 , we show the comparison of Θ max for the distribution of ground states found by the DW2X against random numbers uniformly chosen in the set {1, 2, . . . , N GS }. In general, the number of ground states that DW2X can find widely varies from instance to instance. Therefore, to perform a fairer analysis, we extract an amount of random numbers which is equal to the number of solutions (regardless of the ground-state configurations) that the DW2X has found for the given instance. Each point in the plot corresponds to a specific instance and the error bars are computed by bootstrapping the data after the randomization of the ground-state indices. The diagonal line represents the best value that Θ max can assume: the closer the points are to the diagonal, the more uniformly the ground states for that specific instance have been sampled. For the analysis, we considered only those instances for which DW2X has found at least 50 solutions (independently of the groundstate configuration). As one can see, the results show that all the considered instances are far from the optimal diagonal, which confirms that the DW2X using a transverse-field driving Hamiltonian does not sample uniformly. In addition, results from instances with fixed c and different k suggest that the DW2X slightly improves its sampling by increasing the total number of ground states. An intuitive understanding of how degeneracy of ground states changes sampling can be obtained by considering level crossings between ground states and low-energy excited states: instances with less degeneracy tend to be harder and more likely to have level crossings [33, 42] ; therefore, a longer annealing time is required to reach a stationary distribution of ground states. Instances with larger degeneracy, however, have a slightly better fair sampling for the same amount of annealing time.
The abysmal fair-sampling performance of transverse-field quantum annealing on the DW2X suggests that the machine is not well suited for applications where many uncorrelated optimal states are needed. Surprisingly, neither the intrinsic thermal fluctuations nor the application of multiple gauges seem to affect these results [43] . Attempting to run the machine for longer annealing times (see Fig. 5 ) has a negligible effect on the poor sampling of the machine. This is in agreement with simulations on simple toy models [23] . There, simulations showed that the use of more complex driving Hamiltonians might alleviate this problem. Finally, changing the energy scale of the Hamiltonian in the device, as well as adding additional artificial noise, does not affect the poor sampling (see Fig. 2 ). As such, and in agreement with the aforementioned analytical results, the transverse-field driver is likely the source of the bias. Unfortunately, at the moment neither quantum annealing machines with more complex driving Hamiltonians nor quantum Monte Carlo simulations to emulate these are readily available. However, the aforementioned results strongly argue for more complex annealing architectures in future devices.
Summary.-We have demonstrated experimentally that the D-Wave 2X quantum annealer is unable to fairly sample states of degenerate random spin-glass problems. In fact, some states are exponentially suppressed compared to others. This means that transverse-field quantum annealing might not be well suited for applications where many uncorrelated solutions are needed. This could also explain the poor performance of the implementation of probabilistic membership filters on the D-Wave device [31] . Our results are in agreement with previous theoretical and numerical studies [23] on toy models and suggest that the ever-growing quantum annealing community should put more emphasis on mitigating this problem by, e.g., using more complex driving Hamiltonians [23] or developing hybrid architectures that encourage thermal fluctuations [44] . We do emphasize, however, that degenerate embedded problems might be affected differently by this problem. For example, different embeddings might influence the sampling differently, a problem that should be studied in the future.
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