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Well-posedness and stability of a 1D wave equation
with saturating distributed input
Christophe Prieur, Sophie Tarbouriech and Joa˜o M. Gomes da Silva Jr
Abstract— In this paper, it is considered a wave equation with
a one-dimensional space variable, which describes the dynamics
of string deflection. The slope has a finite length and is attached
at both boundaries. It is equipped with a distributed actuator
subject to a saturation. By closing the loop with a saturating
input proportional to the speed of the deformation, it is thus
obtained a nonlinear partial differential equation, which is the
generalization of the classical 1D wave equation. The well-
posedness is proven by using nonlinear semigroups technics.
The asymptotic stability of the closed-loop system, when the
tuning parameter has a suitable sign, is proven by Lyapunov
technics and a sector condition describing the saturating input.
I. INTRODUCTION
The general problem in this paper is the study of the
wave in a one-dimensional media, as considered e.g. when
modeling the dynamics of an elastic slope vibrating around
its rest position. To be more specific, it is assumed that
the slope is attached to both extremities (implying that the
deformations is zero at both ends of the slope), is vibrating
in a plane and that the slope is subject to an external force
in this plane. See Figure 1 for an illustration of the physical
motivation of this study, where the deformation is denoted by
z(x, t), the external force is af(x, t) (a is a scaling factor),
and where the force may depend on the space and the time
variables.
af(x, t)
z(x, t)
x = 0 x = 1
Fig. 1. Vibrating slope subject to an external force
The dynamic of the vibration is described by the following
1D wave equation (see e.g. [15, Chapiter 5.3]) written as, for
all t ≥ 0, x ∈ (0, 1),
ztt(x, t) = zxx(x, t) + af(x, t) (1)
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where z stands for the state, z(x, t) ∈ R is the deflection of
the string with respect to the rest position at time t and at
position x ∈ (0, 1) (the length of the string and other physical
parameters are normalized), f is the control, f(x, t) ∈ R,
and a is a constant value. The control f is distributed (in
contrast to boundary control, and is given by a bounded
control operator). Let us equip this system with the following
boundary conditions, for all t ≥ 0,
z(0, t) = 0 ,
z(1, t) = 0 , (2)
and with the following initial condition, for all x in (0, 1)
z(x, 0) = z0(x) ,
zt(x, 0) = z1(x) ,
(3)
where z0 and z1 stand respectively for the initial deflection
of the slope and the initial deflection speed.
When closing the loop with a linear state feedback law, the
control problem of such a 1D wave equation is considered in
many works, see e.g. [8] where in particular stabilizing linear
controllers and optimal linear feedback laws are computed
respectively by an application of linear semigroup theory and
LQR technics. The aim of this paper is to investigate the
well-posedness and the asymptotic stability of this partial
differential equation (PDE) by means of saturating inputs.
In presence of saturating inputs, neglecting the amplitude
actuator limitation in the closed-loop systems can be source
of undesirable and even catastrophic behaviors for the closed-
loop system, such as instability, even for finite-dimensional
system (see e.g., [4]). For an introduction of such nonlinear
finite dimensional systems and technics on how to estimate
the basin of attraction for locally asymptotically stable equi-
librium, see [21], [23] among other references. One useful
ingredient when considering such systems is the Lyapunov
theory and a sector condition of the saturation map, as
introduced in [9]. This allows to compute strict Lyapunov
functions estimating the basin of attraction.
However, to our best knowledge, the well-posedness and
the asymptotic stability of PDE in presence of a saturation
in the loop is less investigated than for corresponding finite
dimensional systems. This is the aim of this work, where the
nonlinear semigroup theory is applied to rigorously prove
the existence and uniqueness of weak and strong solutions
to the PDE (1) with the boundary conditions (2), with initial
conditions (3) in appropriate Sobolev spaces, when closing
the loop with saturating inputs. Assuming a suitable sign
of the scaling factor, the second contribution is to prove
the global asymptotic stability of the closed-loop system by
using a sector condition for the saturation (as in [14], [21]),
and computing a Lyapunov function. In other words, this
paper combines technics that are usual for finite dimensional
systems equipped with saturating input (see e.g. [12], [22])
and Lyapunov theory for PDEs (see e.g. [11], [5]).
The rest of the paper is organized as follows. In Section
II, the nonlinear PDE under study in this paper is introduced,
and the main result is stated, namely the well-posedness of
the Cauchy problem, together with the global asymptotic
stability. The proof of this contribution is given in Section
III. Some concluding remarks and possible further research
lines are collected in Section V. Section IV contains some
numerical simulations to illustrate the main result.
Notation: zt (resp. zx) stands for the partial derivative of
the function z with respect to t (resp. x) (this is a shortcut
for ∂z∂t , resp.
∂z
∂x ). When there is only one independent
variable, z˙ and z′ stand respectively for the time and the
space derivative. For a matrix A, A> denotes the transpose,
and for a partitioned symmetric matrix, the symbolF stands
for symmetric block. <(s) and =(s) stand respectively for
the real and imaginary part of a complex value s in C, s is the
conjugate of s, and |s| its modulus. ‖ ‖L2 denotes the norm
in L2(0, 1) space, defined by ‖u‖2L2(0,1) =
∫ 1
0
|u|2dx for all
functions u ∈ L2(0, 1). Similarly, H2(0, 1) is the set of all
functions u ∈ H2(0, 1) such that ∫ 1
0
(|u|2+|ux|2+|uxx|2)dx
is finite. Finally H10 (0, 1) is the closure in L
2(0, 1) of the set
of smooth functions that are vanishing at x = 0 and at x = 1.
It is equipped with the norm ‖u‖2
H10 (0,1)
=
∫ 1
0
|ux|2dx.
The associate inner products are denoted 〈·, ·〉L2(0,1) and
〈·, ·〉H10 (0,1).
II. STRING EQUATION WITH A SATURATED ACTION
Consider the PDE (1), with the boundary conditions (2)
and the initial condition (3).
Letting for the control, for all t ≥ 0 and all x ∈ (0, 1),
f(x, t) = zt(x, t), (4)
and exploiting properties of the following energy function:
E =
1
2
∫
(z2x + z
2
t )dx, (5)
for any solution z to (1) and (2), when closing the loop with
the linear controller (4), the closed-loop system is (globally)
exponentially stable in H10 (0, 1)×L2(0, 1). More precisely,
using standard technics (see [8] for the existence issue and
[13], [19] for the exponential stability), we may prove the
following
Proposition 2.1: For any initial conditions (z0, z1) in(
H2(0, 1) ∩H10 (0, 1)
) × H10 (0, 1), there exists a unique
strong continuous solution z: [0,∞)→ H2(0, 1)∩H10 (0, 1)
(endowed with the H2(0, 1) norm) to (1), (2), (3) and (4),
continuously differentiable from [0,∞) to H10 (0, 1).
For any initial conditions (z0, z1) in H10 (0, 1)×L2(0, 1),
there exists a unique weak solution z: [0,∞)→ H10 (0, 1) to
(1), (2), (3) and (4).
Moreover, if a is negative (a < 0), then, there exist C > 0
and γ > 0, such that, for any initial conditions H10 (0, 1) ×
L2(0, 1), the weak solution z to (1), (2), (3) and (4) satisfies,
for all t ≥ 0,
‖z‖H10 (0,1) + ‖zt‖L2(0,1)
≤ Ce−γt(‖z0‖H10 (0,1) + ‖z1‖L2(0,1)). (6)
This result is not our main contribution, but it will be in-
strumental for the proof of our main result (namely, Theorem
2.2 below). Due to space limitation, the proof of this result
is omitted.
To formally prove Proposition 2.1, let us perform a com-
putation. Along the solutions to (1) and (2), it yields (at least
formally),
E˙ =
∫ 1
0
(zxzxt + az2t + ztzxx)dx
=
∫ 1
0
az2t dx+ [ztzx]
x=1
x=0
=
∫ 1
0
az2t dx
by using an integration by parts to get the second line from
the first one, and the boundary conditions (2) for the last line.
Therefore, for any negative value a, it is formally obtained
that the energy is decreasing at long as zt is non vanishing in
[0, 1]. In other words, E is a (non strict) Lyapunov function.
Due to actuator limitation, it is rather natural to introduce a
saturation function sat of level u0, and to define the control
as, for all t ≥ 0, for all x ∈ (0, 1),
f(x, t) = sat(zt(x, t)) (7)
instead of (4).
Equation (1) in closed loop with the control (7) becomes
ztt = zxx + azt + aϕ(zt) (8)
where the deadzone function ϕ(s) := sat(s) − s, for all s
in R, has been used.
A formal computation gives, along the solutions to (8) and
(2),
E˙ =
∫ 1
0
az2t dx+
∫ 1
0
aztϕ(zt)dx (9)
which asks to handle the nonlinearity ztϕ(zt). The conver-
gence result is stated in the following result, where the well-
posedness is separate to the asymptotic stability property.
Theorem 2.2: For all negative values a, the model (8)
with the boundary conditions (2) is globally asymptotically
stable. More precisely the following properties hold:
• [Well-posedness] Given any a ∈ R, for all (z0, z1)
in
(
H2(0, 1) ∩H10 (0, 1)
) × H10 (0, 1), there exists a unique
continuous strong solution z: [0,∞)→ H2(0, 1)∩H10 (0, 1)
to (8) with the boundary conditions (2) and the initial
condition (3), that is continuously differentiable from [0,∞)
to H10 (0, 1).
For all (z0, z1) in H10 (0, 1) × L2(0, 1), there exists a
unique continuous weak solution z: [0,∞) → H10 (0, 1) to
(8) with the boundary conditions (2) and the initial condition
(3).
• [Global asymptotic stability] Moreover, if a is negative,
for all initial conditions in (z0, z1) in H10 (0, 1) × L2(0, 1),
the weak solution to (8) with the boundary conditions (2)
and the initial condition (3) satisfies the following stability
property
‖z(., t)‖H10 (0,1) + ‖zt(., t)‖L2(0,1)≤ ‖z0‖H10 (0,1) + ‖z1‖L2(0,1), ∀t ≥ 0 ,
(10)
together with the attractivity property
‖z(., t)‖H10 (0,1) + ‖zt(., t)‖L2(0,1) → 0, as t→∞ . (11)
III. PROOF OF THEOREM 2.2
Proof: The proof of Theorem 2.2 is split into two parts:
1) the Cauchy problem has a unique solution, 2) the system
is globally asymptotically stable.
Part 1: Well-posedness of the Cauchy problem (8), (2), (3).
Let us first prove the existence and unicity of weak
and strong solutions to the nonlinear equation (8) with the
boundary conditions (2) and the initial condition (3). To do
that, let us introduce the following nonlinear operator
A
(
u
v
)
=
(
v
uxx + a sat(v)
)
with the domain D(A) = (H2(0, 1)∩H10 (0, 1))×H10 (0, 1).
To prove the well-posedness of the Cauchy problem, we
shall state that A generates a semigroup of contractions by
applying [2, Theo. 1.3, Page 104], and thus we need to prove
that A is closed, dissipative, and satisfies a range condition
(see (15) below). Let us prove these properties successively.
The nonlinear operator A is closed in the sense of
[17, Def. 2.6], that is, if
(
un
vn
)
n∈N
is a sequence in
D(A), such that limn→∞
(
un
vn
)
=
(
u
v
)
and such that
limn→∞A
(
un
vn
)
=
(
u˜
v˜
)
, then it holds A
(
u
v
)
=(
u˜
v˜
)
.
Moreover, following the terminology of [17, Definition
2.4], and using the nonpositivity of a, we may prove the
following lemma.
Lemma 3.1: A is a dissipative operator.
Proof of Lemma 3.1: In the following, ′ stands for the
derivative with respect to the space variable. Let us first
denote by H the space H10 (0, 1) × L2(0, 1). It is a Hilbert
space equipped with the inner product
〈
(
u
v
)
,
(
u˜
v˜
)
〉 =
∫ 1
0
u′(x)u˜′(x)dx+
∫ 1
0
v(x)v˜(x)dx ,
(12)
and the norm∥∥∥∥( uv
)∥∥∥∥ =
√∫ 1
0
|u′(x)|2 dx+
∫ 1
0
|v(x)|2 dx .
Let us enlarge the domain of definition of the deadzone
function sat to the complex numbers, by letting, for all s in
C,
satC(s) := sat(<(s)) + isat(=(s)) .
To ease the notation, we still use sat instead of satC. We
define ϕ for complex numbers in a similar way.
To check that A is dissipative, using first the definition
of A and then recalling the definition of the inner product
(12), let us compute the following, for all
(
u
v
)
,
(
u˜
v˜
)
in D(A)
〈A
(
u
v
)
−A
(
u˜
v˜
)
,
(
u
v
)
−
(
u˜
v˜
)
〉
= 〈
(
v − v˜
u′′ + asat(v)− u˜′′ − asat(v˜)
)
,
(
u− u˜
v − v˜
)
〉 ,
=
∫ 1
0
(v − v˜)′(x)(u− u˜)′(x)dx
+
∫ 1
0
[(u′′ + asat(v))− (u˜′′ + asat(v˜))] (x)
×(v − v˜)(x)dx ,
=
∫ 1
0
(v − v˜)′(x)(u− u˜)′(x)dx
+
∫ 1
0
(u′′ − u˜′′)(x)(v − v˜)(x)dx
+
∫ 1
0
a(sat(v)− sat(v˜))(x)(v − v˜)(x)dx . (13)
Consider the second integral in the last equation. Performing
an integration by parts and using the definition of D(A), it
gives ∫ 1
0
(u′′ − u˜′′)(x)(v − v˜)(x)dx
= − ∫ 1
0
(u′ − u˜′)(x)(v′ − v˜′)(x)dx
+[(u′ − u˜′)(x)(v − v˜)(x)]x=1x=0
= − ∫ 1
0
(u′ − u˜′)(x)(v′ − v˜′)(x)dx
Thus, with (13), it follows
<
(
〈A
(
u
v
)
−A
(
u˜
v˜
)
,
(
u
v
)
−
(
u˜
v˜
)
〉
)
= <
(∫ 1
0
(v − v˜)′(x)(u− u˜)′(x)dx
)
−<
(∫ 1
0
(u′ − u˜′)(x)(v′ − v˜′)(x)dx
)
+a<
(∫ 1
0
(sat(v)− sat(v˜))(x)(v − v˜)(x)dx
)
,
= a<
(∫ 1
0
(sat(v)− sat(v˜))(x)(v − v˜)(x)dx
)
. (14)
Now let us note that, for all (s, s˜) ∈ C,
<
(
(sat(s)− sat(s˜))(s− s˜)
)
≥ 0 .
Therefore it follows, from (14) and the nonpositivity of a,
<
(
〈A
(
u
v
)
−A
(
u˜
v˜
)
,
(
u
v
)
−
(
u˜
v˜
)
〉
)
≤ 0 ,
and thus A is dissipative. 
Let us now show that the operator A generates a semigroup
of contractions. To do that, we apply [2, Theo. 1.3, Page 104]
(or [17, Theo. 4.2, Page 77]) and we need to prove that
D(A) ⊂ Ran(I − λA) (15)
for all λ > 0 sufficiently small, where Ran(I − λA) is the
the range of the operator I − λA. To prove (15), let us pick(
u
v
)
in D(A) and let us prove that there exists
(
u˜
v˜
)
in D(A) such that (I − λA)
(
u˜
v˜
)
=
(
u
v
)
. Let us first
note that this latter equation is equivalent to{
u˜− λv˜ = u ,
v˜ − λ(u˜′′ + a sat(v˜)) = v ,
which may be rewritten as{
v˜ = 1λ (u˜− u)
u˜′′ − 1λ2 u˜+ asat( 1λ (u˜− u)) = − 1λv − 1λ2u
(16)
To check that there exists u˜ ∈ H2(0, 1) ∩ H10 (0, 1) such
that the second line of (16) holds, let us first note that this
is a nonhomogeneous nonlinear differential equation in the
u˜-variable with two boundary conditions (at x = 0 and at
x = 1), as considered in the following:
Lemma 3.2: If a is nonpositive and λ is positive, then
there exists u˜ ∈ H2(0, 1) ∩H10 (0, 1) solution to
u˜′′ − 1λ2 u˜+ asat( 1λ (u˜− u)) = − 1λv − 1λ2u
u˜(0) = u˜(1) = 0 (17)
Proof of Lemma 3.2: The proof of this lemma follows from
classical technics (see e.g., [17, Page 113], or [5, Page 179])
and uses the Schauder fixed-point theorem (see e.g., [5, Theo.
B.19]). Let us give only the sketch of the proof of this lemma.
To prove this lemma, let us introduce the following map
T : L2(0, 1) → L2(0, 1) ,
y 7→ z = T (y) ,
where z = T (y) is the unique solution to
z′′ − 1λ2 z = − 1λv − 1λ2u− asat( 1λ (y − u)) ,
z(0) = z(1) = 0 . (18)
This map T is well defined as soon as − 1λ2 ≤ 0, i.e. as soon
as λ > 0.
Moreover, there exists M > 0 such that T (L2(0, 1)) ⊂
K, where K is the set of functions w that are continuously
differentiable on [0, 1] and such that ‖w‖C0([0,1]) ≤ M and
‖w′‖C0([0,1]) ≤ M . Moreover T is a continuous operator.
Finally the set K is convex and compact (by the Ascoli-
Arzela theorem), as a subset of L2(0, 1).
Therefore, by the Schauder fixed-point theorem (see e.g.,
[5, Theorem B.19]), there exists u˜ ∈ K such that T (u˜) = u˜.
This concludes the proof of Lemma 3.2. 
Now from the existence of u˜ ∈ H20 (0, 1) such that the
second line of (16) holds, let us remark that the first line
of (16) defines a unique v˜ in H10 (0, 1). Therefore (I −
λA)
(
u˜
v˜
)
=
(
u
v
)
and (15) hold.
Since A is dissipative (due to Lemma 3.1), it follows,
from [2, Theo. 1.3, Page 104] (or [17, Theo. 4.2]), that A
generates a semigroup of contractions T (t). Moreover, by
[2, Theo. 1.2, Page 102] (or [17, Theo. 4.5]), for all
(
u˜
v˜
)
in D(A), T (t)
(
u˜
v˜
)
is strongly differentiable for all t > 0
and is a strong solution to the Cauchy Problem (8), (2) and
(3). Moreover due to [17, Theo. 4.10], it is the unique strong
solution to this Cauchy problem.
The existence and the uniqueness of the weak solution in
H = H10 (0, 1) × L2(0, 1) to the Cauchy problem (8), (2)
and (3) follow from e.g. [3, Theorem 3.1, page 54] and [1,
Theorem 2.2]).
Another (more involved) proof of the well-posedness of
the Cauchy problem (8), (2) and (3), for strong solutions, is
to apply [2, Theo. 1.1, Page 268].
Part 2: Global asymptotic stability of the nonlinear equa-
tion (8) with the boundary conditions (2).
Let us consider a strong solution to (8) and (2), for a
given initial condition in D(A). The formal computation
yielding (9) makes sense. To handle the nonlinearity in
(9), the following result will be instrumental for the global
stability analysis and is recalled below (see e.g., [21, Chapter
1] for a proof and also [14, Chapter 7]).
Lemma 3.3: ([21]) For all s in R, the nonlinearity ϕ(s)
satisfies the following inequality:
ϕ(s)(ϕ(s) + s) ≤ 0 . (19)
Using Lemma 3.3 with s = zt, and recalling the compu-
tation (9), it yields, for any negative value b, E˙ ≤ L, where
L is defined by
L = E˙ + ∫ 1
0
b(ϕ(zt)2 + ϕ(zt)zt)dx
=
∫ 1
0
(
zt
ϕ(zt)
)>(
a a+b2
? b
)(
zt
ϕ(zt)
)
dx
Since a and b are negative, the matrix
(
a a+b2
? b
)
is
negative semi-definite, if and only if its determinant is non-
positive, that is ab − b24 − ab2 − a
2
4 ≥ 0. Moreover, with
a = b, we get that
(
a a+b2
? b
)
is negative semi-definite
(its determinant is 0), and thus we get L ≤ 0, along the
strong solutions to (8) and (2), for any initial condition in
D(A).
To be able to apply LaSalle’s Invariance Principle, we
have to check that the trajectories are precompact (see e.g.
[10]). This precompactness is a corollary of the following
lemma (which is very similar to [11, Lemma 2] with different
boundary condition).
Lemma 3.4: The canonical embedding from D(A),
equipped with the graph norm, into H is compact.
Proof of Lemma 3.4: Before proving this lemma, recall that
its statement is equivalent to prove, for each sequence in
D(A), which is bounded with the graph norm, that it exists
a subsequence that (strongly) converges in H .
Recalling the definition of the graph norm, it holds, for
all
(
u
v
)
in D(A),
∥∥∥∥( uv
)∥∥∥∥2
D(A)
:=
∥∥∥∥( uv
)∥∥∥∥2 + ∥∥∥∥A( uv
)∥∥∥∥2 ,
=
∫ 1
0
(|u′|2 + |v|2 + |v′|2
+ |u′′ + asat(v)|2)dx .
Therefore, on the one hand, one gets∥∥∥∥( uv
)∥∥∥∥2
D(A)
≥
∫ 1
0
(|v|2 + |v′|2)dx , (20)
and on the other hand, since |v| ≥ min(1, 1a ) |asat(v)| and|u′′ + asat(v)| ≥ min(1, 1a ) |u′′ + asat(v)|, it holds∥∥∥∥( uv
)∥∥∥∥2
D(A)
≥
∫ 1
0
(|u′|2 +min(1, 1
a2
) |asat(v)|2
+min(1,
1
a2
) |u′′ + asat(v)|2)dx .
Since, for all (s, s˜) ∈ C2, it holds |s+ s˜|2 ≤ 2|s|2+2|s˜|2, it
follows 2 |u′′ + asat(v)|2 + 2 |asat(v)|2 ≥ |u′′|2 and thus∥∥∥∥( uv
)∥∥∥∥2
D(A)
≥
∫ 1
0
(|u′|2 +min(1
2
,
1
2a2
) |u′′|2)dx ,
≥ min(1
2
,
1
2a2
)
∫ 1
0
(|u′|2 + |u′′|2) .(21)
Consider now a sequence
(
un
vn
)
n∈N
in D(A) bounded for
the graph norm of D(A). From (20) and (21), if follows that
this sequence is bounded in the product space H20 (0, 1) ×
H1(0, 1), where H20 (0, 1) is the set of functions in H
2(0, 1)
vanishing at x = 0 and at x = 1. Since the canonical
embedding from H20 (0, 1) to H
1
0 (0, 1) (resp. from H
1(0, 1)
to L2(0, 1)) is compact, there exists a subsequence still
denoted
(
un
vn
)
n∈N
such that un → u in H10 (0, 1), vn →
v in L2(0, 1), and thus
(
u
v
)
belongs to H , which proves
the lemma. 
Using the dissipativity (see Lemma 3.1), we get, for all
t ≥ 0, ∥∥∥∥( z(., t)zt(., t)
)∥∥∥∥ ≤ ∥∥∥∥( z(., 0)zt(., 0)
)∥∥∥∥ .
Therefore with Lemma 3.4, the trajectory
(
z(., t)
zt(., t)
)
is
precompact in H , then the ω-limit set ω
[(
z(., 0)
zt(., 0)
)]
⊂
D(A), is not empty and invariant with respect to the nonlin-
ear semigroup T (t) (see [20, Theorem 3.1]).
We now use LaSalle’s invariance principle to show that
ω
[(
z(., 0)
zt(., 0)
)]
= {0}. To do that, consider a strong
solution such that E˙(t) = 0, for all t ≥ 0. It follows from
(9) that zt(x, t) = 0 for almost all x in (0, 1) and thus the
absolute value of zt is smaller that the level of the saturation
map, namely |zt| ≤ u0, and thus for sufficiently large time,
z is a solution to the linear equation (1) with the boundary
conditions (2), which is asymptotically stable, as stated in
Proposition 2.1. Therefore the convergence property (11)
holds along the strong solutions to the nonlinear equation
(8) with the boundary conditions (2).
Using the density of D(A) and the existence of weak
solutions, we end the proof by extending the result to any
initial condition in H .
This concludes the proof of Theorem 2.2.
IV. NUMERICAL SIMULATIONS
To illustrate Theorem 2.2, let us discretize the PDE
(8) with the boundary conditions (2) by means of finite
difference method, solving for all the values of z at the
next time step by using the values known at the previous
two time steps (see e.g. [16] for an introduction on the
numerical implementation). It is chosen the time and the
space steps so that the stability condition of the numerical
scheme is satisfied. Let us consider the initial condition (3)
with z0(x) = sin(2pix) and z1(x) = 0, for all x ∈ [0, 1].
With the value a = −0.1 and the level of the saturation
u0 = 5, the time evolution of the numerically computed z-
component of the solution is given in Figure 2 where it is
checked that it converges to the equilibrium. See also Figure
3 where it is observed that the control input saturates for
small time.
Let us now select a lower saturation level: u0 = 1. It is
checked on Figure 4 that the z-component of the solution still
converges to the origin but it takes more time to converge
around the equilibrium. See also Figure 5 for the time
evolution of the saturating input, where it is checked that
the saturation map applies for longer time than with u0 = 5
(compare with Figure 3).
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Fig. 2. Time evolution of the z-component of the solution to (8), (2) and
(3) with u0 = 5.
V. CONCLUSION
It has been studied the well-posedness and the asymptotic
stability of a class of 1D wave equation. The PDE under con-
sideration resulted from the loop of a classical string equation
with a saturating distributed input. The well-posedness issue
has been tackled by using nonlinear semigroup technics and
the stability has been proven by using a sector condition, and
Lyapunov theory for infinite dimensional systems.
This work lets many questions open. In particular, it could
be interesting to considering other PDEs useful in vibration
control theory, such as the beam equation. As an example,
the study of the saturation map on pointwise control of the
0 1 2 3 4 5 0 0.2
0.4 0.6
0.8 1?5
?4
?3
?2
?1
0
1
2
3
4
5
<?? x ??>
sat(zt (x,t))
<?? t ??>
Sa
tu
ra
tin
g 
inp
ut
Fig. 3. Time evolution of the saturating input with u0 = 5.
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Fig. 4. Time evolution of the z-component of the solution to (8), (2) and
(3) with u0 = 1.
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Fig. 5. Time evolution of the saturating input with u0 = 1.
beam equation (as considered in [7]) shall be tackled. Other
hyperbolic systems as the one considered in this paper may
be also considered as the conservation laws that are useful
for the flow control (see [6], [18]). For such a class of PDEs,
Lyapunov theory is an useful tool when designing stabilizing
linear controllers, and may be also the key when computing
saturating stabilizing feedback laws. Generalization to 2D
PDE is also a natural research line.
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