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Recent measurements at the LHC of the p-p total cross section have reduced the uncertainty in
simulations of cosmic ray air showers. In particular of the depth of shower maximum, called Xmax.
However, uncertainties of other important parameters, in particular the multiplicity and elasticity
of high energy interactions, have not improved, and there is a remaining uncertainty due to the total
cross section. Uncertainties due to extrapolations from accelerator data, at a maximum energy of
∼ one TeV in the p-p center of mass, to 250 TeV (3× 1019 eV in a cosmic ray proton’s lab frame)
introduce significant uncertainties in predictions of < Xmax >. In this paper we estimate a lower
limit on these uncertainties. The result is that the uncertainty in < Xmax > is larger than the
difference among the modern models being used in the field. At the full energy of the LHC, which
is equivalent to ∼ 1× 1017 eV in the cosmic ray lab frame, the extrapolation is not as extreme, and
the uncertainty is approximately equal to the difference among the models.
I. INTRODUCTION
In the study of ultrahigh energy cosmic rays one area
of great interest is measurements of cosmic ray compo-
sition. Since the flux is too low for balloon-borne or
satellite experiments to detect primary cosmic rays, these
events are studied by observing the extensive air showers
the primaries initiate. Perhaps the best method of de-
termining composition is measuring the depth of shower
maximum. Cosmic ray protons differ from iron in the
mean depth of shower maximum, < Xmax >, by about
80 g/cm2 (protons have shower maxima deeper in the
atmosphere). Intermediate weight nuclei are distributed
between the proton and iron depths in a logarithmic
manner. The three experiments with the best data on
< Xmax >, the High Resolution Flys Eye (HiRes) [1],
the Telescope Array (TA) [2], and the Pierre Auger Ob-
servatory (PAO) [3, 4], all agree within their systematic
uncertainties in the actual measurement of < Xmax >
as a function of energy [5] (although there may be dif-
ferences in their measurements of the RMS of the Xmax
distribution ). The question now becomes how to inter-
pret these measurements in terms of the identity of the
primary cosmic rays. Are they protons or nuclei?
Up to now the interpretation has been done by com-
paring the measured < Xmax > and RMS(Xmax) val-
ues to models of cosmic ray air showers. In these mod-
els routines called hadronic generators feed the informa-
tion about particle interactions to a parent program that
keeps track of particles produced in the shower. The
typical parent programs in use are called CORSIKA [6]
or CONEX [7–9], and the hadronic generators in use
are three version of QGSJet (QGSJet01c [10], QGSJetII-
3 [11], and QGSJetII-4 [12]), Sibyll2.1 ([13],[14]), and
EPOS-LHC [15]. Figure 1 shows the predictions of COR-
SIKA and these five hadronic generators for < Xmax >
of protons and iron as a function of energy. At 1019.5 eV
the models predictions vary by about 35 g/cm2, and at
1017 eV the variation is about 25 g/cm2.
The information about particle interactions used in the
simulations is based on accelerator measurements where
possible, but for cosmic rays at particle energies above
those of man-made accelerators extrapolations of accel-
erator measurements must be made. For the prediction
of < Xmax > there are parameters of particle interac-
tions to which the models are particularly sensitive: the
total cross section, the multiplicity of produced parti-
cles, the fraction of energy carried away by the leading
particles, which is called the elasticity, and the ratio of
neutral to charged pions created in the interaction. Ul-
rich and collaborators [16] have tabulated the sensitiv-
ity of < Xmax > predictions for the proton showers at
1019.5eV by the Sibyll model to these parameters. The
most sensitive is the cross section with a sensitivity of
△Xmax/△f(E) ≈ -100 g/cm2 (the minus sign indicates
that when the cross section increases < Xmax > de-
creases), and the multiplicity, elasticity, and the neu-
tral pion ratio are all about the same, at a value of
| △Xmax/△ f(E) |≈ 30-40 g/cm2. Here f(E) is the frac-
tional change in the parameter at a primary energy of
E(eV). f(E) is defined as follows:
f(E) = 1 + (f19 − 1) log(E/10
15eV )
log(1019eV/1015eV )
(1)
Where E is the shower energy and f19 is the scaling
factor of the cosmic ray showers at 1019 eV. Note that,
at 1015 eV, f(E) = 1. This reflects the fact that the high
energy cosmic ray shower simulation models are tuned to
the TeVatron.
We have repeated the Ulrich et al. estimate, using
CONEX [7–9] 1, for the proton showers for four mod-
els and two energies: the models we used are Sibyll 2.1,
QGSJet01c, QGSJetII-4, and EPOS-LHC; evaluated at
the energies 1017 and 1019.5 eV. The Sibyll and QGSJetII-
4 results at 1019.5 eV are shown in Figure 2. Our Sibyll
2.1 calculations reproduce those of Ulrich et al. .
In examining the extrapolation of accelerator measure-
ments, the widest energy ranges are available for p-p in-
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2teractions, but the relevant quantities are needed for p-
air interactions. Taking the multiplicity as an example,
a nucleus amplifies differences in multiplicity so extrap-
olating p-p measurements is a conservative method for
learning about uncertainties in the depth of shower max-
imum due to extrapolation; i.e., the p-air effect is larger.
If one decreases the energy carried by the leading par-
ticles (i.e., changes the elasticity) the energy that goes
into the shower particles increases. One would expect the
multiplicity to increase also, and this is what happens in
the Sibyll model, so this case reduces to the previous one.
The relationship in the Glauber model between the p-p
and p-air total cross sections is that a multiplication also
occurs here when considering nuclear effects. In what fol-
lows below we use the Glauber model correction for total
cross sections.
In this paper we will estimate the uncertainty in ex-
trapolation of total cross section, multiplicity, and elas-
ticity from accelerator energies to 250 TeV in the p-p
center of mass, which is about 1019.5 eV in the lab frame.
We will also make estimates at 1017 eV, the cosmic ray
energy equivalent to 14 TeV in the p-p center of mass,
same as the LHC design energy. We will then relate these
uncertainties to the differences in the models’ predictions
of < Xmax >.
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FIG. 1: < Xmax > predictions from five hadronic
models as a function of cosmic ray energy. Red lines are
protons while blue lines are iron.
II. AVERAGE CHARGED MULTIPLICITY:
< Nch >
The average charged multiplicity, < Nch >, in p+p+
and p+p− interactions is the same for energies above√
s ∼ 20 GeV, and the highest energy direct measure-
ments were made at the Intersecting Storage Rings [17]
and the CERN Antiproton-Proton collider. In G.J. Alner
et al. [18] fits to the charged multiplicity as a function
of energy are performed to two functions < Nch >=
A + B lnS + C (lnS)2, and < Nch >= α + βSγ . Fig-
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FIG. 2: Dependence of < Xmax > on cross section,
elasticity, and multiplicity at an energy of 1019.5 eV.
The left panel is the result for Sibyll 2.1, and the right
panel is for QGSJetII-4. The lines are to guide the eye.
ure 3 shows a fit to the data using these two functions.
At
√
s = 14 TeV, the fractional difference is 15%, which
results in a 6 gm/cm2 uncertainty in < Xmax >. For
the extrapolation to
√
s = 250 TeV the fractional differ-
ence is 65%, which results in a 25 g/cm2 uncertainty in
< Xmax > due to extrapolation. Of course we do not
know the correct function to use in the extrapolation, so
these are a lower limits to the uncertainty in < Xmax >.
III. ELASTICITY:
Measurements of inelasticity in pp interactions are
somewhat indirect. They arise from the observation that,
< Nch > as a function of
√
s in e+e− and pp colli-
sions are very similar, if one lowers the pp
√
s value;
i.e.< Nch(pp) > (K
√
s) =< Nch(ee) > (
√
s) + 2. Here
K = Eeff/
√
s where Eeff is the effective energy that
goes into particle production. The added value of 2
represents the two leading particles in the forward and
backward hemispheres, which do not occur in e+e− jets.
In the review article by J. Grosse-Oetringhaus and K.
Reygers [19], the authors comment that the theoretical
3 (GeV)s10
2
10
3
10
4
10
5
10
Av
er
ag
e 
ch
ar
ge
 m
ul
tip
lic
ity
0
50
100
150
200
250
UA5 NSD
ISR INEL
2
A + B lnS + C (lnS)
γ
 * Sβ + α
FIG. 3: Mean charged multiplicity data for p-p
interactions. Fits to the data are shown to two
functions (see text), and the extrapolation to 250 TeV
is shown at the end of the fit lines.
basis for this relation is weak. These authors fit the data
as a function of energy to two functions, called K2 and
K3, which both have values about 0.35. There is a slight
downward slope as a function of energy, and Figure 4
shows fits to the K2 and K3 result as a function of
√
s
with extrapolation to 250 TeV. For showers with energy
equivalent to 1019.5 eV (250 TeV), the fitting function is
the difference between the two inelasticity extrapolations
is 20%, yielding a change in elasticity (1-K) of about 10%,
so the uncertainty in < Xmax > is 4 g/cm
2. Again the
actual function to extrapolate is unknown, so we should
interpret this uncertainty as a lower limit. Figure 4 shows
the fits to the K2 and K3 functions.
A second review article on this topic by Chliapnikov
and Uvarov [20] estimated the value of K to be 0.30.
The difference from the fit at low energies by Grosse-
Oetringhaus (K ∼ 0.35) . This indicates that uncertain-
ties in K are about 16%, yielding a change in elasticity
(1-K) of about 7%, which corresponds to an uncertainty
in < Xmax > of about 3 g/cm
2, without extrapolation.
For simplicity we interpret this as the value as the un-
certainty in inelasticity at 1017 eV.
IV. PROTON - AIR TOTAL CROSS SECTION:
Although the uncertainty in < Xmax > due to the
p-air total cross section has been reduced recently, that
uncertainty is not zero. The slope of | △Xmax/△ f(E) |
near the cosmic ray energy of 1019.5 eV is ∼100 g/cm2.
Figure 5 shows the result of extrapolations to 250 TeV in
the center of mass, using three functional fits (the QCD
inspired fit by BHS [21], the COMPETE collaboration
fit [22], and the Lγ fit by Menon and Silva [23]). This
figure indicates that the uncertainty in cross section is 8%
at 1019.5 eV. Using BHS fit [21] and Glauber model (see
Figure 8 in reference [30]), in the energy range of interest
a change in the p-p total cross section is magnified by a
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FIG. 4: Inelasticity of p-p interactions shown as a
function of CM energy (GeV). Two determinations of
the inelasticity, called K2 and K3 are shown (see text).
The three lines on each plot represent the central fit (in
solid line) and the ± 1 σ (in dotted lines).
factor of about 1.6 by nuclear effects in the p-air cross
section. So a range of uncertainty of 8% in p-p becomes
a range of 13% in the p-air cross section. This yields to
an uncertainty in < Xmax > of ∼13 g/cm2.
for 1017 eV, we can make an estimate using recent mea-
surements of the p-p total cross section at LHC, the re-
lation of p-p to p-air cross sections, and the sensitivity in
< Xmax > to the p-air cross section. The cross section
measured by the TOTEM [25] experiment at the LHC, at
7 TeV, has an uncertainty of ± 3%. So a range of uncer-
tainty of 6% in p-p becomes a range of 10% in the p-air
cross section. The slope of | △Xmax/△ f(E) | near the
cosmic ray energy of 1017 eV is about 44 g/cm2, yielding
an uncertainty in < Xmax > of 4 g/cm
2.
V. UNCERTAINTY IN < Xmax > PREDICTIONS
AT 1019.5 EV:
Combining the uncertainties in < Xmax > due to mul-
tiplicity, elasticity, and total cross section by simple ad-
dition yields an estimate of ∼35 g/cm2, which is a lower
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FIG. 5: The proton-proton cross section vs. the center
of mass energy. The p¯p and the pp data are shown in
smaller darker circles and square symbols
consecutively [24]. The recent result from LHC is also
shown by the star marker [25]. The results by cosmic
ray detectors are also
included( [26], [27], [28], [29], [30])). The solid line is
the QCD inspired fit [21], the dashed line is the
COMPETE collaboration fit [22] and the dotted line is
the Lγ fit by Menon and Silva [23] .
limit to the true uncertainty. This is about the difference
among the five hadronic generator programs in common
use today (which is 35 g/cm2). The interpretation of this
is that the EPOS-LHC prediction of < Xmax >, which is
the highest value of < Xmax > at 10
19.5 eV, is consistent
at the 1σ level with the prediction of QGSJet01c, which
is the lowest value of < Xmax >, and vice versa.
VI. UNCERTAINTY IN < Xmax >
PREDICTIONS AT 1017 EV:
Repeating this procedure for the LHC energy of 14 TeV
(equivalent to 1x1017 eV in the cosmic ray lab frame)
yields a difference among the models of 25 g/cm2, and a
lower limit to the uncertainty in extrapolation of multi-
plicity, elasticity, and total cross section of ∼ 6 g/cm2.
The results for four models, and two energies, are tabu-
lated in Table I.
Model < Xmax >
uncertainty
1017 eV
< Xmax >
uncertainty at
1019.5 eV
SIBYLL 7 gm/cm2 36 gm/cm2
QGSJET01 6 gm/cm2 32 gm/cm2
QGSJETII4 6 gm/cm2 36 gm/cm2
EPOS-LHC 6 gm/cm2 36 gm/cm2
TABLE I: Results of extrapolations of accelerator
measurements.
VII. CONCLUSIONS
In recent years there has been considerable improve-
ment in hadronic generator models used in the simulation
of cosmic ray showers. Tuning to the basic cross sections
has been improved, and accelerator results at higher en-
ergies have been included. However, knowledge of two of
the basic input quantities to hadronic generators, multi-
plicity and elasticity, have not been improved, and some
uncertainty in total cross section remains. One of the
most difficult things to predict is the depth of shower
maximum for proton and nuclear primaries. This is be-
cause of the long extrapolation needed to go from energies
below ∼ one TeV in the center of mass, where accelerator
measurements are made, to 250 TeV where predictions
are needed. By fitting accelerator data on the average
number of charged particles produced in proton-proton,
proton-antiproton, and electron-positron collisions, fit-
ting to various functions, and extrapolating to higher
energies, we have estimated the lower limit on the un-
certainty in < Xmax > from multiplicity, elasticity, and
the total cross section. At the highest energies relevant to
cosmic ray studies, the extrapolation on the lower limit
of the uncertainty is approximately equivalent to the dif-
ference among the five models considered; i.e., the old-
est model, QGSJet01c, is less than 1σ different from the
newest model, EPOS-LHC. At the LHC energy itself the
lower limit of the extrapolation uncertainty is bit less
then the difference among the five models.
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