There is a strong need for high-accuracy and efficient modeling of extreme-mass-ratio binary black hole systems because these are strong sources of gravitational waves that would be detected by future observatories. In this article, we present sample results from our Teukolsky EMRI code: a time-domain Teukolsky equation solver (a linear, hyperbolic, partial differential equation solver using finite-differencing), that takes advantage of several mathematical and computational enhancements to efficiently generate long-duration and high-accuracy EMRI waveforms.
INTRODUCTION
In the near future, a new window onto the universe will be opened. Specifically, the gravitational-wave spectrum that so far has been undetectable, will become observable due to the enormous investment in hardware, theory, and data analysis methods, such as that in the NSF LIGO 2 project (that is undergoing a major upgrade process) and other current and future detectors.
This work is about the calculation of the emitted gravitational waves (GWs) from large and extreme mass-ratio binary inspirals (EMRIs). One of the most promising sources of low-frequency gravitational waves is the capture and inspiral of a compact object (such as a stellar mass black hole or a neutron star) into a supermasssive black hole (such as the black holes which exist at the center of many galaxies), following scattering processes in the core of galaxies. Such low frequency gravitational waves are expected to be in the good sensitivity band for space-borne gravitational wave detectors. Studies of the dynamics and the orbital evolution of a binary system in the extreme-mass-ratio limit are therefore an important issue for low-frequency gravitational wave detection.
Theoretical templates of emitted gravitational waves are necessary for detection and for parameter estimation. Typical sources will undergo ∼ 10 5 orbits in their last year of inspiral, and it is anticipated that phase coherence of the template with the signal will be required for the entire year for parameter estimation. This requirement drives the need for very long and highly accurate numerical simulations that are able to efficiently generate gravitational waveforms with relative errors lower than 10 −4 . In this article we summarize the advances made to our time-domain (TD) 3 , Teukolsky EMRI code [1, 2, 3, 4, 5, 6 ] that have enabled it to achieve accuracies comparable to those mentioned above, while still maintaining a high degree of efficiency. These advances broadly lie in two distinct categories: mathematical advances and computational performance advances. In this article, we emphasize the latter and refer the reader to the relevant literature for details on the former. More specifically, we present the performance of the TD Teukolsky EMRI code on multiple modern processor architectures (multi-core CPUs and many-core GPUs) using the OpenCL framework and demonstrate the high level of accuracy and performance we are able to achieve. We also present the code's scaling performance on a large supercomputer with GPUs (XSEDE resource: Keeneland of Georgia Tech, Oak Ridge National Lab, University of TennesseeKnoxville and the National Institute for Computational Sciences, funded by the NSF).
TEUKOLSKY EMRI CODE
Numerical Relativity (NR) is an area of computational science that emphasizes the detailed modeling of strong sources of GWs -collisions of compact astrophysical objects, such as neutron stars and black holes. For the purposes of GW data analysis (detection and parameter estimation), it is critical to have a highly-accurate template bank of theoretical waveforms. Because of the degree of accuracy necessary and the large number of templates required, it is important to develop efficient computational methods for generating these theoretical waveforms. This motivates us to explore parallel computing frameworks like OpenCL and cutting-edge compute hardware like GPUs for NR.
The specific NR application we consider in this work is one that evolves the perturbations of a rotating (Kerr) black hole i.e. solves the Teukolsky equation in the time-domain. In the context of EMRIs, it is the small object that acts as a "source" of the perturbations 4 . In other words, the Teukolsky equation is essentially a linear wave equation in Kerr black hole space-time geometry, with the small object acting as generator of the gravitational waves.
The next two subsections provide more detailed information on this equation and the associated numerical solver code.
Teukolsky Equation
The Teukolsky master equation describes scalar, vector and tensor field perturbations in the space-time of Kerr black holes [7] . In Boyer-Lindquist coordinates, this equation takes the form
where M is the mass of the black hole, a its angular momentum per unit mass, ∆ = r 2 − 2M r + a 2 and s is the "spin weight" of the field. The s = ±2 versions of these equations describe the radiative degrees of freedom of the gravitational field, and thus are the equations of interest here. As mentioned previously, this equation is an example of linear, hyperbolic, partial-differential-equations (PDEs) that are quite common in several areas of science and engineering, and can be solved numerically using a variety of finite-difference schemes. The quantity T in Eq. (1) is the "source" term as mentioned in the previous section. Ref. [7] has a mathematical formula for this quantity and to save space, we will not reproduce that expression here.
Teukolsky Code
To solve Eq. (1) numerically in time-domain we take the approach first introduced by Krivan et al. in Ref. [8] . First, we make use of Kerr spacetime's axisymmetry and factor out the φ-dependence of the Eq. (1) by decomposing the solution Ψ into azimuthal m-modes
In this manner the Eq. (1) is reduced to a linear system of decoupled (2+1)-dimensional hyperbolic PDEs. Then, we rewrite this system in first-order form, by introducing a new auxiliary "momentum" field variable, Π. And finally, we develop an explicit time-evolution numerical scheme for this first-order, linear PDE system using the well-known twostep, second-order Lax-Wendroff, finite-difference method. Explicit details on this approach can be found in Ref. [8] . Each iteration to evolve the system above consists of two steps: In the first step, the solution vector u ≡ {ΦR, ΦI , ΠR, ΠI } between grid points is obtained from
. This is used to compute the solution vector at the next time step,
The angular subscripts are dropped in the above equation for clarity. All angular derivatives are computed using secondorder, centered finite difference expressions. Explicit forms for the matrices D and S can be easily found in the relevant literature [8] .
Symmetries of the spheroidal harmonics are used to determine the angular boundary conditions: For even |m| modes, we have ∂ θ Φ = 0 at θ = 0, π while Φ = 0 at θ = 0, π for modes of odd |m|. We set Φ and Π to zero on the inner and outer radial boundaries.
Mathematical Advances
In this section we enlist the recent mathematical advances that have been made to the Teukolsky EMRI code that play a critical role in it achieving the required level of accuracy and efficiency. The reader is referred to the appropriate literature for details.
1. The TD Teukolsky EMRI code is a (2+1)D, linear, hyperbolic PDE solver that uses a second-order, timeexplicit, finite-difference (two-step Lax-Wendroff) numerical evolution scheme. In the calculations, the smaller member of the binary is viewed as a "source" of perturbations of the black hole that are evolved using the Teukolsky equation, that governs the evolution of perturbations in a Kerr black hole space-time. As a first approximation, one can construe the compact object as being pointlike and structureless. On a discrete spatial grid, a point-like source i.e. a Dirac delta distribution can be modeled as a smeared Gaussian distribution. Alternate and more accurate and efficient approaches to modeling a point-like object on a discrete grid have been developed [3, 4] . As an example, one can start by defining a step-function on a discrete numerical grid and then apply the finite-difference derivative operation on the discrete step-function to obtain a "discretedelta" function on a computational grid. Results based on a refined version of this approach have shown an order-of-magnitude improvement in accuracy and efficiency [3, 4] .
2. Another recent advance made is due to a hyperboloidal compactification for the Teukolsky equation in Kerr space-time. This allows one to include (null) infinity on the numerical grid by attaching a hyperboloidal layer to a compact domain surrounding the rotating black hole and the orbit of an inspiraling point source of GWs. This technique generates gravitational waveforms from large and extreme mass-ratio inspirals in Kerr space-time extracted directly at (null) infinity, while keeping the outer boundary location close i.e. allowing the use of a rather modest sized grid. Tests and comparisons of the results with previous calculations clearly establish the high-level of accuracy and efficiency of this hyperboloidal layer method as applied to our Teukolsky code [6] .
3. Higher-order numerical methods have been used very successfully in the context of finite-difference schemes to improve the accuracy of the computations by further reducing the discretization error. However, it is somewhat challenging to create a higher-order convergent numerical-representation of a Dirac delta function and its derivatives and therefore, our code simply performs Richardson extrapolations of its second-order numerical solutions to obtain ones with lower discretization error [3, 4, 5] .
Computational Performance Advances
Computational scientists and engineers have begun making use of many-core GPU architectures because these can provide significant gains in the overall performance of many numerical simulations at a relatively low cost. However, to the average computational scientist, these GPUs usually employ a rather unfamiliar and specialized programming model that often requires advanced knowledge of their architecture. In addition, these typically have their own vendor-and platform-specific software development frameworks (SDKs), that are different from the others in significant ways. For example: Nvidia's GPUs use CUDA SDK [9] , AMD's GPUs use Stream SDK [10] , while traditional multi-core processors (from Intel, AMD, IBM) typically employ an OpenMPbased parallel programming model [11] .
In 2009, an open standard was proposed by Apple to bring the software development for all these different processor architectures under a single standard -the Open Computing Language (OpenCL) [12] -and all major multi-core processor and GPU vendors (Nvidia, AMD, IBM, Intel) have adopted this standard for their current and future hardware.
In this article, we make use of OpenCL to harness the massive parallelism offered by many-core architectures like GPUs in order to perform high-resolution and long-duration EMRI computations, very efficiently. This plays a critical role in our Teukolsky code's ability to achieve the required high level of accuracy and efficiency for EMRI simulations. Details are presented later in this article in Section 4.
OPENCL
As mentioned already, OpenCL is a new framework for programming across a wide variety of computer hardware architectures (CPU, GPU, etc). In essence, OpenCL incorporates the changes necessary to the programming language C, that allow for parallel computing on all these different processor architectures. In addition, it establishes numerical precision requirements to provide mathematical consistency across the different hardware and vendors -a matter that is of significant importance to the scientific computing community. Computational scientists would need to rewrite the performance intensive routines in their codes as OpenCL kernels that would be executed on the compute hardware. The OpenCL API provides the programmer various functions from locating the OpenCL enabled hardware on a system to compiling, submitting, queuing and synchronizing the compute kernels on the hardware. Finally, it is the OpenCL runtime that actually executes the kernels and manages the needed data transfers in an efficient manner. As mentioned already, most vendors have released an OpenCL implementation for their own hardware. As of the writing of the document, AMD, Intel and Nvidia have OpenCL freely available for their processors. IBM has also beta released OpenCL for their POWER line of multi-core processors.
OpenCL is of tremendous value to the scientific community because it is open, royalty-free and vendor-and platformneutral. It delivers a high degree of portability across all major forms of current and future compute hardware.
CODE IMPLEMENTATION
In this section we detail our approach taken towards parallelism, not only to take advantage of the many cores of a single GPU, but also those on multiple GPUs. We describe here the different ideas we have implemented and their final performance outcomes [13, 14] . The lessons learned have ultimately helped us converge towards a rather optimal implementation.
The first task in our work is to isolate the most compute intensive portions of our Teukolsky EMRI code. Upon performing a basic profiling of our code using the GNU profiler gprof, we learn that computing the "right-hand-sides" of the Lax-Wendroff steps i.e. the quantities within the squarebrackets of Eqs. (3) and (4), take most of the application's overall runtime. We anticipate that this observation is fairly typical for codes of this type. Thus, it is natural to consider accelerating this "right-hand-side" computation using dataparallelization on the many cores of the GPU.
A data-parallel model is relatively straightforward to implement in a code like ours. We simply perform a domain decomposition of our finite-difference numerical grid and allocate the different parts of the grid to different cores. More specifically, on the GPU, each thread computes the righthand-side for a single pair of r and θ grid values. In addition, it is necessary to establish the appropriate data communication between the GPU cores and the remaining code that is executing on the CPU -we use clEnqueueReadBuffer, clEnqueueWriteBuffer instructions to transfer data backand-forth from main memory and we only use global memory on the GPU to simplify communication between the GPU cores. We make this simplification with the goal of keeping the code's portability intact, even if it impacts performance to some extent [14] .
Unfortunately, this naive approach yields a negligible performance gain on the GPU. The reason is that although the right-hand-side computation is accelerated due to the use of the many-cores of the GPU, the time it takes to bring that data back-and-forth from main memory so that the remaining computation can resume on the CPU, is large enough that no overall gain in performance is perceived. This outcome is simply due to the limited bandwidth of the system's PCI bus on which the GPU is located. To address this issue, we port all the Lax-Wendroff related compute routines (such as the computation of the evolved fields half-way between grid points, the boundary condition imposition, updating of the fields using the right-hand-side data) as separate kernels onto the GPU. In this manner, no communication is necessary with the rest of the computer system and we overcome the challenge mentioned above. It is worth noting that some of these routines are perhaps not ideal for execution on the GPU (for example, some don't quite have a high enough arithmetic intensity that is essential to obtain high performance from the GPU architecture) but we still port these over for execution on the GPU regardless, simply because our goal is to minimize data transfer back-and-forth from main memory. This requires a significant amount of additional effort -but one that pays off well eventually (as seen in the following section).
Porting the source-term computation i.e. the expression for T onto the GPU using OpenCL was particularly challenging. The reason is that this expression requires complex number algebra support and because OpenCL kernels do not currently support C++ features, we could not simply use equivalent user-defined datatypes and operations using operator overloading. In operator overloading, the user specifies the operation of the mathematical operators by specifying the behavior of the operator on the user defined datatypes. In this light, mathematical operators are simply function calls, and the left and right hand side of each operator act as the arguments to these functions. Through a transformation from this standard infix notation to prefix notation, the operator can be forced to precede its arguments without losing the order of operations, thus forcing the mathematical function calls to closely mimic that of standard C-style function calls. From this point, the operators can be replaced by C-struct function calls by way of a recursive find and replace search tree algorithm. In this manner, complex arithmetic can be realized by having the C-struct functions return a struct with both real and imaginary components, preserving the integrity of the source-term expression.
The main limitation that we introduce with this approach of running the entire computation on the GPU is that we need to be able to fit the entire memory requirements of the code within the GPU video memory. Given that current high-end GPU offerings support only a few GBs of memory, this can be challenging. However, a compute cluster with multiple GPUs per node, such as NSF's XSEDE Keeneland, can overcome this serious limitation.
Another distinct approach to code parallelism that we attempted involves leaving the source-term T computation on the multiple CPU cores and performing the rest on the many cores of the GPU. This has several advantages. First, we have full support for complex datatype on the CPU from standard math libraries. Second, we can make effective use of the powerful CPU cores during the computation, instead of leaving them mostly idle. Given the nature of the "discrete-delta" i.e. being non-zero on only a handful of grid points and the computational complexity of the sourceterm [13] , that portion of the calculation is actually better suited for the few "sophisticated" CPU cores, as opposed to the many "simple" GPU cores. And finally, only a rather modest amount of data needs to be exchanged over the PCI bus, again, because the source-term is non-zero on a small number of grid points. Through detailed experimentation, we realized that this approach is quite optimal for our code and therefore, this is the final approach towards parallelism that we moved forward with.
It is worth mentioning that we did not make a serious attempt to hand-tune the codes to tailor them for each architecture, in order to obtain maximal performance. As stated earlier, one of our goals is to keep the code highly portable, because we aim to run the exact same code on both GPUs and CPUs. The only variable that we tuned (through simple experimentation) in order to obtain maximum performance for each architecture is the value of the local workgroup size. Developing the OpenCL kernels themselves did not require much restructuring of the original routines. Most of the effort was spent in the separating out what computation executes on the GPU/CPU and then setting up the communication and synchronization between them. Overall, it took the equivalent of two full-time (beginning) engineering graduate students working for a year to completely develop, test and benchmark this OpenCL code.
Finally, to extend our parallel approach to multiple GPUs we considered the standard domain-decomposition approach using message-passing (MPI). However, we discovered 5 a novel and simpler alternative i.e. a "temporal" parallelization approach, instead of a spatial one (like domain-decomposition). Such a technique relies on the fact that our code is solving a linear problem, and that the trajectory for the inspiraling object is generated separately [4, 5] . In addition, we are only interested in the "quasi steady-state" part of the solution (recall that code has a "forcing" source-term). Given these facts, it is possible to split the trajectory into several equal and short time-segments and then perform the short Figure 1 : A complete EMRI gravitational waveform (h22) generated using our time-domain Teukolsky EMRI code. time-evolutions for generating the gravitational waveforms from each segment, in parallel. Then as a final step, we can "patch" these short waveforms together into a complete long waveform. There were some challenges along the way, such as handling the "junk" radiation burst in each of these short time-evolutions but there are known techniques to minimize the effect of these artifacts [22] . This approach is particularly promising for strong scaling of our code on large parallel systems because it nearly eliminates all the communication necessary between different compute nodes. We present the scaling outcome from this approach in the next section.
RESULTS
This section is dedicated to the outcomes from the mathematical and computational advances made to our Teukolsky EMRI code detailed in the previous sections. Figure 1 presents a complete EMRI gravitational waveform generated using our time-domain Teukolsky EMRI code. The mass-ratio used for this evolution is 10 −4 and the (circular, equatorial) orbital decay covers all phases, from the adiabatic inspiral to the plunge regime. The duration of the inspiral is a million M long i.e. over 10,000 full orbital cycles. The data shown in the plot is the = m = 2 "spin-weighted" spherical harmonic projection of the full gravitational wave strain i.e. h22.
Accuracy
In Figures 2 and 3 we depict the discretization errors from a sample high-accuracy computation 6 . It is clear that for the most part the errors stay at acceptably low levels (on the scale of 10 −4 ). However, towards the tail end of the computation, the errors do grow to somewhat higher levels. This happens due to a dramatic change in the nature of the computation at late times. More specifically, the inspiralling compact object plunges into the central black hole and thus rapidly "disappears" from the computational domain, thereby transitioning the Teukolsky equation from one that is strongly source-term dominated, into its homogeneous form. This effect causes a modest change in the convergence rate of the code which ultimately reflects in the error plots depicted here.
It is worth noting that these error levels are over an orderof-magnitude lower than those reported before [16] . The combination of our mathematical and computational advances have made this high-level of accuracy feasible. Table 1 depicts the relative values for overall performance of our Teukolsky EMRI code for several variants of current generation CPUs and GPUs. These results suggest that it is relatively straightforward to obtain order-of-magnitude gains in overall code performance by making use of manycore GPUs over multi-core CPUs and this fact is largely independent of the specific hardware architecture and vendor. All the systems used in these performance tests used a variant of the Linux operating system and OpenCL provided by the appropriate vendor (AMD 7 or Nvidia 8 ). Detailed specifications of the compute hardware are included in the table. The (r, θ) grid size for this performance study is 32000 × 304 that nearly utilizes the entire global memory capacity (3 GBs) of the considered GPUs. We use full double-precision floating point accuracy in all our computations. The emphasis on high-accuracy in this work requires us to make use of the highest grid resolution and numerical precision offered by the compute hardware.
Code Performance: Single GPU
It is also noteworthy that the consumer-grade GPU, the AMD Radeon HD 7970, outperforms Nvidia's HPC-oriented, high-end Fermi M2050 GPU, while maintaining a significantly lower cost 9 . The cost effectiveness of such consumer- grade compute hardware is nearly an order-of-magnitude higher than the alternatives. This observation is consistent with our earlier work that evaluated the Sony PlayStation 3 consumer gaming console for scientific computing [13, 23] . Figure 4 depicts the outcome of a strong scaling study performed on the XSEDE Keeneland system using our Teukolsky EMRI code. The message-passing based parallelization approach we take is explained in Section 4 of this article. The longer-duration EMRI computations scale much better, in particular the 10 6 M long simulation scales almost perfectly. This is simply because, our parallel approach requires us to overlap the computations running on each GPU by a fixed amount, in order to perform the suitable "patching" during the post-processing stage. And because this overlap is of fixed duration, we start to receive diminished returns, especially for the cases with the larger number of GPUs. Of course, this overlapping is negligible for the very long duration cases, which is why the scaling is much better for those.
Code Performance: Multiple GPUs

Science Enabled
In this section we document the current significant scientific contributions that have been made to the general area of gravitational physics (from gravitation wave physics to issues closely associated to Cosmic Censorship and also black hole astrophysics) owing to the development of our efficient and high-accuracy time-domain Teukolsky EMRI code.
Waveform generation:
As pointed out in the previous sections, the advancements made to the TD Teukolsky EMRI code enable the code to perform very high accuracy and very long duration evolutions in a very efficient manner. As an example, in Ref. [6] we demonstrate relative errors in the gravitational wave energy flux at null infinity on the scale of 10 −4 and also perform a million M long EMRI evolution (over 10, 000 orbital cycles -see Fig. 1 ).
2. Calibration of EOB models: Effective-one-body [15] formalism is an analytical approach that can very efficiently model black hole binary systems over a wide range of mass-ratios (from comparable to extreme) and is thus perhaps best suited for the generation of the large banks of templates needed for gravitational wave data analysis. High accuracy results from our code have contributed towards the development of a "calibrated" EOB model for large mass-ratio binaries with spin [16] in the context of quasi-circular, equatorial orbits.
3. Recoil "kick" velocities: Gravitational waves carry away linear momentum from a decaying binary, thus causing the system to recoil or "kick" [17] . A peculiar aspect of the recoil is that in certain scenarios (a prograde orbit decaying around a rapidly rotating black hole, in the context of large mass-ratios) there is a large "antikick" that appears very late in the plunge phase, that seems to completely cancel the large accumulated recoil present up to that point [5] . While there have been several mechanisms that have been proposed for this phenomenon, they all involve a significant role played by horizon perturbations i.e. quasi-normal ringing of the black hole. Recent work made possible due to the TD Teukolsky EMRI code suggests otherwise, and proposes a much simpler mechanism for the origin of the anti-kick [18] . In addition, as a by-product, the work also developed a scheme ("integration-from-peak") using which one can obtain excellent estimates for kicks from very short evolutions, thus potentially being of great value to full NR.
Cosmic Censorship:
It has been suggested multiple times in literature (see Ref. [19] for a recent proposal) that it may be possible for a near-extremal Kerr black hole to capture a test particle (on a specifically designed trajectory) that would result in overspinning the hole, thus forming a naked singularity in violation of the Cosmic Censorship Conjecture. The general expectation has been that once one accounts for radiation-reaction, there would be no overspinning and therefore Cosmic Censorship would be preserved. We have now been able to demonstrate, through the use of the TD Teukolsky EMRI code, that it is actually the effect of the conservative part of the gravitational self-force that is likely responsible for preventing the overspinning [20, 21] . One way to describe the outcome of this research is that a near extremal Kerr hole simply fails to capture a test particle that could potentially overspin it!
CONCLUSIONS
In this article we demonstrate that recent mathematical and computational advances made to our time-domain Teukolsky EMRI code have enabled it to achieve a high-level of accuracy and efficiency. We emphasize the computational advancements made, that make use of the OpenCL framework to take advantage of the massive parallelism offered by modern many-core GPU architectures. The order-ofmagnitude gain in computational performance we obtain in this manner plays a critical role in our code achieving the desired level of accuracy and efficiency.
The ability to perform high-accuracy and long-duration EMRI computations has enabled various interesting advances in gravitational physics. Using data generated by this code we have been able to make significant contributions to the development of effective-one-body models and gravitational waveform generation, that will ultimately positively impact the data analysis of current and future detectors (such as NSF's LIGO and future space-borne missions). In addition, results from our code have brought forth a better understanding of the "anti-kick" which is an intriguing aspect of the phenomenon of gravitational recoil in decaying binary systems due to gravitational wave emission. And finally, our code has also helped test Cosmic Censorship in the context of the capture of a small test particle by a near extremal Kerr black hole.
