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Abstract
We systematically investigate possibilities of realizing the spontaneous CP violation in Type
IIB flux compactifications on toroidal orientifolds. Our detailed analysis leads to the pres-
ence of flat directions at degenerate CP-breaking and -conserving vacua for a generic choice
of three-form fluxes, indicating that flux compactifications are not sufficient to realize the
spontaneous CP violation. Furthermore, the four-dimensional CP can be embedded into
the duality symmetries, namely modular symmetries for a particular choice of fluxes.
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1 Introduction
Understanding the origin of CP violation in the Standard Model (SM) is of particular
interest not only to explain the structure of Yukawa couplings but also to search for new
physics beyond the SM through experiments on the neutron electric dipole moment [1], K
meson decays (probed by the KOTO experiment at the J-PARC and the NA62 experiment
at CERN), and observations of the excess of baryons over antibaryons in the universe. It is
interesting to ask the origin of CP violation in string theory.
As pointed out in Refs. [2, 3], CP is regarded as a discrete gauge symmetry in a class of
E8 × E8 and SO(32) heterotic string theories. Calabi-Yau (CY) compactifications lead to the
spontaneous breaking of CP by the dynamics of massless scalar fields, called moduli fields [4].
Here, the four-dimensional (4D) CP is embedded into the 10D proper Lorentz symmetry, indi-
cating that the orientations of 4D spacetime and 6D CY threefolds are reversed simultaneously.
In the heterotic string context, axionic components of axio-dilaton and Ka¨hler moduli have an
odd parity under CP transformation [4] and then, the 4D CP can be spontaneously broken by
their vacuum expectation values (vevs). However, it is difficult to achieve the stabilization of
the moduli fields on CY threefolds as well as toroidal orbifolds in a controlled way, due to the
sizable backreactions from their stabilization.1
The purpose of this paper is to systematically investigate possibilities of realizing the spon-
taneous CP violation in Type IIB string theory on toroidal orientifolds, where the moduli
stabilization as well as the calculation of Yukawa couplings is performed in a controlled way.
Similar to the heterotic string theory, CP-odd axionic fields break the 4D CP spontaneously
and their vevs induce the nonvanishing Cabbibo-Kobayashi-Maskawa (CKM) phase. Since it is
1It might be possible to break CP through vevs of charged scalar fields under the anomalous U(1) symme-
try [5]. For the CP violation in the orbifold context, see, Refs. [6, 7].
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possible to stabilize these axionic fields by three-form fluxes in the low-energy effective action of
Type IIB string theory, we search for CP-breaking minima in Type IIB flux compactifications
on several toroidal orientifolds. Starting from CP-invariant potentials, we find that flat direc-
tions exist at degenerate CP-breaking and -conserving vacua for a generic choice of three-form
fluxes. To realize the spontaneous CP violation, it is required to resolve this degeneracy by
other sources. Furthermore, 4D CP can be embedded into the duality symmetries, namely
modular symmetries for a particular choice of fluxes. The approach to unify CP and modular
symmetries is recently developed in Refs. [8–11] and the relationship between the strong CP
and CKM phases are also pointed out in Ref. [12]. Indeed, axions associated with the complex
structure moduli of tori play a crucial role in such a generalized CP” context [13–16].
This paper is organized as follows. In Section 2, we briefly review the origin of 4D CP in the
effective action of Type II string theory with intersecting/magnetized D-branes. In Section 3,
we discuss the CP-invariant low-energy effective action of Type IIB string theory on toroidal
orientifolds. Three-form fluxes cause both the stabilization of axionic fields and spontaneous
breaking of CP. It turns out that massless fields generically appear in the flux vacua on several
toroidal orientifolds. Finally, we conclude in Section 4.
2 Origin of CP in intersecting/magnetizedD-brane mod-
els
In this section, we review the low-energy effective action of magnetized D-branes in Type
IIB string theory on toroidal orientifolds with a special emphasis on 4D CP. It is applicable
to Type IIA intersecting D-brane system by T-dualizing the Type IIB magnetized D-brane
models.
Let us consider magnetized D7-branes wrapping the tori (T 2)i × (T 2)j with i 6= j. When
U(1) gauge boson on D7-branes takes a non-trivial vev on the torus, the internal space carries
background gauge flux F i on each torus (T 2)i,
mi
l2s
∫
(T 2)i
F i = ni, (1)
where mi and ni correspond to the wrapping number of magnetized D7-branes and the flux
quanta, respectively. ls = 2pi
√
α′ denotes the string length. Such gauge fluxes are relevant to
determine 4D CP as discussed later.
After compactifying on tori, the 4D θ term in the effective action of D7-branes is determined
by the following gauge kinetic function [17–19]
fD7 = |mimj |
(
T k − n
inj
mimj
S
)
(2)
with i 6= j 6= k. Here, we denote the Ka¨hler moduli T i and the axio-dilaton S, respectively.
Remarkably, the CP-odd axionic components of these moduli fields (Ramond-Ramond fields)
Re(T i) =
∫
(T 2)j×(T 2)k
C4 and Re(S) = C0 induce the 4D θ term.
2
The CKM phase in Yukawa couplings of chiral zero-modes on magnetized D7-branes is also
determined by one of the closed string moduli, namely complex structure moduli τi associated
with tori (T 2)i. Indeed, the presence of magnetic fluxes induces the multiple number of chi-
ral zero-modes with non-trivial moduli-dependent Yukawa couplings. From the calculation of
Yukawa couplings of chiral zero-modes in the conformal field theory as well as the field theo-
retical approach, it is known that holomorphic Yukawa couplings on each 2-torus (T 2)j inside
the 4-cycle wrapped by magnetized D7-branes are given by the Jacobi theta function [20–23]
ϑ
[
c
0
]
(0, τj) ≡
∑
l∈Z
epii(c+l)
2τj . (3)
For illustrative purposes, let us suppose that U(N) gauge symmetry realized in N stacks of
D7-branes is broken by magnetic fluxes to U(Na) × U(Nb) × U(Nc) with N = Na + Nb + Nc.
Then, bifundamental zero-modes (Nα, N¯β), α, β = a, b, c have I
i
αβ = n
i
α/m
i
α − niβ/miβ number
of zero-modes on each torus (T 2)i. Holomorphic Yukawa couplings of such zero-modes are
provided by
Ypqs = ϑ
[
− 1
Ii
ab
(
q
Iica
+ s
Ii
bc
)
0
] (
0, τi
∣∣I iabI ibcI ica∣∣) , (4)
up to the normalization factor. Here q = 0, 1, · · · , |I ica| − 1 and s = 0, 1, · · · , |I ibc| − 1 label the
number of index (generation number) and we employ p = s− q mod Iab [23].
In this way, axionic components of the complex structure moduli determine the magnitude
of CKM phase, namely the Jarlskog determinant. (See for explicit examples, e.g. [24].) The
moduli-dependent Yukawa couplings as well as the gauge kinetic function in Type IIA inter-
secting D6-branes have the analogous form by T-dualizing the Type IIB magnetized D7-brane
models [20]. For Type IIB string theory with D5/D9-branes, the gauge kinetic function as well
as Yukawa couplings are also dependent on the Ka¨hler moduli and complex structure moduli,
respectively. It is remarkable that the complex structure moduli control not only the 4D CP
but also the flavor symmetry in Type IIB string theory 2.
3 Four-dimensional CP in flux compactifications
So far, we have discussed the origin of 4D CP phases in the effective action of magnetized
D-branes. This section is devoted to explore the spontaneous CP violation on the basis of
the effective action of moduli fields. We draw general conclusions about the spontaneous CP
violation in Type IIB toroidal orientifolds with fluxes.
3.1 CP-invariant moduli potential
We begin with the simplest T 6/Z2 orientifold, following the convention of Ref. [27]. It is
straightforward to extend the setup to T 6/(Z2 ×Z′2) and other orbifolds, to be discussed later.
2See for a relation between the flavor symmetry and the modular symmetry of τ in type IIB string theory,
e.g. [25, 26].
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As argued in Ref. [2, 3], the 4D CP is regarded as the higher-dimensional proper Lorentz
symmetry, in particular 10D proper Lorentz symmetry in string theory. When the extra 6D
space consists of the factorizable T 6 subject to Z2 identification, namely Π
3
i=1(T
2)i/Z2 with
coordinates zi, 10D proper Lorentz symmetry is defined by the 4D CP and 6D transformations
zi → z∗i or zi → −z∗i leading to the negative determinant in the transformation of 6D space. In
this paper, we restrict ourselves to zi → −z∗i transformations, allowing us to consider Imτi > 0
in the complex structure moduli spaces. According to zi → −z∗i , τi transform as
τi → −τ¯i (5)
and at the same time, the axio-dilaton S = C0 + ie
−φ also transforms
S → −S¯. (6)
Note that the real part of the axio-dilaton is the Ramond-Ramond axion.
Let us discuss CP invariance of the moduli effective action on the basis of Π3i=1(T
2)i/Z2
orientifold. Under the above transformations, the moduli Ka¨hler potential
K = − ln(−i(S − S¯))− 2 lnV − ln(i(τ1 − τ¯1)(τ2 − τ¯2)(τ3 − τ¯3)) (7)
is invariant. Here we denote V the volume of tori and employ the reduced Planck mass unit
MPl = 1. On the other hand, the superpotential is induced by an existence of background
three-form flux G3 [28]
W =
1
l2s
∫
Ω ∧G3, (8)
with ls = 2pi
√
α′.3 Now a holomorphic three-form Ω
Ω = dz1 ∧ dz2 ∧ dz3, (9)
transforms under the CP transformation as
Ω→ −Ω¯. (10)
The three-form flux G3 is defined by a linear combination of Ramond-Ramond (RR) F3 and
Neveu-Schwarz (NS) three-forms H3, namely G3 = F3 − SH3, both of which are expanded on
the basis of H3(T 6,Z),
1
l2s
F3 = a
0α0 + a
iαi + biβ
i + b0β
0,
1
l2s
H3 = c
0α0 + c
iαi + diβ
i + d0β
0, (11)
3The normalization factor to match with the dimensional reduction of Type IIB supergravity action is
irrelevant to the following discussion and therefore we omit such a factor for simplicity.
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with
α0 = dx
1 ∧ dx2 ∧ dx3, α1 = dy1 ∧ dx2 ∧ dx3,
α2 = dy
2 ∧ dx3 ∧ dx1, α3 = dy3 ∧ dx1 ∧ dx2,
β0 = dy1 ∧ dy2 ∧ dy3, β1 = −dx1 ∧ dy2 ∧ dy3,
β2 = −dx2 ∧ dy3 ∧ dy1, β3 = −dx3 ∧ dy1 ∧ dy2, (12)
satisfying
∫
T 6
αI∧βJ = δJI . Note that flux quanta {a0,1,2,3, b0,1,2,3, c0,1,2,3, d0,1,2,3} are even and/or
odd integers depending on the existence of exotic O3′-planes [29, 30] and they are constrained
by the tadpole cancellation condition
nflux =
1
l2s
∫
H3 ∧ F3 = c0b0 − d0a0 +
∑
i
(cibi − diai) = 32− 2nD3 − nO3′ ≤ 32, (13)
where nD3 and nO3′ are the number of D3-branes and exotic O3
′-planes, respectively. Here,
anti-D3 brane contributions are not taken into account to preserve the supersymmetry in our
system.
Since the coordinate transformations zi → −z∗i correspond to xi → −xi and yi → yi, these
three-form bases also transform as
α0 → −α0, β0 → β0, αi → αi, βi → −βi, (i = 1, 2, 3). (14)
To be invariant under the CP transformation, the flux-induced superpotential should be
transformed as
W → eiγW¯ , (15)
with γ = 0 or pi (mod 2pi), because F3 and H3 are quantized as real numbers. Recall that only
complex quantity is S in G3, γ 6= 0, pi (mod 2pi) is contradicted with the real three-forms F3
and H3. Hence, the three-form fluxes obey
G3 → −eiγG¯3. (16)
It restricts ourselves to the following two patterns of RR and NSNS three-forms,
• γ = 0 (mod 2pi)
1
l2s
F3 = a
0α0 + biβ
i,
1
l2s
H3 = c
iαi + d0β
0, (17)
leading to G3 → −F3 + S¯H3 = −G¯3.
• γ = pi (mod 2pi)
1
l2s
F3 = a
iαi + b0β
0,
1
l2s
H3 = c
0α0 + diβ
i, (18)
5
leading to G3 → F3 − S¯H3 = G¯3. Other choices are impossible to obtain the nonvanishing
CP-invariant superpotential because of the real three-forms F3 and H3.
Then, it results in the two classes of the superpotential:
• γ = 0 (mod 2pi)
W = a0τ1τ2τ3 + c
1Sτ2τ3 + c
2Sτ1τ3 + c
3Sτ1τ2 −
3∑
i=1
biτi + d0S, (19)
• γ = pi (mod 2pi)
W = −c0Sτ1τ2τ3 − a1τ2τ3 − a2τ1τ3 − a3τ1τ2 +
3∑
i=1
diSτi − b0. (20)
Note that the above statement also holds for Π3i=1(T
2)i/(Z2×Z′2) orientifolds with or without
D-branes, taking into account the expansion of F3, H3 on the basis of H
3
∗
(T 6, 4Z) for the
case without discrete torsion and H3
∗
(T 6, 8Z) for the case with discrete torsion. Here, the
Ω3 and G3 are expanded with respect to a basis of H
3
−
(T 6) for the orientifold with O3/O7-
planes and and H3+(T
6) for the orientifold with O5/O9-planes with H3=0, where the number
of untwisted moduli is counted by h2,1
−
and h2,1+ , respectively. (For the detailed discussions of
toroidal orientifolds, see, e.g., Ref. [31].) Other toroidal orbifolds are discussed in Section 3.4.
3.2 T 6/Z2 and T
6/(Z2 × Z′2) with single complex structure modulus
We first analyze the overall complex structure modulus, namely τ ≡ τ1 = τ2 = τ3 and check
whether the 4D CP is spontaneously broken or not. For the single complex structure modulus,
the superpotential is simplified as
W =
{
a0τ 3 + 3cSτ 2 − 3bτ + d0S, (γ = 0)
−c0Sτ 3 − 3aτ 2 + 3dSτ − b0, (γ = pi) , (21)
where we define
a ≡ a1 = a2 = a3, b ≡ b1 = b2 = b3, c ≡ c1 = c2 = c3, d ≡ d1 = d2 = d3. (22)
On the other hand, the Ka¨hler potential is given by
K = − ln(−i(S − S¯))− 2 lnV − 3 ln(−i(τ − τ¯)). (23)
As a consequence of the no-scale structure for the volume moduli, the moduli fields except for
the volume moduli can be stabilized at the supersymmetric minimum DτW = DSW = 0 with
DIW = ∂IW + (∂IK)W [32],
• γ = 0 (mod 2pi)
Re(τ) = Re(S) = 0, Im(τ) =
(
−bd0
a0c
)1/4
, Im(S) =
(
−a
0(b)3
(c)3d0
)1/4
, (24)
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• γ = pi (mod 2pi)
Re(τ) = Re(S) = 0, Im(τ) =
(
−b0d
ac0
)1/4
, Im(S) =
(
−(a)
3b0
c0(d)3
)1/4
. (25)
As a result, the 4D CP is not spontaneously broken at the supersymmetric minimum for this
simplest case. Hence, we move on to the case treating three independent complex structure
moduli and search for the supersymmetric CP-breaking minimum in the next section.
3.3 T 6/Z2 and T
6/(Z2 × Z′2) with three complex structure moduli
We next explore the existence of CP-breaking minimum for the case with three complex
structure moduli. We analytically discuss the spontaneous CP violation for γ = 0 in Sec-
tion 3.3.1 and γ = pi in Section 3.3.2, respectively.
3.3.1 Odd polynomials (γ = 0)
In this section, we focus on the superpotential (19) consisting of odd polynomials with
respect to the moduli fields. The supersymmetric conditions DIW = 0 are still complicated
equations with respect to the moduli fields, even for the CP invariant superpotential (19). To
analytically solve the supersymmetric conditions, we simplify the effective action by redefining
the moduli fields,
τ1 =
c1
a0
xsτ
′
1, τ2 =
c2
a0
xsτ
′
2, τ3 =
c3
a0
xsτ
′
3, S = xsS
′. (26)
According to the redefinition of moduli fields, the Ka¨helr potential and the superpotential are
redefined as
K = − ln(−i(S − S¯))− 2 lnV − ln(i(τ1 − τ¯1)(τ2 − τ¯2)(τ3 − τ¯3))
= − ln(−i(S ′ − S¯ ′))− 2 lnV − ln(i(τ ′1 − τ¯ ′1)(τ ′2 − τ¯ ′2)(τ ′3 − τ¯ ′3))− ln(x4sc1c2c3/(a0)3),
W = a0τ1τ2τ3 + c
1Sτ2τ3 + c
2Sτ1τ3 + c
3Sτ1τ2 −
3∑
i=1
biτi + d0S
= {τ ′1τ ′2τ ′3 + S ′τ ′2τ ′3 + S ′τ ′1τ ′3 + S ′τ ′1τ ′2} −
3∑
i=1
b′iτ
′
i + d
′
0S
′, (27)
where we take
xs =
(
(a0)2
c1c2c3
)1/3
, b′i = bi
ci
a0
xs, d
′
0 = d0xs. (28)
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In the following analysis, we omit prime symbols of fields unless specified otherwise. Then,
we analyze the following Ka¨hler potential and superpotential:
K = − ln(−i(S − S¯))− 2 lnV − ln(i(τ1 − τ¯1)(τ2 − τ¯2)(τ3 − τ¯3)),
W = τ1τ2τ3 + Sτ2τ3 + Sτ1τ3 + Sτ1τ2 −
3∑
i=1
biτi + d0S, (29)
which is simplified version of the superpotential (19) with a0 = c1 = c2 = c3 = 1.
To analytically solve the supersymmetric conditions DIW = 0, we analyze the following
equations equivalent to solve DIW = 0:
Im(τ1)Re(Dτ1W )± Im(τ2)Re(Dτ2W )± Im(τ3)Re(Dτ3W )− Im(S)Re(DSW ) = 0,
Im(τ1)Re(Dτ1W )∓ Im(τ2)Re(Dτ2W )± Im(τ3)Re(Dτ3W ) + Im(S)Re(DSW ) = 0,
Im(τ1)Im(Dτ1W )± Im(τ2)Im(Dτ2W ) + Im(τ3)Im(Dτ3W )± Im(S)Im(DSW ) = 0,
Im(τ1)Im(Dτ1W )∓ Im(τ2)Im(Dτ2W )− Im(τ3)Im(Dτ3W )± Im(S)Im(DSW ) = 0, (30)
where the double-sign corresponds. There is a CP-conserving solution,
Re(τ1) = Re(τ2) = Re(τ3) = Re(S) = 0, Imτ1 =
(
−b2b3d0
b1
)1/4
,
Im(τ2) =
(
−b1b3d0
b2
)1/4
, Im(τ3) =
(
−b1b2d0
b3
)1/4
, Im(S) =
(
−b1b2b3
d0
)1/4
, (31)
at which all the moduli masses squared are positive. In addition, we find that there exist five
classes of solutions enumerated as follows:
• Solution 1
Re(τ2)
Re(τ1)
=
Im(τ2)
Im(τ1)
=
√
b1
b2
,
Re(τ3)
Re(τ1)
= −Im(τ3)
Im(τ1)
= −
√
b1
b3
,
Re(S)
Re(τ1)
=
Im(S)
Im(τ1)
=
√
b1√
b3 −
√
b1 −
√
b2
,
Re(τ1) = ±
√√
b1
(−b2√b3 +√b2b3)− b1 (√b2√b3 + Im(τ1)2)√
b1
, (32)
with d0 = −
(√
b1 +
√
b2 −
√
b3
)2
.
• Solution 2
Re(τ2)
Re(τ1)
= −Im(τ2)
Im(τ1)
= −
√
b1
b2
,
Re(τ3)
Re(τ1)
= −Im(τ3)
Im(τ1)
= −
√
b1
b3
,
Re(S)
Re(τ1)
= − Im(S)
Im(τ1)
=
√
b1√
b3 −
√
b1 +
√
b2
,
Re(τ1) = ±
√
−√b1
(
b2
√
b3 +
√
b2b3
)
+ b1
(√
b2
√
b3 − Im(τ1)2
)
√
b1
, (33)
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with d0 = −
(−√b1 +√b2 +√b3)2.
• Solution 3
Re(τ2)
Re(τ1)
= −Im(τ2)
Im(τ1)
= −
√
b1
b2
,
Re(τ3)
Re(τ1)
=
Im(τ3)
Im(τ1)
=
√
b1
b3
,
Re(S)
Re(τ1)
=
Im(S)
Im(τ1)
= −
√
b1√
b3 +
√
b1 −
√
b2
,
Re(τ1) = ±
√√
b1
(
b2
√
b3 −
√
b2b3
)− b1 (√b2√b3 + Im(τ1)2)√
b1
, (34)
with d0 = −
(√
b1 −
√
b2 +
√
b3
)2
.
• Solution 4
Re(τ2)
Re(τ1)
=
Im(τ2)
Im(τ1)
=
√
b1
b2
,
Re(τ3)
Re(τ1)
=
Im(τ3)
Im(τ1)
=
√
b1
b3
,
Re(S)
Re(τ1)
= − Im(S)
Im(τ1)
= −
√
b1√
b3 +
√
b1 +
√
b2
,
Re(τ1) = ±
√√
b1
√
b2
(√
b1 +
√
b2 +
√
b3
)√
b3 − b1Im(τ1)2√
b1
, (35)
with d0 = −
(√
b1 +
√
b2 +
√
b3
)2
.
• Solution 5
Im(τ1) =
√
d0, Re(τ1) = 0,
Im(τ2) =
√
d0 − Re(τ2)2, Im(τ3) =
√
d0 − Re(τ3)2,
Im(S) =
√
d0 − Re(S)2,
Re(S) =
−d0
[
d0Im(τ3)
2 − Im(τ2)2
(
Im(τ3)
2 +
√
(d0 − Im(τ2)2) (d0 − Im(τ3)2)
) ]
√
d0 − Im(τ2)2 (d0Im(τ2)2 + (d0 − Im(τ2)2)Im(τ3)2)
, (36)
with b1 = b2 = b3 = −d0.
In these five solutions, CP-breaking and -conserving minima are degenerate. That is, the
above 5 solutions always include the flat directions in the moduli space of axio-dilaton and
complex structure moduli, compared with the CP-conserving solution (31). We will study the
origin of the above flat directions in the flux vacua from the viewpoint of modular symmetries
in Section 3.5. The CP-breaking sources are then required to resolve the degeneracy between
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the CP-breaking and -conserving minima. Indeed, when we include the explicit CP-breaking
term b0 in the superpotential,
W = a0τ1τ2τ3 + c
1Sτ2τ3 + c
2Sτ1τ3 + c
3Sτ1τ2 −
3∑
i=1
biτi + d0S − b0, (37)
it is possible to resolve the degeneracy between the CP-breaking and -conserving minima. Note
that the moduli fields are denoted by τi, S rather than τ
′
i , S
′. For instance, under the following
flux set
a0 = c1 = c2 = c3 = 2, b0 = d0 = −b3 = −2, b1 = b2 = 4 (38)
leading to nflux = 24, all the complex structure moduli and axio-dilaton are stabilized at CP-
breaking minimum
Re(τ1) = Re(τ2) ≃ 0.127, Re(τ3) = Re(S) ≃ 0.258,
Im(τ1) = Im(τ2) ≃ 0.958, Im(τ3) = Im(S) ≃ 1.37, (39)
with the masses squared of the moduli fields being positive
V−2(19, 18, 9.3, 8.7, 8.2, 7.9, 4.0, 3.3) (40)
in the descending order.
3.3.2 Even polynomials (γ = pi)
Next, we analyze the superpotential (20) consisting of polynomials of even degree in the
moduli fields. Similar to the analysis in Section 3.3.1, we redefine the moduli fields
τ1 =
a1
c0xs
τ ′1, τ2 =
a2
c0xs
τ ′2, τ3 =
a3
c0xs
τ ′3, S = xsS
′, (41)
simplifying the Ka¨helr potential and the superpotential as
K = − ln(−i(S − S¯))− 2 lnV − ln(i(τ1 − τ¯1)(τ2 − τ¯2)(τ3 − τ¯3))
= − ln(−i(S ′ − S¯ ′))− 2 lnV − ln(i(τ ′1 − τ¯ ′1)(τ ′2 − τ¯ ′2)(τ ′3 − τ¯ ′3))− ln(a1a2a3/(c0)3x2s),
W = −c0Sτ1τ2τ3 − a1τ2τ3 − a2τ1τ3 − a3τ1τ2 +
3∑
i=1
diSτi − b0
= −{S ′τ ′1τ ′2τ ′3 + τ ′2τ ′3 + τ ′1τ ′3 + τ ′1τ ′2}+
3∑
i=1
d′iS
′τ ′i − b′0, (42)
where we define
xs =
(
a1a2a3
(c0)2
)1/2
, d′i = di
ai
c0
, b′0 = b0. (43)
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In analogy with the analysis in the previous section, we omit prime symbols of fields unless
specified otherwise. Then, we analyze the following Ka¨hler potential and superpotential:
K = − ln(−i(S − S¯))− 2 lnV − ln(i(τ1 − τ¯1)(τ2 − τ¯2)(τ3 − τ¯3)),
W = −Sτ1τ2τ3 − τ2τ3 − τ1τ3 − τ1τ2 +
3∑
i=1
diSτi − b0, (44)
which is the simplified version of the superpotential with c0 = a1 = a2 = a3 = 1.
Following the analysis in the previous subsection, we solve the redefined supersymmetric
equations (30). It turns out that there exist a CP-conserving solution
Re(τ1) = Re(τ2) = Re(τ3) = Re(S) = 0, Im(τ1) =
(
−b0d2d3
d1
)1/4
,
Im(τ2) =
(
−b0d1d3
d2
)1/4
, Im(τ3) =
(
−b0d1d2
d3
)1/4
, Im(S) =
(
− b0
d1d2d3
)1/4
, (45)
at which the masses squared of the moduli fields are positive. In addition, we find another
solution:
• Solution 6
Im(τ1) =
√
b0 − Re(τ1)2,
Im(τ2) =
√
b0 − Re(τ2)2,
Im(τ3) =
√
b0 − Re(τ3)2,
Im(S) =
√
1
b0
− Re(S)2,
Re(τ1) = −b0Re(τ2) + Re(τ3) + b0Re(S) + Re(τ2)Re(τ3)Re(S)
b0 + Re(τ2)Re(τ3) + b0Re(S)(Re(τ2) + Re(τ3))
, (46)
with d1 = d2 = d3 = −b0.
As a result, there exist flat directions at the minimum due to the presence of unfixed moduli, and
CP-breaking and -conserving minima are also degenerate. In the same way as in Section 3.3.1,
the CP-breaking sources are required to lift the flat directions.
We perform the numerical search to find the supersymmetric CP-breaking minima with
masses squared of all the moduli fields being positive, but we cannot find such a solution as
indicated by our analytical expressions.
3.4 Extension to other toroidal orbifolds
So far, we have discussed the factorizable T 6/Z2 orientifold which is also applicable to
T 6/(Z2 × Z′2) orientifold, taking into account the proper tadpole cancellation conditions. In
these T 6/Z2 and T
6/(Z2 × Z′2) orientifolds, a largest number of flux quanta (three-cycles) is
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allowed under the orbifold projections. In this section, we discuss other toroidal orbifolds where
the possible three-cycles (12) are restricted due to the orbifoldings.
There exists single untwisted complex structure modulus on toroidal orbifolds including
the factorizable T2/Z2 such as T
6/(Z2 × Z3) = T 6/Z6−II , T 6/(Z2 × Z6), T 6/Z4, T 6/Z8−II and
T 6/Z12−II [34–37], for the orbifolds preserving N = 2 supersymmetry, on which a part of three-
form basis in Eq. (12) remains under the orbifold projections [33].4 On the other hand, in other
orbifolds, (untwisted) complex structure moduli are fixed at discrete values. When we label the
single untwisted complex structure modulus U on the above orbifolds, the 4D CP invariance is
preserved for the following superpotential via the procedure in Section 3.1,
• γ = 0 (mod 2pi)
W = ξ1U + ξ2S, (47)
• γ = pi (mod 2pi)
W = ξ3SU + ξ4, (48)
where ξ1,2,3,4 are integers constrained by the quantization conditions of F3, H3. Given the Ka¨hler
potential of U
K = − ln(−i(U − U¯)), (49)
the supersymmetric minimum is obtained by solving DUW = DSW = 0,
• γ = 0 (mod 2pi)
Re(U) = −ξ2
ξ1
Re(S), Im(U) =
ξ2
ξ1
Im(S), (50)
• γ = pi (mod 2pi)
Re(U) = −ξ4
ξ3
Re(S)
Re(S)2 + Im(S)2
, Im(U) = −ξ4
ξ3
Im(S)
Re(S)2 + Im(S)2
. (51)
At the minima, there exists a flat direction in the moduli space of axio-dilaton and complex
structure modulus, even for the restricted orbifolds. Hence, we conclude that Type IIB flux com-
pactifications on toroidal orientifolds are not sufficient to realize the spontaneous CP violation.
Since flat directions generically appear at the degenerate CP-breaking and -conserving minima,
it is required to consider the other CP-breaking sources which are discussed in Section 3.6.
4 Whether there exists a single complex structure modulus or not depends on lattices to construct T 6.
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3.5 CP and modular symmetry
Before going to discuss the mechanism to lift the flat directions, we discuss a relation among
the 4D CP, the modular symmetry, and flat directions, which appear in the above potential
analysis. In general, the presence of three-form fluxes breaks SL(2,Z)S and SL(2,Z)i modular
symmetries associated with the axio-dilaton S and three complex structure moduli τi in the
low-energy effective action, respectively, but it is possible to preserve subgroups of the modular
groups for a specific choice of three-form fluxes. (See for the classification of discrete modular
symmetries, Ref. [38].)
Let us focus on T 6/Z2 and T
6/(Z2 × Z′2) orientifolds with three complex structure moduli
in Section 3. After redefining the moduli fields as in Eqs. (29) and (44), three-form fluxes are
expanded as
• γ = 0 (mod 2pi)
1
l2s
F3 = α0 + b
′
iβ
i = A
(1)
ij dξ
i
1dξ
j
2dx
3 + A
(2)
ij dξ
i
1dξ
j
2dy
3,
1
l2s
H3 = αi + d
′
0β
0 = A
(3)
ij dξ
i
1dξ
j
2dx
3 + A
(4)
ij dξ
i
1dξ
j
2dy
3, (52)
with ξi = (y
i, xi)T and
A
(1)
ij =
( −b′3 0
0 1
)
, A
(2)
ij =
(
0 −b′2
−b′1 0
)
, A
(3)
ij =
(
0 1
1 0
)
, A
(4)
ij =
(
d′0 0
0 1
)
. (53)
• γ = pi (mod 2pi)
1
l2s
F3 = a
iαi + b0β
0 = B
(1)
ij dξ
i
1dξ
j
2dx
3 +B
(2)
ij dξ
i
1dξ
j
2dy
3,
1
l2s
H3 = c
0α0 + diβ
i,= B
(3)
ij dξ
i
1dξ
j
2dx
3 +B
(4)
ij dξ
i
1dξ
j
2dy
3, (54)
with
B
(1)
ij =
(
0 1
1 0
)
, B
(2)
ij =
(
b′0 0
0 1
)
, B
(3)
ij =
( −d′3 0
0 1
)
, B
(4)
ij =
(
0 −d′2
−d′1 0
)
. (55)
When we consider the modular transformations on the tori (T 2)i, the complex structure
moduli as well as the coordinate of tori transform
τ ′i = Riτi, ξ
′
i = (R
−1
i )
T ξi, (56)
with
Ri =
(
pi qi
ri si
)
∈ SL(2,Z)i (57)
13
satisfying pisi − qiri = 1. As discussed in detail in Ref. [38], the modular invariance of the
effective action is realized when three-forms F3 and H3 themselves are invariant under the
modular transformations. Given the modular transformations on (T 2)1×(T 2)2, the requirement
for having the modular symmetries in the effective action leads to the modular transformations
for the flux quanta in Eqs. (53) and (55),
A(m) = R−11 A
(m)(R−12 )
T , B(m) = R−11 B
(m)(R−12 )
T , (58)
withm = 1, 2, 3, 4, where we use the transformations of ξi in Eq. (56). Hence, the transformation
matrices R1,2 are constrained to satisfy the above relations for all m. From explicit expressions
of R2,
R2 = (A
(m))T (R−11 )
T (A(m))−1,T
=
{(
s1 b
′
3r1
q1
b′
3
p1
) ∣∣∣∣
m=1
,
(
p1 − b
′
1
q1
b′
2
− b′2r1
b′
1
s1
) ∣∣∣∣
m=2
,
(
p1 −q1
−r1 s1
) ∣∣∣∣
m=3
,
(
s1 −d′0r1
− q1
d′
0
p1
) ∣∣∣∣
m=4
}
,
R2 = (B
(m))T (R−11 )
T (B(m))−1,T
=
{(
p1 −q1
−r1 s1
) ∣∣∣∣
m=1
,
(
s1 d
′
3r1
q1
d′
3
p1
) ∣∣∣∣
m=2
,
(
s1 −b′0r1
− q1
b′
0
p1
) ∣∣∣∣
m=3
,
(
p1 −d
′
2
q1
d′
1
−d′1r1
d′
2
s1
)∣∣∣∣
m=4
}
,
(59)
we find that only the following flux quanta
d′0 = −b′3 = 1, b′1 = b′2 (γ = 0),
d′3 = −b′0 = −1, d′1 = d′2 (γ = pi) (60)
with q1 = r1, p1 = s1 or
d′0 = −b′3 = −1, b′1 = b′2 (γ = 0),
d′3 = −b′0 = 1, d′1 = d′2 (γ = pi) (61)
with q1 = −r1, p1 = s1 are solutions of Eq. (58). Taking into account the condition det(R1) =
det(R2) = 1, the flux choice (60) corresponds to the trivial diagonal matrix for R2 as well as R1,
whereas another choice (61) allows the S-transformation for the diagonal part of SL(2,Z)1 ×
SL(2,Z)2. We further analyze the modular transformation on (T
2)3 which transforms the
three-form fluxes F3 and H3 into(
F3
H3
)
=
(
C(2)ij dξi1dξj2 C(1)ij dξi1dξj2
C(4)ij dξi1dξj2 C(3)ij dξi1dξj2
)(
y3
x3
)
→
{(
C(2)ij dξi1dξj2 C(1)ij dξi1dξj2
C(4)ij dξi1dξj2 C(3)ij dξi1dξj2
)
(R−13 )
T
}(
y3
x3
)
, (62)
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with C(m)ij = {A(m)ij , B(m)ij }, which is not invariant under SL(2,Z)3 itself for a generic choice of
fluxes. Indeed, S- and T -transformations of SL(2,Z)3 change the three-form fluxes (F3, H3)
themselves, namely
(
F3
H3
)
→


(
−C(1)ij dξi1dξj2 C(2)ij dξi1dξj2
−C(3)ij dξi1dξj2 C(4)ij dξi1dξj2
)(
y3
x3
)
, with R3 =
(
0 1
−1 0
)
(
−C(1)ij dξi1dξj2 + C(2)ij dξi1dξj2 C(1)ij dξi1dξj2
−C(3)ij dξi1dξj2 + C(4)ij dξi1dξj2 C(3)ij dξi1dξj2
)(
y3
x3
)
, with R3 =
(
1 1
0 1
) ,
(63)
which is not identical to the original (F3, H3).
However, there is a chance to keep the (discrete) modular symmetry on (T 2)3, identifying the
modular transformation R3 of SL(2,Z)3 with SL(2,Z)S modular transformation R associated
with the axio-dilaton. Note that SL(2,Z)S itself always exists in the effective action, where the
axio-dilaton as well as the three-form fluxes transform
S → R(S),
(
F3
H3
)
→ R
(
F3
H3
)
, (64)
for R ∈ SL(2,Z)S.
For the following choice of fluxes with
d′0 = ∓b′3, b′1 = b′2 = ±1, (γ = 0),
d′3 = ∓b′0, d′1 = d′2 = ±1, (γ = pi), (65)
the three-form fluxes (F3, H3) after performing the S-transformation of SL(2,Z)3(
F3
H3
)
→ RR−1
(
−C(1)ij dξi1dξj2 C(2)ij dξi1dξj2
−C(3)ij dξi1dξj2 C(4)ij dξi1dξj2
)(
y3
x3
)
= R
(
F3
H3
)
(66)
with
R =
(
0 ∓1
±1 0
)
, (67)
allow us to identify R with the element of SL(2,Z)S. Here, the double-sign corresponds in
Eqs. (65) and (67). Hence, the S-transformation of diagonal SL(2,Z)3 × SL(2,Z)S exists in
the potential for a particular choice of fluxes, but it is difficult to realize the T -transformation of
SL(2,Z)3 even when the modular transformation of the axio-dilaton is taken into account. The
spontaneous symmetry breaking of these modular symmetries will be analyzed in the actual
flux vacua later. Although we choose a particular basis of the three-form fluxes (52) and (54),
namely {ξ1, ξ2}, but it is possible to consider other bases such as {ξ1, ξ3} and {ξ2, ξ3}.
In the following, we analyze the modular symmetry of the flux vacua which is the remnant
of modular symmetry in the effective action discussed so far. Remarkably, all the solutions we
found in Section 3 satisfy the relation
Re(φm)
2 + Im(φm)
2 = 1, (68)
with φm being the rescaled moduli for the solutions:
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• Solution 1
φ1 =
(
b′1
b′2b
′
3
)1/4
τ ′1
p1
, φ2 =
(
b′2
b′1b
′
3
)1/4
τ ′2
p1
, φ3 =
(
b′3
b′1b
′
2
)1/4
τ ′3
p1
, φ4 =
p1S
′
(b′1b
′
2b
′
3)
1/4
,
(69)
with p1 ≡ (−
√
b′1 −
√
b′2 +
√
b′3)
1/2.
• Solution 2
φ1 =
(
b′1
b′2b
′
3
)1/4
τ ′1
p2
, φ2 =
(
b′2
b′1b
′
3
)1/4
τ ′2
p2
, φ3 =
(
b′3
b′1b
′
2
)1/4
τ ′3
p2
, φ4 =
p2S
′
(b′1b
′
2b
′
3)
1/4
,
(70)
with p2 ≡ (
√
b′1 −
√
b′2 −
√
b′3)
1/2.
• Solution 3
φ1 =
(
b′1
b′2b
′
3
)1/4
τ ′1
p3
, φ2 =
(
b′2
b′1b
′
3
)1/4
τ ′2
p3
, φ3 =
(
b′3
b′1b
′
2
)1/4
τ ′3
p3
, φ4 =
p3S
′
(b′1b
′
2b
′
3)
1/4
,
(71)
with p3 ≡ (−
√
b′1 +
√
b′2 −
√
b′3)
1/2.
• Solution 4
φ1 =
(
b′1
b′2b
′
3
)1/4
τ ′1
p4
, φ2 =
(
b′2
b′1b
′
3
)1/4
τ ′2
p4
, φ3 =
(
b′3
b′1b
′
2
)1/4
τ ′3
p4
, φ4 =
p4S
′
(b′1b
′
2b
′
3)
1/4
,
(72)
with p4 ≡ (
√
b′1 +
√
b′2 +
√
b′3)
1/2.
• Solution 5
φ1 =
τ ′1√
d′0
, φ2 =
τ ′2√
d′0
, φ3 =
τ ′3√
d′0
, φ4 =
S ′√
d′0
. (73)
• Solution 6
φ1 =
τ ′1√
b′0
, φ2 =
τ ′2√
b′0
, φ3 =
τ ′3√
b′0
, φ4 =
√
b′0S
′. (74)
Here we have explicitly written prime symbols in the solutions.
In this way, the flux vacua are distributed along the circumference of the unit circle as in
Eq. (68) for the rescaled moduli. It means that when the rescaled moduli φm are equal to
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the original unrescaled moduli fields, some of S-transformations in Π3i=1SL(2,Z)i × SL(2,Z)S
modular groups,
φm → −(φm)−1 = − φ¯m|φm| , (75)
with |φm| = 1 are manifest in the obtained flux vacua for a particular choice of fluxes. Further-
more, S-transformations in the flux vacua with |τi| = 1 correspond to the CP transformations
τi → −τ¯i as discussed in Section 2. The presence of CP transformation at the flux vacua
also supports the existence of unbroken 4D CP. Note that the solutions found in Section 3.3
are parametrized by more generic fluxes, compared with the flux vacua having the (discrete)
modular symmetry. To clarify this point, we show the solution 5 with the specific flux quanta
d′0 = −b′1 = −b′2 = −b′3 = 1 which lead to the following superpotential
W = {τ ′1τ ′2τ ′3 + S ′τ ′2τ ′3 + S ′τ ′1τ ′3 + S ′τ ′1τ ′2}+
3∑
i=1
τ ′i + S
′. (76)
The explicit form of the solution 5 is given by
Re(φm)
2 + Im(φm)
2 = d′0 = 1, (77)
where φm = {τ ′i , S ′} are distributed along the circumference of the unit circle. However, the
above solutions do not satisfy the condition (65), meaning that only the S-transformation
of the diagonal SL(2,Z)1 × SL(2,Z)2 remains in the flux vacua. Thus, the flat directions
are remnant of the modular symmetries in rescaled moduli. Furthermore, the 4D CP can be
embedded into modular symmetry in the background of three-form fluxes such that the flat
directions correspond to the unit circle in the unrescaled moduli. The other choices of three-
form fluxes give rise to the circle with different radii and the 4D CP is not identified with the
S-transformation.
3.6 Comments on the CP-breaking sources
In this section, we comment on sources of CP violation to resolve the degeneracy between
CP-breaking and -conserving minima.
So far, we have focused on the complex structure moduli and dilaton, but the unfixed Ka¨hler
moduli whose axions determine the size of θ term still play an important role of CP violation
and affect the dynamics of the other moduli. To stabilize the Ka¨hler moduli, we introduce the
non-perturbative effects to the superpotential
W = γ(τ, S)e−fT , (78)
where T denotes the Ka¨hler moduli appearing in the gaue kinetic function (2). Here, γ(τ, S) is
supposed to the one-loop determinant of the D3-brane instanton effects or one-loop corrections
to the gauge couplings on the D7-branes where the gauginos condensate. Although the lifting of
flat directions in the CP-breaking and -conserving minima is highly dependent on the functional
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form of γ(τ, S) as well as the mechanism to uplift the anti-de Sitter vacuum obtained after
having fixed all the moduli to de Sitter one, it might lead to the realization of spontaneous CP
violation even when γ(τ, S) is a CP-invariant function.
Another possibility to realize the spontaneous CP violation is to consider Calabi-Yau three-
folds or blowing up the orbifolds as an extension of toroidal oribifolds. It is interesting to discuss
the Calabi-Yau compactifications with three-form fluxes, but the number of complex structure
moduli is typically of O(100) which is hard to analyze the CP-breaking minima analytically.
Also, the introduction of geometric fluxes” as well as the non-geometric fluxes will be useful
to realize the spontaneous CP violation, because such fluxes induce the couplings between the
Ka¨hler moduli and complex structure moduli [39–41]. We leave the detailed study of these
possibilities for future work.
4 Conclusions
In this paper, we systematically investigated whether the spontaneous CP violation can be
realized in Type IIB flux compactifications on toroidal orientifolds, which allow the moduli
stabilization in a controlled way.
Similar to the heterotic string theory, 4D CP is regarded as a discrete gauge symmetry
embedded into the 10D proper Lorentz symmetry. To ensure the presence of 4D CP in the
potential, the three-cycles three-form fluxes turn on are restricted to even or odd polynomials
with respect to the complex structure moduli associated with tori and the axio-dilaton. Our
detailed analysis shows that there exist flat directions at the degenerate CP-breaking and -
conserving vacua for a generic choice of fluxes. Hence, the flux compactifications are insufficient
to realize the spontaneous CP violation in Type IIB toroidal orientifolds. The statement also
holds for the heterotic string theory as well as Type IIA string theory on toroidal orbifolds with
fluxes, because the functional form of the flux-induced superpotential is restricted one of Type
IIB flux compactifications. These flat directions are remnants of the modular S-transformation
for rescaled moduli. Furthermore, the 4D CP is embedded into the modular symmetries in the
effective action for a particular choice of fluxes and such an approach to unify CP and modular
symmetries is closely related to the recent discussion in the heterotic orbifold context [7–10],
but in the different context.
To resolve the degeneracy between the CP-breaking and -conserving vacua, it is required
to extend our system to introduce non-perturbative effects with respect to the Ka¨hler moduli
and/or (non-)geometric fluxes in the superpotential. Calabi-Yau compactifications as well as
the blown up orbifold compactifications will give a crucial role of lifting the flat directions. We
would report this interesting work in the future.
Recently, modular flavor symmetries were studied to derive realistic quark and lepton mass
matrices. (See e.g. [42].) Although the modular symmetry is completely broken at generic
value of τ , its subgroups remain at fixed points, e.g. Z3 symmetry at τ = e
ipi/3, Z2 symmetry
at τ = i and Z2 symmetry at τ = i∞. In this sense, moduli values at and near these fixed
points are interesting. (See e.g. [43].) For example, realistic quark and lepton mass matrices
are obtained around τ = i [44]. Our analysis can lead to such values, i.e. τ1 = i for d0 = 1 in
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Solution 5 and τ1,2 = 0.127 + 0.958i in Eq. (39) as well as τ ∼ i∞ for sufficiently large d0 in
Solution 5. Our result would also be important from this viewpoint.
Acknowledgements
T. K. was supported in part by MEXT KAKENHI Grant Number JP19H04605. H. O. was
supported in part by JSPS KAKENHI Grant Numbers JP19J00664 and JP20K14477.
References
[1] C. Abel et al. [nEDM Collaboration], Phys. Rev. Lett. 124 (2020) no.8, 081803
[arXiv:2001.11966 [hep-ex]].
[2] M. Dine, R. G. Leigh and D. A. MacIntire, Phys. Rev. Lett. 69 (1992) 2030
[hep-th/9205011].
[3] K. w. Choi, D. B. Kaplan and A. E. Nelson, Nucl. Phys. B 391 (1993) 515
[hep-ph/9205202].
[4] A. Strominger and E. Witten, Commun. Math. Phys. 101 (1985) 341.
[5] J. Giedt, Mod. Phys. Lett. A 17 (2002) 1465 [hep-ph/0204017].
[6] T. Kobayashi and C. S. Lim, Phys. Lett. B 343 (1995) 122 [hep-th/9410023].
[7] H. P. Nilles, M. Ratz, A. Trautner and P. K. S. Vaudrevange, Phys. Lett. B 786 (2018)
283 [arXiv:1808.07060 [hep-th]].
[8] T. Dent, Phys. Rev. D 64 (2001) 056005 [hep-ph/0105285].
[9] A. Baur, H. P. Nilles, A. Trautner and P. K. S. Vaudrevange, Phys. Lett. B 795 (2019) 7
[arXiv:1901.03251 [hep-th]].
[10] A. Baur, H. P. Nilles, A. Trautner and P. K. S. Vaudrevange, Nucl. Phys. B 947 (2019)
114737 [arXiv:1908.00805 [hep-th]].
[11] T. Kobayashi, Y. Shimizu, K. Takagi, M. Tanimoto, T. H. Tatsuishi and H. Uchida,
arXiv:1910.11553 [hep-ph].
[12] T. Kobayashi and H. Otsuka, arXiv:2002.06931 [hep-ph].
[13] F. Feruglio, C. Hagedorn and R. Ziegler, JHEP 1307 (2013) 027 [arXiv:1211.5560 [hep-
ph]].
[14] M. Holthausen, M. Lindner and M. A. Schmidt, JHEP 1304 (2013) 122 [arXiv:1211.6953
[hep-ph]].
19
[15] M. C. Chen, M. Fallbacher, K. T. Mahanthappa, M. Ratz and A. Trautner, Nucl. Phys.
B 883 (2014) 267 [arXiv:1402.0507 [hep-ph]].
[16] P. Novichkov, J. Penedo, S. Petcov and A. Titov, JHEP 07 (2019), 165 [arXiv:1905.11970
[hep-ph]].
[17] D. Lust, P. Mayr, R. Richter and S. Stieberger, Nucl. Phys. B 696 (2004) 205
[hep-th/0404134].
[18] D. Lust, S. Reffert and S. Stieberger, Nucl. Phys. B 706 (2005) 3 [hep-th/0406092].
[19] D. Lust, S. Reffert and S. Stieberger, Nucl. Phys. B 727 (2005) 264 [hep-th/0410074].
[20] D. Cremades, L. Ibanez and F. Marchesano, JHEP 07 (2003), 038 [arXiv:hep-th/0302105
[hep-th]].
[21] M. Cvetic and I. Papadimitriou, Phys. Rev. D 68 (2003) 046001 Erratum: [Phys. Rev. D
70 (2004) 029903] [hep-th/0303083].
[22] S. A. Abel and A. W. Owen, Nucl. Phys. B 663 (2003) 197 [hep-th/0303124].
[23] D. Cremades, L. Ibanez and F. Marchesano, JHEP 05 (2004), 079 [arXiv:hep-th/0404229
[hep-th]].
[24] T. Kobayashi, K. Nishiwaki and Y. Tatsuta, JHEP 04, 080 (2017) [arXiv:1609.08608 [hep-
th]].
[25] T. Kobayashi, S. Nagamoto, S. Takada, S. Tamba and T. H. Tatsuishi, Phys. Rev. D 97,
no.11, 116002 (2018) [arXiv:1804.06644 [hep-th]].
[26] T. Kobayashi and S. Tamba, Phys. Rev. D 99, no.4, 046001 (2019) [arXiv:1811.11384
[hep-th]].
[27] S. Kachru, M. B. Schulz and S. Trivedi, JHEP 10 (2003), 007 [arXiv:hep-th/0201028
[hep-th]].
[28] S. Gukov, C. Vafa and E. Witten, Nucl. Phys. B 584, 69 (2000) Erratum: [Nucl. Phys. B
608, 477 (2001)] [hep-th/9906070].
[29] A. Hanany and B. Kol, JHEP 0006 (2000) 013 [hep-th/0003025].
[30] E. Witten, JHEP 9802 (1998) 006 [hep-th/9712028].
[31] R. Blumenhagen, B. Kors, D. Lust and S. Stieberger, Phys. Rept. 445 (2007), 1-193
[arXiv:hep-th/0610327 [hep-th]].
[32] Y. Honma and H. Otsuka, JHEP 04 (2020), 001 [arXiv:1910.10725 [hep-th]].
20
[33] D. Lust, S. Reffert, W. Schulgin and S. Stieberger, Nucl. Phys. B 766 (2007) 68
[hep-th/0506090].
[34] L. E. Ibanez, J. Mas, H. P. Nilles and F. Quevedo, Nucl. Phys. B 301 (1988) 157.
[35] A. Font, L. E. Ibanez and F. Quevedo, Phys. Lett. B 217 (1989) 272.
[36] Y. Katsuki, Y. Kawamura, T. Kobayashi, N. Ohtsubo, Y. Ono and K. Tanioka, Nucl.
Phys. B 341, 611-640 (1990).
[37] T. Kobayashi and N. Ohtsubo, Int. J. Mod. Phys. A 9, 87-126 (1994).
[38] T. Kobayashi and H. Otsuka, arXiv:2001.07972 [hep-th].
[39] S. Gurrieri, J. Louis, A. Micu and D. Waldram, Nucl. Phys. B 654 (2003) 61
[hep-th/0211102].
[40] S. Kachru, M. B. Schulz, P. K. Tripathy and S. P. Trivedi, JHEP 0303 (2003) 061
[hep-th/0211182].
[41] J. Shelton, W. Taylor and B. Wecht, JHEP 10 (2005), 085 [arXiv:hep-th/0508133 [hep-th]].
[42] F. Feruglio, arXiv:1706.08749 [hep-ph]; T. Kobayashi, K. Tanaka and T. H. Tatsuishi,
Phys. Rev. D 98, no. 1, 016004 (2018) [arXiv:1803.10391 [hep-ph]]; J. T. Penedo and
S. T. Petcov, Nucl. Phys. B 939, 292 (2019) [arXiv:1806.11040 [hep-ph]]; J. C. Cri-
ado and F. Feruglio, SciPost Phys. 5, no. 5, 042 (2018) [arXiv:1807.01125 [hep-ph]];
T. Kobayashi, N. Omoto, Y. Shimizu, K. Takagi, M. Tanimoto and T. H. Tatsuishi, JHEP
1811, 196 (2018) [arXiv:1808.03012 [hep-ph]]; P. P. Novichkov, J. T. Penedo, S. T. Petcov
and A. V. Titov, JHEP 1904, 005 (2019) [arXiv:1811.04933 [hep-ph]]; JHEP 1904, 174
(2019) [arXiv:1812.02158 [hep-ph]]; H. Okada and M. Tanimoto, Phys. Lett. B 791, 54
(2019) [arXiv:1812.09677 [hep-ph]]; T. Kobayashi, Y. Shimizu, K. Takagi, M. Tanimoto,
T. H. Tatsuishi and H. Uchida, Phys. Lett. B 794, 114 (2019) [arXiv:1812.11072 [hep-ph]];
[43] F. J. de Anda, S. F. King and E. Perdomo, arXiv:1812.05620 [hep-ph]; P. P. Novichkov,
S. T. Petcov and M. Tanimoto, Phys. Lett. B 793, 247 (2019) [arXiv:1812.11289 [hep-ph]];
I. de Medeiros Varzielas, S. F. King and Y. Zhou, Phys. Rev. D 101, no.5, 055033 (2020)
[arXiv:1906.02208 [hep-ph]]; S. F. King and Y. Zhou, Phys. Rev. D 101, no.1, 015001
(2020) [arXiv:1908.02770 [hep-ph]]; G. Ding, S. F. King, X. Liu and J. Lu, JHEP 12, 030
(2019) [arXiv:1910.03460 [hep-ph]].
[44] H. Okada and M. Tanimoto, [arXiv:1905.13421 [hep-ph]].
21
