Abstract-The particle swarm optimization algorithm (PSO) has two typical problems as in other adaptive evolutionary algorithms, which are based on swarm intelligence search. To deal with the problems of the slow convergence rate and the tendency to trap into premature, an improved particle swarm optimization with decline disturbance index (DDPSO) is presented in this paper. The index was added when the velocity of the particle is prone to stagnation in the middle and later evolution periods. The modification improves the ability of particles to explore the global and local optimization solutions, and reduces the probability of being trapped into the local optima. Theoretical analysis, which is based on stochastic processes, proves that the trajectory of particle is a Markov processes and DDPSO algorithm converges to the global optimal solution with mean square merit. Experimental simulations show that the improved algorithm can not only improve the convergence of the algorithm significantly, but also avoid trapping into local optimization solution.
I. INTRODUCTION
The basic PSO, which was proposed by Kennedy and Eberhart [1] in 1995, originates from social behavior of animals, such as the flock of birds and the school of fish. As a computational technology, it has aroused the enthusiasm on researching its mechanism and applications for the reasons that it involves no evolutionary operators, such as selection, crossover and mutation vectors, and it does not require adjusting many parameters from researchers and practitioners in this field. The particle swarm adaptation has been testified as a successfully optimization method and a wellestablished technique to a wide variety of research areas, such as image processing, pattern recognition, Holonic manufacturing system (HMS) , neutral network training and multi-objective optimization problems [2] [3] [4] [5] [6] [7] [8] .
Similar to genetic algorithm (GA), PSO is a global optimization algorithm, which is based on swarm intelligence by mapping candidate to a particle in multidimensional solution space. However, basic PSO has two typical deficiencies: slow convergence rate and the tendency to local minimization in the later evolutionary periods. It means that the particles will quickly settle on a unanimous or unchanging direction. Aiming at improving the performance of such a system, a vast amount of studies attempted to incorporate features, which were based on the experiments of researchers and novel improved PSO algorithms after the proposed of the basic PSO. Notably, to improve the local search performance of the algorithm, Shi and Eberhart [9] presented a modified PSO by adding an inertia coefficient to the velocity updating formula, and it was distinguished as standard particle swarm optimization algorithm (SPSO) by researchers and professors later. F. Van de Berch [10] proposed a collaborative PSO. The algorithm got higher level of convergence precision and better global optimization solution than simple PSO, but simultaneously the convergence rate slows down. Clerc [11] combined PSO with GA to improve the algorithm using a novel control vector, by which the algorithm enhanced the competency of avoiding trapping into local minimization. Based on biology, Hu [12] suggested a novel PSO with an extreme disturbance term. Nevertheless, the improved algorithm simplified the velocity updating formula, which results in difficulty in explaining how the particles work cooperatively. Reference [13] improved the velocity updating formula by adding a small positive disturbance term, but the disturbance term increases the possibility of nonconvergence. To enhance the performance of PSO, Chen De Bao [14] used an adaptive variable population size and periodic partial increasing or declining individuals in the form of ladder function for the PSO, and results showed that the proposed scheme enhanced the overall performance compared with PSO with the linearly decreasing inertia weight. In order to increase the speed and its efficiency of the original PSO, loannis G. Tsoulos and Athanassios Stavrakoudis [15] proposed three modifications, function simulations showed that the novel PSO achieved better results than the original PSO.
The modified algorithms referenced above improved the performance of the convergence or achieved better optimization solutions than the basic PSO. However, these measures could not speed up the convergence rate definitely or enhance the probability of avoiding the particles from trapping into local optimization solution effectively, i.e., they did not resolve the problems fundamentally.
This present paper introduces an improved PSO algorithm with a decline disturbance index (DDPSO). The algorithm modifies the original velocity-position model by adding a decline disturbance index to the velocity updating formula of the standard PSO. The added index is then evaluated on the basis of DDPSO by using typical benchmark functions according to test parameters.
The rest of this paper is organized as follows. Section II describes the related works on the standard PSO. Section III describes the model of the DDPSO and proves that the trajectories of the particles are Markov processes with theoretical analysis of stochastic processes. Section IV simulates the typical functions using simple PSO and DDSPO and discusses the results based on the simulations. The conclusions are given in Section V. . Then the particles move around in the searching space with each particle memorizing its best position and that of its neighbors, which are represented by id p and gd p , to adjust its velocity and position dynamically. It is by the selfcapability and social ability of the particles that the swarm converges to global optimization solution rapidly. The evolutionary equations are given by as follows: ω is the first part of the velocity updating formula, and it provides a necessary inertia for the movement of the particles. Because of the randomness of ω , there is prone to expand the searching space and improve the probability to find the potential global optimization solutions. The second part
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c r p x − , which represents the thinking over the motor behavior of the particle itself, encourages the particle to fly to its own historical best position that had been fund and reflects the cognitive ability of the particle. The 2 2 ( )
is the social part, which embodies the sharing of information and cooperation among all the particles, and it guides the particles toward the optimal location of the searching space. Each particle updates its velocity and position through the personal optimal id p that was found by the particle itself previously and global optimal gd p that was one member of the swarm had found, by which the particle could fly to the current best position. If a criterion is met, usually a sufficiently good fitness or a maximum number of iterations, the algorithm will be terminated. Nevertheless, the particles search the multidimensional space for the best solution with a random probability during the evolution process. At the beginning, the particles have strong global search ability and high convergence rate for that the range of personal and global optimal changes significantly. In the later evolution process, they are both remaining unchanged to some extent, which slows down the updating rate of the particles and leads the swarm to be stagnation and be trapped into local minimization easily.
III. THE MODEL OF DDPSO
This present paper, based on standard PSO algorithm, improves the velocity updating formula by adding a decline disturbance index. Moreover, the modified system can be described as follows: carried out and x ∆ is a interval whose length can be set according the objective functions. During the evolution process of the algorithm, the disturbance index declines at a certain rate, and makes minimal impact on the evolution of the particles at last, thus making the algorithm possible to converge to global optimization solution.
Early in the evolution process of PSO algorithm, for the reasons the particles have high velocity comparatively speaking, and the algorithm has stronger ability to explore global optimization solution, so the impact of the decline disturbance index on it can be ignored. With the increase in the number of iterations, the velocity of the particles in the latter periods of the gradual evolution is prone to stagnation or relatively unchanged due to the convergence of the particles. The decline disturbance index of velocity update formula of (2) is going to maintain the trend of local search capability at this point, which improves the performance of the particles out of local minimum solutions, and helps the particles to avoid the possibility of being trapped into local optimization solution. In addition, the mathematical model of the dynamic evolutionary equations can be simply described as follows:
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According to the assumption of the current literature A lr = , so (3) can be shortened as in , ω and p are constants.
Let ( ) ( ) y t p x t = −
, so (4) can be written as
and the initial condition is as follows:
and the matrix form of (5) 
To analysis the convergence of the system, several concepts will be introduced first. Definition 3.1.
Let ( , , ) F P Ω denote probability space,T is a given set of parameters, if for ∀ t T ∈ ,there is a corresponding random variable ( , ) X t e , we call { } and its conditional distribution meets:
so, stochastic processes { ( ), } X t t T ∈ can be described as Markov processes. What can be seen from the demonstration is that the next position of the particle will be known if the current position has been known, no matter how the particle got to the present position. Definition 3.3.
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IV. RESULTS AND DISCUSSION
To evaluate the convergence rate, the global and local explore capabilities of the modified PSO algorithm and the implementation of the decline disturbance index on the performance of the improved PSO algorithm, this present paper tests six typical benchmark functions as in ω ∈ to convergence with mean square merit. In addition, the population size is set to 20 and the dimension of optimization functions is set to 2, the largest operation of each function is set to 1000 and the fault-tolerant iterations are 150. The other parameters will be set according to table II.
In addition, table III shows the results about the average optimization and the variance of the optimization functions simulated by SPSO and DDPSO. Fig.1~Fig .6 represent the experimental simulations of the six typical benchmark optimization functions.
According to the table III, we can see from Fig.1 and Fig.4 that both SPSO and DDPSO had good global search capability early in the evolution process. But DDPSO achieved better accuracy in less number of iterations by average than SPSO, and maintained high global and local search capabilities during the evolution process of the algorithm, so the result was better than the SPSO algorithm. Fig.2 showed that both of the two algorithms could converge to global optimization solution in a few iterations, but the DDPSO improved the average convergence rate. What can be drawn from Fig.3 and Fig.6 is that, in the later stage of evolution processes, DDPSO maintained high local search ability, and DDPSO achieved a higher convergence precision than SPSO. Fig.5 showed that, when dealing with function of Sphere's f6, DDPSO maintains a higher global explore ability at the first, and achieved faster convergence rate than SPSO during the evolutionary processes. (2 ) cos (2 ) 
V. CONCLUTIONS
A modified PSO with a decline disturbance index based on basic particle swarm optimization was presented in this paper. The modified algorithm effectively improved the deficiencies of the prone to local optimization solution and slow convergence by adding a decline disturbance index to the velocity updating formula of the evolutionary computing algorithm. Theoretical analysis, which is based on stochastic processes, proves that the trajectory of particle is a Markov processes and DDPSO algorithm converges to the global optimal solution with mean square merit. Experimental simulations show that the DDPSO algorithm has better performance on the convergence, and achieves better solutions in shorter time for typical benchmark functions than the standard PSO.
Nevertheless, DDPSO also has some other problems to deal with compared with other original modified PSO algorithms. Thus, the further work needs to be done is as follows:
First, On condition that the PSO algorithm converges with mean square merit, the range of parameters of the decline disturbance index should be determined to improve the convergence rate further of the PSO algorithm, and the application background should also be considered.
Second, the convergence rate or the time complexity of the modified algorithm needs to be estimated, and the following work will also analysis the sensitivity of the parameters when used in other typical complex optimization systems.
