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ASYMPTOTICS OF THE GEOMETRIC MEAN ERROR FOR
IN-HOMOGENEOUS SELF-SIMILAR MEASURES
SANGUO ZHU, YOUMING ZHOU, YONGJIAN SHENG
Abstract. Let (fi)Ni=1 be a family of contractive similitudes on R
q satisfying
the open set condition. Let (pi)Ni=0 be a probability vector with pi > 0 for all
i = 0, 1, . . . , N . We study the asymptotic geometric mean errors en,0(µ), n ≥ 1,
in the quantization for the in-homogeneous self-similar measure µ associated
with the condensation system ((fi)Ni=1, (pi)
N
i=0
, ν). We focus on the follow-
ing two independent cases: (I) ν is a self-similar measure on Rq associated
with (fi)
N
i=1; (II) ν is a self-similar measure associated with another family
of contractive similitudes (gi)
M
i=1 on R
q satisfying the open set condition and
((fi)Ni=1, (pi)
N
i=0
, ν) satisfies a version of in-homogeneous open set condition.
We show that, in both cases, the quantization dimension D0(µ) of µ of order
zero exists and agrees with that of ν, which is independent of the probability
vector (pi)Ni=0. We determine the convergence order of (en,0(µ))
∞
n=1; namely,
for D0(µ) =: d0, there exists a constant D > 0, such that
D−1n
−
1
d0 ≤ en,0(µ) ≤ Dn
−
1
d0 , n ≥ 1.
1. Introduction
Let Dn := {α ⊂ Rq : 1 ≤ card(α) ≤ n} for n ≥ 1. Let ν be a Borel probability
measure on Rq. The nth quantization error for ν of order r is defined by (see [4, 6]):
en,r(ν) :=
{
infα∈Dn
( ∫
d(x, α)rdν(x)
) 1
r , r > 0,
infα∈Dn exp
∫
log d(x, α)dν(x), r = 0.
(1.1)
Here d(·, ·) is the metric induced by an arbitrary norm on Rq. For r > 0, en,r(ν)
agrees with the error in the approximation of ν by discrete probability measures
supported on at most n points, in the sense of Lr-metrics [4].
The nth quantization error of order zero was introduced by Graf and Luschgy
and it is also called the nth geometric mean error for ν. By [6], en,0(ν) agrees with
the limit of en,r(ν) as r tends to zero. In this sense, the quantization with respect
to the geometric mean error is a limiting case of that in Lr-metrics.
For s > 0, we define the s-dimensional upper and lower quantization coefficient
for ν of order r by (cf. [4, 12])
Q
s
r(ν) := lim sup
n→∞
n
1
s en,r(ν), Q
s
r
(ν) := lim inf
n→∞
n
1
s en,r(ν).
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By [4, 12], the upper (lower) quantization dimensionDr(ν) (Dr(ν)) as defined below
is exactly the critical point at which the upper (lower) quantization coefficient jumps
from zero to infinity:
Dr(ν) := lim sup
n→∞
logn
− log en,r(ν)
, Dr(ν) := lim infn→∞
logn
− log en,r(ν)
.
If Dr(ν) = Dr(ν), the common value is denoted by Dr(ν) and called the quanti-
zation dimension for ν. Compared with he upper (lower) quantization, the upper
(lower) quantization coefficient provides us with more accurate information on the
asymptotics of the geometric mean errors.
The upper and lower quantization dimension of order zero are closely connected
with the upper and lower local dimension [2]:
dimlocν(x) := lim inf
ǫ→0
log ν(Bǫ(x))
log ǫ
, dimlocν(x) := lim sup
ǫ→0
log ν(Bǫ(x))
log ǫ
.
Here Bǫ(x) denotes the closed ball of radius ǫ which is centered at a point x ∈ Rq.
In fact, as we showed in [14], if the upper and lower local dimension are both equal
to s for ν-a.e. x, then D0(ν) exists and equals s. Thus, the geometric mean error
en,0(ν) connects the local and global behavior of ν in a natural manner.
Next, let us recall some known results. Let (fi)
N
i=1 be a family of contractive
similitudes on Rq with contraction ratios (si)Ni=1. By [8], there exists a unique Borel
probability measure ν satisfying
ν = q1ν ◦ f
−1
1 + q2ν ◦ f
−1
2 + · · ·+ qNν ◦ f
−1
N .
This measure is called the self-similar measure associated with (fi)
N
i=1 and a prob-
ability vector (qi)
N
i=1. We say that (fi)
N
i=1 satisfies the open set condition (OSC),
if there exists a non-empty bounded open set U such that fi(U)∩ fj(U) = ∅ for all
1 ≤ i 6= j ≤ N and
⋃N
i=1 fi(U) ⊂ U . Let kr be given by
k0 :=
∑N
i=1 qi log qi∑N
i=1 qi log si
;
N∑
i=1
(qis
r
i )
kr
kr+r = 1, r > 0.
Assume that (fi)
N
i=1 satisfies the OSC. Then, Graf and Luschgy proved [5, 6]
Dr(P ) = kr, 0 < Q
kr
r
(µ) ≤ Q
kr
r (µ) <∞, r ≥ 0.(1.2)
One may see [4, 9, 12] for more related results.
In the present paper, we study the asymptotic geometric mean error for in-
homogeneous self-similar measures. We refer to [4, 6] for mathematical foundations
of quantization theory and [7] for its background in engineering technology. One
may see [10, 11] for recent results on such measures. As above, let (fi)
N
i=1 be a
family of contractive similitudes. According to [8], there exists a unique non-empty
compact set E such that
E = f1(E) ∪ · · · ∪ fN(E).(1.3)
This set E is called the self-similar set associated with (fi)
N
i=1. Let ν be a Borel
probability measure on Rq with compact support C and (pi)Ni=0 a probability vector
with pi > 0 for all 0 ≤ i ≤ N . Then, by [1, 10, 11], there exists a unique a Borel
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probability measure µ satisfying
µ = p0ν +
N∑
i=1
piµ ◦ f
−1
i .(1.4)
The support K of µ is the unique nonempty compact set satisfying (cf. [10, 11])
K = C ∪ f1(K) ∪ · · · ∪ fN(K).(1.5)
Following [11], we call µ the in-homogeneous self-similar measure (ISM) associated
with (fi)
N
i=1, (pi)
N
i=0 and ν. We focus on the following two disjoint classes of ISMs.
Case I: Assume that (fi)
N
i=1 satisfies the OSC; the measure ν as involved in (1.4)
is a self-similar measure associated with (fi)
N
i=1 and a probability vector (ti)
N
i=1 with
ti > 0 for all 0 ≤ i ≤ N . Note that C = supp(ν) = E; by (1.3) and (1.5), one easily
sees that K = E. In this case, the support of µ is a self-similar set; however, its
mass distribution is more convoluted than the following Case II (cf. Lemma 2.1).
Case II: The measure ν as involved in (1.4) is a self-similar measure associated
with (gi)
M
i=1 and a probability vector (ti)
M
i=1 with ti > 0 for all 0 ≤ i ≤ M , where
(gi)
M
i=1 is a family of contractive similitudes satisfying the OSC with contraction
ratios (ci)
M
i=1. Let cl(A), ∂(A) and int(A) respectively denote the closure, boundary
and interior in Rq of a set A. In this case, we always assume the following in-
homogeneous open set condition (IOSC) which is a modified version of the IOSC
in [11]: there exists a bounded non-empty open set U such that
(1) fi(U) ⊂ U for all 1 ≤ i ≤ N ;
(2) fi(U), 1 ≤ i ≤ N , are pairwise disjoint;
(3) E ∩ U 6= ∅ and C ⊂ U ;
(4) ν(∂(U)) = 0; C ∩ fi(cl(U)) = ∅ for all 1 ≤ i ≤ N .
Remark 1.1. (r1) Compared with the ISMs in Case I, the mass distribution of µ in
Case II is simpler, but its support is much more complicated (cf. Lemma 2.2). In
addition, in Case I, we have C = K = E, thus, the second part of (4) of the IOSC
is violated in an extreme manner.
(r2) In Cases I, II, (fi)
N
i=1 satisfies the OSC; in Case II, (gi)
M
i=1 satisfies the OSC.
Thus, by [5], in both cases, D0(ν) exists and (1.2) is applicable.
(r3) As we will see, no confusion could arise, although we respectively denote by
(ti)
N
i=1 and (ti)
M
i=1 the probability vectors in Case I and Case II.
In order to study the asymptotic geometric mean errors for µ, we usually need to
consider finite maximal antichains (see section 2 for the definition) of the following
form (cf. [6, p.708]):
{σ ∈ Ω∗ : µ(Eσ− ) ≥ ǫ > µ(Eσ)}, ǫ > 0.
However, for an ISM in Case I, the mass distribution is rather convoluted and will be
very difficult to analyze after taking logarithms. We will choose a suitable sequence
of finite maximal antichains according to the mass distribution of ν. Unlike the
Lr-quantization for r > 0, where, the quantization coefficient of order r can be
infinite, we will prove that the upper quantization coefficient for µ of order zero is
always finite. More exactly,
Theorem 1.2. Let µ be an ISM in Case I or Case II. Set
d0 =
∑N
i=1 ti log ti∑N
i=1 ti log si
for Case I; d0 =
∑M
i=1 ti log ti∑M
i=1 ti log ci
for Case II.
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We have, 0 < Qd0
0
(µ) ≤ Q
d0
0 (µ) <∞. In particular, D0(µ) exists and equals d0.
The remaining part of the paper is organized as follows. In section 2, we collect
some basic facts on the ISMs in Cases I, II. The proofs for the dimensional result
and the positivity of the lower quantization coefficient will be given in section 3. In
sections 4, 5, we are devoted to the finiteness of the upper quantization coefficient
of order zero, respectively for measures µ in Case I and Case II.
Except for some basic facts about the mass distribution of µ, the subsequent
proofs will be given in a self-contained manner. In addition, the OSC and the
IOSC are required only to obtain the rules of the mass distributions of ISMs; these
conditions will not be explicitly used in section 3-5.
2. Preliminaries
First let us recall some notations and definitions. Set
Ωn := {1, . . . , N}
n, Φn := {1, . . . ,M}
n, Ω∗ :=
∞⋃
n=1
Ωn, Φ
∗ :=
∞⋃
n=1
Φn.
We define |σ| := n for σ ∈ Ωn ∪ Φn and σ|0 = θ :=empty word. For any σ ∈ Ω
∗
with |σ| ≥ n, we write σ|n := (σ1, . . . , σn). For 0 ≤ h < n and σ ∈ Ωn, we set
σ
(l)
−h := (σh+1, . . . , σn), σ
− := σ||σ|−1.
Clearly, σ
(l)
−0 := σ. For σ, τ ∈ Ω
∗, we write
σ ∗ τ := (σ1, . . . , σ|σ|, τ1, . . . , τ|τ |).
If σ, τ ∈ Ω∗ and |σ| ≤ |τ |, σ = τ ||σ|, then we write σ  τ and call σ a predecessor
of τ , and τ a descendant of σ; if σ  τ and σ 6= τ , we write σ  τ call τ a proper
descendant of σ. Two words σ, τ ∈ Ω∗ are said to be incomparable if we have
neither σ  τ nor τ  σ. A finite set Γ ⊂ Ω∗ is called a finite anti-chain if any two
words σ, τ in Γ are incomparable. A finite anti-chain is said to be maximal if any
word σ ∈ ΩN has a predecessor in Γ. Finite maximal anti-chains in Φ∗ and all the
above notations for words in Φ∗ are defined in the same way as for words in Ω∗.
Recall that si is the contraction ratio of fi, 1 ≤ i ≤ N , and ci is the contraction
ratio of gi, 1 ≤ i ≤M . For σ ∈ Ωn, set and
sσ :=
n∏
h=1
sσh , pσ :=
n∏
h=1
pσh ; fσ := fσ1 ◦ · · · ◦ fσn , Eσ := fσ(E).
For every n ≥ 1 and ρ ∈ Φn, we define
tρ :=
n∏
h=1
tρh , cρ :=
n∏
h=1
cρh , gρ := gρ1 ◦ · · · ◦ gρn , Cρ := gρ(C).
With the next two lemmas, we collect some basic facts on the ISMs in Case I
and Case II. These facts are easy consequences of the definition of an ISM and the
conditions in Case I, II. We refer to [15, 16] for the proofs.
Lemma 2.1. (see [15, Lemma 2.1]) Let µ be an ISM in Case I. we have
µ(Eσ) =
k−1∑
h=0
p0pσ|htσ(l)−h
+ pσ, σ ∈ Ωk, k ≥ 1.(2.1)
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To get a description of the support of an ISM in Case II, we write
Γ(σ, h) := {τ ∈ Ω|σ|+h : σ  τ}, Γ
∗(σ) :=
⋃
h≥1
Γ(σ, h).(2.2)
We see that Γ∗(σ) is the set of all proper descendants of σ.
For a finite maximal antichain Υ ⊂ Ω∗, we define
l(Υ) := min
ρ∈Υ
|ρ|, L(Υ) := max
ρ∈Υ
|ρ|.
For each σ ∈ Ωl(Υ), we define
ΛΥ(σ) := {τ ∈ Ω
∗ : σ  τ,Γ∗(τ) ∩Υ 6= ∅}, Λ∗Υ :=
⋃
σ∈Ωl(Υ)
ΛΥ(σ).
One can see that ΛΥ(σ) consists of all descendants of σ which have a proper de-
scendant in Υ. For example, if σ  τ  ω and ω ∈ Υ, then τ ∈ ΛΥ(σ).
Lemma 2.2. (see [16, Lemmas 2.2, 2.3]) Let µ be an ISM in Case II. Then
(i) For a finite maximal antichain Υ in Ω∗, we have
K =
( l(Υ)−1⋃
h=0
⋃
σ∈Ωh
fσ(C)
)
∪
( ⋃
σ∈Λ∗Υ
fσ(C)
)
∪
( ⋃
σ∈Υ
fσ(K)
)
;(2.3)
(ii) For every σ ∈ Ω∗ and ω ∈ Φ∗, we have
µ(fσ(K)) = pσ, µ(fσ(Cω)) = p0pσtω.
Here we remark that, (i) can be easily shown by using (1.5) and mathematical
induction; (ii) is a consequence of (1.5) the IOSC and some basic results in [11].
Next, we study the µ-measure of a closed ball Bǫ(x). For this, we set
s := min
1≤i≤N
si, c := min
1≤i≤M
ci.
For every ǫ ∈ (0, s), we define
Sǫ := {σ ∈ Ω
∗ : sσ− ≥ ǫ > sσ}, l(Sǫ) := min
σ∈Sǫ
|σ|.(2.4)
Then for every h ≤ l(Sǫ)− 1 and σ ∈ Ωh, we have, sσ ≥ ǫ. Similarly, for σ ∈ Λ∗Sǫ ,
there exists a τ ∈ Sǫ with σ  τ ; hence, we have, sσ ≥ sτ− ≥ ǫ. We write
Ψ(ǫ) :=
( l(Sǫ)−1⋃
h=0
Ωh
)
∪ Λ∗Sǫ
Then, for words σ in Ψ(ǫ), we may define
Tǫ(σ) := {ρ ∈ Φ
∗ : sσcρ− ≥ ǫ > sσcρ}.(2.5)
Then Tǫ(σ) is a finite maximal antichain in Φ
∗. By the self-similarity of C, for each
σ ∈ Ψ(ǫ), we have C =
⋃
ρ∈Tǫ(σ)
gρ(C). Thus, by (2.3), we have
K =
( ⋃
σ∈Ψ(ǫ)
⋃
ρ∈Tǫ(σ)
fσ(gρ(C))
)
∪
( ⋃
σ∈Sǫ
fσ(K)
)
.(2.6)
By Lemma 3.4 of [16], there exists an open set W ⊃ C such that
gi(W ) ⊂W, cl(W ) ∩ fi(cl(U)) = ∅ for all 1 ≤ i ≤ N.(2.7)
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Since C ⊂ U , we have δ0 := d(C,U c) > 0. Thus, by replacing ǫ0 in [16, Lemma 3.4]
with min{ǫ0, 2−1δ0}, we actually can choose the above W as a subset of U . Since
(gi)
N
i=1 satisfies the OSC, let J be a nonempty compact set such that (cf. [3, 13]),
J = cl(int(J)); int(J) ∩ C 6= ∅; gi(J) ⊂ J, 1 ≤ j ≤M ;(2.8)
gi(int(J)) ∩ gj(int(J)) = ∅, 1 ≤ i 6= j ≤M.(2.9)
By Lemma 3.3 of [3], we have ν(int(J)) = 1.
Lemma 2.3. Set V := int(J) ∩W . Then the following sets are pairwise disjoint:
fτ (U), τ ∈ Sǫ; fσ(gρ(V )), ρ ∈ Tǫ(σ), σ ∈ Ψ(ǫ).
Proof. (a1) Let σ ∈ Ψ(ǫ) and ρ(1), ρ(2) ∈ Tǫ(σ). Since Tǫ(σ) is an antichain, ρ(1), ρ(2)
are incomparable. Set h := min{l : ρ
(1)
l 6= ρ
(2)
l } and write
ρ(1) = ρ(1)|h−1 ∗ ρ
(1)
h ∗ ρ˜
(1), ρ(2) = ρ(1)|h−1 ∗ ρ
(2)
h ∗ ρ˜
(2).
Then, using (2.9), we deduce
fσ(gρ(1)(V )) ∩ fσ(gρ(2)(V )) = fσ(gρ(1)(V ) ∩ gρ(2)(V ))
⊂ fσ(gρ(1)(int(J)) ∩ gρ(2)(int(J)))
⊂ fσ ◦ gρ(1)|h−1(gρ(1)
h
(int(J)) ∩ g
ρ
(2)
h
(int(J))) = ∅.
(a2) For distinct words σ, τ ∈ Ψ(ǫ) and ρ(1) ∈ Tǫ(σ), ρ(2) ∈ Tǫ(τ), we have if σ, τ
are incomparable, then by (2.9) and (2) of the IOSC, we have
fσ(gρ(1)(V )) ∩ fτ (gρ(2)(V )) ⊂ fσ(gρ(1)(W )) ∩ fτ (gρ(2)(W ))
⊂ fσ(W ) ∩ fτ (W ) ⊂ fσ(U) ∩ fτ (U) = ∅.
if σ, τ are comparable, we may assume that σ  τ and τ = σ ∗ ω. Then by (2.7),
fσ(gρ(1)(V )) ∩ fτ (gρ(2)(V )) ⊂ fσ(gρ(1)(W ) ∩ fω(gρ(2)(W ))
⊂ fσ(W ∩ fω(W )) ⊂ fσ(W ∩ fω(U)) ⊂ fσ(W ∩ fω1(U)) = ∅.
(a3) Let σ ∈ Ψ(ǫ), ρ ∈ Tǫ(σ) and τ ∈ Sǫ. If σ, τ are incomparable, then by (2.9)
and (2) of the IOSC, we have
fσ(gρ(V )) ∩ fτ (U) ⊂ fσ(gρ(W )) ∩ fτ (U)
⊂ fσ(W ) ∩ fτ (U) ⊂ fσ(U) ∩ fτ (U) = ∅.
If σ, τ are comparable, then σ  τ and |σ| < |τ |; in fact, for σ ∈
⋃l(Sǫ)−1
h=0 Ωh, we
have, |σ| < |τ |; for σ ∈ Λ∗S and there exists a proper descendant ρ of σ such that
ρ ∈ Sǫ, thus it is not possible that τ  σ. Therefore, we may write τ = σ ∗ω. Then
fσ(gρ(V )) ∩ fτ (U) ⊂ fσ(gρ(W )) ∩ fτ (U)
⊂ fσ(W ) ∩ fτ (U) = fσ(W ∩ fω(U)) ⊂ fσ(W ∩ fω1(U)) = ∅.
(a4) Let σ, τ be an arbitrary pair of distinct words in Sǫ. Since Sǫ is an antichain,
σ, τ are incomparable. Set h := min{l : σl 6= τl} and write
σ = σ|h−1 ∗ σh ∗ σ˜, τ = σ|h−1 ∗ τh ∗ τ˜ .
Then, using the condition (1) and (2) of the IOSC, we deduce
fσ(U) ∩ fτ (U) = fσ|h−1(fσh∗σ˜(U) ∩ fτh∗τ˜ (U)) ⊂ fσ|h−1(fσh(U) ∩ fτh(U)) = ∅.
This completes the proof of the lemma. 
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Lemma 2.4. Let µ be an ISM in Case I or Case II. Then there exist two constants
λ1, η1 > 0 such that supx∈Rq µ(B(x, ǫ)) ≤ λ1ǫ
η
1 for all ǫ > 0.
Proof. In Case I, we have K = E, and the OSC is satisfied. One can show the
lemma by using the arguments of Graf and Luschgy for self-similar measures (see
Proposition 5.1 of [6]).
Next, we assume that µ is an ISM in Case II. Note that, V (respectively U)
contains a ball of some radius δ1 > 0 (respectively δ2 > 0 ) and is contained a
closed ball of radius |C| (respectively |U |). Thus, for σ ∈ Ψ(ǫ), ρ ∈ Tǫ(σ), fσ(gρ(V ))
contains a ball of radius cδ1ǫ and is contained a closed ball of radius |C|ǫ. Similarly,
and for every τ ∈ S, fσ(U) contains a ball of radius sδ2ǫ and is contained a closed
ball of radius |U |ǫ. By [8], there exists an L1 ≥ 1, which is independent of ǫ, such
that B(x, ǫ) intersects at most L1 of the following sets:
fσ(gρ(cl(V ))), σ ∈ Ψ(ǫ), ρ ∈ Tǫ(σ); fτ (cl(U)), τ ∈ Sǫ.
These sets form a cover of K. In fact, we have ν(cl(V )) = ν(V ) = 1, so C =
supp(ν) ⊂ cl(V ); in addition, according to [11], we have, K ⊂ cl(U). Thus, by
(2.6), we obtain
K ⊂
( ⋃
σ∈Ψ(ǫ)
⋃
ρ∈Tǫ(σ)
fσ(gρ(cl(V ))
)
∪
( ⋃
σ∈Sǫ
fσ(cl(U))
)
.
Set δ3 := min{s, c}. By (2.5), for σ ∈ Ψ(ǫ), ρ ∈ Tǫ(σ), we have
δ
|σ|+|ρ|
3 < ǫ, implying |σ|+ |ρ| ≥ log ǫ/ log δ3;(2.10)
for τ ∈ S, by (2.4), we have
δ
|τ |
3 ≤ s
|τ | < ǫ, implying |τ | ≥ log ǫ/ log δ3;(2.11)
Set δ4 := max{t, p}. The proof of [16, Lemma 2.2] also implies that
µ(fσ(gρ(cl(V )))) = p0pσtρ, σ ∈ Ω
∗, ρ ∈ Φ∗.
By (2.10) and (2.11), we further deduce
µ(B(x, ǫ)) ≤ L1max{ sup
σ∈Ψ(ǫ)
sup
ρ∈Tǫ(σ)
µ(fσ(gρ(cl(V )))), sup
τ∈S
µ(fτ (cl(U)))}
≤ L1max{ sup
σ∈Ψ(ǫ)
sup
ρ∈Tǫ(σ)
p0pσtρ, sup
τ∈S
pσ}
≤ L1max{p0 sup
σ∈Ψ(ǫ)
sup
ρ∈Tǫ(σ)
δ
|σ|+|ρ|
4 , sup
τ∈S
δ
|τ |
4 }
≤ L1δ
log ǫ/ log δ3
4 = L1ǫ
log δ4/ log δ3 .
Set η1 := log δ4/ log δ3. The lemma follows by [4, Lemma 12.3]. 
3. Quantization dimension and the lower quantization coefficient
For a Borel probability measure ν, we simply write Cn(ν) for Cn,0(ν). Set
eˆn(ν) := log en,0(ν) = inf
α∈Dn
∫
log d(x, α)dν(x), n ≥ 1.
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Lemma 3.1. Let ν be a Borel probability measure on Rq with compact support and
µ be a ISM as defined in (2.3). Assume that, for some constants λ, η > 0,
max
{
sup
x∈Rq
ν(B(x, ǫ)), sup
x∈Rq
µ(B(x, ǫ))
}
≤ λǫη.(3.1)
Then D(ν) ≤ D(µ) ≤ D(µ) ≤ D(ν). In particular, if D0(ν) exists and equals d0
then D0(µ) = d0. Moreover, if Q
d0
0
(ν) > 0, then we have, Qd0
0
(µ) > 0.
Proof. Note that ν, µ are both compactly supported. By the assumption (3.1) and
Theorem 2.5 of [6], Cn(µ) and Cn(ν) are nonempty for every n ≥ 1; by Lemma 2.1
of [14], D(ν), D(µ) ≥ η > 0. Since fi, 1 ≤ i ≤ N , are similitudes, we have
D(µ ◦ f−1i ) = D(µ), D(µ ◦ f
−1
i ) = D(µ), 1 ≤ i ≤ N.
Thus, using (2.3) and [14, Lemma 2.2], we deduce
D(ν)(D(µ))N
p0(D(µ))N + (1− p0)D(ν)(D(µ))N−1
≤ D(µ).
Since D(µ) ≥ η > 0, it follows that D(ν) ≤ D(µ). Analogously, one can see
D(ν)(D(µ))N
p0(D(µ))N + (1− p0)D(ν)(D(µ))N−1
≥ D(µ).
This implies that D(µ) ≤ D(ν). Hence, if D0(ν) exists and equals d0, then we have
D0(µ) = d0. By (2.3) and a slight generalization of [6, Example 4.1],
eˆn(µ) ≥ p0eˆn(ν) + p1eˆn(µ ◦ f
−1
1 ) + . . .+ pN eˆn(µ ◦ f
−1
N )
≥ p0eˆn(ν) + (1− p0)eˆn(µ) +
N∑
i=1
pi log ci.
As a consequence, we have, eˆn(µ) ≥ eˆn(ν) + p
−1
0
∑N
i=1 pi log ci. It follows that
Qd0
0
(µ) ≥ exp
(
p−10
N∑
i=1
pi log ci
)
Qd0
0
(ν).
This completes the proof of the lemma. 
Remark 3.2. Using the argument in [6, Example 4.1], one can also get
eˆn(µ) ≤ p0eˆ[n/(N+1)](ν) + p1eˆ[n/(N+1)](µ ◦ f
−1
1 ) + . . .+ pN eˆ[n/(N+1)](µ ◦ f
−1
N )
= p0eˆ[n/(N+1)](ν) + (1− p0)eˆ[n/(N+1)](µ) +
N∑
i=1
pi log ci.(3.2)
For a probability measure P , we write Qk(P ) := d
−1
0 logn+ eˆn(µ), k ≥ 1. By (3.2),
Qn(µ) ≤ p0Q[ n
N+1 ]
(ν)) + (1− p0)Q[ n
N+1 ]
(µ) + κ.
where κ := d−10 log(2N + 2) +
∑N
i=1 pi log ci. Thus, by the definition, we obtain
Q
d0
0 (µ) ≤ e
κ(Q
d0
0 (ν))
p0 (Q
d0
0 (µ))
1−p0 .
Unfortunately, one can not get the finiteness of Q
d0
0 (µ) even if Q
d0
0 (ν) is finite.
Proposition 3.3. Let µ be an ISM in Case I or Case II. Then
D0(µ) = d0 and Q
d0
0
(µ) > 0.
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Proof. By (1.2), D0(ν) = d0 and Q
d0
0
(ν) > 0; thus the proposition follows by
Lemmas 2.4, 3.1. 
Let us end this section with the following simple observation:
Lemma 3.4. Let (nj)
∞
j=1 be a increasing sequence of positive integers satisfying
nj →∞ (j →∞) and supj≥1 nj+1/nj ≤ N for some constant N . Then we have
Q
d0
0 (µ) <∞⇔ P
d0
0 (µ) := lim sup
j→∞
n
1
d0
j enj ,0(µ) <∞.
Proof. For each n ≥ n1, there exists a unique j ≥ 1, such that nj ≤ n < nj+1.
Thus, by [6, Theorem 2.5], we have
N−
1
d0 n
1
d0
j+1enj+1,0(µ) ≤ n
1
d0
j enj+1,0(µ) ≤ n
1
d0 en,0(µ)
≤ n
1
d0
j+1enj ,0(µ) ≤ N
1
d0 n
1
d0
j enj ,0(µ).
Hence, we have, N
− 1
d0 P
d0
0 (µ) ≤ Q
d0
0 (µ) ≤ N
1
d0 P
d0
0 (µ). The lemma follows. 
4. The upper quantization coefficient of ISMs in Case I
In this section, µ always denotes an ISM in Case I. Recall that, in Case I, we have
that K = E. Let |A| denote the diameter of a set A. Without loss of generality, we
assume that |E| = 1. Then |Eσ| = sσ for every σ ∈ Ω
∗. Set t := min1≤i≤N ti. The
following finite maximal antichains will be adequate for us to study the finiteness
of the d0-dimensional upper quantization coefficient:
Λj := {σ ∈ Ω
∗ : tσ− ≥ t
j > tσ}, j ≥ 1.
We denote by φj the cardinality of Λj . Define
k1j := min
σ∈Λj
|σ|, k2j := max
σ∈Λj
|σ|, j ≥ 1.
Lemma 4.1. (i) For every j ≥ 1, we have
t−j ≤ φj ≤ t
−(j+1), φj ≤ φj+1 ≤ t
−2φj .(4.1)
(ii) There exists a constant B1 such that
j ≤ k1j ≤ k2j ≤ B1j, j ≥ 1.(4.2)
Proof. (i) By the definition of Λj , one can easily see
φjt
j+1 ≤
∑
σ∈Λj
tσ =
∑
σ∈Λj
ν(Eσ) = 1 < φjt
j .
Thus, (4.1) holds for all j ≥ 1.
(ii) Choose arbitrarily σ ∈ Λj ∩ Ωk1j and τ ∈ Λj ∩ Ωk2j . We have
tk1j ≤ tσ < t
j , t
k1j ≥ tτ ≥ t
j+1.
Hence, (4.2) is fulfilled for B1 = 2 log t/ log t. 
For each k ≥ 1, we define
dk :=
∑
σ∈Ωk
µ(Eσ) log tσ∑
σ∈Ωk
µ(Eσ) log sσ
; ηk :=
∑
σ∈Λk
µ(Eσ) log tσ∑
σ∈Λk
µ(Eσ) log sσ
.
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We will frequently use the following equality:
(4.3)
∑
σ∈Ωk
pσ log tσ =
k∑
h=1
∑
σ∈Ωk
∏
1≤l 6=h≤k
pσlpσh log tσh = k(1− p0)
k−1
N∑
i=1
pi log ti.
Lemma 4.2. There exists a constant C1 such that |dk − d0| ≤ C1k−1 for large k.
Proof. Note that
∑
σ∈Ωh
tσ = 1 for h ≥ 1. Hence, by (2.1) and (4.3),∑
σ∈Ωk
µ(Eσ) log tσ =
∑
σ∈Ωk
k−1∑
h=0
p0pσ|htσ(l)−h
log tσ +
∑
σ∈Ωk
pσ log tσ
=
k−1∑
h=0
∑
σ∈Ωk
p0pσ|htσ(l)−h
(log tσ|h + log tσ(l)−h
) +
∑
σ∈Ωk
pσ
k∑
h=1
log tσh
=
k−1∑
h=0
∑
ω∈Ωh
∑
τ∈Ωk−h
p0pωtτ (log tω + log tτ ) + k(1− p0)
k−1
N∑
i=1
pi log ti.
Let u0 :=
∑N
i=1 ti log ti and l0 :=
∑N
i=1 ti log si. We further deduce∑
σ∈Ωk
µ(Eσ) log tσ = p0
k−1∑
h=0
h(1− p0)
h−1
N∑
i=1
pi log ti
+p0
k−1∑
h=0
(1− p0)
h(k − h)
N∑
i=1
ti log ti + k(1− p0)
k−1
N∑
i=1
pi log ti
= p0
k−1∑
h=0
h(1− p0)
h−1
N∑
i=1
pi log ti + k(1− (1 − p0)
k)u0
−p0
k−1∑
h=0
h(1− p0)
hu0 + k(1− p0)
k−1
N∑
i=1
pi log ti.
Note that
∑∞
h=0 h(1 − p0)
h−1 <∞ and k(1 − p0)k−1 → 0 as k →∞. There exists
a constant A1 > 0, such that |ak| ≤ A1, where
ak :=
∑
σ∈Ωk
µ(Eσ) log tσ − k(1− (1 − p0)
k)u0.
Analogously, there exists a constant A2 > 0, such that |bk| ≤ A2 for
bk :=
∑
σ∈Ωk
µ(Eσ) log sσ − k(1− (1− p0)
k)l0.
We denote by uk and lk the numerator and denominator of dk. Then
|dk − d0| =
∣∣∣∣uklk − u0l0
∣∣∣∣ = ∣∣∣∣k(1− (1 − p0)k)u0 + akk(1− (1− p0)k)l0 + bk − u0l0
∣∣∣∣
=
∣∣∣∣ l0ak − u0bkl0(k(1− (1− p0)k)l0 + bk)
∣∣∣∣ ≤ |u0 + l0|(A1 +A2)|l0(p0kl0 + bk)|
≤
2|u0 + l0|(A1 +A2)
|l0|2p0k
=:
C1
k
, for k ≥ 2A2|l0|
−2p−10 ;
where C1 := 2|u0 + l0|(A1 +A2)|l0|
−2p−10 . The lemma follows. 
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In the following, we are going to estimate the convergence order of (ηj)
N
j=1. For
this purpose, we need to establish a series of lemmas. Write
µ(1)(σ) :=
|σ|−1∑
h=0
p0pσ|htσ(l)−h
, σ ∈ Ω∗.
Then one can see that, for each 1 ≤ i ≤ N , we have
(4.4) µ(1)(σ ∗ i) := µ(1)(σ)ti + p0pσti; µ(Eσ) = µ
(1)(σ) + pσ.
Lemma 4.3. For every σ ∈ Ω∗ and h ≥ 1, we have∑
ω∈Γ(σ,h)
µ(1)(ω) = µ(1)(σ) + pσ(1− p0)(1 − (1− p0)
h−1) + p0pσ.
Proof. For h = 1, by (4.4), we have
∑
ω∈Γ(σ,1)
µ(1)(ω) =
N∑
i=1
µ(1)(σ ∗ i) =
N∑
i=1
(tiµ
(1)(σ) + p0tipσ) = µ
(1)(σ) + p0pσ.
Thus, the lemma is true for h = 1. Next we assume that h ≥ 2. For l ≥ 2, by (4.4),
∑
ω∈Γ(σ,l)
µ(1)(ω) =
∑
τ∈Ωl
µ(1)(σ ∗ τ) =
∑
ω∈Ωl−1
N∑
i=1
µ(1)(σ ∗ ω ∗ i)
=
∑
ω∈Ωl−1
N∑
i=1
(tiµ
(1)(σ ∗ ω) + p0tipσ∗ω)
=
∑
ω∈Ωl−1
µ(1)(σ ∗ ω) + p0pσ
∑
ω∈Ωl−1
pω
=
∑
τ∈Γ(σ,l−1)
µ(1)(τ) + p0pσ(1− p0)
l−1.
From this, we conveniently obtain∑
ω∈Γ(σ,h)
µ(1)(ω)− µ(1)(σ) =
h∑
l=2
( ∑
ω∈Γ(σ,l)
µ(1)(ω)−
∑
ω∈Γ(σ,l−1)
µ(1)(ω)
)
+
( ∑
ω∈Γ(σ,1)
µ(1)(ω)− µ(1)(σ)
)
=
h∑
l=2
p0pσ(1− p0)
l−1 + p0pσ
= (1− p0)(1 − (1− p0)
h−1)pσ + p0pσ.
This completes the proof of the lemma. 
Lemma 4.4. There exists a constant C2 > 0 such that
sup
j≥1
max
{∣∣∣∣ ∑
σ∈Λj
pσ log tσ
∣∣∣∣, ∣∣∣∣ ∑
σ∈Λj
pσ log sσ
∣∣∣∣} ≤ C2.(4.5)
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Proof. First, we show that, for j ≥ 1, we have∑
σ∈Λj
pσ ≤ (1− p0)
k1j .(4.6)
For this, we define, for each k ≥ 1,
Jk :=
∑
σ∈Ωk
pσ = (1− p0)
k; ξ(σ) := J−1k pσ, σ ∈ Ωk.
Then for each h ≥ 1, we have∑
τ∈Γ(σ,h)
ξ(τ) =
∑
τ∈Γ(σ,h)
J−1k+hpτ = J
−1
k+h
∑
ω∈Ωh
pσpω
= J−1k+hpσ(1− p0)
h = J−1k pσ = ξ(σ).
It follows that∑
σ∈Λj
J−1|σ| pσ =
∑
σ∈Λj
ξ(σ) =
∑
σ∈Λj
∑
τ∈Γ(σ,k2j−|σ|)
ξ(τ) =
∑
τ∈Ωk2j
ξ(τ) = 1.
Hence,
∑
σ∈Λj
pσ ≤ maxk1j≤k≤k2j Jk = (1−p0)
k1j . Using this and (4.2), we deduce
max
{∣∣∣∣ ∑
σ∈Λj
pσ log tσ
∣∣∣∣, ∣∣∣∣ ∑
σ∈Λj
pσ log sσ
∣∣∣∣}
= max
{ ∑
σ∈Λj
|pσ log tσ|,
∑
σ∈Λj
|pσ log sσ|
}
≤
∑
σ∈Λj
pσmax{log t
−k2j , log s−k2j}
≤ k2j(1− p0)
k1j max{log t−1, log s−1}
≤ B1k1j(1− p0)
k1j max{log t−1, log s−1} → 0 (j →∞).
Thus, there exist a constant C2 > 0 fulfilling (4.5). The lemma follows. 
Lemma 4.5. There exists a constant C3 > 0 such that∣∣ ∑
σ∈Λj
µ(Eσ) log sσ
∣∣ ≥ C3j for all large j.
Proof. By Lemma 2.1 and (4.4), we have∑
σ∈Λj
µ(Eσ) log sσ =
∑
σ∈Λj
(µ(1)(σ) + pσ) log sσ ≤
∑
σ∈Λj
µ(1)(σ) log sσ
≤
∑
σ∈Λj
µ(1)(σ) log s|σ| ≤
∑
σ∈Λj
µ(1)(σ) log sk1j = (1−
∑
σ∈Λj
pσ) log s
k1j .
Note that
∑
σ∈Λj
µ(Eσ) log sσ < 0. Using (4.6) and (4.2), we deduce∣∣ ∑
σ∈Λj
µ(Eσ) log sσ
∣∣ = ∑
σ∈Λj
|µ(Eσ) log sσ| ≥ (1−
∑
σ∈Λj
pσ)| log s
k1j |
≥ (1− (1 − p0)
k1j )| log sk1j | ≥ p0k1j log s
−1 ≥ p0j log s
−1.
By setting C3 := p0 log s
−1, the lemma follows. 
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For a sequence xl ∈ R, l ≥ 1, we take the convention that
∑1
l=2 xl := 0. For
every σ ∈ Ω∗ and h ≥ 1, we define
∆1(σ, h) := u0
h∑
l=2
(
µ(1)(σ) + pσ(1− p0)(1 − (1− p0)
l−2) + p0pσ
)
+u0(µ
(1)(σ) + p0pσ)
+pσ log tσ(1− p0)(1 − (1− p0)
h−1) + p0pσ log tσ
+p0pσ
h∑
l=2
(l − 1)(1− p0)
l−2
N∑
i=1
pi log ti
+u0pσ(1− p0)(1 − (1− p0)
h−1).
We define ∆2(σ, h) analogously by replacing u0, log tσ, log ti, in the definition of
∆1(σ, h) with l0, log sσ, log si. The above two quantities enable us to describe the
hereditary properties of ”µ(1)(σ) log tσ” and ”µ
(1)(σ) log sσ” over the descendants of
σ. We will use such hereditary properties to compare the numerator (denominator)
of ηj and that of dk2j , so that we are able to obtain the convergence order of (ηj)
∞
j=1.
Lemma 4.6. For σ ∈ Ω∗ and h ≥ 1, we have
∑
τ∈Γ(σ,h)
µ(1)(τ) log tτ = µ
(1)(σ) log tσ +∆1(σ, h);
∑
τ∈Γ(σ,h)
µ(1)(τ) log sτ = µ
(1)(σ) log sσ +∆2(σ, h).
Proof. For h = 1, by (4.4), we have
∑
τ∈Γ(σ,1)
µ(1)(τ) log tτ =
N∑
i=1
(tiµ
(1)(σ) + p0tipσ) log tσ∗i(4.7)
= µ(1)(σ) log tσ + µ
(1)(σ)
N∑
i=1
ti log ti + p0pσ log tσ + p0pσ
N∑
i=1
ti log ti
= µ(1)(σ) log tσ + µ
(1)(σ)u0 + p0pσ log tσ + p0pσu0.(4.8)
Thus, the lemma is true for h = 1. Next we assume that h ≥ 2. For every l ≥ 2,
∑
τ∈Γ(σ,l)
µ(1)(τ) log tτ =
∑
ω∈Γ(σ,l−1)
N∑
i=1
(tiµ
(1)(ω) + p0tipω) log tω∗i
=
∑
ω∈Γ(σ,l−1)
µ(1)(ω) log tω + u0
∑
ω∈Γ(σ,l−1)
µ(1)(ω)
+
∑
ω∈Γ(σ,l−1)
p0pω log tω + u0
∑
ω∈Γ(σ,l−1)
p0pω.
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Applying this equality to every 2 ≤ l ≤ h and using (4.7), we deduce
∑
τ∈Γ(σ,h)
µ(1)(τ) log tτ
=
h∑
l=2
( ∑
ω∈Γ(σ,l)
µ(1)(ω) log tω −
∑
ω∈Γ(σ,l−1)
µ(1)(ω) log tω
)
+
( ∑
ω∈Γ(σ,1)
µ(1)(ω) log tω − µ
(1)(σ) log tσ
)
+ µ(1)(σ) log tσ
= u0
h∑
l=2
∑
ω∈Γ(σ,l−1)
µ(1)(ω) +
h∑
l=2
∑
ω∈Γ(σ,l−1)
p0pω log tω + u0
h∑
l=2
∑
ω∈Γ(σ,l−1)
p0pω
+(µ(1)(σ)u0 + p0pσ log tσ + p0pσu0) + µ
(1)(σ) log tσ.(4.9)
By Lemma 4.3, for 2 ≤ l ≤ h, we have
∑
ω∈Γ(σ,l−1)
µ(1)(ω) =
(
µ(1)(σ) + pσ(1− p0)(1 − (1− p0)
l−2) + p0pσ
)
.(4.10)
Using (4.3) and the fact that
∑
σ∈Ωh
pσ = (1 − p0)h, we easily see
h∑
l=2
∑
ω∈Γ(σ,l−1)
p0pω log tω =
h∑
l=2
∑
ρ∈Ωl−1
p0pσpρ(log tσ + log tρ)
= p0pσ log tσ
h∑
l=2
∑
ρ∈Ωl−1
pρ + p0pσ
h∑
l=2
∑
ρ∈Ωl−1
pρ log tρ
= p0pσ log tσ
h∑
l=2
(1 − p0)
l−1 + p0pσ
h∑
l=2
(l − 1)(1− p0)
l−2
N∑
i=1
pi log ti
= pσ log tσ(1− p0)(1− (1 − p0)
h−1) + p0pσ
h∑
l=2
(l − 1)(1− p0)
l−2
N∑
i=1
pi log ti;(4.11)
h∑
l=2
∑
ω∈Γ(σ,l−1)
p0pω =
h∑
l=2
∑
ρ∈Ωl−1
p0pσpρ = (1− p0)(1− (1 − p0)
h−1)pσ.(4.12)
By (4.9)-(4.12), the first equality follows. Analogously, one can show the second. 
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Corresponding to the summands in the definitions of ∆1(σ, h) and ∆2(σ, h), we
define the following quantities which will appear in the expression of dk2j :
I0 :=
∑
σ∈Λj\Ωk2j
( k2j−|σ|∑
l=2
(
µ(1)(σ) + pσ(1− p0)(1 − (1− p0)
l−2) + p0pσ
)
+µ(1)(σ) + p0pσ
)
;
I1 :=
∑
σ∈Λj\Ωk2j
(
pσ log tσ(1− p0)(1 − (1− p0)
k2j−|σ|−1) + p0pσ log tσ
)
;
I2 :=
∑
σ∈Λj\Ωk2j
p0pσ
k2j−|σ|∑
l=2
(l − 1)(1− p0)
l−2
N∑
i=1
pi log ti;
I3 :=
∑
σ∈Λj\Ωk2j
pσ(1− p0)(1 − (1− p0)
k2j−|σ|−1).
We define I˜1 by replacing log tσ in the definition of I1 with log sσ and define I˜2 by
replacing log ti in the definition of I2 with log si. Set
B2 := max
{ N∑
i=1
|pi log ti|,
N∑
i=1
|pi log si|
}
·
∞∑
l=2
(l − 1)(1− p0)
l−2.
Clearly, B2 <∞. We have
Lemma 4.7. For Ii, 0 ≤ i ≤ 4, we have
|I0| ≤ B1j; max{|I1|, |I˜1|} ≤ C2; max{|I2|, |I˜2|} ≤ B2; |I3| ≤ 1.
Proof. By the definition of I0, we have
|I0| ≤
∑
σ∈Λj
( k2j−|σ|∑
l=2
(
µ(1)(σ) + pσ
)
+ (µ(1)(σ) + pσ)
)
≤
∑
σ∈Λj
(k2j − k1j)µ(Eσ) = (k2j − k1j)
∑
σ∈Λj
µ(Eσ) ≤ B1j.
By (4.13) and Lemma 4.4, we have
max{|I1|, |I˜1|} ≤ (1− p
2
0)max
{ ∑
σ∈Λj
|pσ log tσ|,
∑
σ∈Λj
|pσ log sσ|
}
≤ C2.
Also, by the definitions of I2, I˜2, we have
max{|I2|, |I˜2|} ≤ B2
∑
σ∈Λj
p0pσ ≤ B2(1− p0)
k1j ≤ B2.
Finally, by (4.6) and the definition of I3, we conclude
|I3| ≤ (1 − p0)
∑
σ∈Λj
pσ ≤ (1− p0)
k1j+1 ≤ 1.
This complete the proof of the lemma. 
Lemma 4.8. There exists constant C4 > 0 such that |ηj − d0| ≤ C4j−1.
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Proof. Let xj , yj denote the numerator and denominator of ηj . Note that
Ωk2j = (Λj ∩ Ωk2j ) ∪
( ⋃
σ∈Λj\Ωk2j
Γ(σ, k2j − |σ|)
)
.
By Lemma 4.6, we deduce
I4 : =
∑
τ∈Ωk2j
µ(1)(τ) log tτ
=
∑
σ∈Λj\Ωk2j
∑
τ∈Γ(σ,k2j−|σ|)
µ(1)(τ) log tτ +
∑
σ∈Λj∩Ωk2j
µ(1)(σ) log tσ
=
∑
σ∈Λj\Ωk2j
(
µ(1)(σ) log tσ +∆1(σ, k2j − |σ|)
)
+
∑
σ∈Λj∩Ωk2j
µ(1)(σ) log tσ
=
∑
σ∈Λj
µ(1)(σ) log tσ + I0u0 + I1 + I2 + I3u0
=
(
xj −
∑
σ∈Λj
pσ log tσ
)
+ I0u0 + I1 + I2 + I3u0.
In an analogous manner, we have
I5 :=
∑
τ∈Ωk2j
µ(1)(τ) log sτ = yj −
∑
σ∈Λj
pσ log sσ + I0l0 + I˜1 + I˜2 + I3l0.
For convenience, we write
I6 := −
∑
σ∈Λj
pσ log tσ + I1 + I2 + I3u0 +
∑
σ∈Ωk2j
pσ log tσ;
I7 := −
∑
σ∈Λj
pσ log sσ + I˜1 + I˜2 + I3l0 +
∑
σ∈Ωk2j
pσ log sσ.
By Lemmas 4.5, 4.7, we know that I6, I7 are both bounded. Hence, there exists a
constant A3 > 0 such that |I7|, |I6l0 − I7u0| ≤ A3. By (4.4), we have
dk2j =
I4 +
∑
τ∈Ωk2j
pτ log tτ
I5 +
∑
τ∈Ωk2j
pτ log sτ
=
xj + I0u0 + I6
yj + I0l0 + I7
.(4.13)
By Lemmas 4.5, 4.7, we have
|yj| ≥ C3j, |I0| ≤ B1j.
This implies that, for j ≥ A3, we have
|yj + I0l0 + I7| ≤ (C3 +B1|l0|+ 1)j ≤ (C3 +B1|l0|+ 1)C
−1
3 |yj | =: B3|yj |.
Note that yj < 0 and I0l0 < 0. Hence, for j ≥ 2A3/C3, we have
|yj + I0l0 + I7| ≥ |yj + I0l0| −A3 ≥ |yj | −A3 ≥ 2
−1C3j.
From this and Lemma 4.2, we deduce
C1
B1j
≥
C1
k2j
≥ |dk2j − d0| =
∣∣∣∣xj + I0u0 + I6yj + I0l0 + I7 − u0l0
∣∣∣∣
=
∣∣∣∣xj l0 − yju0 + I6l0 − I7u0(yj + I0l0 + I7)l0
∣∣∣∣ ≥ ∣∣∣∣xj l0 − yju0B3yj l0
∣∣∣∣− ∣∣∣∣ 2A3C3jl0
∣∣∣∣.
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Thus, there exists a constant C4 > 0 such that, for all large j, we have
|ηj − d0| =
∣∣∣∣xjyj − u0l0
∣∣∣∣ = ∣∣∣∣xj l0 − yju0yjl0
∣∣∣∣ ≤ C4j−1.
This completes the proof of the lemma. 
Proof of Theorem 1.2 for ISMs in Case I
By proposition 3.3, it suffices to show that Q
d0
0 (µ) < ∞. For each j ≥ 1 and
every σ ∈ Λj, we choose an arbitrary point aσ ∈ Eσ. Then
eˆφj (µ) ≤
∑
σ∈Λj
∫
Eσ
log d(x, aσ)dµ(x) ≤
∑
σ∈Λj
µ(Eσ) log sσ.
Using this, (4.1) and (4.2), we further deduce
1
d0
logφj + eˆφj (µ) ≤
1
d0
logφj +
∑
σ∈Λj
µ(Eσ) log sσ
=
1
d0
logφj +
1
ηj
∑
σ∈Λj
µ(Eσ) log tσ ≤
1
d0
log t−(j+1) +
1
ηj
log tk1j
≤
1
d0
log t−(j+1) +
1
ηj
log tj
= d−10 log t
−1 + j(d−10 − η
−1
j ) log t
−1
= d−10 log t
−1 + j(d0ηj)
−1(ηj − d0) log t
−1.
Not that ηj → d0 as j →∞. Thus, for large j, by Lemma 4.8, we have
d−10 log φj + eˆφj (µ) ≤ d
−1
0 log t
−1 + 2jd−20 (ηj − d0) log t
−1
≤ d−10 log t
−1 + 2d−20 C4 log t
−1.
By this and Lemma 3.4, we conclude that Q
d0
0 (µ) <∞. The theorem follows.
5. The upper quantization coefficient of ISMs in Case II
In this section, µ denotes an ISM in Case II. Without loss of generality, we
assume that |K| = 1. Then
|C| ≤ |K| = 1; |fσ(K)| = sσ, |fσ(Cρ)| = sσcρ|C|, σ ∈ Ω
∗, ρ ∈ Φ∗.
Let p := min1≤i≤N pi and t := min1≤i≤M ti. For every j ≥ 1, we define
q := min{p, t}; Γj := {σ ∈ Ω
∗ : pσ− ≥ q
j > pσ};(5.1)
ψj := card(Γj); l1j := min
σ∈Γj
|σ|, l2j := max
σ∈Γj
|σ|.(5.2)
Set p := max{max1≤i≤N pi,max1≤i≤M ti}. As we did for (4.2), one can easily see
j ≤ l1j ≤ l2j ≤ 2 log q (log p)
−1j.(5.3)
Remark 5.1. For every 0 ≤ h ≤ l1j − 1 and σ ∈ Ωh, we have, pσ ≥ qj , otherwise,
minσ∈Γj |σ| < l1j , a contradiction. Also, every σ ∈ Λ
∗
Γj
has a proper descendant
τ ∈ Γj . This implies that pσ ≥ pτ− ≥ q
j . For every j ≥ 1, we write
Ψj :=
( l1j−1⋃
h=0
Ωh
)
∪ Λ∗Γj .
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For every σ ∈ Ψj , by Remark 5.1, we may define
Γj(σ) := {ρ ∈ Φ
∗ : pσtρ− ≥ q
j > pσtρ}; ψj(σ) := card(Γj(σ)).(5.4)
With ψj as defined in (5.2), we write
Mj := ψj +
∑
σ∈Ψj
ψj(σ).(5.5)
Lemma 5.2. There exist constants N1, N2 > 0 such that
p0q
−j ≤Mj ≤ N1q
−j ; Mj ≤Mj+1 ≤ N2Mj; j ≥ 1.
Proof. For every j ≥ 1, we write
Qj :=
l1j−1∑
h=0
∑
σ∈Ωh
∑
ρ∈Γj(σ)
p0pσtρ +
∑
σ∈Λ∗Γj
∑
ρ∈Γj(σ)
p0pσtρ +
∑
σ∈Γj
pσ
Note that
∑
ρ∈Γj(σ)
tρ = 1 and Λ
∗
Γj
⊂
⋃l2j−1
h=l1j
Ωh. We deduce
Qj =
l1j−1∑
h=0
∑
σ∈Ωh
p0pσ +
∑
σ∈Λ∗Γj
p0pσ +
∑
σ∈Γj
pσ
≤
l1j−1∑
h=0
∑
σ∈Ωh
p0pσ +
l2j−1∑
h=l1j
∑
σ∈Ωh
p0pσ +
∑
σ∈Γj
pσ
≤
l1j−1∑
h=0
p0(1 − p0)
h +
l2j−1∑
h=l1j
p0(1 − p0)
h + (1 − p0)
l1j by (4.6)
≤ 1− (1− p0)
l2j + (1− p0)
l1j ≤ 2− p0.
In addition, we have Qj ≥
∑l1j−1
h=0
∑
σ∈Ωh
p0pσ ≥ p0. By (5.1) and (5.4), we deduce
Mjp0q
j+1 ≤ Qj ≤Mjq
j .
Combing the above analysis, we have
Mjp0q
j+1 ≤ Qj ≤ 2− p0; p0 ≤ Qj ≤Mjq
j .
Hence, the lemma follows by setting
N1 := p
−1
0 q
−1(2− p0), N2 := N1p
−1
0 q
−1.

For convenience, we write
Tj(1) :=
l1j−1∑
h=0
∑
σ∈Ωh
∑
ρ∈Γj(σ)
p0pσtρ log(p0pσtρ);
Tj(2) :=
∑
σ∈Λ∗Γj
∑
ρ∈Γj(σ)
p0pσtρ log(p0pσtρ); Tj(3) :=
∑
σ∈Γj
pσ log pσ.
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Analogously, for every j ≥ 1, we write
Rj(1) :=
l1j−1∑
h=0
∑
σ∈Ωh
∑
ρ∈Γj(σ)
p0pσtρ log(sσcρ|C|);
Rj(2) :=
∑
σ∈Λ∗Γj
∑
ρ∈Γj(σ)
p0pσtρ log(sσcρ|C|); Rj(3) :=
∑
σ∈Γj
pσ log sσ.
In order to estimate the upper quantization coefficient, we need to consider the
convergence order of the following sequence which is connected with the geometric
mean error of µ (see (5.6)):
ξj :=
Tj(1) + Tj(2) + Tj(3)
Rj(1) +Rj(2) +Rj(3)
, j ≥ 1.
The main idea is to compare the numerator and denominator of ξj and those of d0.
With Lemmas 5.3-5.5, we subtract from Tj(h), Rj(h), h = 1, 2, 3, the summands
that are relevant to d0 and control the corresponding differences. By doing so, we
will finally be able to estimate the difference between ξj and d0 (see Lemma 5.7).
Lemma 5.3. There exists a constant C5 such that |ej |, |e˜j | ≤ C5, where
ej := Tj(1)−
l1j−1∑
h=0
∑
σ∈Ωh
∑
ρ∈Γj(σ)
p0pσtρ log tρ;
e˜j := Rj(1)−
l1j−1∑
h=0
∑
σ∈Ωh
∑
ρ∈Γj(σ)
p0pσtρ log cρ.
Proof. Note that
∑
ρ∈Γj(σ)
tρ = 1. We have
Tj(1, a) : =
l1j−1∑
h=0
∑
σ∈Ωh
∑
ρ∈Γj(σ)
p0pσtρ log p0 =
l1j−1∑
h=0
∑
σ∈Ωh
p0pσ log p0
= p0 log p0
l1j−1∑
h=0
∑
σ∈Ωh
pσ = p0 log p0
l1j−1∑
h=0
(1− p0)
h
= (1− (1− p0)
l1j ) log p0.
In a similar manner, we deduce
Tj(1, b) : =
l1j−1∑
h=0
∑
σ∈Ωh
∑
ρ∈Γj(σ)
p0pσtρ log pσ =
l1j−1∑
h=0
∑
σ∈Ωh
p0pσ log pσ
= p0
l1j−1∑
h=0
∑
σ∈Ωh
pσ log pσ = p0
l1j−1∑
h=0
h(1− p0)
h−1
N∑
i=1
pi log pi
= p0
N∑
i=1
pi log pi
l1j−1∑
h=0
h(1− p0)
h−1.
Since
∑∞
h=0 h(1− p0)
h−1 <∞, there exists a constant C5(1) > 0 such that
|ej | = |Tj(1, a) + Tj(1, a)| = |Tj(1, a)|+ |Tj(1, a)| ≤ C5(1).
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Analogously, one can show that, |e˜j | ≤ C5(2) for some constant C5(2) > 0. The
lemma follows by setting C5 := C5(1) + C5(2). 
Lemma 5.4. There exists a constant C6 such that |βj |, |β˜j | ≤ C6, where
βj := Tj(2)−
∑
σ∈Λ∗Γj
∑
ρ∈Γj(σ)
p0pσtρ log tρ;
β˜j := Rj(2)−
∑
σ∈Λ∗Γj
∑
ρ∈Γj(σ)
p0pσtρ log cρ.
Proof. Note that
∑
ρ∈Γj(σ)
tρ = 1. We have
Tj(2, a) : =
∑
σ∈Λ∗Γj
∑
ρ∈Γj(σ)
p0pσtρ| log p0| =
∑
σ∈Λ∗Γj
p0pσ| log p0|
∑
ρ∈Γj(σ)
tρ
≤
l2j−1∑
h=l1j
∑
σ∈Ωh
p0pσ| log p0| ≤ p0| log p0|
l2j−1∑
h=l1j
∑
σ∈Ωh
pσ
= p0| log p0|
l2j−1∑
h=l1j
(1 − p0)
h ≤ (1− p0)
l1j | log p0| ≤ | log p0|.
In a similar manner, we deduce
Tj(2, b) : =
∑
σ∈Λ∗Γj
∑
σ∈Ωh
∑
ρ∈Γj(σ)
p0pσtρ| log pσ| =
∑
σ∈Λ∗Γj
p0pσ| log pσ|
≤ p0
l2j−1∑
h=l1j
∑
σ∈Ωh
pσ| log pσ| = p0
l2j−1∑
h=l1j
h(1− p0)
h−1
N∑
i=1
pi| log pi|
= p0
N∑
i=1
pi| log pi|
l2j−1∑
h=l1j
h(1− p0)
h−1.
Since
∑∞
h=0 h(1− p0)
h−1 <∞, there exists a constant C6(1) > 0 such that
|βj | = |Tj(2, a) + Tj(2, b)| = |Tj(2, a)|+ |Tj(2, b)| ≤ C6(1).
Analogously, one can show that, |β˜j | ≤ C6(2) for some constant C6(2) > 0. The
lemma follows by setting C6 := C6(1) + C6(2). 
Lemma 5.5. There exists a constant C7 such that |χj |, |χ˜j | ≤ C7, where
χj :=
∑
σ∈Γj
pσ log pσ, χ˜j :=
∑
σ∈Γj
pσ log sσ.
Proof. This can be shown in the same way as we did for Lemma 4.4. 
Lemma 5.6. For every finite maximal antichain Γ in Φ∗, we have
l0
∑
ρ∈Γ
tρ log tρ = u0
∑
ρ∈Γ
tρ log cρ.
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Proof. Set l(Γ) := minρ∈Γ |ρ| and L(Γ) := maxρ∈Γ |ρ|. We define
Hk :=
∑
ρ∈Φk
tρ log tρ, b(ρ) := tρ(log tρ −H|ρ|).
For ρ ∈ Φk and h ≥ 1, we have∑
ω∈Γ(ρ,h)
b(ω) =
∑
ω∈Γ(ρ,h)
tω(log tω −Hk+h) =
∑
τ∈Φh
tρ∗τ (log tρ∗τ −Hk+h)
= tρ log tρ + tρ
∑
τ∈Φh
tτ log tτ − tρHk+h
= tρ log tρ + tρ(Hk+h −Hk)− tρHk+h
= tρ(log tρ −Hk) = b(ρ).
Applying this to every τ ∈ Γ with h = L(Γ)− |ρ|, we deduce∑
ρ∈Γ
b(ρ) =
∑
ρ∈Γ
∑
ω∈Γ(ρ,L(Γ)−|ρ|)
b(ω) =
∑
ω∈ΦL(Γ)
b(ρ) = 0.
It follows that
∑
ρ∈Φk
tρ log tρ =
∑
ρ∈Φk
tρH|ρ|. Similarly, we have,∑
ρ∈Φk
tρ log cρ =
∑
ρ∈Φk
tρT|ρ|, with T|ρ| :=
∑
ρ∈Φ|ρ|
tρ log cρ.
Note that Hk = ku0 and Tk = kl0 for all k ≥ 1. Thus,∑
ρ∈Γ tρ log tρ∑
ρ∈Γ tρ log cρ
=
∑
ρ∈Γ tρH|ρ|∑
ρ∈Γ tρT|ρ|
=
u0
l0
.
This completes the proof of the lemma. 
Lemma 5.7. There exists constant C8 such that |ξj − d0| ≤ C8j
−1.
Proof. For every j ≥ 1, we define
hj := ej + βj + χj, h˜j := e˜j + β˜j + χ˜j.
For B4 := C5 + C6 + C7, by Lemmas 5.3-5.5, we have |hj|, |h˜j | ≤ B4. Note that
ξj =
∑
σ∈Ψj
∑
ρ∈Γj(σ)
p0pσtρ log tρ + hj∑
σ∈Ψj
∑
ρ∈Γj(σ)
p0pσtρ log cρ + h˜j
.
Note that Γj(σ), σ ∈ Ψj, are maximal antichains in Φ∗. By Lemma 5.6, we have
l0
∑
ρ∈Γj(σ)
tρ log tρ = u0
∑
ρ∈Γj(σ)
tρ log cρ.
It follows that ∑
σ∈Ψj
∑
ρ∈Γj(σ)
p0pσtρ log tρ∑
σ∈Ψj
∑
ρ∈Γj(σ)
p0pσtρ log cρ
=
u0
l0
.
Recall that Γj(θ) = {ρ ∈ Φ∗ : tρ− ≥ q
j > tρ} is a finite maximal antichain in Φ∗.
Set L := minρ∈Γj(θ) |ρ|. It is easy to see that L ≥ j log q/ log t. Thus,∣∣∣∣ ∑
ρ∈Γj(θ)
tρ log cρ
∣∣∣∣ ≥ ∣∣∣∣ ∑
ρ∈ΦL
tρ log cρ
∣∣∣∣ = L N∑
i=1
|ti log ci| ≥ j|l0|
log q
log t
=: B5j.
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where B5 := |l0| log q/ log t. Hence, for all j > 2B4/B5, we have
|ξj − d0| =
∣∣∣∣
∑
σ∈Ψj
∑
ρ∈Γj(σ)
p0pσtρ log tρ + hj∑
σ∈Ψj
∑
ρ∈Γj(σ)
p0pσtρ log cρ + h˜j
−
u0
l0
∣∣∣∣
=
|hj l0 − h˜ju0|
|
∑
σ∈Ψj
∑
ρ∈Γj(σ)
p0pσtρ log cρ + h˜j |
≤
B4|l0 + u0|
|
∑
σ∈Ψj
∑
ρ∈Γj(σ)
p0pσtρ log cρ + h˜j |
≤
B4|l0 + u0|
|
∑
ρ∈Γj(θ)
p0tρ log cρ +B4|
≤ (2B4|l0 + u0|)B
−1
5 j
−1.
Hence, the lemma follows by setting C8 := (2B4|l0 + u0|)B
−1
5 . 
Proof of Theorem 1.2 for ISMs in Case II
By proposition 3.3, it suffices to show that Q
d0
0 (µ) <∞. For every σ ∈ Γj , let bσ
be an arbitrary point in Kσ; For every σ ∈ Ψj and ρ ∈ Γj(σ), let bρ be an arbitrary
point in Cρ. Then, for Mj as defined in (5.5), the cardinality of the set of all these
points bσ, bρ, is not greater than Mj. Thus, we have
eˆMj (µ) ≤
∑
σ∈Ψj
∑
ρ∈Γj(σ)
∫
fσ(Cρ)
log d(x, bρ)dµ(x) +
∑
σ∈Γj
∫
Kσ
log d(x, bσ)dµ(x)
≤
∑
σ∈Ψj
∑
ρ∈Γj(σ)
p0pσtρ log(sσcρ|C|) +
∑
σ∈Γj
pσ log sσ
=
1
ξj
( ∑
σ∈Ψj
∑
ρ∈Γj(σ)
p0pσtρ log(p0pσtρ) +
∑
σ∈Γj
pσ log pσ
)
≤
1
ξj
∑
σ∈Ψj
∑
ρ∈Γj(σ)
p0pσtρ log(pσtρ)
Thus, by the definitions of Γj(σ) (see (5.4)), we have
(5.6) eˆMj (µ) ≤
1
ξj
∑
σ∈Ψj
∑
ρ∈Γj(σ)
p0pσtρ log q
j ≤
1
ξj
l1j−1∑
h=0
∑
σ∈Ωh
∑
ρ∈Γj(σ)
p0pσtρ log q
j .
Now one can easily see
l1j−1∑
h=0
∑
σ∈Ωh
∑
ρ∈Γj(σ)
p0pσtρ =
l1j−1∑
h=0
∑
σ∈Ωh
p0pσ = p0
l1j−1∑
h=0
(1 − p0)
h = (1− (1− p0)
l1j ).
From this and (5.6), we deduce
eˆMj (µ) ≤
1
ξj
(1 − (1− p0)
l1j ) log qj =
1
ξj
log qj −
1
ξj
(1 − p0)
l1j log qj .
By Lemma 5.7, ξj → d0 as j →∞. Hence, for large j, we have
eˆMj (µ) ≤
1
ξj
log qj −
2j
d0
(1− p0)
l1j log qj .
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By (5.3), we have that l1j ≥ j. So, we have, (1 − p0)l1j j → 0 as j → ∞. Thus,
there exists a constant C9 > 0 such that eˆMj (µ) ≤ ξ
−1
j log q
j + C9. Using this and
Lemma 5.2, we deduce
d−10 logMj + eˆMj (µ) ≤ d
−1
0 logMj + ξ
−1
j log q
j + C9
≤ d−10 log q
−j + d−10 logN1 + ξ
−1
j log q
j + C9
= (d−10 − ξ
−1
j ) log q
−j + C9 + d
−1
0 logN1.
So by Lemma 5.7, we get d−10 logMj + eˆMj (µ) <∞. Thus by Lemmas 5.2, 3.4, we
conclude that Q
d0
0 (µ) <∞. This completes the proof of the theorem.
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