State of the art recommender systems support users in the selection of items from a predefined assortment (e.g., movies, books, and songs). In contrast to an explicit definition of each individual item, configurable products such as computers, financial service portfolios, and cars are represented in the form of a configuration knowledge base that describes the properties of allowed instances. Although the knowledge representation used is different compared to non-configurable products, the decision support requirements remain the same: users have to be supported in finding a solution that fits their wishes and needs. In this paper we show how recommendation technologies can be applied for supporting the configuration of products. In addition to existing approaches we discuss relevant issues for future research.
Introduction
Configuration is a basic form of design activity where the target product is composed from a set of predefined parts in a way which is consistent with a given set of constraints (Stumptner 1997 ). Similar to knowledge-based recommendation (Burke 2000) configuration is a process where users specify (and often adapt) their requirements and the configuration system provides feedback. Requirements specifications range from feature value definitions to textual queries specified on an informal level. Feedback is provided, for example, in terms of further questions that need to be answered, solutions (configurations), explanations of solutions, and proposals for relaxations of the user requirements in situations where no solution can be found. A major difference between configuration systems and recommender systems in general is the way in which product knowledge is represented. Configuration systems are operating on a configuration knowledge base (Stumptner 1997) which describes the properties of all allowed instances. In contrast to configuration systems, recommender systems are operating on the basis of an assortment of explicitly defined solution alternatives. The reason for using Copyright © 2011 , Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. a configuration knowledge base is the large number of solution alternatives (possible configurations) which make an explicit representation infeasible. Although the used knowledge representations are different, the decision support goal is quite the same for both types of systems: users have to be proactively supported in finding a solution that fits their wishes and needs. Configuration systems often achieve this goal only partially since the amount and complexity of options presented by the configurator outstrips the capability of a user to identify an appropriate solution (configuration). Users are unable to find the features they would like to specify, they are unsure about their preferences regarding complex technical product properties, and they do not know how to best adapt their requirements in the case of inconsistencies (if no solution can be identified). Even experienced sales persons show a tendency of recommending configurations they already know from previous sales dialogs and thus are potentially overlooking solutions that would better fit the wishes and needs of a customer (Tiihonen and Felfernig 2010) . The goal of this paper is to show how recommendation technologies can improve this situation. In commercial environments (Haag and Riemann 2011, Fleischanderl et al. 1998) we can observe an increasing demand for functionalities that proactively support users throughout the configuration process. These environments already integrate basic functionalities such as the recommendation of feature values (Haag and Riemann 2011) or the recommendation of specific component connections (Fleischanderl et al. 1998) . By the majority the recommendations are knowledge-based in the sense that they are determined on the basis of explicit rules or constraints (Felfernig and Burke 2008) . The idea of applying recommendation techniques to support configuration scenarios becomes increasingly popular (Coester et al. 2002 , Ardissono et al. 2003 , Tiihonen and Felfernig 2010 . Examples are the recommendation of features and feature values (Coester et al. 2002, Tiihonen and Felfernig 2010) , the recommendation of relaxations (Felfernig et al. 2009) , and the reuse of cases for the determination of new configurations (Tseng et al. 2005) . The reuse of cases is and has been intensively investigated by the CBR community (Mantaras et al. 2005) . The remainder of this paper is organized as follows. First, we introduce basic concepts of knowledge-based configuration. In the following we provide an overview of existing approaches to integrate recommendation and configuration technologies. Finally, we conclude the paper with a discussion of future research issues.
Product Configuration
As a basis for the following discussions we introduce the definitions of a configuration task and a corresponding configuration (solution) -both are based on (Felfernig et al. 2004 ). The definitions are based on the assumption that a configuration task is represented as a basic constraint satisfaction problem (CSP) (Stumptner 1997) . Note that industrial configuration environments are based on advanced constraint-based representations such as generative constraint satisfaction (Fleischanderl et al. 1998) where the number of variables (components) is not fixed but generated on demand during search or dynamic constraint satisfaction (Haag and Riemann 2011, Mittal and Falkenheiner 1990) where each variable is predefined and has an activation status (only if active, the variable is taken into account during search). For a detailed discussion of different approaches to configuration knowledge representation see (Stumptner 1997) . Definition (Configuration Task). A configuration task can be defined as a CSP (V, D, C) where V={v 1 , v 2 , ..., v n } represents a set of finite domain variables and D = {dom(v 1 ), dom(v 2 ), ..., dom(v n )} represents the set of corresponding variable domains. Furthermore, C = P KB  C R represents a set of constraints where P KB ={c 1 , c 2 , …, c m } represents the product knowledge and C R = {c m+1 , c m+2 , …, c u } represents a set of requirements. The tuple (V, D, P KB ) is denoted as configuration knowledge base. The following example of a configuration task stems from the automotive domain. The variables in this simple example are car type, availability of a parking guidance system, average fuel consumption in gallons per 100 miles, availability of a skibag, availability of a 4-wheel functionality, and the car color. Users of a configurator can specify their requirements on the basis of C R . 
Recommending Features
Recommendation technologies can help to reduce overheads related to feature selection in different ways: on the one hand features can be explicitly excluded if not needed in a certain context; on the other hand they can be ranked such that the most relevant ones are easily accessible. Inclusion and exclusion of features. In a car configurator we could exclude the question regarding skibag if the user has specified the car type combi since cars of type combi have a skibag included. An example from the financial ser-vices domain is the following: if the age of a user is above a certain limit, no pension product related questions should be asked. If the user is primarily interested in low-risk investments, no questions related to the inclusion of foreign currencies and shares should be posed. The exclusion of features from a dialog which are not relevant in the current configuration context can be implemented, for example, on the basis of process flows which define in which order which questions are posed to the user (Felfernig and Burke 2008) . This process-based selection of relevant questions can be interpreted as a very simple type of knowledge-based recommendation where constraints represent the preconditions for selecting questions. Beside the inflexibility in terms of not being able to focus on questions relevant for a specific user this approach triggers additional knowledge engineering efforts. Ranking of features. Besides their explicit inclusion or exclusion, features can be ranked according to their importance for the user. It is a major requirement that stateof-the-art intelligent systems are flexible and proactive in the way they support users in specifying their requirements and selecting relevant features (Pu and Chen 2008) . Various approaches to feature recommendation have already been developed -see, for example Ricci 2007, Thompson et al. 2004 ). We will now sketch the approaches of collaborative, popularity-based, entropybased, and utility-based feature recommendation. Table 1 represents a simple interaction log which indicates in which session which variables (features) have been selected by the user in which order. For example, in session s 1 variable v 1 has been selected first, then v 4 and v 3 , and finally v 6 . The entry 0 denotes the fact that the user did not specify a value due to, for example, missing technical product knowledge or low interest. Collaborative feature selection. One approach to predicting relevant features is to apply the concepts of collaborative filtering (Herlocker et al. 2004 ). If we assume that the user in the current session has already selected and specified the variables v 1 and v 4 , the most similar sessions (4-nearest neighbors) would be {s 1 , s 2 , s 4 , s 5 } and v 6 would be recommended as next variable to be specified since it had been selected by the majority of the nearest neighbors. Popularity-based feature selection. Another feature selection approach is to rank features (v i ) according to their popularity which can be defined as the share of user selections of variable v i in relation to the total number of variable selections (see Formula 1). This measure is simple (it does not require complex calculations) and primarily takes into account features users want to specify.
Both, collaborative and popularity-based feature selection help to identify questions of relevance for the user but do not take into account minimality in terms of the number of questions needed (Mirzadeh and Ricci 2007) . We will now sketch how to reduce the number of questions and at the same time take into account feature relevance. Entropy-based feature selection. Entropy is used to determine the smallest number of bits needed for transmitting information units with a certain occurrence distribution. The higher the entropy the higher is the degree of information content. The idea of applying entropy for feature selection is to select high-entropy features which minimize the overall number of questions needed to successfully complete a configuration session. The entropy of a feature (variable v i ) can be determined using Formula 2 where p aj is the occurrence probability of value a j  dom(v i ).
For determining the entropy of a feature, we have to exploit the information contained in a log of already successfully completed configuration sessions (see Table 2 ). A configuration log does not include all possible solutions. Still, it is a valuable basis for ranking features with respect to their capability of reducing the number of solutions of interest for the user (Tiihonen and Felfernig 2010) . If the goal is to reduce the set of potential solutions, 4-wheel is not a good candidate for asking a question (entropy: 0.0). The feature fuel should be used (entropy: 1.37). The entropy measure does not take into account the relative importance of features which means that users could be confronted with questions they are not interested in. Consequently, the basic entropy measure should only be applied in situations where we do not have to deal with user preferences regarding the specification of features. Especially in the context of configuration processes, entropy has to be combined with other methods that take into ac-count the aspect of feature relevance (such as collaborative and popularity-based ranking).
Utility-based feature selection. This feature selection approach combines the advantages of popularity-based and entropy-based feature selection (see Formula 3). entropy * popularity
An empirical evaluation by (Mirzadeh and Ricci 2007) shows that utility-based feature selection outperforms the entropy and popularity-based approaches in terms of minimizing the number of questions needed in a dialog.
Recommending Explanations Quite often users specify requirements (C R ) that are inconsistent with the product knowledge (P KB ). One possible way to avoid such situations is to allow the user to enter only one requirement at a time and to prevent the specification of values which do not allow the calculation of a solution. This approach is very limited and does not allow the user to learn about the underlying product assortment and existing tradeoffs between product properties (Pu and Chen 2008) ; furthermore, such approaches prevent the manufacturer from learning new customer requirements. An alternative is to present minimal explanations (diagnoses) (Reiter 1987 , Felfernig et al. 2009 ) or maximal relaxations (Petit et al. 2003 , O'Sullivan et al. 2007 ). Minimal explanations are minimal sets of requirements which have to be adapted or deleted s.t. a solution can be identified. A maximal relaxation is always the complement of a minimal explanation. The following scenario shows how explanations can support users in a configuration session. Minimal explanations. Let us assume that the user has specified a set of requirements (C R ') which are inconsistent with the product knowledge (P KB ). In such a situation explanations are presented (see Table 4 ) and the user can select a corresponding adaptation (repair). For example,  1 ={c 7 ,c 8 } has only one associated adaptation which is (type=xdrive, fuel=4.2). Repair alternatives can be determined with the help of a constraint solver (Herbrard et al. 2005, Tiihonen and Felfernig 2010) , i.e., the user is not forced to figure out consistent repairs on his own. If many repair alternatives exist and not all of them can be calculated (for performance reasons), the user should also have the option of adapting his requirements without being forced to select one of the proposed repairs. In the following we will discuss different approaches to the determination of minimal explanations. We will first introduce basic concept of model-based diagnosis (Reiter 1987) and then explain the concept of preferred explanations which represent recommendations for explanations. Model-based diagnosis. Explanations (diagnoses) are based on the resolution of minimal conflict sets calculated by algorithms such as QuickXPlain (Junker 2004) . A minimal explanation is a minimal set of constraints that have to be deleted or adapted in order to make C R consistent with P KB . Resolving a minimal conflict is achieved by deleting at least one constraint from the corresponding conflict set (see below). The definition of a customer requirements explanation problem and the corresponding explanation are based on (Felfernig et al. 2004) .
Definition (CR Explanation Problem).
A customer requirements explanation problem (C R , P KB ) consists of a set of customer requirements (C R ) and the corresponding product knowledge (P KB ).
Definition (CR Explanation).
A customer requirements explanation for a CR explanation problem (C R , P KB ) is a set   C R s.t. C R -  P KB is consistent.  is minimal if there does not exist an explanation ' with '  . Definition (Conflict Set). A conflict set CS  C R induced by the product knowledge P KB is a set of requirements s.t. CS  P KB is inconsistent. CS is minimal if there does not exist a conflict CS' with CS'  CS. Table 3 shows all minimal conflict sets CS i in C R ' induced by the product knowledge P KB . For a detailed discussion of the determination of minimal conflict sets we refer the reader to (Junker 2004 Table 3 : Minimal conflict sets in the working example.
The minimal explanations for CS 1 ..CS 4 are shown in Table  4 .  1 and  2 are minimal cardinality explanations which are the first ones returned by algorithms based on breadth-first search (Reiter 1987) .  3 is a minimal explanation but not a minimal cardinality explanation (e.g., | 1 | < | 3 |). Max-CSP and Max-SAT. An alternative to the determination of explanations using model-based diagnosis (Reiter 1987) are specialized Max-CSP (Petit et al. 2003) and Max-SAT (Argelich et al. 2008) solvers. These solvers determine maximum-cardinality constraint sets which allow the calculation of a solution -such sets do not have consistent supersets. The complement of such a constraint set is a minimal cardinality explanation. A detailed discussion of existing Max-CSP and Max-SAT approaches is out of the scope of this paper. Further details of the underlying concepts and algorithms are discussed, for example, in (Argelich et al. 2008) . Preferred explanations. Inconsistent customer requirements often entail a large number of alternative explanations (Felfernig et al. 2009 ). Consequently, techniques are needed which enable the calculation of preferred explanations, i.e., explanations with a high probability of being accepted by the user. (O'Sullivan et al. 2007) propose the concept of representative explanations where each constraint contained in the complete set of explanations is also contained in at least one of the explanations shown to the user. (DeKleer 1990) introduce a probability-based approach to the determination of preferred explanations (diagnoses), i.e., explanations with a high probability of explaining the faulty behavior of a system. A similar approach has been proposed by (Felfernig et al. 2009 ) who show how to apply the similarity between requirements and the configurations stored in an interaction log (see Table 2 ) for the identification of preferred explanations. A simple example of the application of utility functions (Felfernig et al. 2011 ) to guide the search for preferred explanations will be sketched in the following. Table 5 shows importance values assigned to each user requirement. Such values can be specified by a user but as well be learned from a user interaction log (Arslan et al. 2002) . . .
ID Explanation Repair Alternatives
The ranking of explanations is sketched in Table 6 . Note that there is no need for calculating all existing explanations since the utility function (Formula 4) can be applied as a best first search node expansion strategy (Felfernig et al. 2011 ). The function is monotonically decreasing which guarantees optimality of best first search.
ID Explanation Utility Ranking  1 {c 7 ,c 8 } {c 7 ,c 8 }  1.66 3  2 {c 7 ,c 9 } {c 7 ,c 9 }  1.82 2  3 {c 8 ,c 9 ,c 10 } {c 8 ,c 9 ,c 10 }  2.08 1 Table 6 : Utility-based ranking of explanations.
The first explanation presented to the user would be  3 (it has the highest utility). Empirical studies in the domains of computer and financial services configuration have shown that explanation rankings based on the criteria of utility, probability, and similarity clearly outperform prediction approaches based on the criteria of minimal cardinality (Felfernig and Schubert 2011) . If there is a need to incorporate utility functions which are representing interdependences between variables, this can lead to the proposal of non-minimal explanations due to non-monotonicity. Another approach to the determination of preferred explanations is FastDiag (Felfernig et al. 2011 ). This algorithm calculates preferred explanations based on a total ordering of the constraints in C R . Two explanations  a and  b (subsets of C R = {c  , …, c  }) can be compared lexicographically as follows:  a is given preference compared to  b iff :
simple example is depicted in Table 7 where the assumed total constraint ordering is c 7 >c 8 >c 9 >c 10 >c 11 , i.e., c 7 is a very important requirement and c 11 is the requirement with the lowest importance. If we compare the explanations  2 = {c 7 ,c 9 } and  3 ={c 8 ,c 9 ,c 10 },  3 is the preferred one since {c 7 ,c 9 } -{c 8 ,c 9 ,c 10 } = {c 7 } and  a  {} =  b  {}. Intuitively, the importance of c 7 in  2 is higher than all other constraints in  3 , therefore  3 is the preferred explanation. In the given scenario the FastDiag algorithm would automatically calculate the explanation  3 .
ID c 7 c 8 c 9 c 10 c 11 Ranking Note that this idea of a preferred explanation perfectly fits industrial requirements, since users of constraint-based applications typically prefer to keep important requirements as is and to change the less important ones (Junker 2004) . The predictive quality of FastDiag in terms of precision has been analyzed in (Felfernig et al. 2011 ) with computer and financial service portfolio configuration datasets. The evaluation results do not show significant differences in terms of predictive quality. However, FastDiag runtimes for the first-n explanations (n=1,5,10,20) are significantly lower compared to standard hitting set based approaches (Felfernig et al. 2011 ). Due to these properties the algorithm perfectly supports interactive scenarios with the need of presenting the most relevant (preferred) explanations. Weighted Max-CSP and Max-SAT. Another alternative for the determination of preferred explanations are specialized weighted Max-CSP (Petit et al. 2003) and weighted Max-SAT solvers (Argelich et al. 2008) . Each constraint has an assigned importance value and the search goal is to identify minimal cost solutions where costs a defined as the sum of the importance values of constraints part of the explanation. A detailed discussion of weighted Max-CSP and Max-SAT algorithms can be found, for example, in (Petit et al. 2003) and (Argelich et al. 2008) .
Recommending Feature Values Feature value recommendations give users a better understanding of the dependencies between requirements and the possible settings of other variables (Coester et al. 2002) . For users who are not experts in the product domain such recommendations provide hints about reasonable instantiations of variables. They also support the idea that users should specify the most important requirements from their point of view and let the configuration system find meaningful completions (complete configurations). Typical questions answered by feature value recommendations are: which feature values have been selected by users with similar requirements? What are popular completions of partial configurations similar to my requirements? In the following we will discuss related recommendation approaches. Different types of feature value recommendations can help to improve the quality of user support in configuration sessions. Static recommendations do not take into account the context of the current user, for example, the feature value for skibag is set to no, because most of the users are not interested in the equipment. Rule-based recommendations are taking into account the context of the current user by interpreting a set of rules, for example, if the selected car type is xdrive, then the feature value for skibag should be set to yes. The major difference compared to a constraint in the product knowledge is that recommended feature values do not need to be accepted by the user. Another approach to the recommendation of feature values is to determine the k-nearest neighbor configurations (kNN -taken from already completed configuration sessions) that are similar to the current set of user requirements and to determine recommendations on the basis of majority voting (Coester et al. 2002) . For the identification of k-nearest neighbors we can exploit similarity functions which estimate similarity depending on the type of a feature (McSherry 2003) . Examples for such similarity functions are more-is-better (e.g., the higher the energy efficiency of a car the better), less-is-better (e.g., the lower the price of a car the better), and nearer-is-better (the nearer the size of the steering wheel to the required size the better). The following aspect has to be taken into account when selecting a similarity function: in contrast to basic CSPs more complex representations of a configuration task (Fleischanderl et al. 1998) include connection structures (port connections) and cardinalities of subcomponents. This additional information has to be taken into account by the similarity function. A more detailed discussion of such functions can be found, for example, in (Tseng et al. 2005) . Formula 5 shows the basic approach to the determination of a feature value recommendation for the variable v i on the basis of majority voting where a j is the j th value in dom(v i ) and v ik denotes the value of v i of the configuration in the session s k  S (Table 2) .
If we assume that the current user has already specified values for the variables type (type = city) and pdc (pdc = yes) and we exploit the 2-nearest neighbors (sessions s 3 and s 4 of Table 2 ) for determining a feature value recommendation for the variable color, the predicted value would be black. An analysis of probability-based approaches to determining personalized feature value recommendations can be found in (Coester et al. 2002 , Tiihonen and Felfernig 2010 , Haag and Riemann 2011 . In principle, all of the mentioned approaches can be exploited for recommending completions for configurations. However, we want to emphasize that (with the exception of rule-based approaches) feature recommendation approaches cannot guarantee the consistency between a feature value recommendation, the given requirements, and the underlying product knowledge. Before a feature value is recommended, a consistency check is needed (Felfernig and Tiihonen 2010 ). This situation is well known from casebased reasoning research: very often retrieved cases have to be adapted in order to be consistent with the new requirements (Mantaras et al. 2005 ). An alternative to the determination of feature value recommendations consistent with the product knowledge is to trigger inconsistency handling by presenting minimal explanations for inconsistencies between requirements and calculated feature value recommendations (Haag and Riemann 2011) . When presenting configurations or sub-configurations to the user, diversity can play an important role (Herbrard et al. 2005 , Mantaras et al. 2005 . It helps to effectively figure out user preferences by providing an overview of the available configurations instead of presenting a set of very similar ones. Algorithms for calculating diverse configurations during solution search are presented in (Herbrard et al. 2005) . The authors introduce two basic approaches. Heuristic search approximates the most diverse configurations whereas complete methods can achieve optimal solution sets (maximum diversity) with the cost of state space explosion as a result of problem reformulation. The major challenge for constraint-based applications is that diversity has to be taken into account during search whereas casebased applications can apply diversity metrics on the given set of items (Mantaras et al. 2005) .
Issues for Future Research
Recommendation Algorithms for Testing and Debugging. In addition to calculating explanations for inconsistent requirements, the concepts of model-based diagnosis (Reiter 1987) can as well be applied to the identification of faulty constraints in the product knowledge (Felfernig et al. 2004) . In this context we are interested in minimal sets of faulty constraints that have to be deleted from P KB (or adapted) in order to make the new version of P KB con- (Pu and Chen 2008) be applied in distributed configuration scenarios (e.g., for the critiquing of the preferences of other users)? How can we exploit theories of group decision making to improve the quality of decision processes? Recommender Systems in Open Innovation. The effective integration of consumer knowledge into a company's innovation process -also known as Open Innovation -is crucial for a successful new product development. Innovation process quality has a huge impact on the ability of a company to achieve sustainable growth. Innovations are very often triggered by consumers who are becoming active contributors in the process of developing new products. Platforms such as sourceforge.net or ideastorm.com confirm this trend of progressive customer integration. These platforms exploit community knowledge and preferences to come up with new requirements, ideas, and products. In this context, the size and complexity of the generated knowledge (informal descriptions of requirements and ideas as well as knowledge bases describing new products on a formal level) outstrips the capability of community members to find solutions consistent with their personal preferences. Example questions to be answered in this context are: who are the community members with similar preferences, ideas, and requirements? Which ideas should be further developed into product prototypes? What are the preferred product prototypes of the community? Improving Knowledge Base Accessibility. This is a crucial issue for all processes related to knowledge base development and maintenance. Highly experienced knowledge engineers have a different knowledge base navigation and adaptation behavior and thus should be supported differently compared to less experienced personnel. Research topics in this context are, for example, intelligent knowledge base visualization and navigation support. Example questions to be answered are the following: Which constraints should be additionally inspected after a sequence of already completed adaptation operations? Which information can be omitted in certain maintenance contexts? Similar to the engineering of conventional software systems, knowledge-based systems are in the need of refactoring support. Example questions to be answered are: which constraints are redundant or will never be active in a configuration session? Which structural changes of the knowledge base should be recommended in order to improve its understandability? In this context we need to have a more detailed look at the underlying cognitive aspects, for example, which constraint structures are more understandable and which type of constraint structuring helps to improve the understanding of the knowledge base? Group-based Knowledge Engineering. The support of group-based configuration processes has already been mentioned as an issue for future research. In the same line, the engineering of knowledge bases can be interpreted as a collaborative process between domain experts (product designers, sales representatives, marketing, etc.) and knowledge engineers. Both are often only familiar with specific aspects of the product respectively the corresponding formalization in P KB (for example, the hardware or the software of a telecommunication switch). Furthermore, engaging stakeholders in knowledge engineering processes triggers conflicting interests regarding the product assortment that should be offered to the customer. Example questions to be answered in this context are the following: which constraints should be part of the knowledge base? Which feature values should be recommended to a specific user in which context? How to achieve consensus between contradicting stakeholder preferences?
Conclusions
In this paper we provide an overview of recommendation approaches that help to improve the overall usability of configuration systems. Examples are the recommendation of features that will be of interest for the user, the recommendation of explanations that help the user to solve the "no solution could be found" problem, and the recommendation of feature values. On the basis of a discussion of existing approaches we introduced research questions that should be answered in order to further advance the state of the art in knowledge-based configuration.
