Abstract. We give a short introduction to an heuristic to nd automorphisms in a graph such as axial, central or rotational symmetries. Using technics of factorial analysis, we embed the graph in an Euclidean space and try to detect and interpret the geometric symmetries of of the embedded graph.
Introduction
Testing whether a graph has any axial (rotational, central, respectively) symmetry is a NP-complete problem 9]. Some restrictions (central symmetry with exactly one xed vertex and no xed edge) are polynomialy equivalent to the graph isomorphism test. Notice that this latter problem is not known to be either polynomial or NP-complete in general. But several heuristics are known (e.g. 3]) and several restrictions leads to e cient algorithms: linear time isomorphism test for planar graphs 6] and interval graphs 8], polynomial time isomorphism test for xed genus 10, 5], k-contractible graphs 12] and pairwise k-separable graphs 11], linear axial symmetry detection for planar graphs with a given embedding.
In the context of automatic generation of industrial diagrams, the aim of symmetry display is not only to get a 'nice' drawing but also to enlight some of the semantic of the design. Usually the given networks are not planar and even so, due to other constraints (even aesthetics ones), crossings are very common.
We present here the main outlines of an heuristic to detect symmetries. It will soon be integrated in PICTEL, our diagram drawing module of CATIA R but has already been integrated in our research graph drawing toolkit PIGALE 1 Our main idea to exhibit the symmetries of a graph (planar or not) is to de ne a distance among the vertices of the graph and embed it isometrically in R n?1 , where n is the order of the graph. Then detecting the symmetries of the graph mainly reduces to nding the geometric symmetries of the embedded graph and checking that they do corresponds to automorphisms of the given graph.
Automorphisms and Symmetries
An automorphism of G = (V; E) is a permutation of V and E, such that:
e 2 E is incident to v 2 V () (e) is incident to (v)
The usual meaning given to axial, central and rotational symmetry is strongly related to a drawing of a graph. We shall say that such symmetries exist if and only if there exists a drawing of the graph in the plane (with eventually crossings) in such a way that a usual axial, central or rotational symmetry appears. A central symmetry is an involutive automorphism 2 Aut(G), such that the xed points set of is either included in E or reduced to a single vertex. Given a distance d on a set X, it is classical to de ne the corresponding innerproduct matrix W de ne by the formula:
(1) where
It is well known that the distance d is Euclidean if and only if the matrix W is diagonalizable 1] 7]. In such a case W de nes a positive semi-de nite bilinear form, that is all its eigenvalues are positive or null. The maximum of non null eigenvalues is n ? 1 (bound corresponding to the maximal dimension of the vector space generated by n points).
If we denote by F 1 ; : : : ; F p an orthonormal basis of eigenvectors associated to the strictly positive eigenvalues 1 ; : : : ; p , we have:
De ning a distance in a graph. One of the rst natural distance one could think to de ne a distance between vertices of a graph, would be to consider the length of the shortest paths joining them. But even the complete graph on 4 vertices with one edge deleted proves that shortest paths do not de ne an Euclidean distance.
Many mathematical statisticians have de ne Euclidean distances on abstract sets. But from previous work, while supervising P. Kunz's thesis 7] on the problem of partitioning large graphs into a given number of subgraphs 4], the so called Czekanovski-Dice distance seemed to be very appropriate to reveal the structure of a graph. With respect to that distance, two vertices are close to each other if they have many common vertices:
For each pair (v i ; v j ) of vertices, we denote N i the set of the neighbors of v i : 
where 4 denotes the symmetrical set-di erence.
Notice that the distances are obviously preserved by any automorphism of the graph: Remark that a pair of non adjacent vertices having no common neighbor are at distance 1, and two adjacent vertices having the same neighbors are at distance 0. Therefore there are non-isomorphic graphs having the same distances between their vertices.
3.3. Embedding and projecting the graph. The rst step of the heuristic is to compute the Czekanovski-Dice distance among the vertices of the graph and the corresponding inner-product matrix W . As the Czekanovski-Dice distance is Euclidean, we can diagonalise W whose eigenvalues are all positive or null. Unless G is a complete graph, the rank of W is not null, and if G has more than 2 vertices its rank is at least 2, but if there are many pairs of vertices with the same neighbors, the rank of W decreases and we get many null eigenvalues.
We then compute an orthonormal basis and compute the p coordinates of all the vertices corresponding to the p strictly positive eigenvalues. We then sort the axes in decreasing order according to the value of their corresponding eigenvalue. Using the terminology of mechanics, The origin is the inertia center, the axes are the principal axes of the set of points and the inertia along each axe decrease with respect to that order. The main tool of Factorial Analysis is precisely to study the projections of the points on the rst axes which re ects the main distances structure.
So the next step of the heuristic then consists in looking at the geometric symmetries that may appear when projecting the points on the planes de ned by the rst axes.
The Heuristic by examples
Paradoxally, it is far easier to nd a symmetry in a graph with a small automorphism group (when one exists!). If it is not the case, there are many geometric symmetries in the embedded graph and many equal eigenvalues (e.g the Petersen graphs has, among its nine eigenvalues, only two distinct ones). If an eigenvalue has a multiplicity greater than one, there is no canonical way to compute the corresponding eigenvectors and heuristics have to be designed to select the most appropriate ones such that in some plane de ned by them a geometrical symmetry appears. To simplify the following discussion, we assume the graph connected. 4.1. All the eigenvalues are distinct. This is the easiest case, as all the principal axes are uniquely determined. In all the cases we encountered, it is only necessary to check for an geometric axial symmetry of the graph projected on the rst two principal axes (x,y). Depending on the number of edges between the two isomorphic graphs de ned by the axial symmetry, the geometric symmetry appears on the y-axis or the x-axis. The points with null coordinates are the xed points, and the other points split into two sets (the one with positive x-coordinates and the ones with x-negative coordinates). Usually the geometric symmetry is de ned by the y axis: the xed points are the points with null x-coordinate, and the two isomorphic graphs are de ned by the points of positive (resp. negative x-coordinates). If no two points have the same x-coordinate, the identi cation of the corresponding symmetric vertices is trivial. Otherwise the third axis usually breaks the ambiguities. In a few cases, the edges joining the xed points, were not a chain subgraph (i.e. the axial symmetry detection fails) but we do hope to solve this problem by doing a closer analysis of the xed points set. We never found an example where geometric symmetry did not correspond to an automorphism of the graph. 4.2. The rst two eigenvalues has multiplicity two. In such a case, we highly suspect the existence of a central symmetry or a rotational symmetry. For a central symmetry, we only have to check that there at most one point with x and y null coordinates and that the points have a central symmetry.
Then we try to exhibit a rotational symmetry. This is also very simple: we consider the points which are at maximal distance of the origin and sort them according to their polar angle and we try to match them by rotations. If we succeed, we check that the matching extends to all the points.
If we nd a central or rotational symmetry, we try to exhibit an axial symmetry. As the two rst eigenvalues are equal, the position of the rst axes depend on the labelling of the vertices and has nothing to do with its structure. So we really need an heuristic to nd out a rotation of the rst two axes such that a geometrical axial symmetry appears along one of those axes in the plane they de ne. We are far from having an algorithm that we could guaranty. Nevertheless, we do have heuristics that has been e cient in all the cases we met. It is probably due to the fact that it is conceivable that not all realizations with a rotational symmetrie can be produced by a factorial analysis. Figure 2 , Figure 3 , Figure 4 gives examples where the rst eigenvalue is multiple. The Factorial Analysis drawings (left of the pictures) are done after the correct rotation of the axes has been applied. (We only show one or two symmetries found by the heuristic).
4.3. General Case. If the rst eigenvalue has multiplicity one, and the second one has multiplicity two, we are more or less in the previous situation. As we said earlier, if two vertices have the same neigbors, they have the same coordinates. It does not imply that we get a null eigenvalue, but if we have two distinct pair of vertices with the same neighbors, we do get null eigenvalues. If we do have many null eigenvalues, we probably could nd interesting automorphisms Otherwise, we do have examples where our heuristic completely fails (e.g. Petersen graph, complete bipartite graphs etc). Figure 5 represents the Folkman graph. Figure 6 On the left, a graph whose automorphism group is the Klein 4-group, and the Robertson graph (i.e. the (4,5)-cage) with a rotational symmetry.
4.5. Concluding Remarks. Sometimes, a geometric axial symmetry only reveals an automorphism as the set of xed points may not be a subgraph of a chain. This happens very often when the graph is a tree, but we shall implement the linear time algorithm to exhibit axial symmetries in such cases. As stated before, the heuristic often fails if the rst eigenvalues have a great multiplicity. Otherwise this heuristic seems very e ective and do nd symmetries on the examples we found in the algorithmic literature on that subject. The overall complexity of the heuristic is O(n 3 ), (i.e. the complexity of the computation of the eigenvalues). It certainly could be improved, but that was not our main goal. The di erent heuristics to identify the isomorphic subgraphs, compute the rotations etc are either linear or in O(n log n). To give a rough idea of the time computation, on a Pentium running at 200 Mz, nding a symmetry in a graph with 100 vertices takes .45 seconds and in a graph with 400 vertices 32 seconds.
