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Computational modeling and analysis of low temperature combustion 
regimes for advanced engine applications 
 
By 
 
Pinaki Pal 
 
 
 
Co-Chairs: Hong G. Im & Margaret S. Wooldridge 
 
 
To achieve cleaner and more efficient energy utilization, novel strategies 
in modern combustion devices for both automotive and stationary power 
generation applications operate using lean, nearly homogeneous reactant 
mixtures at high pressure conditions. These include low temperature 
combustion (LTC) engines and stationary gas turbines using lean premixed 
combustion, among many examples. Under these conditions, auto-ignition 
often becomes a dominant process for burning. As such, accurate prediction of 
auto-ignition characteristics – the ignition delay times as well as the entire 
evolution of the fuel consumption behavior – is of paramount importance in 
successful implementation of these advanced combustion systems. 
The first part of this dissertation focuses on auto-ignition characteristics 
at high-pressure, low-temperature conditions, relevant to modern gas turbine 
 xvii 
 
engines. Recent experimental observations have reported large discrepancies 
between measurements and homogeneous chemical kinetic modeling 
predictions in the ignition delay times at these operating conditions, with the 
former being orders of magnitude lower than the latter. This discrepancy has 
been attributed to a transition in auto-ignition behavior from strong 
(characterized by nearly homogeneous ignition) regime to weak (initiated by 
localized reaction sites and followed by front propagation) regime as the 
initial mean temperature is lowered, owing to an increased sensitivity of 
ignition delay time to thermal non-uniformities. In light of these 
observations, the present work computationally investigates strong and weak 
ignition regimes in the presence of thermal inhomogeneities. Predictive 
criteria based on Zel’dovich’s theory and passive scalar mixing, which can 
capture the ignition behavior a priori, are first proposed and validated using 
extensive parametric tests of laminar systems of a lean syngas/air mixture in 
a one-dimensional configuration. Subsequently, a non-dimensional scaling 
analysis is carried out to extend the regime criteria to turbulent reacting 
flows in terms of the characteristic turbulent Reynolds and Damköhler 
numbers, thereby leading to a turbulent ignition regime diagram. The 
ignition regimes are classified into three categories: weak (where deflagration 
is the dominant mode of fuel consumption), reaction-dominant strong and 
mixing-dominant strong (where volumetric ignition is the dominant mode of 
fuel consumption). The regime diagram is then, numerically validated 
against two-dimensional direct numerical simulations (DNS) of syngas/air 
auto-ignition in the presence of turbulent velocity and temperature 
fluctuations. A number of parametric test cases, by varying the turbulent 
Damköhler and Reynolds numbers, are considered. The evolution of the 
corresponding auto-ignition phenomena, pressure rise, and heat release rate 
are analyzed. In addition, combustion mode analysis based on front 
propagation speed and computational singular perturbation (CSP) is also 
applied to characterize the auto-ignition phenomena. The observed ignition 
 xviii 
 
behaviors are found to be consistent with the predictions of the regime 
diagram. This demonstrates that the proposed regime diagram 
comprehensively captures the physical and chemical mechanisms controlling 
the auto-ignition phenomena in thermally inhomogeneous turbulent reacting 
flows. 
In the second part of the dissertation, validity of a high-fidelity Reynolds-
Averaged Navier Stokes (RANS) based spray-interactive flamelet (SIF) 
combustion model to the simulation of stratified LTC in a direct-injection 
compression ignition (DICI) engine is assessed, which incorporates the 
complex interaction between spray evaporation, gas-phase combustion and 
turbulent mixing. A number of parametric cases are considered, spanning a 
wide range of in-cylinder charge stratification, by way of varying the fuel 
start-of-injection (SOI) timing. The numerical results are validated against 
available experimental data for in-cylinder pressure trace, combustion 
efficiency, and CO and NOx emissions. The SIF model results are also 
compared with those for an extended multi-zone combustion model. It is 
observed that the SIF model performs well for a wide range of stratified 
conditions, which is attributed to its ability to incorporate the effects of small-
scale turbulent transport on combustion. Finally, the SIF model is employed 
to further investigate the impact of fuel injection parameters such as 
injection pressure and spray cone angle on the performance of the DICI 
engine at low load conditions, for the most delayed SOI timing. Relative 
effectiveness of the two injection parameters in extending the low load limit 
of homogeneous charge compression ignition (HCCI) through delayed fuel 
injection strategy is assessed by conducting extensive parametric studies. 
The results show that increasing the injection pressure and widening the 
spray cone angle can reduce NOx emissions significantly by way of enhanced 
mixing, while keeping the combustion efficiency reasonably high.  
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Chapter 1  
Introduction 
 
Our society relies heavily on internal combustion (IC) engines for 
transportation, commerce and power generation. These engines burn vast 
quantities of fossil fuels. Indeed, 76% of 86 million barrels of crude oil that we 
consume every day is used in IC engines [1]. These consumption needs are 
certainly going to increase as even more economic development takes place 
worldwide in the near future. However, there are insufficient fuel reserves to 
meet the increasing demand, owing to the non-renewable nature of our 
primary energy resources, which can adversely affect fuel prices. If the 
current trend continues, world oil prices are expected to reach $125 per 
barrel in 2035 as compared to $84.5 per barrel in 2012 [2]. Another issue 
associated with the massive usage of fossil fuels is that of the accompanying 
emissions of pollutants, including nitrogen oxides (NOx) and particulates 
(soot), in addition to the production of carbon dioxide (CO2). Pollutant 
emissions have raised serious environmental and health concerns. For 
example, the world’s annual production of 37 billion tons of CO2 contributes 
to green house gases (GHG), which could lead to climate change with 
unpredictable and irreversible consequences [1]. This has led to more 
stringent emissions regulations that are continually being tightened further.  
In light of the above discussion, there is great need and incentive to 
curtail dependency on petroleum and to make the best use of world’s limited 
fossil fuel resources, by improving IC engine efficiency and fuel economy, and 
reducing emissions. This calls for advanced engine technologies and 
operating strategies as well as utilization of alternative fuels. Towards clean 
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and efficient energy utilization, new strategies in combustion devices for both 
automotive and stationary applications operate using lean, nearly 
homogeneous reactant mixtures at boosted pressure conditions. These 
include low temperature combustion engines [3] and stationary gas turbines 
employing lean premixed combustion [4], among many examples. Under 
these conditions, auto-ignition often becomes a dominant process for burning. 
As such, accurate prediction of autoignition characteristics – the ignition 
delay times as well as the entire evolution of the fuel consumption behavior – 
is of paramount importance in successful implementation of these combustion 
systems. 
 
 
1.1 Syngas fuel for stationary gas turbines  
1.1.1 Potential as an alternative fuel 
Currently, energy derived from coal accounts for almost half of the 
electricity produced in the US. As the demand for electrical power continues 
to escalate and the supply of petroleum becomes more costly and insecure, 
coal is expected to dominate the energy landscape for the foreseeable future, 
with existing US coal reserves estimated to last more than 250 years based 
on current demand levels [5]. However, coal power is the most carbon-
intensive as well as the most polluting energy source in terms of nitrogen 
oxides (NOx), sulfer oxides (SOx) and particulate matter emissions. 
Consequently, there is a strong need to develop cleaner and more efficient 
coal technologies.  
In recent years, the utilization of reformed fuels has been considered as an 
attractive alternative for electric power generation. Among these reformed 
fuels, which can be derived from coal, biomass and organic waste, high-
hydrogen-content (HHC) fuels such as synthetic gas (syngas), containing 
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hydrogen (H2) and carbon monoxide (CO) as primary fuel components, are 
particularly attractive for power generation applications [6]. The integrated 
gasification combined cycle (IGCC) process has emerged as a viable 
technology for syngas combustion in advanced power plants. In a coal-based 
IGCC power plant, syngas is produced by partial oxidation of coal in pure 
oxygen and steam in high pressure gasifiers [7]. After most of the harmful 
and corroding contaminants, such as sulfer oxides, ammonia and particulates 
are removed in a post-gasification process, the syngas is combusted in a gas 
turbine cycle, and excess heat is converted in a subsequent steam turbine 
cycle. Besides significant reduction of pollutant emissions and potential for 
higher thermal efficiencies as compared to conventional coal-fired power 
plants, this technology also facilitates removal of greenhouse gases when 
combined with pre-combustion carbon capture and sequestration methods [8]. 
Furthermore, syngas mixtures can also be used to produce liquid fuels 
through Fischer Tropsch conversion [9, 10] or to generate pure hydrogen via 
Water-gas shift technologies.  
 
1.1.2 Challenges to syngas combustion 
Despite enormous opportunities in improving combustion efficiency and 
reducing emissions, syngas combustion in IGCC power plants introduces 
significant technological and scientific challenges. These challenges mainly 
arise due to process-related variations in syngas composition, lower density 
and higher diffusivity of hydrogen as compared to hydrocarbon fuels, and the 
overall lean operating conditions. Although syngas is primarily composed of 
H2 and CO, potential variations are possible in its composition such as, 
carbon/hydrogen ratio, varying levels of carbon dioxide and water, as well as 
the presence of other trace species [11]. Therefore, gas turbine combustors 
operating on syngas must be fuel-flexible. Moreover, the unique thermo-
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diffusive properties of hydrogen lead to higher flame speeds, extended 
flammability limits and lower ignition temperatures, which can affect 
combustion stability and fuel conversion adversely [12]. In addition, there 
has been a focus on reducing NOx emissions that would result from 
stoichiometric combustion of HHC fuels like syngas, due to high flame 
temperatures. A common strategy of lowering combustion temperatures is to 
operate in the lean premixed mode (with fuel-to-air equivalence ratio around 
0.5) [13], for which combustion stability depends more highly on auto-ignition 
characteristics [14]. The IGCC gas turbines typically operate at high 
pressures (10 < P < 30 atm) and low/intermediate temperatures (T < 1000 K) 
[15]. However, syngas combustion under these conditions is not sufficiently 
understood.  
Recent experimental investigations [5, 15-18] reported large discrepancies 
between measurements and homogeneous chemical kinetic modeling 
predictions in the ignition delay times of syngas at these conditions, with the 
experimental values being orders of magnitude lower than the corresponding 
model predictions. A number of potential contributing factors were proposed 
to explain the observed discrepancies, such as uncertainties in kinetic rate 
constants of certain key elementary reactions, for example, CO + HO2 = CO2 
+ OH, presence of gas impurities and surface-catalytic processes [15, 17, 19, 
20]. In addition, it was recognized that the presence of thermal 
inhomogeneities at high pressures and low temperatures may also contribute 
to the overall ignition advancement in comparison with the homogeneous 
prediction, by way of early flame kernel growth and front propagation. For 
example, Medvedev et al. [21] analyzed the ignition delay data reported by 
various experimental facilities [16, 22, 23] and reported that at relatively low 
temperatures, the measured ignition delays were close to the time scales of 
deflagrative flame propagation, which were much shorter than the 
corresponding homogeneous ignition delays. In a recent experimental study 
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using syngas in the University of Michigan (U-M) rapid compression facility 
(RCF), Mansfield and Wooldridge [24] demonstrated a transition in the auto-
ignition behavior from strong (characterized by nearly homogeneous ignition) 
to weak (initiated by localized reaction sites and followed by front 
propagation) regime as the initial mean temperature was lowered (as shown 
in Figure 1.1). The issue of premature ignition by local hot spots was also 
encountered recently for other fuels such as, n-heptane and 2-methylfuran, in 
some shock tube studies [25, 26]. 
 
 
                   
(a)  (b) 
Figure 1.1: (a) Single frame from high-speed imaging of homogeneous (strong) 
ignition behavior for experimental conditions P = 3.3 atm, T = 1043 K, Φ = 0.1; (b) 
Single frame from high-speed imaging of inhomogeneous (weak) ignition behavior 
for experimental conditions P = 9.2 atm, T = 1019 K, Φ = 0.5 [24]. 
 
 
These observed trends were qualitatively similar to earlier shock tube 
studies of hydrogen-oxygen ignition [27-30], in which localized ignition at an 
early stage led to a significant acceleration in the ignition delay times. Meyer 
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and Oppenheim [28] reported that the boundary between strong and weak 
ignition coincided with an iso-line of the sensitivity of homogeneous ignition 
delay time to temperature, dτig/dT, in the pressure-temperature space. 
Consistent behavior was found in the U-M RCF study [24], where a dτig/dT = 
constant line served as a reasonable criterion to differentiate between the 
strong and weak ignition regimes. Moreover, several criteria to identify the 
transition between strong and weak ignition regimes were evaluated, 
including the theoretical criterion proposed by Zel’dovich [31]. The modified 
criterion proposed by Sankaran et al. [32], based (in part) on the ignition 
delay time sensitivity, was found to reproduce the experimentally observed 
trends very well. Recently, reduced order modeling was also attempted [33, 
34] to demonstrate that turbulent fluctuations can also result in significant 
advancement of overall ignition. These recent findings have led to a 
consensus in the community that scalar non-uniformities are the likeliest 
causes of the discrepancies between zero-dimensional modeling and 
experimental auto-ignition delay data [35].  
Considering the significance of different ignition regimes in determining 
the net ignition delay times, it is very important and useful to obtain rational 
criteria to predict whether a given mixture will ignite in the strong or weak 
regime. To this end, it is evident that a constant dτig/dT criterion is not 
sufficient, as a perfectly homogeneous mixture would certainly ignite in the 
strong regime regardless of the mixture’s ignition sensitivity. An additional 
parameter to represent the local or global temperature distribution within 
the mixture must also be considered. 
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1.2 Objectives I  
Based on the above discussion pertaining to anomalous auto-ignition 
behaviors in section 1.1.2, the objectives of the first part of the thesis are as 
follows: 
 To numerically investigate strong and weak auto-ignition regimes at high-
pressure, low-temperature conditions in the presence of thermal 
inhomogeneities. Predictive criteria, which can capture the ignition 
behavior a priori, are proposed and validated using extensive parametric 
tests of laminar systems of a lean syngas/air mixture in simple one-
dimensional (1D) configuration. This will be discussed in Chapter 2. 
 To extend the regime criteria to turbulent reacting flows in terms of non-
dimensional parameters that are commonly used in characterizing 
turbulent combustion systems. The scaling relations thus developed are 
put together into a turbulent ignition regime diagram. This will be 
discussed in Chapter 3. 
 To validate the regime diagram against two-dimensional (2D) direct 
numerical simulations (DNS) of auto-ignition of a compositionally 
homogeneous lean syngas/air mixture in the presence of thermal non-
uniformities and turbulent fluctuations. This will be discussed in Chapter 
4. 
 
 
1.3 Low temperature combustion for automotive engines  
1.3.1 Homogeneous Charge Compression Ignition (HCCI) 
The existing gasoline spark-ignition (SI) and diesel compression ignition 
(CI) technologies are unable to meet the simultaneous requirements of high-
efficiency and low emissions. Currently, diesel engines are commonly used for 
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transportation applications requiring high power density, such as heavy duty 
vehicles, locomotive and marine engines, because of their higher fuel 
efficiency and greater reliability. However, conventional CI engines suffer 
from large NOx and soot emissions, due to high in-cylinder temperatures and 
fuel-rich burning. Therefore, emission aftertreatment devices, such as diesel 
particulate filter (DPF), lean NOx trap (LNT) and selective catalytic reduction 
(SCR) systems are required to meet the stringent emission regulations. These 
systems are expensive and increase the cost of the vehicle enormously. In 
contrast, SI engines are mostly used in smaller passenger cars and result in 
lower soot emissions due to nearly stoichiometric premixed combustion. The 
major disadvantage of SI engines, however, is that their compression ratio is 
limited by knock, resulting in lower thermal efficiency. In addition, the 
throttle used to control the air mass flow into the combustion chamber gives 
rise to pumping losses and further reduction in efficiency.  
Recent drive for cleaner and more efficient IC engines has led to 
investigations of advanced combustion strategies based on low temperature 
combustion (LTC) that have the ability to yield low NOx and soot emissions 
while maintaining high fuel efficiency as shown in Figure 1.2 [36-40]. These 
methods basically rely on the principle of dilute premixed or partially 
premixed combustion to reduce emissions. Homogenous charge compression 
ignition (HCCI) is one of the advanced LTC concepts that have been receiving 
substantial attention over the last few decades [36, 38, 40]. HCCI employs a 
well-mixed fuel-air charge like SI engines and relies on CI like diesel engines 
[41, 42]. Similar to diesel engines, the use of high compression ratios and 
removal of the throttling valve in HCCI allow for high efficiency operation. 
On the other hand, the use of a highly diluted premixed fuel-air charge allows 
for low emissions of NOx, soot and particulate matter. Therefore, HCCI offers 
the potential to achieve high efficiencies comparable with diesel while 
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allowing clean emissions and using relatively inexpensive aftertreatment 
technologies.  
 
 
 
Figure 1.2: Conventional gasoline SI, diesel CI and LTC operating regimes [37].  
 
 
In spite of these benefits, there are some critical challenges that need to 
be overcome before the full potential of HCCI combustion can be realized in 
production applications. One of the main challenges is control of combustion 
phasing. Unlike conventional SI and CI engines, there is no direct method for 
controlling the start of combustion. Instead, the start of combustion is purely 
dictated by the auto-ignition of the fuel-oxidizer mixture, which is influenced 
by the properties of the mixture and the time-temperature history to which it 
is exposed [38]. This makes HCCI highly sensitive to a number of factors [43]: 
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auto-ignition properties of the fuel, fuel concentration, residual rate, mixture 
homogeneity, intake temperature, latent heat of vaporization of fuel, heat 
transfer to the engine and other engine-dependent parameters. Another 
shortcoming of HCCI is its narrow operating range due to the lack of control 
of heat release rate. At high loads, HCCI suffers from very rapid pressure 
rise rates that can result in severe engine knock [44]. On the other hand, 
under low load conditions, HCCI results in a high level of unburned 
hydrocarbon (UHC) and CO emissions due to low bulk gas temperatures (< 
1400 K), resulting in steep decline in combustion efficiency [45].  
 
1.3.2 Stratified LTC 
The process involved in mixing fuel and air has important effects on the 
HCCI combustion process. With HCCI, the start of combustion is dictated by 
auto-ignition chemical kinetics. Thus, controlling the combustion phasing 
requires tuning of the auto-ignition kinetics, which is affected by the charge 
composition and the pressure and temperature histories of the reactants 
during piston compression [38]. Over the last decade, many experimental and 
computational studies have demonstrated that inherent or designed in-
cylinder stratifications in temperature and mixture composition can spread 
out the rate of pressure rise (heat release) by changing the combustion mode 
of homogeneous auto-ignition to a mixed combustion mode of simultaneous 
auto-ignition and deflagration [32, 37, 46-58]. This can be achieved by a 
number of stratified LTC approaches, such as partially premixed compression 
ignition (PPCI) by way of variable valve timing (VVT) for residual gas trap 
[59] and multi-stage spray injection [60], spark-assisted compression ignition 
(SACI) [3, 61] which generates deflagrations prior to volumetric auto-ignition 
thereby spreading out the pressure rise rate, and reactivity-controlled 
compression ignition (RCCI) which relies on port-fuel injection of a low-
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reactivity fuel and late direct injection of a high-reactivity fuel to create fuel 
reactivity gradients in the in-cylinder [62, 63, 64]. These advanced strategies, 
however, introduce considerable complexity to the auto-ignition and 
subsequent combustion processes.  
In the presence of thermal and compositional stratifications, turbulent 
mixing also affects ignition timing and pollutant formation processes. On one 
hand, turbulence affects combustion indirectly via increased convective wall 
heat transfer [65, 66]. Secondly, it also affects the mean reaction rate under 
certain mixture conditions when the fuel-air mixture is not perfectly mixed. 
Recent high-fidelity 2D turbulent direct numerical simulation (DNS) studies 
with thermal stratifications [52-55] and both thermal and compositional 
stratifications [51, 56, 57] have revealed that turbulence may advance or 
retard overall ignition depending on the ratio of turbulence time scale (τt) to 
ignition delay time scale (τig). It is, therefore, important from combustion 
modeling standpoint, to incorporate proper turbulent mixing models and 
account for turbulence-chemistry interaction in predictive simulations of 
stratified LTC engines.  
 
1.3.3 Combustion modeling of LTC engines 
In the context of HCCI, a wide variety of combustion models based on the 
multi-zone (MZ) [67] approach have been extensively developed for engine 
simulations. The MZ approach assumes that chemistry is independent of 
turbulence and hence can be described without modeling the influence of 
small-scale turbulent eddies. This assumption is predicated on the widely 
accepted view that HCCI is essentially dictated by chemical kinetics only 
[42]. In this approach, the fluid dynamic processes are computed on a highly 
resolved grid, while the progress in chemical reaction at each time step is 
computed by mapping the entire computational cells into a smaller number of 
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zones with similar temperature and pressure histories, in favor of reduced 
computational cost. Although MZ models have been demonstrated to perform 
well at weakly stratified charge conditions [68, 69, 70], it is believed that 
strong turbulent scalar mixing and transport within fronts may cause such 
models to lose accuracy at highly stratified conditions [71, 72].  
Another combustion modeling framework used extensively for engine 
simulations is the flamelet [73] approach, which assumes that chemistry is 
fast relative to mixing time scales. The species compositions and temperature 
are thus described on a one-dimensional manifold governed by the mixture 
fraction variable, thereby substantially reducing the computational overhead 
of solving for the reactive scalar variables in the three-dimensional (3D) 
physical space. However, unlike the MZ models, turbulence-chemistry 
interactions at small scales are taken into account via the scalar dissipation 
rate of the mixture fraction [74]. The representative interactive flamelet 
(RIF) [75-79] model derived from the original laminar flamelet concept has 
been applied to simulate engine combustion using single or multiple 
unsteady flamelet formulations. Subsequently, further refinements have 
been incorporated to expand the applicability of RIF model to the modeling of 
mixed-mode combustion encountered in homogeneous-charge late-injection 
(HCLI) engines [80, 81, 82] and direct-injection compression ignition (DICI) 
engines [83, 84, 85]. 
 
 
1.4 Objectives II  
In light of the previous discussion in sections 1.3.2 and 1.3.3, the 
objectives of the second part of the thesis are as follows: 
 To assess the validity of a novel flamelet-based [85] and existing MZ-
based [70] combustion modeling approaches to the simulation of stratified 
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LTC at low load in a DICI engine. A number of parametric cases are 
considered spanning a wide range of in-cylinder charge stratification, by 
way of varying the start-of-injection (SOI) timing. The numerical results 
are compared with available experimental data [46]. This will be 
discussed in Chapter 5. 
 To numerically investigate the impact of fuel injection parameters such as 
injection pressure and spray cone angle on the resultant combustion 
process and pollutant emissions, and thereby explore further potential for 
extension of low load limit of HCCI. This will be discussed in Chapter 6. 
 
 
1.5 Outline of Dissertation  
The main technical contents of the dissertation are organized as follows: 
 In Chapter 2, simple 1D simulations incorporating detailed chemistry and 
transport are performed to investigate auto-ignition characteristics at 
high-pressure, low-temperature conditions in the presence of thermal non-
uniformities. A lean syngas/air reactant mixture is considered. Effects of 
both bulk thermal gradients and local thermal hot spots are studied via 
extensive parametric tests. Two predictive non-dimensional criteria to 
capture the transition between strong and weak ignition regimes are 
identified and validated against the simulation results. 
 The main purpose of Chapter 3 is to extend the a priori criteria developed 
earlier in Chapter 2 to turbulent reacting flows. A theoretical non-
dimensional scaling analysis is conducted based on Kolmogorov’s theory of 
homogeneous turbulence to develop modified predictive criteria for 
ignition of a compositionally homogeneous reactant mixture in the 
presence of turbulent velocity and temperature fluctuations. This leads to 
  
 
14 
an ignition regime diagram in the turbulent Reynolds number - 
Damköhler number space, that provides guidance on expected ignition 
behavior based on the thermo-chemical properties of the mixture and the 
flow/scalar field conditions.  
 In Chapter 4, the proposed ignition regime diagram is validated against 
2D DNS of auto-ignition of a homogeneous lean syngas/air mixture in the 
presence of turbulence and thermal fluctuations. Various parametric test 
cases are chosen such that they lie in different regions on the regime 
diagram. The auto-ignition behavior for each case is characterized based 
on the analysis of heat release rate, front propagation speed and relative 
importance of transport versus chemistry. Subsequently, the observed 
auto-ignition behaviors are compared with those predicted by the ignition 
regime diagram. 
 In Chapter 5, closed-cycle computational fluid dynamics (CFD) 
simulations of LTC of iso-octane in a direct-injection compression ignition 
(DICI) engine at low load conditions are performed. A number of 
parametric cases are considered by varying the SOI timing, ranging from 
very early fuel injection (1400 before top-dead-center (bTDC)) to delayed 
fuel injection (450 bTDC) timings. A spray-interactive flamelet (SIF) 
combustion model incorporated into the computational fluid dynamics 
(CFD) code is validated against available experimental data for in-
cylinder pressure trace, combustion efficiency, and CO and NOx emissions. 
In addition, the SIF model results are also compared with those for an 
extended multi-zone (EMZ) combustion model, in order to investigate the 
importance of incorporating the effects of turbulence-chemistry 
interaction in the combustion model. Mathematical formulation and 
details of the SIF and EMZ combustion models are also included in 
Chapter 5.    
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 In Chapter 6, the SIF model is employed to further investigate the impact 
of fuel injection parameters such as injection pressure and spray cone 
angle on the performance of the DICI engine at low load conditions, for 
the most delayed SOI timing. Relative effectiveness of the two injection 
parameters in extending the low load limit of HCCI through delayed fuel 
injection strategy is assessed by conducting extensive parametric studies. 
 Finally, Chapter 7 summarizes the main contributions and insights from 
this work and provides recommendations for future study. 
The original contributions presented in this dissertation have also been 
reported/are to be reported in the following journal publications: 
 
 Chapter 2: Pinaki Pal, Andrew B. Mansfield, Paul G. Arias, Margaret S. 
Wooldridge, Hong G. Im: A computational study of syngas auto-ignition 
characteristics at high-pressure and low-temperature conditions with 
thermal inhomogeneities, Combustion Theory and Modelling, 19(5), 2015, 
pp. 587-601. 
 Chapter 3: Hong G. Im, Pinaki Pal, Margaret S. Wooldridge, Andrew B. 
Mansfield: A regime diagram for autoignition of homogeneous reactant 
mixtures with turbulent velocity and temperature fluctuations, 
Combustion Science and Technology, 187 (8), 2015, pp. 1263-1275. 
 Chapter 4: Pinaki Pal, Mauro Valorani, Paul G. Arias, Hong G. Im, 
Margaret S. Wooldridge, Pietro P. Ciottoli, Riccardo M. Galsssi: 
Computational characterization of ignition regimes in a syngas/air 
mixture with temperature fluctuations, Proceedings of the Combustion 
Institute, 2016 (submitted). 
 Chapter 5: Pinaki Pal, SeungHwan Keum, Hong G. Im: Assessment of 
flamelet versus multi-zone combustion modeling approaches for stratified-
charge compression ignition engines, International Journal of Engine 
Research, 2015, DOI: 10.1177/1468087415571006. 
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 Chapter 6: SeungHwan Keum, Pinaki Pal, Hong G. Im, Aristotelis 
Babajimopoulos, Dennis N. Assanis: Effects of fuel injection parameters 
on the performance of homogeneous charge compression ignition at low-
load conditions, International Journal of Engine Research, 2015, DOI: 
10.1177/1468087415583597. 
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Chapter 2 
High-pressure Low-temperature Syngas Auto-ignition in 
the Presence of Thermal Inhomogeneities  
 
In this chapter, a computational study is conducted to investigate the 
characteristics of auto-ignition in a lean syngas/air mixture at high-pressure 
and low-temperature conditions in the presence of thermal non-uniformities. 
A priori criteria based on Zel’dovich’s theory [31, 32] and passive scalar 
mixing are formulated and validated as predictive indicators of ignition 
regime of the reactant mixture. As a first step, extensive parametric studies 
are conducted using simple one-dimensional configurations with the level of 
initial temperature fluctuations being prescribed as the key parameter. The 
temperature inhomogeneities are represented by a global sinusoidal 
temperature profile and a local Gaussian temperature spike (hot spot). The 
corresponding ignition behaviors are then characterized and the resulting 
ignition delay times are reported in comparison with the reference 
homogeneous mixture conditions.  
 
 
2.1 Numerical setup and initial conditions 
1D constant-volume simulations are performed using the DNS code, S3D 
[86], which solves the compressible, Navier-Stokes, species continuity and 
total energy equations. A fourth-order explicit Runge-Kutta method and an 
eighth-order central differencing scheme are used for time integration and 
spatial discretization, respectively [87]. A detailed H2/CO mechanism with 12 
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species and 33 chemical reactions [88] is employed. The mechanism is linked 
with CHEMKIN [89] and TRANSPORT [90] libraries for evaluating the 
reaction rates and thermodynamic and mixture-averaged transport 
properties, respectively. Periodic boundary conditions are imposed, such that 
heat release in the computational domain leads to pressure rise and 
compression heating of the reactants.  
A number of parametric conditions are considered for initial pressures 
(P0) of 10 atm and 20 atm, and the initial mean temperature (T0) range of 
850-1100 K, as typically encountered in gas turbines. A uniform syngas/air 
mixture with H2:CO molar ratio of 0.7:1 and fuel-air equivalence ratio of 0.5 
is chosen. In addition, the mixture is diluted with twice the amount of 
nitrogen present in the air (i.e. a molar ratio of N2:O2 = 11.28), to ensure the 
pressure rise is sufficiently high to serve as an indicator of auto-ignition, but 
also low enough to avoid shock wave formation [91, 92]. A uniform grid size of 
4.7 μm is used to allow sufficient resolution of the thin propagating fronts. 
The initial flow is quiescent. 
Temperature non-uniformities are represented by two types of initial 
conditions. First, to represent moderate global temperature variations, a 
sinusoidal temperature profile is superimposed on the initial mean 
temperature, with a prescribed root-mean-square (RMS) fluctuation, T’, and 
wavelength spanning the domain length, L. Alternatively, to represent a 
localized ignition source, a hot spot is represented by superimposing a 
Gaussian temperature profile, Ths, onto the mean temperature: 
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where the factor n governs the size of the hot spot and A determines the 
amplitude. By definition, Ths has a zero mean so that the mean of the total 
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temperature distribution remains at T0. The amplitude (∆T) of the hot spot is 
varied in the range 25-100 K as observed in some syngas ignition 
experiments [93], while the size of the hot spot is kept constant at 0.6 cm. 
The value of n = 16 is chosen in order to keep the size of the incipient hot spot 
reasonably small (localized) as compared to the domain size, as has been 
typically observed in the experiments [24]. It is noted that for fixed domain 
length, initial mean temperature (T0) and hot spot magnitude (A), a decrease 
in n results in an increase in the size/strength of the hot spot, while the 
initial end-gas temperature becomes lower in order to maintain constant T0. 
Consequently, this would lead to a higher propensity for deflagrative front 
propagation. In other words, the effect of solely decreasing n is qualitatively 
similar to the effect of solely increasing A (section 2.3), and therefore is not 
discussed separately. The sensitivity to parameter n is directly reflected in 
the Sankaran number defined in section 2.2.1, representing the changes in 
the RMS temperature. Figure 2.1 shows examples of initial temperature 
profiles for the two types of prescribed thermal inhomogeneities. In the 
present work, the ignition regime is classified as weak when most of the 
reactant mixture is consumed by deflagrative front propagation. 
 
 
               Table 2.1: Initial conditions for parametric cases 
Set # P0 (atm) T0 (K) T’ (K) L (cm) 
1 20 910-1100 10 1.2 
2 10 910-1100 10 1.2 
3 10 910-1100 10 2.4 
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(a) 
 
 
 
                            
(b) 
 
Figure 2.1: Sample initial temperature profiles with (a) global temperature gradient   
(T’ = 10 K, L = 1.2 cm) and (b) local hot spot (∆T = 100 K), at T0 of 1000 K. 
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2.2 Effects of global temperature variations  
2.2.1 Strong ignition limit: The Sankaran number 
To investigate the effect of global temperature variations, parametric tests 
are carried out at different thermodynamic conditions, for varying 
magnitudes of the RMS temperature fluctuation (T’) and the associated 
wavelength (L), as listed in Table 2.1. The corresponding homogeneous 
ignition delay times (τig,0), laminar flame speeds (SL), and temperature 
sensitivities of ignition delay (|dτig,0/dT0|) at the mean initial conditions 
considered in the present work are plotted in Figures 2.2(a) and 2.2(b), 
respectively. The ignition delay time is defined as the time at which the 
maximum pressure rise rate occurs. Note that SL decreases, whereas both τig,0 
and |dτig,0/dT0| increase with a decrease in temperature, at a given 
pressure. 
Figure 2.3 shows typical behavior of temperature evolution for the overall 
progression of the ignition and combustion process for T0 = 1030 K and T’ = 
10 K, corresponding to set #1. Ignition first occurs at the location of the 
highest temperature in the middle of the domain, and subsequently reaction 
fronts emanate from this ignition kernel, propagating towards the left and 
right ends of the domain. The propagating fronts heat the remaining charge 
by compression, thereby accelerating the ignition of the end-gas. Similar to 
Figure 2.3, for all other parametric cases listed in Table 2.1, the reactant 
mixture is completely consumed by ignition front propagation. 
To determine the nature of the propagating front, the numerical results 
for the parametric cases are analyzed based on two quantitative metrics. The 
first metric to distinguish between deflagrations and spontaneous 
propagation fronts is the density-weighted front propagation speed [94, 95], 
Sd, defined as: 
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(a) 
 
 
 
                        
(b) 
 
Figure 2.2: (a) Homogeneous ignition delay and laminar flame speed versus initial 
mean temperature and (b) ignition delay sensitivity versus initial mean 
temperature, for all cases listed in Table 2.1. 
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Figure 2.3: Temperature versus distance for a sequence of times, for T0 = 1030 K, 
corresponding to set #1 in Table 2.1. The equally spaced time sequence starts from 7 
ms with an increment of 0.25 ms. Arrows indicate the direction of increasing time. 
 
 
     (2.2) 
 
where Yk, Vj,k and denote species mass fraction, species diffusion velocity 
in the j-direction, net production rate of species k, and ρu denotes the density 
of the unburned mixture, which is calculated from the local enthalpy and 
fresh reactant mixture condition based on the assumptions of constant 
pressure and enthalpy across the front [71]. Sd is computed at the location of 
maximum heat release and H2 is chosen as the species k in the present work. 
As the second metric to identify the nature of the propagating fronts, the 
reaction and diffusion budgets for the H2 mass fraction at the time of 
minimum front propagation speed are examined. A characteristic front 
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Damköhler number (Dafr) is defined as the ratio of the peaks of reaction and 
diffusion of H2 within the front: 
 
     (2.3) 
 
where the maximum values for the reaction and diffusion terms closest to the 
reaction zones are considered. H2 is used for the calculations in the present 
study; it was found that the choice of other species such as OH and HO2 
yielded consistent results.  
Figure 2.4(a) shows the computed temporal evolution of the front speed for 
two initial mean temperatures of 910 K and 1030 K, corresponding to set #1 
in Table 2.1. The x-axis and y-axis are normalized by the homogeneous 
ignition delay times (τig,0) and laminar flame speeds (SL) respectively, at the 
corresponding initial mean conditions. Nominally, the curves exhibit a 
characteristic U-shape behavior, representing a stabilized low speed front 
propagation between the initial ignition kernel development and final 
consumption points where the speed becomes unbounded due to nearly zero 
fuel concentration gradient [71]. For T0 = 910 K, Sd is almost equal to the 
laminar flame speed, whereas for T0 = 1030 K, the ignition front propagates 
at a speed higher than the corresponding SL by an order of magnitude. The 
final thermal runaway also occurs relatively faster for the lower T0 case.      
Figure 2.4(b) shows the spatial profiles of the diffusion and reaction terms 
in the H2 species conservation equation for the two cases. As the 
configuration is symmetric, only the right half of the domain is shown. The 
time instants correspond to the minimum front propagation speed for the 
respective cases. For T0 = 1030 K, the diffusion term is nearly negligible 
relative to the reaction term. On the other hand, for T0 = 910 K, the two 
contributions are comparable. Figure 2.4 indicates that the higher 
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temperature case exhibits spontaneous ignition behavior whereas for the 
lower temperature case, auto-ignition occurs via deflagrative front 
propagation. 
The variation of Dafr with T0 for the three parametric sets listed in Table 
2.1 is plotted in Figure 2.5 to capture the trend in auto-ignition behavior. As 
T0 decreases, transport effects become more important and the ignition 
regime transitions from spontaneous (strong) propagation to deflagration 
(weak), indicated by the Dafr approaching unity.  
As an alternative metric to identify the nature of the front, the Zel’dovich-
Sankaran criterion [32] predicts that strong ignition is encountered when: 
 
    Sa  b SL
Ssp
 bSL
dt ig,0
dT0
dT0
dx
£1      (2.4) 
 
where Sa is called the Sankaran number and Ssp  dt ig,0 / dT0( ) × dT0 / dx( )
1
 is 
the speed of a spontaneous ignition front. dT0/dx represents the initial 
temperature gradient in the mixture. β is chosen to be 0.5 following Ref. [32]. 
The variation of Sa with T0 for the different parametric sets is also shown 
in Figure 2.5. The data shows the Sa = 1 criterion coincides well with Dafr ≈ 
1.4, which is a reasonable indicator to identify deflagrative fronts. For β in 
the range of 0.3-0.9, the strong ignition limit corresponding to Sa = 1 
computed for each parametric set shifts by a maximum of |∆T0| = 20 K about 
the value computed for β = 0.5 and the corresponding Dafr varied in the range 
1.1-1.8, which is again a good indicator of deflagrative front propagation. This 
demonstrates that Equation (2.4) can serve as an appropriate non-
dimensional criterion to predict the ignition regime. The magnitude of Sa 
quantitatively represents the net effect of chemistry, thermo-physical 
properties of the mixture and system-specific thermal characteristics on the 
auto-ignition behavior. 
  
 
26 
 
(a) 
 
 
 
(b) 
 
Figure 2.4: (a) Evolution of normalized front propagation speed as a function of 
normalized time, and (b) hydrogen reaction and diffusion budget terms at the time 
instant of lowest front propagation speed, for T0 = 1030 K (red) and T0 = 910 K 
(blue), corresponding to set #1 in Table 2.1. 
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Figure 2.5: Variation of front Damköhler number (solid lines) and Sankaran number 
(dash-dot lines) versus initial mean temperature (T0) for parametric set #1 (circles), 
parametric set #2 (squares) and parametric set #3 (∆’s) in Table 2.1. The dotted lines 
show the corresponding T0 at which Sa = 1 for each parametric set. 
 
 
2.2.2 Role of passive scalar mixing 
In addition to transport within the flame front, the effect of diffusive 
transport can also modify the ignition characteristics. For example, rapid 
turbulent mixing within the bulk mixture may dissipate local temperature 
peaks before they can act as ignition kernels leading to front propagation. 
The impact of passive scalar mixing on auto-ignition can be quantified by the 
mixing Damköhler number (Damix) defined as: 
 
 Damix  tmix /t ig ,10%     (2.5) 
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(a) 
 
 
                           
(b) 
 
Figure 2.6: (a) Variation of the front and mixing Damköhler numbers as a function 
of the initial mean temperature, and (b) temporal evolution of temperature 
fluctuation for different initial mean temperatures, corresponding to parametric set 
#2 in Table 2.1. 
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where τmix is the mixing time scale determined by 
 
 t mix 
¢T 2
2a0 ÑT0
2     (2.6) 
 
and τig,10% represents the shortest ignition time scale of the initial mixture 
[55] and is defined as the homogeneous ignition delay time at the 
temperature , where Tmin and Tmax are the minimum and 
maximum initial temperatures in the domain. α0 denotes the thermal 
diffusivity at the initial bulk thermodynamic conditions. 
When the Damix becomes less than O(1), the passive scalar dissipation 
effects are expected to become important. To substantiate this hypothesis, the 
parametric set #2 in Table 2.1 is further expanded to include lower T0 values 
at 880 and 860 K. The variation of the front and mixing Damköhler numbers 
with the initial mean temperature is shown in Figure 2.6(a). For T0 < 910 K, 
as Damix becomes much lower than unity, Dafr begins to increase, indicating a 
shift in the ignition regime from deflagration to spontaneous ignition. The 
time evolution of the temperature fluctuation ( ) for a few parametric cases 
is shown in Figure 2.6(b). It is observed that the temperature fluctuations 
dissipate more significantly at lower T0, as the mixing time scale becomes 
shorter relative to the reaction time scale, promoting strong ignition at 
sufficiently low initial mean temperatures and leading to non-monotonic 
ignition trend as depicted in Figure 2.6(a).  
Note that such a rapid scalar mixing scenario has not been observed in 
previous shock tube and RCF experiments [16] at lower temperatures. The 
present discussion of global temperature fluctuations applies to the 
conditions in which the temperature fluctuations are directly correlated with 
turbulent flows [51]. In the nearly quiescent conditions as encountered in 
shock tubes and RCF, local thermal stratification or hot spots are considered 
Tmin + 0.9 Tmax Tmin( )
¢T
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the primary mechanism to trigger an early ignition and flame propagation. 
As such, the representative temperature gradient used in Equation (2.4) 
must be determined in a different way, which subsequently suppresses the 
possibility of Damix < 1 observed in Figure 2.6(a). The characteristics of 
ignition caused by localized ignition sources are studied in the following 
section. 
 
 
2.3  Effects of local hot spots 
In this section, the influence of temperature inhomogeneities as highly 
localized temperature gradients, representing “hot spots”, on syngas auto-
ignition characteristics are investigated. Parameters of interest are (a) the 
hot spot strength (∆T) for a given T0, and (b) T0 for a fixed value of ∆T. 
Details of the numerical setup are described in Section 2.1.  
Figure 2.7 shows the temporal evolution of the temperature field for T0 = 
910 K, P0 = 20 atm, with two different hot spot strengths at (a) ∆T = 25 K and 
(b) 100 K. For both cases, an ignition kernel first develops at the center of the 
domain, leading to front propagation, followed by the end-gas auto-ignition. 
Temporal evolution of the corresponding front Damköhler numbers is shown 
in Figure 2.8. The pressure remains spatially uniform and varies with time 
only. For both cases, Dafr ≈ 1.15 at the minimum plateau condition indicating 
that the fronts are deflagrative in nature. Therefore, instead of Dafr, percent 
mass fraction burned by deflagration is employed to investigate the relative 
importance of deflagration versus end-gas self-ignition. It can be seen that 
the ignition front develops much earlier and travels much further into the 
unburned mixture for ∆T = 100 K. As a result, the mass fraction burned by 
deflagration is found to be much higher for ∆T = 100 K (≈ 68%) as compared 
to that for ∆T = 25 K (≈ 33%). 
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(a) 
 
 
 
(b) 
 
Figure 2.7: Temporal evolution of the temperature profiles during ignition for T0 = 
910 K, P0 = 20 atm: (a) ∆T = 25 K starting at 146 ms. (b) ∆T = 100 starting at 24 ms, 
shown at an equal time increment of 4 ms. Arrows indicate the direction of 
increasing time. Numbers denote the ignition kernel (1), propagating front (2) and 
the end-gas auto-ignition (3) phase. 
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Figure 2.8: Front Damköhler number versus time (normalized by homogeneous 
ignition delay time at the mean initial mixture conditions) for ∆T = 25 K and ∆T = 
100 K; T0 = 910 K and P0 = 20 atm. 
  
 
To further investigate the effect of the strength of the hot spot, Figure 2.9 
shows the evolution of (a) the mean and (b) end-gas temperature for T0 = 910 
K and with ∆T  ranging from 25 to 100 K. The time axis is normalized by , 
which is identical for all cases. As ∆T increases, the front propagation mode 
becomes more prominent (as shown in Figure 2.7), and the overall ignition 
delay time decreases. The earlier front establishment also leads to an earlier 
rise in the end-gas temperature as shown in Figure 2.9(b). 
The hot spot ignition cases are now tested for the validity of the 
Zel’dovich-Sankaran criterion. Since Equation (2.4) is based on the bulk 
temperature gradient of the system, for the hot spot ignition condition a 
representative temperature gradient is defined as based on the initial root-
mean-square (RMS) temperature and half of the domain size (L/2), similar to 
section 2.2.1. Table 2.2 shows the mass fraction burned by deflagration and 
the computed Sankaran numbers for the four cases under study. It is clearly 
t ig,0
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seen that Sa increases with increasing ∆T, thus capturing the quantitative 
contributions of the deflagrative front propagation in the overall ignition 
behavior. For ∆T = 100 K, Sa nearly reaches unity, at which a large fraction 
of the reactant mixture (nearly 70%) is consumed by the flame front. In 
addition to the test cases discussed above, additional parametric tests were 
also performed by varying the domain size for fixed ∆T and hot spot shape 
(not shown here). It was still observed that Sa = 1 coincided with a mass 
fraction burned by deflagration in the range 60-70%. This indicates that the 
Zel’dovich-Sankaran criterion serves as a rational predictive criterion for 
identifying the transition from strong to weak ignition regime and provides a 
quantitative estimate of the significance of the deflagration mode on the 
overall ignition characteristics. Note that passive scalar dissipation plays a 
negligible role here, as Damix for all parametric cases are found to be greater 
than unity. 
 
 
Table 2.2: Mass fraction burned by deflagration and Sankaran numbers 
for different parametric cases (T0 = 910 K, P0 = 20 atm) 
∆T (K) Mass fraction burned by deflagration (%) Sa
 
25 33 0.24 
50 38 0.48 
75 48 0.72 
100 68 0.96 
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(a) 
 
 
 
(b) 
 
Figure 2.9: Evolution of (a) the mean and (b) end-gas temperature versus time 
(normalized by homogeneous ignition delay time at T0), for different values of ∆T; T0 
= 910 K and P0 = 20 atm. 
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(a) 
 
 
 
(b) 
 
Figure 2.10: Evolution of (a) mean temperature and (b) end-gas temperature, versus 
time (normalized by homogeneous ignition delay time at the mean initial mixture 
conditions), for different magnitudes of T0; ∆T = 100 K and P0 = 20 atm. 
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The final set of the parametric study is carried out by varying T0 from 890 
to 1100 K, for fixed P0 = 20 atm and ∆T = 100 K. Although not shown here, it 
is observed that the propagating reaction front is in the deflagrative regime 
for all cases considered, similar to Figure 2.8. Table 2.3 summarizes the 
corresponding mass fractions burned by deflagration and the corresponding 
Sankaran numbers. Based on the values of the mass fraction burned by 
deflagration, it is concluded that strong ignition is encountered for T0 = 1100 
K and 1050 K, whereas weak ignition occurs at lower T0 = 910 K and 890 K. 
Again, the Zel’dovich-Sankaran criterion properly captures the ignition 
characteristics. The evolutions of mean and end-gas temperatures for these 
cases are shown in Figures 2.10(a) and 2.10(b), respectively. The weak 
ignition regime results in significantly advanced ignition as compared to its 
homogeneous counterpart. 
 
 
Table 2.3: Mass fraction burned by deflagration and Sankaran numbers 
for different parametric cases (∆T = 100 K, P0 = 20 atm) 
T0 (K) Mass fraction burned by deflagration (%) Sa
 
1100 33 0.06 
1050 38 0.12 
910 48 0.96 
890 73 1.82 
 
 
The overall parametric effects for combinations of the variations in T0 and 
∆T are summarized in Figure 2.11, where the normalized ignition delay time 
is plotted versus T0 for different magnitudes of ∆T. In addition to the hot spot 
profiles, a global temperature gradient of 5 K/mm (similar to set #1 in Table 
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2.1) is also superimposed on the initial mean temperature. It is clearly 
observed that the sensitivity of auto-ignition phenomena to temperature 
inhomogeneities increases as the initial bulk temperature is lowered, leading 
to greater advancement in the net ignition delay time. As shown earlier, this 
trend directly reflects the transition from strong to weak ignition regime, 
resulting in greater influence of deflagrative front propagation. These 
findings are qualitatively in agreement with recent experimental findings 
based on detailed optical visualizations [24]. 
 
 
 
Figure 2.11: Variation of ignition delay timing (normalized by the homogeneous 
ignition delay at the corresponding initial mean temperature) with initial mean 
temperature for different hot spot strengths. 
 
 
As a final remark, although the focus of the present work is on syngas 
auto-ignition, the Zel’dovich-Sankaran criterion is applicable to any reactant 
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mixture in general, with known homogeneous ignition characteristics and 
deflagration front propagation speed. 
 
 
2.4  Concluding remarks 
Auto-ignition characteristics of syngas fuel at high-pressure and low-
temperature conditions were investigated via one-dimensional numerical 
simulations with detailed chemical kinetics and transport properties. 
Parametric tests were carried out over a wide range of thermodynamic 
conditions to study the effects of temperature inhomogeneities represented by 
global temperature gradients and localized hot spots. Front propagation 
speed and front Damköhler number analyses allowed detailed description of 
the propagating ignition front. It was observed that auto-ignition became 
more sensitive to the presence of temperature fluctuations as the bulk 
temperature was lowered, resulting in a transition from strong to weak 
ignition regime, accompanied by enhanced deflagrative front propagation. A 
larger strength of the hot spot was found to amplify the effects of weak 
ignition. Furthermore, the prevalence of weak ignition was found to yield a 
significant advancement of the net ignition delay time as compared to the 
corresponding homogeneous model predictions, by promoting end-gas 
compression-heating.   
When the bulk mixture was not highly reactive, it was also observed that 
passive scalar dissipation could lead to very fast dissipation of the 
temperature fluctuations, when the mixing Damköhler number became much 
less than unity, thereby promoting strong ignition at sufficiently low 
temperatures. However, this effect was important only in case of global 
temperature gradients, and not for local hot spots.  
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The numerical results were used to validate the Zel’dovich-Sankaran 
criterion, which takes into consideration the interplay of chemical kinetics, 
thermo-physical properties and device-dependent thermal characteristics, as 
a predictive metric to identify ignition regimes. It was demonstrated that Sa 
= 1 adequately captures the boundary between the weak and strong ignition 
regimes. Furthermore, the relative magnitude of the Sankaran number 
translates accurately to the quantitative strength of the deflagration front in 
the overall ignition advancement.  
In the next chapter, extension of the Zel’dovich-Sankaran and scalar 
mixing criteria to turbulent conditions will be carried out, leading to an 
ignition regime diagram. 
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Chapter 3 
Regime Diagram for Auto-ignition of Homogeneous 
Reactant Mixtures with Turbulent Velocity and 
Temperature Fluctuations  
 
In this Chapter, a theoretical scaling analysis is conducted to propose non-
dimensional criteria to predict weak and strong ignition regimes for a 
compositionally homogeneous reactant mixture with turbulent velocity and 
temperature fluctuations. This leads to a regime diagram that provides 
guidance on expected ignition behavior based on the thermo-chemical 
properties of the mixture and the flow/scalar field conditions. The analysis 
extends the original Zel’dovich’s theory by combining the turbulent flow and 
scalar characteristics in terms of the turbulent Damköhler and Reynolds 
numbers of the system, thereby providing unified and comprehensive 
understanding of the physical and chemical mechanisms controlling auto-
ignition.  
 
 
3.1 Problem definition and assumptions 
Figure 3.1 shows a schematic of the problem under consideration and 
important characteristic quantities. The length scales include the chamber 
length, L, the integral eddy scale, ℓ, the Taylor microscale, l , and the 
deflagration flame thickness, d f . In general,  ℓ is considered a fraction of L, 
and  l / ℓ scales with the turbulent Reynolds number as will be discussed 
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later in section 3.2. The laminar flame speed, SL , and the RMS turbulent 
velocity fluctuation at the integral scale, ¢u , are important velocity scales 
that will be compared to the other relevant velocities to be determined later. 
For the scaling analysis, the following simplifications and assumptions are 
made: 
 
1. Weak ignition is primarily caused by front propagation originating from 
small scale local temperature fluctuations, with a length scale typically of 
an order of 1 mm or less, such as local hot spots, and the effects of large 
scale bulk temperature gradients, such as gradients caused by wall heat 
losses, are not considered. This is based on the experimental observations 
that early stage ignition kernels are often generated in the interior of the 
combustor, not necessarily near the wall region. 
2. The mixture composition is homogeneous, and only the temperature 
fluctuations are considered. Moreover, the scales of initial temperature 
and velocity fluctuations are comparable. 
3. The Prandtl number of the mixture is unity so that combined with 
assumption 2, the dissipation of temperature fluctuations is mainly driven 
by turbulent flows. This implies that the time and length scales for 
turbulent velocity and scalar fields are the same (i.e. the Batchelor scale is 
identical to the Kolmogorov scale). 
 
To characterize the turbulent velocity and scalar fields, key non-
dimensional parameters are introduced. Following the framework of Liñán 
and Williams [96], a rational way to characterize turbulent combustion 
systems is to use the turbulent Reynolds number, which represents the 
intensity of turbulence, and the characteristic turbulent Damköhler number, 
which represents the relative intensity of chemical reaction. For the integral 
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scale eddy whose velocity, length, and time scales are characterized by  ¢u , ℓ, 
 t ℓ  ℓ / ¢u , respectively, the turbulent Reynolds number is defined as: 
 
 
 
Reℓ 
¢u ℓ
n  
   (3.1) 
 
where n  is the kinematic viscosity of the bulk mixture gas. As for the 
measure of the chemical intensity, two ignition Damköhler numbers are 
defined as: 
  
 
 
Daℓ 
t ℓ
t ig  
   (3.2) 
 
which is referred to as the integral Damköhler number, and 
 
 Dal 
t lT
t ig  
   (3.3) 
 
is referred to as the mixing Damköhler number, where t ig  is the ignition 
delay time for the homogeneous reactant mixture at the bulk temperature, 
t lT is the mixing time scale associated with the Taylor microscale for the 
temperature field, lT . The mixing time scale and the Taylor microscale 
which are determined in terms of the RMS temperature fluctuation, ¢T , and 
the mean temperature dissipation rate, , written as: 
 
 
 
   (3.4) 
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in analogy with those of the Taylor microscales for velocities: 
 
 
 
   (3.5) 
 
Based on assumption 3, it follows that the mixing time and length scales for 
temperature are interchangeable with those for turbulent velocities, such 
that: 
 
 
t lT  t l , lT  l     (3.6) 
 
 
 
Figure 3.1: A schematic of a combustion chamber with various physical length 
scales. 
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3.2 Scaling analysis 
The main objective of the scaling analysis is to derive an expression for 
the Zel’dovich-Sankaran criterion in terms of the characteristic Reynolds and 
Damköhler numbers. According to the theory of homogeneous isotropic 
turbulence [97], the scaling relation yields: 
 
 
2/3
1/2 1/3/Re , Re
/
u u
u u
l l
l
t ll l l
t
 ¢ ¢       ¢ ¢  
 
   
    (3.7) 
 
It follows that 
 
 
 
Dal 
t lT
t ig

t l
t ig

t ℓ
t ig
t l
t ℓ
 DaℓReℓ
1/3     (3.8) 
 
The significance of Dal  is that it is the ratio of the characteristic temperature 
dissipation time to the characteristic ignition delay time at the bulk mean 
temperature. Therefore, if Dal <1, the temperature fluctuations are 
dissipated before ignition occurs, thus the system is unlikely to exhibit the 
weak ignition behavior triggered by reaction front propagation.   
The next step is to extend the Zel’dovich-Sankaran criterion, Equation 
(2.4), to turbulent conditions. To this end, it is assumed that the occurrence of 
the hot-spot-induced pre-ignition is proportional to the statistical mean 
temperature gradient, such that 
 
     (3.9) 
 
where it is estimated that 
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   (3.10) 
 
Therefore, Equation (3.9) is written as: 
 
 
 
Sa » bSL
dt ig
dT
¢T
ℓ
Reℓ
1/2  b
SL
d f






d f
ℓ





 ¢T
dt ig
dT
Reℓ
1/2   (3.11) 
 
which includes the length scale ratio,  d f / ℓ where  fd  is the characteristic 
flame thickness. Following Liñán and Williams [96]: 
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       (3.12) 
 
where it is noted that the integral Damköhler number in Liñán and Williams 
[96] was defined differently from Equation (3.2) above, and was based on the 
flame time scale, t f  d f / SL . Therefore, the factor t ig /t f  must be included. 
Combining Equations (3.11) and (3.12), the turbulent ignition regime 
criterion can be written as: 
 
 
 
Sa  KDaℓ
1/2 , K  b ¢T
t ft ig( )
1/2








dt ig
dT
  (3.13) 
 
where K is referred to as the normalized thermal ignition sensitivity. In 
comparison with the laminar version in Equation (2.4), SL ÑT  has now been 
  
 
46 
expressed as 
 ¢T /t
*( )Daℓ1/2  through the dimensional scaling, with a reduced 
time scale, 
 
t *  t ft ig( )
1/2
.  The final ignition regime criterion becomes: 
 
 
 
Daℓ < K
2 :  weak ignition
Daℓ > K
2 :  strong ignition
ì
í
ï
îï
  (3.14) 
 
As discussed with Equation (3.8), an additional condition of 
 Dal  DaℓReℓ
1/3 >1 needs to be satisfied to ensure weak ignition, since 
otherwise the temperature fluctuations are likely to dissipate away before the 
front forms. Finally,  Daℓ <1 would ensure an even stronger mixing scenario, 
since eddies at all scales would have time scales shorter than the ignition 
delay time, such that all temperature fluctuations would be dissipated and 
only strong ignition would be  expected. 
 
 
3.3 The regime diagram and discussion 
Compiling the above scaling analysis leads to the regime diagram as 
shown in Figure 3.2. The autoignition processes in nearly homogeneous 
mixtures with turbulent fluctuations are characterized in the Da-Re space, to 
represent the relative chemical and turbulence intensities determined by the 
chemistry, thermodynamics and turbulent transport in the gas mixture. It is 
shown that the primary factor to determine the ignition regime is  Daℓ , while 
 Reℓ  modifies the conditions further.  
First, for a given  Reℓ , the Zel’dovich-Sankaran criterion indicates that the 
weak/mixed ignition regime is possible for  1< Daℓ < K
2 . If  Daℓ > K
2 , when the 
reactant mixture is either too reactive (small t ig ) or the mixture ignition 
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characteristics are not sensitive to the temperature fluctuations (small 
dt ig / dT ), such that the entire mixture ignites almost at the same time 
despite some level of temperature fluctuations. This is referred to as the 
reaction-dominant strong ignition regime. On the other hand, if  Daℓ <1, then 
the turbulent mixing is rapid (small  t ℓ ) such that the temperature 
fluctuations are dissipated before the local ignition takes place. In contrast to 
the  Daℓ > K
2 case, this is referred to as the mixing-dominant strong ignition 
regime. Note that the K parameter includes the ignition delay sensitivity, 
which is more than just a time scale characterization, and depends strongly 
on the ignition chemistry of the specific fuel. 
 
 
 
Figure 3.2: Regime diagram for strong and weak ignition for homogeneous mixture 
with turbulence and temperature fluctuations. 
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Between the limits  1< Daℓ < K
2 , weak ignition is possible; however, the 
mixing Damköhler number, Dal , provides an additional criterion for this 
region of the regime diagram. Considering that the dynamics of turbulent 
mixing and dissipation is commonly characterized by the Taylor scale, l , a 
proper criterion to determine the mixing-dominant strong ignition would be 
the ratio of the Taylor mixing time, t l , to the ignition time, t ig . Therefore, 
the Dal  1 condition serves as a more refined criterion within the limits of 
 1< Daℓ < K
2  to further identify the boundary between the weak and strong 
ignition regimes. Considering Equation (3.8), this line appears on the regime 
diagram with a slope of 1/3, indicating that the occurrence of weak ignition 
phenomena will become less likely as the turbulent Reynolds number of the 
mixture increases. Still, the conditions between Dal <1 and  Daℓ >1 are a 
“grey” zone, in that some mixed mode ignition in which a mild level of front 
propagation followed by a strong ignition may occur. This is denoted as the 
mixing-dominant mixed/strong ignition regime. 
The regime diagram serves as qualitative guidance to the expected 
ignition behavior. The appropriate auto-ignition regime can be identified 
given the knowledge of the thermo-chemical properties of the mixture (e.g. 
pressure, temperature, reaction chemistry, etc.), and the characteristic 
turbulent flow parameters (e.g. Reynolds number, turbulence/scalar 
fluctuation intensity, etc.). If the initial condition of the mixture falls into the 
weak ignition or mixed/strong ignition regimes, then large discrepancies in 
the ignition delay prediction against the measured data can be expected and 
must be treated carefully.  
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3.4 Concluding remarks 
A theoretical scaling analysis was conducted to develop a regime diagram 
to predict weak and strong ignition regimes for a compositionally 
homogeneous reactant mixture with turbulent and temperature fluctuations. 
The diagram provides guidance on expected ignition behavior based on the 
thermo-chemical properties of the mixture and the flow/scalar field 
conditions. The analysis is an extension of the previous studies by Zel’dovich 
[31] and Sankaran et al. [32] to combine the turbulent flow and scalar 
characteristics in terms of the characteristic Damköhler and Reynolds 
numbers of the system. The results of this work provided a more unified and 
comprehensive understanding of the physical and chemical mechanisms 
controlling ignition characteristics compared to the existing experimental 
maps in previous studies [24, 28], which were solely based on the ignition 
delay sensitivity. 
It was recognized that the Zel’dovich-Sankaran criterion includes the 
ignition delay sensitivity,dt ig / dT , as a critical factor. Therefore, the 
traditional regime characterization based on the Damköhler and Reynolds 
numbers (such as those for turbulent premixed combustion regimes), which 
were based on time scales only, was not sufficient to describe the transitions 
between weak and strong ignition phenomena, and the introduction of the 
sensitivity parameter, K, was necessary. The regime diagram further showed 
how turbulence characteristics would affect the Zeldovich-Sankaran criterion 
based on the Kolmogorov’s theory of homogeneous isotropic turbulence. 
The Zel’dovich-Sankaran criterion indicates that there is a region where 
mixtures with high-K values or high thermal sensitivity are more susceptible 
to weak ignition. Such conditions are reached with hydrogen/oxygen mixtures 
at low temperatures and high pressures. Therefore, the theory serves as a 
reasonable argument that the ignition delay discrepancies observed in syngas 
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mixtures at low temperatures might be attributed to the ignition front 
propagation triggered by local temperature peaks. 
In the next chapter, a parametric study is conducted employing 2D DNS, 
to provide numerical validation of the ignition regime diagram.   
  
 
51 
Chapter 4 
Validation of turbulent ignition regime diagram 
 
In this chapter, auto-ignition characteristics of compositionally 
homogeneous reactant mixtures in the presence of thermal non-uniformities 
and turbulent velocity fluctuations are computationally investigated. The 
main objectives are to identify the range of ignition and flame propagation 
behaviors and quantify the observed characteristics using non-dimensional 
analysis. 2D DNS of auto-ignition in a lean syngas/air mixture are performed 
at various parametric conditions. A number of parametric test cases, by 
varying the characteristic turbulent Damköhler and Reynolds numbers, are 
investigated. The high-fidelity simulations provide additional insight into the 
range of ignition behaviors that can be expected under high-pressure low-
temperature conditions, and also provide numerical validation of the 
turbulent ignition regime diagram presented in chapter 3.  
 
 
4.1 Numerical method and initial conditions 
2D simulations are performed using the DNS code, S3D [86], which solves 
the compressible, Navier-Stokes, species and energy equations with higher 
order time integration and spatial discretization schemes [87]. The detailed 
H2/CO mechanism with 12 species and 33 chemical reactions from Li et al. 
[88] is linked with CHEMKIN [89] and TRANSPORT [90] libraries for 
evaluating the reaction rates and thermodynamic and mixture-averaged 
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transport properties, respectively. Periodic boundary conditions were imposed 
in all directions to represent constant volume ignition. 
A uniform syngas/air reactant mixture of equivalence ratio of 0.5, H2:CO 
molar ratio of 0.7:1, an initial pressure of 20 atm, is chosen. In addition, the 
mixture is diluted with twice the amount of nitrogen present in the air, i.e., a 
molar ratio of N2:O2=11.28, to avoid shock wave formation [91, 92], which 
cannot be captured by the employed computational schemes at present. 
Turbulent velocity fluctuations are superimposed on a stationary mean 
velocity field based on an isotropic kinetic energy spectrum function [98]. A 
similar random temperature spectrum, uncorrelated with the turbulent 
kinetic energy spectrum, is superimposed on a constant mean temperature 
field. In addition, a hot spot with a peak temperature of 100 K is 
superimposed on the temperature field in the form [32]: 
 
 
 
Ths (x, y) 
A

exp 2n
2((x  L / 2)2 + (y L / 2)2 )
L2





 
A
2n2
    (4.1) 
 
where L is the length of each side of a 2D square box domain, A = 450, n = 12 
and (x, y) represents spatial location.  
A total of eight DNS cases A-H are considered by varying initial mean 
temperature (T0 ), most energetic turbulent length scale ( ℓe ) and  ¢u . For the 
four different T0  values of 1100, 1020, 990 and 970 K considered, the 
computed  SL values from PREMIX [99] simulations are 67.7, 27.8, 20.5, and 
16.5 cm/s, respectively. L = 1.075 cm and 1.5 cm for cases A-E and F-H, 
respectively. Temperature fluctuation ( ¢T ) is fixed at 15 K for all cases. The 
turbulence time scale is defined by  t t  ℓe / ¢u . The most energetic length 
scales of velocity and the temperature fluctuations are the same for all cases. 
For all simulations, the Kolmogorov length scale is resolved with at least 1 
grid point [100] and the thinnest reaction fronts were resolved with at least 
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10 grid points. Details of the physical parameters for the different cases and 
the expected ignition regimes are listed in Table 4.1. In addition, all the 
parametric cases are shown on the regime diagram in Figure 4.1. A typical 
profile of initial temperature is shown in Figure 4.2. 
 
 
 
Figure 4.1: Parametric cases A (blue square), B (green circle), C (blue triangle), D 
(green diamond), E (pink delta), F (green diamond), G (blue delta) and H (sky blue 
delta) on the ignition regime diagram. The solid lines with the same colors as the 
symbols correspond to the respective Sa = 1 lines for those cases.  
 
Table 4.1: Physical and regime diagram parameters for the DNS parametric cases 
Case T0 (K) 
t ig  
(ms)
K2  ℓe  (mm)  
¢u
(m/s) t t  (ms)  Daℓ   Reℓ   Dal  
Ignition 
Regimea 
A 990 25.8 4.05 4.3 0.05 86.0 3.34 35.3 1.02 W 
B 1100 2.07 2.51 4.3 0.05 86.0 41.6 29.4 13.5 RD-S 
C 990 25.8 4.05 4.3 1.5 2.87 0.11 1057 0.01 MD-S 
D 1100 2.07 2.51 1.4 0.325 4.31 2.08 62.2 0.6 MXD 
E 1020 12.7 3.28 4.0 0.3 13.33 1.05 185 0.2 MXD 
F 1100 2.07 2.51 6.0 0.2 30.0 14.5 164 2.65 RD-S 
G 990 25.8 4.05 6.0 0.2 30.0 1.16 197 0.2 MXD 
H 970 41.3 4.41 6.0 0.05 120.0 2.91 50.0 0.8 MXD 
aPredicted ignition regime based on the regime diagram theory. W, RD-S, MD-S and MXD 
correspond to weak, reaction-dominant strong, mixing-dominant strong and mixed/strong ignition 
regimes, respectively. 
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Figure 4.2: Initial temperature field for case A. 
 
 
4.2 Results and discussion 
4.2.1 General description of auto-ignition phenomena 
For the eight simulation cases, auto-ignition progress was investigated by 
monitoring the temporal evolution of the temperature fields, mean pressure 
and heat release rate. For all cases tested, the observed ignition regimes were 
found to exhibit the behaviors predicted by the regime diagram as 
summarized in Table 4.1.  
Results for three representative cases A, B and C are presented here 
which correspond to the W, RD-S and MD-S ignition regimes, respectively. 
Relative to cases A and C, the initial mean temperature for case B is higher 
and case C has relatively higher turbulence velocity fluctuation as compared 
with cases A and B.   
Figure 4.3 shows the temporal evolution of temperature field for case A. It is 
readily observed that a reaction front emanates from the hot spot at the 
centre of the domain and consumes the majority of the reactant mixture. In 
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contrast, for case B, although there is initially some reaction front 
propagation from the hot spot (Figure 4.4(a)), the front is not able to consume 
much of the reactant mixture. Instead, isolated ignition fronts are formed in 
the end gas, consuming the rest of the mixture as shown in Figure 4.4(b). 
This is attributed to relatively higher reactivity of the mixture. Lastly, for 
case C, the stronger turbulence level leads to rapid scalar dissipation of the 
temperature fluctuations (Figure 4.5(a)). Due to strong turbulent mixing, ¢T  
decreases from the initial value of 15 K to a minimum value of 6 K, before 
any ignition fronts develop. Consequently, the reactant mixture auto-ignites 
nearly simultaneously throughout the domain as seen in Figure 4.5(b). 
Figure 4.6 shows the temporal evolution of mean pressure and normalized 
integrated heat release rate (HRR) for the three cases, where the HRR is 
normalized by the maximum integrated HRR of the corresponding zero-
dimensional (0D) cases. For comparison, the temporal evolution of 0D 
ignition for T0 = 1100 K and 990 K are also shown. For case A, the pressure 
and HRR increase earlier and more slowly than the corresponding 0D case (at 
990 K). The maximum HRR is also much lower. These features are attributed 
to enhanced compression heating of the end gas due to reaction front 
propagation. In comparison, cases B and C ignite much closer to the 
corresponding 0D ignition delay (at 1100 K) and have much higher peak 
HRRs compared with case A. Moreover, the rates of pressure rise are much 
higher for cases B and C compared with case A. 
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(a) 
 
 
 
(b) 
 
Figure 4.3: Temperature isocontours for case A at (a) 10.5 ms and (b) 12.5 ms. 
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(a) 
 
 
 
(b) 
 
Figure 4.4: Temperature isocontours for case B at (a) 1.3 ms and (b) 1.6 ms. 
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(a) 
 
 
 
(b) 
         Figure 4.5: Temperature isocontours for case C at (a) 8.5 ms and (b) 24 ms. 
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(a) 
 
 
 
(b) 
 
Figure 4.6: Temporal evolution of (a) mean pressure and (b) heat release rate 
for cases A, B and C. The time is normalized by the homogeneous ignition 
delay time at the mean initial mixture conditions for each case. 
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4.2.2 Front speed analysis 
To characterize the auto-ignition behaviors, front propagation speeds are 
examined for the cases. The density-weighted front propagation speed, Sd , as 
defined in Equation (2.2), is employed as a metric to distinguish between 
deflagration and spontaneous ignition fronts. The isocontour of YH2 = 0.019 is 
chosen to evaluate the mean displacement speed as this particular isocontour 
coincides approximately with the location of instantaneous maximum HRR. 
Different choices of the marker species yielded consistent results. 
 
 
 
 
Figure 4.7: Temporal evolution of mean front speed for cases A, B and C. The time is 
normalized by the homogeneous ignition delay time at the mean initial mixture 
conditions for each case. 
 
 
Figure 4.7 shows the temporal evolution of the mean front speed, 
normalized by the corresponding laminar flame speed, for cases A, B and C. 
The mean front speeds exhibit a characteristic U-shape, similar to the 1D 
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cases in chapter 2, which is attributed to the initial thermal runaway in the 
nascent ignition kernel during the early phase of combustion and final stage 
of fuel consumption. For case A, the minimum front speed is close to LS  
(within a factor of 1.5) indicating deflagrative front propagation. On the other 
hand, for cases B and C, the minimum front speed is much higher (by over a 
factor of 4) than LS , thereby suggesting that spontaneous propagation is the 
dominant combustion mode. Moreover, the duration of minimum front speed 
is much shorter for case C, indicating that the mixture auto-ignites nearly 
homogeneously in this case. These results along with the qualitative 
description of the ignition progress in section 4.2.1 suggest that the auto-
ignition behaviors of cases A, B and C are in good agreement with the W, RD-
S and MD-S regimes, respectively, as predicted by the regime diagram. 
 
4.2.3 Computational singular perturbation (CSP) diagnostics 
To gain further insights into the ignition characteristics, CSP analysis 
[101, 102, 103] is employed as an automated diagnostic tool to investigate the 
nature of the local reaction front propagation. CSP allows projection of all 
relevant chemical and transport processes onto a curvilinear frame of 
reference spanned by the right eigenvectors of the Jacobian matrix (dg/dZ) of 
the chemical source term vector (g), where Z is the scalar solution variable 
vector ( N s  species and temperature). The local eigenmodes, equal to the total 
number of scalar variables ( Ns +1), are thus identified having distinct 
characteristic timescales. Moreover, importance indices can be identified as 
the non-dimensional measure of the relative contribution of an individual 
process to the dynamics of a target observable [104, 105]. To assess the role of 
transport with respect to chemistry in ignition front propagation, the 
importance index of transport (convection and diffusion) to the slow dynamics 
of temperature, I T , is analyzed in the regions ahead of the reaction fronts 
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[105]. By definition, I T ranges from 0 to 1; transport prevails over kinetics 
when this index assumes values close to unity. 
Figure 4.8(a) shows the isocontours of I T  for case A at t = 10.5 ms. The 
corresponding temperature isocontours are shown in Figure 4.3(a). In 
addition, isocontours of HCO radical mass fraction (in black) are also 
superimposed to denote the active reaction zones. It is clearly seen that I T
approaches 1 in the upstream pre-heat region of the front, indicating that the 
reaction zone propagates upstream by virtue of transport, i.e., as a 
deflagration front. This confirms that the ignition behavior in this case is 
indeed in the weak (W) regime. Similarly, Figures 4.8(b) and 4.8(c) show the 
IT and HCO mass fraction isocontours for cases B and C, at the same time 
instants for which the temperature profiles are shown in Figures 4.4(b) and 
4.5(b), respectively. In contrast to case A, I T is much lower (< 0.5) in the 
regions upstream of the ignition fronts. Therefore, front propagation is 
primarily driven by spontaneous ignition in these cases. Combining with the 
observations from the evolution of the respective temperature fields in 
Figures 4.4 and 4.5, it can be inferred that the cases B and C fall into the 
reaction-dominant and mixing-dominant strong ignition regimes, 
respectively. These results demonstrate that the ignition regime diagram is 
able to predict the strong and weak ignition regimes at various parametric 
conditions of initial turbulent velocity and temperature fluctuations with 
good fidelity. 
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(a) 
 
 
(b) 
 
 
(c) 
 
Figure 4.8: IT isocontours for (a) case A (t = 10.5 ms), (b) case B (t = 1.6 ms) and (c) 
case C (t = 24 ms). The HCO mass fraction contours are overlaid (in black). 
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4.3  Concluding remarks 
In the present work, 2D DNS of auto-ignition in a uniform syngas/air 
mixture in the presence of turbulence and temperature fluctuations were 
performed, at high-pressure low-temperature conditions. Parametric cases 
were considered by varying the characteristic integral Damköhler and 
Reynolds numbers of the system, corresponding to different conditions on the 
ignition regime diagram proposed in chapter 3. For all cases, the observed 
ignition behaviors were found to agree with the predictions of the regime 
diagram consistently. Three representative cases A, B and C were analyzed 
in detail. Temporal evolution of the temperature field, mean pressure and 
integrated HRR showed increased propensity for reaction front propagation 
from a hot spot in case A; whereas for case B, isolated ignition kernels were 
formed; and for case C, rapid dissipation of the temperature fluctuations due 
to strong turbulent mixing was readily observed. The features of the 
simulation results indicated that the cases could be classified as weak (case 
A), reaction-dominant strong (case B) and mixing-dominant strong ignition 
(case C). 
Further investigation of the ignition front characteristics was carried out 
using front speed and CSP importance index analyses. These additional 
diagnostics consistently showed that ignition in case A was driven by 
deflagration, whereas cases B and C were dominated by spontaneous 
ignition. These results are new and importantly demonstrate the large range 
of auto-ignition behaviors that can be encountered at low-temperatures and 
high-pressures for syngas, as well as the profound effects of turbulence and 
temperature fluctuations to accelerate ignition relative to 0D reference 
conditions. Significantly larger effects were observed in the weak ignition 
regime, consistent with the experimental observations [24]. Furthermore, the 
DNS results were consistent with predictions from the regime diagram based 
on theoretical scaling analysis. This demonstrated that the physical and 
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chemical mechanisms controlling auto-ignition phenomena in thermally 
inhomogeneous turbulent reacting flows were well captured by the ignition 
criteria proposed in chapter 3.   
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Chapter 5 
Assessment of flamelet versus multi-zone combustion 
modeling approaches for stratified-charge compression 
ignition engines 
 
In this chapter, the spray-interactive flamelet (SIF) and extended multi-
zone (EMZ) combustion models coupled with multi-dimensional CFD are 
employed to investigate the effects of charge stratification in a direct-
injection compression ignition engine under low load conditions. The objective 
of the present study is to assess the validity of the multi-zone and flamelet 
approaches to spray combustion in DI/HCCI engines with varying levels of in-
cylinder charge stratification resulting from different fuel injection timings. A 
parametric study is carried out in order to compare the two approaches for 
early and late fuel injection scenarios. The numerical results are compared 
against available experimental data [46]. 
 
 
5.1 Experimental conditions and numerical setup 
The experimental study conducted by Dec and Sjoberg [46], which 
investigated fuel stratification effect on HCCI using direct injection, is 
adopted as main data in order to validate the multi-zone and flamelet-based 
combustion models. The engine used in the experiment had a shallow bowl, 
pancake-shaped piston. A hollow-cone, swirl stabilized gasoline-type direct-
injection (GDI) fuel injector with 440 spray cone angle and injection pressure 
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of 70 bar was mounted at the center of the cylinder head. The fuel used was 
iso-octane. The details of the engine geometry and operating conditions are 
listed in Table 5.1. The intake valve closing (IVC) and exhaust valve opening 
(EVO) crank angles are calculated from top-dead-center (TDC) intake, such 
that 3600 CA corresponds to the TDC position. 
 
 
Table 5.1: Engine design and operating conditions [46] 
Displacement 9.81 x 10-4 m3 
Bore 0.102 m 
Stroke 0.12 m 
Connecting rod 0.192 m 
Geometric compression ratio 18:1 
IVC 2050 CA 
EVO 4800 CA 
Fuel Iso-octane 
RPM 1200 
Intake pressure 120000 Pa 
Intake temperature 415 CA 
Global equivalence ratio 0.1 
Fuel injection duration 1.90 CA 
 
 
A multi-dimensional CFD code, KIVA-3V [106], is used in the present 
study. Numerical simulations are performed for the closed part of the cycle, 
from IVC to EVO. The global equivalence ratio is 0.1. A uniform mixture 
distribution is specified at IVC. A parametric study over a range of start-of-
injection (SOI) timings between 2200 CA and 3150 CA is conducted. As the 
spray arrangement considered is symmetric, a quasi-2D grid, with 1.5 mm 
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grid spacing and 0.50 sector angle is used. Periodic boundary conditions are 
imposed in the azimuthal direction. The computational mesh at TDC is 
shown in Figure 5.1, where the left end corresponds to the cylinder axis. The 
crevice region is incorporated in the mesh, which is further refined near the 
wall for better accuracy. Based on motored pressure trace matching, an 
effective compression ratio of 16.8 is used for numerical modeling [107]. For 
an unbiased model comparison, a constant estimated temperature at IVC 
(TIVC) of 408 K is used in all simulation cases, based on the correlation from 
Sjoberg and Dec [108]. No model “tuning” has been performed. In-cylinder 
turbulence is modeled using the re-normalized group (RNG) k-ε model [109] 
with wall functions. The flow field at IVC is initialized with a swirl ratio of 
0.9 from the experiment. The Taylor Analogy Breakup (TAB) [110] breakup 
model built into KIVA-3V is used to describe spray atomization. A skeletal 
reaction mechanism by Chen et al. [111] with 259 species is used for 
modeling iso-octane chemistry. In addition, the thermal NO emissions are 
modeled by the extended Zeldovich mechanism [112]. Both the EMZ and SIF 
combustion models are integrated into KIVA-3V, in the framework of 
Reynolds-averaged Navier-Stokes (RANS) formulation. These models are 
summarized in the next section. 
 
 
 
 
Figure 5.1: KIVA-3V computational mesh at TDC. 
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5.2 Combustion modeling approaches 
5.2.1 EMZ model 
In this approach, all the fluid mechanical processes, such as spray, 
turbulent diffusion and mixing, are handled by KIVA-3V on a highly resolved 
CFD grid of the engine geometry. Instead of solving for chemistry in each cell, 
however, the multi-zone chemical kinetics solver aggregates the cells from 
the grid into a relatively smaller number of zones based on temperature (T), 
composition (equivalence ratio [69], φ) and specific internal energy of 
formation (uf) [70] used as progress variables. Each zone contains a fraction 
of mass (not exceeding 1% of the total mass) in the cylinder and is 
representative of a group of cells with similar thermodynamic and chemical 
properties. The averages of the temperature, composition and pressure for 
the cells in each zone are used to represent the thermodynamic state of the 
mixture in that particular zone. This thermodynamic state is then used as an 
initial condition for an adiabatic constant volume reactor calculation to 
determine the change in species composition and heat release for the zone 
over the time step [69].  
After the chemistry calculation, the new species composition and heat 
release are redistributed from each zone back onto the corresponding cells in 
physical space. This remapping is done under three constraints [69]: 1) the 
mass of each cell within the zone must be conserved; 2) the mass of each 
individual species within the zone must be maintained during remapping; 
and 3) the total number of C, H, O and N atoms in each cell must be 
maintained. The composition change and the heat release due to chemical 
reactions in each cell obtained from remapping provide the chemistry source 
terms in the species continuity and internal energy governing equations, 
respectively. The KIVA-3V code subsequently handles these governing 
equations and solves for the convection and diffusion processes over the same 
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time step. Figure 5.2 shows a flow chart briefly describing the fully coupled 
KIVA-EMZ model. 
 
 
 
 
Figure 5.2: A schematic flow chart of the KIVA-EMZ model. 
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5.2.2 SIF model 
As in the standard flamelet approach, the SIF model [85] determines the 
large number of reactive scalars in a reduced dimensional space governed by 
conserved scalar variables. However, a key feature of the SIF model is that it 
fully incorporates the interaction between spray evaporation and gas-phase 
combustion, which is important when the overlap of the two processes 
becomes large. In this approach, a mixture fraction (Z) is defined by the 
carbon mass fraction, defined as: 
   
 Z  Yi
V i
VFueli1
n
å     (5.1) 
 
where V i  represents the carbon mass fraction in species i. The KIVA-3V CFD 
code is modified to solve the transport equations for favre-averaged mean ( ) 
and variance ( ) of the mixture fraction in the physical space, instead of 
the actual species transport equations. The modified CFD code also solves for 
the turbulent flow field and determines the thermodynamic properties 
(pressure p, total specific enthalpy ), droplet vaporization rate ( ) and the 
scalar dissipation rate ( ). The local scalar dissipation rate is modeled [113] 
as follows: 
 
     (5.2) 
 
with cc  = 2.0. The conditional averaged scalar dissipation rate, , is then 
determined by a volumetric average and using an assumption of a one-
dimensional mixing layer [114]. The spray vaporization source terms are also 
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expressed as functions of mixture fraction by using a conditional averaging 
approach [85].  
Once these variables are computed in the CFD code, the spray 
vaporization source terms and the conditional averaged scalar dissipation 
rate are passed onto the reactive space, where the following governing 
equations for reactive species and temperature are solved by the flamelet 
solver: 
 
     (5.3) 
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(5.4) 
 
Equations (5.3) and (5.4) are derived by a coordinate transformation from 
the physical space to the reactive space. In the present work, the reactive 
space in Z is described by 100 grid points between Z = 0 (no fuel) and Z = 1 
(pure fuel). In the above equations, the first term on the right-hand-side 
(RHS) represents turbulent diffusive transport, where  accounts for the 
effect of small-scale turbulent mixing on combustion. The second term on the 
RHS is the chemical source term. The last two terms correct for the direct 
local increase in the species mass fraction due to evaporation (in this case, 
only the fuel) and the indirect effect of species addition as a result of the shift 
in the mixture fraction coordinate due to evaporation, respectively. These 
additional terms allow for the full interaction between spray evaporation, 
gas-phase transport and reaction. Unity Lewis numbers are assumed for all 
reactive scalars. In the flamelet solver, chemical reaction rates are solved by 
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CHEMKIN-II [115] and LSODE [116] is used to integrate the equations in 
the reactive space. 
Once the reactive scalar variables, Yi (t, Z), are updated in the flamelet 
solver, the species information at each physical location is determined by the 
probability distribution function (PDF) integral with a presumed beta PDF 
[113, 117]. The local temperature is then determined from the known species 
information and the known total enthalpy. The interaction between the CFD 
code and the flamelet solver is schematically shown in Figure 5.3. The 
information being passed from the KIVA-3V CFD solver to the flamelet solver 
is shown in dashed lines. A detailed description of the fully coupled KIVA-SIF 
model can be found in Keum et al. [85]. 
 
 
 
 
Figure 5.3: A schematic of the KIVA-SIF code structure. The information  
passed from the KIVA-3V CFD solver to the flamelet solver is represented by dashed 
lines. 
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5.3  Results and discussion  
The results from the numerical study are compared with available 
experimental data in the form of mean in-cylinder pressure trace, ignition 
timing, combustion efficiency, CO and NOx emissions. In addition, in-cylinder 
distributions of temperature, equivalence ratio and intermediate radicals at 
different time instants are examined to analyze the combustion progress 
predicted by the two combustion models considered here. The key parameter 
is the injection timing: (a) an early fuel injection case with SOI at 2200 CA, 
and (b) a delayed injection with SOI at 3150 CA. 
 
5.3.1 Early fuel injection 
The in-cylinder pressure from the numerical simulations versus crank 
angle is compared to the experiment for the earliest SOI at 2200 CA in Figure 
5.4. There is good agreement between the simulations and experiment with 
the simulations slightly over-predicting the peak pressure. Both the SIF and 
EMZ models predict nearly identical pressure rise rates (heat release) and 
ignition timing for this early fuel injection case. The spatial distributions of 
temperature and equivalence ratio at TDC are compared between the SIF 
and EMZ combustion models in Figure 5.5. Both models predict nearly 
identical temperature distributions and combustion progress. The T-Ф 
scatter plot at TDC predicted by the SIF model as shown in Figure 5.6 (the 
corresponding EMZ plot is very similar) indicates that most of the in-cylinder 
mixture is very well-mixed (T range: 1000-1100 K, Ф range: 0.02-0.17) prior 
to ignition, resulting in conditions similar to lean HCCI. 
Due to the low stratification level, only a small number of zones 
(approximately 100) are found to be sufficient for chemistry calculations by 
the EMZ model. As for the SIF combustion model, the species governing 
equation in the reactive space is given by Equation (5.3). Inspection of the 
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reactive space in mixture fraction reveals that the magnitude of conditional 
scalar dissipation rate is indeed very small during the pre-ignition stage. 
This suggests that turbulent diffusion due to small scale fluctuations 
(variances in mixture fraction) does not play any significant role in the auto-
ignition, as would be expected in the HCCI condition. The spray source terms 
also vanish well ahead of ignition, as sufficient time is available for fuel 
evaporation to take place. Hence, the species governing Equation (5.3) is 
reduced to a homogeneous reaction equation:  
 
     (5.5) 
 
such that the evolution of reactive species depends only on chemical 
reactions, with little effect of turbulent transport. Similarly, temperature 
evolution in Equation (5.4) also becomes solely dependent on chemistry and 
the compression heating due to piston motion. Consequently, for the early 
injection condition, the SIF model degenerates to the identical form of the 
EMZ model.  
Table 5.2 compares the numerical and experimental results for 
combustion efficiency and CO emission. Combustion efficiency is defined as 
the difference between the enthalpy of the fresh charge at the intake valve 
closing (IVC) and that of the combustion products at exhaust valve opening 
(EVO), normalized by the maximum possible enthalpy difference [118]: 
 
 hcomb 
hiYiå( )EVO  hiYiå( ) IVC
hiYiå( )Equilibrium  hiYiå( )IVC
    (5.6) 
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Figure 5.4: Pressure traces for the early injection case with SOI at 2200 CA. 
 
 
 
 
 
Figure 5.5: Spatial distributions of in-cylinder temperature and equivalence ratio 
predicted by the SIF and EMZ models at TDC for the early injection case with SOI 
at 2200 CA. 
 
 
Again, both the combustion model predictions are in good agreement with 
experiment. As the global equivalence ratio is very low and the in-cylinder 
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mixture is nearly homogeneous, the bulk temperatures are also very low with 
a maximum around 1300 K. This leads to incomplete CO-CO2 conversion, 
resulting in high concentrations of CO and low combustion efficiency. The low 
in-cylinder temperatures also result in very low NOx formation. 
 
 
 
 
Figure 5.6: Scatter plot of in-cylinder temperature versus equivalence ratio predicted 
by the SIF model at TDC for the early fuel injection case with SOI at 2200 CA. 
 
 
                  Table 5.2: Experimental and numerical results for  
                              fuel injection timing at SOI 2200 CA 
Method Combustion efficiency CO (g/kg fuel) 
Experimental 0.58 982 
KIVA-SIF 0.71 934.35 
KIVA-EMZ 0.74 921.24 
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5.3.2 Delayed fuel injection 
Figure 5.7 shows the pressure traces from the simulations and experiment 
for the delayed injection case with SOI at 3150 CA. In this case, the SIF 
model prediction agrees very well with the experimental data, except for a 
slight over-prediction of pressure rise (case “SIF-full model”). In contrast, the 
EMZ model significantly under-predicts the ignition delay as well as the 
overall combustion phasing and pressure rise (case “EMZ-default zones”). 
The spatial distributions of temperature, equivalence ratio, H2O2 and OH 
radicals at some specific crank angles prior to ignition are shown in Figures 
5.8-5.10, depicting the combustion progress as predicted by the two models. 
The interaction between spray and the gas motion generated by the piston 
results in the formation of high equivalence ratio pockets. The high-Ф regions 
have decreased temperatures due to evaporative cooling from the liquid fuel 
spray and decreased compression heating due to lower values of the specific 
heat ratio. This results in a much higher degree of large scale mixture 
stratification. 
The evolution of the radical species prior to ignition shows considerable 
differences between the two combustion models. For both SIF and EMZ 
models, the radical pool starts to develop (Figure 5.8) at the spray contours, 
where the temperature is relatively higher. However, the radical build-up for 
the SIF model soon accelerates faster as compared to the EMZ model 
(Figures 5.9 and 5.10), especially in the richer mixtures, ultimately leading to 
more advanced overall ignition as seen in the pressure plots of Figure 5.7. 
One of the factors that influence the accuracy of the EMZ model is the 
zoning of computational cells before chemistry calculation and the remapping 
of species from zones to corresponding cells after solving for chemistry. Each 
zone is considered homogeneous at the average temperature, pressure and 
composition of the cells contained in that particular zone. As such, solving for 
chemistry does not account for any effects of local gradients. In addition, the 
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remapping of species at each time step is done in such a way that some detail 
of composition gradients from the previous time step is maintained [119]. 
This may lead to similar distributions of species over a number of time steps 
and hence slower reaction progress. To mitigate these effects, an additional 
EMZ simulation is performed where the zoning criteria are tightened by a 
factor of 100 over the default values mentioned in the previous section. 
Tightening the zoning criteria increases the computational time significantly 
as the number of zones created (~2000) is much greater than the default case 
(~200). The corresponding pressure trace is shown in Figure 5.7 (case “EMZ-
refined zones”). As expected, the EMZ-refined zones case yields faster 
ignition, higher pressure rise rate and peak pressure relative to the default 
zoning case, although not by a sufficient amount. On the other hand, the SIF 
model employed in this study is based on a single representative flamelet 
formulation, indicating that the computational cost is much lower than the 
EMZ counterpart. A more important implication is that high fidelity can be 
more effectively achieved by incorporating the small-scale fluctuations (by 
way of the scalar dissipation rate in this case) in the combustion submodel, 
especially as the level of fluctuations becomes larger.       
One of the key components of the SIF combustion model is the scalar 
dissipation rate, which connects the physical and reactive spaces and denotes 
the rate of small-scale mixing. Figure 5.11 shows the temporal evolution of 
volume-averaged scalar dissipation rate (SDR) conditioned on the 
stoichiometric mixture fraction from the SIF numerical simulation. 
Immediately after the start of injection, SDR rises to approximately 100 s-1 
due to high mixture fraction gradients, followed by a slower decay. A 
secondary rise at 3570 CA is due to the onset of ignition creating an abrupt 
local consumption of reactants and creation of gradients. It is evident that 
the effect of scalar dissipation rate cannot be neglected before and during 
ignition for the late injection case.  
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Figure 5.7: Pressure traces for delayed fuel injection case with SOI at 3150 CA. 
 
 
Figure 5.12 shows the evolution of two key profiles in the mixture fraction 
space: (a) H2O2 concentration, representative of ignition precursor at this 
thermodynamic condition, and (b) temperature. It is observed that H2O2 is 
initially formed at the lean mixtures, where Z << Zst = 0.063, but the 
temperature is high. Subsequently, the peak concentration shifts towards 
richer mixtures. At 3570 CA, denoted by the transition from dashed to solid 
curves, ignition starts at Z = 0.0315. The location of the peak concentration 
continues to move toward higher Z condition, via the transport of radicals 
and heat. The SIF model properly captures this effect via the turbulent 
diffusion terms in Equations (5.3) and (5.4). In contrast, the EMZ approach 
inherently neglects the local turbulence-chemistry interaction while solving 
for chemistry. As such, the validity of the EMZ model is expected to be 
limited to relatively early injection timing leading to smaller level of 
fluctuations at the onset of ignition. 
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Figure 5.8: Spatial distributions of in-cylinder temperature, equivalence ratio, and 
H2O2 and OH mass fractions at 3450 CA, predicted by the SIF and EMZ models for 
the late- injection case with SOI at 3150 CA. 
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Figure 5.9: Spatial distributions of in-cylinder temperature, equivalence ratio, and 
H2O2 and OH mass fractions at 3500 CA, predicted by the SIF and EMZ models for 
the late- injection case with SOI at 3150 CA. 
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Figure 5.10: Spatial distributions of in-cylinder temperature, equivalence ratio, and 
H2O2 and OH mass fractions at 3550 CA, predicted by the SIF and EMZ models for 
the late- injection case with SOI at 3150 CA. 
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Figure 5.11: Time evolution of volume-averaged scalar dissipation rate conditioned 
on stoichiometric mixture fraction predicted by KIVA-SIF model for SOI 3150 CA. 
 
 
The need to capture the small-scale turbulence mixing is demonstrated by 
conducting an additional test with the SIF model. In this case, the diffusive 
terms in the reactive space are artificially eliminated from the full SIF 
formulation, resulting in a homogeneous reactor type of model, although the 
detailed procedure to compute the reaction source terms is somewhat 
different from that of the EMZ approach. This test case is denoted as “SIF-no 
mixing” and the corresponding pressure trace is presented in Figure 5.7. It is 
clearly seen that the “no-mixing” model predicts a much lower pressure rise 
rate and retarded combustion timing; the results are much closer to the EMZ 
model than to the full SIF model. This further confirms that, when the in-
cylinder mixture stratification is high, capturing the influence of turbulent 
mixing on chemistry is most critical in accurate prediction of the net ignition 
and combustion phasing. Incidentally, these findings are consistent with the 
conclusions drawn from earlier DNS investigations [72, 82]. 
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(a) 
 
 
 
(b) 
 
Figure 5.12: SIF model results of the time evolution of (a) H2O2 mass fraction and (b) 
temperature in the reactive space, for the delayed fuel injection case with SOI at 
3150 CA. The dashed and solid lines denote the pre-ignition (3500 CA to 3560 CA) 
and post-ignition (3570 CA to 3650 CA) periods, respectively. Crank angle increases 
in the direction of the arrow.   
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The numerical solutions of the “SIF-full model” and “EMZ-refined zones” 
cases are further compared with experimental results in terms of combustion 
efficiency, CO and NOx emissions in Table 5.3. As the bulk temperatures 
predicted by the EMZ model are lower than the SIF model, it predicts much 
higher levels of CO and lower levels of NOx. Delayed combustion timing, 
lower heat release rate and higher CO emissions lead to a lower combustion 
efficiency predicted by the EMZ model. 
 
 
                   Table 5.3: Experimental and numerical results for  
fuel injection timing at SOI 3150 CA 
Method Combustion efficiency CO (g/kg fuel) NOx (g/kg fuel) 
Experimental 0.92 180 27 
KIVA-SIF 0.95 163.67 29.38 
KIVA-EMZ 0.82 356.34 16.21 
 
 
5.3.3 SOI parametric study 
Finally, as a parametric study, predictions by the two models for various 
key quantities are compared against the experimental data. Table 5.4 
compares the level of stratification for different SOIs in terms of the standard 
deviation of local equivalence ratio (σФ) at 3650 CA, as obtained from the 
simulations with the SIF model, showing an increase in the level of 
stratification as the SOI is delayed. 
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Figure 5.13: Comparison between experimental data and model predictions over a 
range of SOI timings: (a) CO emissions, (b) NOx emissions, and (c) combustion 
efficiency. 
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A comparison of combustion efficiency, CO and NOx emissions between 
the numerical results and experimental data over a range of SOI is shown in 
Figure 5.13. At earlier SOI conditions, the two modeling results are nearly 
identical. As the SOI is delayed, however, more mixture inhomogeneities 
arise in the engine cylinder and the performance of the SIF model improves 
and agrees more closely with the experimental data. Both models tend to 
over-predict combustion efficiency, but the SIF model results improve as the 
SOI is delayed and overall capture the trend with the experiment more 
consistently than the EMZ model. 
 
 
                Table 5.4: Effect of SOI on the standard deviation of  
                                   equivalence ratio (at 3650 CA) 
SOI 
(0CA) σΦ 
220 0.05 
260 0.075 
280 0.087 
300 0.140 
315 0.235 
 
 
5.4  Concluding remarks  
Combustion models based on the spray-interactive flamelet and extended 
multi-zone approaches were employed in DICI engine simulations. A 
parametric study over a wide range of SOI timings was conducted, and the 
numerical results were validated against available experimental data. It was 
observed that for low in-cylinder stratification condition, both SIF and EMZ 
models predicted similar ignition timings, and combustion progress, CO and 
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NOx emissions agreed very well with experiment. Under such nearly 
homogeneous mixture conditions, the SIF model degenerated into the EMZ 
model, as chemistry became important and turbulent mixing did not play a 
significant role. As charge stratification increased, however, the SIF model 
was found to be more accurate in predicting combustion characteristics. The 
EMZ model under-predicted the ignition delay and combustion phasing 
because it neglected the effect of diffusive transport due to turbulent 
fluctuations, which was responsible for enabling faster overall ignition. 
Additional parametric comparisons further revealed that the improved 
prediction of the SIF approach was mainly attributed to its ability to describe 
the small-scale transport processes. This numerical study demonstrates that 
the SIF model serves as a more general framework for HCCI engine 
simulations for a wider range of stratified conditions. 
In the next chapter, KIVA-SIF model is employed to further investigate 
the impact of fuel injection parameters such as injection pressure and spray 
cone angle on the performance of the DICI engine at low load conditions, for 
the most delayed SOI timing of 3150 CA. Relative effectiveness of the two 
injection parameters in extending the low load limit of HCCI through delayed 
fuel injection strategy is assessed by conducting extensive parametric studies. 
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Chapter 6 
Effects of fuel injection parameters on HCCI combustion at 
low load conditions 
 
In this chapter, a numerical study is conducted to investigate the effects of 
fuel injection parameters, such as the injection pressure and spray cone 
angle, on the overall combustion efficiency and CO/NOx emissions, with the 
objective of enhancing the effectiveness of late fuel injection strategy in 
extending the low load limit of HCCI engines. Closed cycle engine 
simulations are performed incorporating detailed iso-octane reaction kinetics 
and combustion submodel based on the SIF approach. Extensive parametric 
studies are conducted to provide a detailed map of the combustion efficiency 
and emission performance. 
 
  
6.1 Numerical setup 
The engine configuration and numerical setup for the present study are 
the same as described in section 5.1. In this case, the focus is on conditions 
near the NOx knee (injection timing fixed at 3150 CA) at which significant 
amount of NOx was observed experimentally [46]. For parametric studies, the 
spray cone angle is varied from 440 to 1200, while the injection pressure is 
varied from 70 to 1000 bar. For both parametric cases, the operating 
conditions for the baseline case are the same as listed in Table 5.1. KIVA-SIF 
model is used here, which was earlier discussed in section 5.2.2.   
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6.2 Results and discussion  
6.2.1 Effects of fuel injection pressure 
As a first parametric study, the injection pressure is varied from 70 bar 
(baseline case) to 1000 bar. Table 6.1 shows seven different injection 
pressures and the corresponding injection velocities considered in this work. 
The spray injection velocity is determined from the injection pressure using 
the following relation: 
 
 
 
Vinj  CD
Pinj  Pcyl
 fuel
    (6.1) 
 
where CD= 0.7 is used for the best match with the experimental conditions. 
The spray cone angle is kept constant at 440. It can be seen that the injection 
velocity increases with increasing injection pressure. Therefore, the injection 
duration is decreased accordingly, in order to maintain a constant global 
equivalence ratio of 0.1. 
First, the effect of injection pressure on the level of mixture stratification 
is examined. As a quantitative metric, the equivalence ratio based on 
carbon/oxygen elemental mass fraction is employed. The standard deviation 
(σφ) and maximum value of the equivalence ratio versus the injection 
pressure are shown in Figure 6.1. All values are evaluated during combustion 
at TDC. It is observed that the standard deviation in the equivalence ratio 
decreases as the injection pressure increases, indicating that a higher 
injection pressure results in a more homogeneous mixture, which can be 
attributed to higher associated injection velocity. The effect is, however, more 
pronounced at the lower injection pressures. For example, an increase in 
injection pressure from 70 bar to 250 bar yields a decrease in the standard 
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deviation by almost two-fold. At further higher pressures, the effect becomes 
less sensitive to the injection pressure variation. 
  
 
                         Table 6.1: Case setup - injection pressure  
Case Pinj (bar) Vinj (m/s) 
1 70 84.96 
2 120 114.34 
3 170 137.59 
4 250 168.22 
5 500 239.95 
6 750 294.71 
7 1000 340.78 
 
 
 
 
Figure 6.1: Standard deviation and maximum values of equivalence ratio (at TDC) 
versus fuel injection pressure. 
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(a) 
 
 
 
(b) 
 
Figure 6.2: In-cylinder mass distribution over equivalence ratio: (a) maximum 
equivalence ratio and (b) unmixed region. 
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A similar trend is also observed in the maximum equivalence ratio 
behavior. Figure 6.2 shows the mass distribution of equivalence ratio at firing 
TDC for different injection pressures. For the convenience of discussion, the 
mass distributions are shown in two different scales on the x-axis. First, the 
effect of injection pressure on the maximum equivalence ratio is examined in 
Figure 6.2(a). The x-axis scale is taken between 0.2 and 0.9 to examine the 
maximum value of the in-cylinder equivalence ratio at different injection 
pressures. It is observed that higher injection pressure reduces the maximum 
equivalence ratio, as well as the mass distributed to the higher equivalence 
ratio region.  
A similar plot is reproduced with a different x-axis scale in Figure 6.2(b). 
This time, the x-axis scale is chosen from 0 to an equivalence ratio of 0.15. It 
is clearly seen that at lower injection pressures, more mass is present in the 
low equivalence ratio regions. The lower injection pressure case of Pinj = 70 
bar shows that almost 60% of the total charge has equivalence ratio close to 
zero, which represents poor mixing. As the injection pressure increases, the 
peak value at the lower equivalence ratio is decreased, indicating better 
mixing over a larger portion of in-cylinder charge mass. The injection 
pressure of 1000 bar shows that less than 20% of the total charge is located 
near zero equivalence ratio. Furthermore, it is seen that the 1000 bar 
injection pressure creates more uniform distribution over a wide range of 
equivalence ratio. From the statistical analysis in Figures 6.1 and 6.2, it is 
concluded that a higher injection pressure reduces the level of in-cylinder 
mixture stratification.  
Next, the effect of injection pressure on combustion efficiency and 
emissions is investigated. Figure 6.3 shows the variations in the combustion 
efficiency, CO and NO emissions as a function of injection pressure. Despite 
the large effect on the level of stratification, the net combustion efficiency 
appears to be relatively insensitive to injection pressure, with only about 10% 
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decrease within the range of the injection pressure from 70 bar to 1000 bar. 
On the other hand, NO emission is found to be highly sensitive to injection 
pressure, especially in the lower pressure range. An increase in the injection 
pressure from 70 bar to 120 bar leads to nearly 50% reduction in NO. The CO 
emissions are found to increase monotonically with the injection pressure, 
which can be attributed to the lower combustion temperatures due to 
enhanced mixing. These results suggest that a small increase in injection 
pressure (up to a few hundred bars) can be utilized to improve NO emissions 
significantly without a large penalty in combustion efficiency and CO 
emissions. 
 
 
 
 
Figure 6.3: Combustion efficiency and CO and NO emissions versus fuel  
injection pressure. 
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Considering the large sensitivity in the lower injection pressure range, 
results from Case 1 (Pinj = 70 bar) and Case 3 (Pinj =170 bar) are further 
examined. Figures 6.4 and 6.5 compare the equivalence ratio, temperature 
and NO distributions at TDC for the two cases. It is evident that higher NO 
production in case 1 is strongly related to the richer mixture pockets due to 
their higher combustion temperatures. Comparing the results at 70 bar and 
170 bar, it is concluded that the main effect of injection pressure on the 
reduced NO emissions is through enhanced mixing. This is found to be 
consistent with previous experiments [120]. 
 
6.2.2 Effects of spray cone angle 
To assess the effects of spray cone angle, the injection angle is varied from 
440 (baseline) to 1200. The five test cases investigated in the present work are 
listed in Table 6.2. The injection pressure is maintained constant at 70 bar. 
Similar to the previous section, the in-cylinder stratification level is first 
examined by the standard deviation and maximum value of equivalence 
ratio, as shown in Figure 6.6. It is found that the standard deviation is 
reduced by two-fold when the cone angle is changed from 440 to 700. In 
contrast, to obtain similar reduction in stratification level, the injection 
pressure had to be increased to as high as 500 bar. It is also noted that both 
the standard deviation and the maximum equivalence ratio decrease 
monotonically with the cone angle until 900 cone angle. Consequently, the 
cone angle is found to be a better candidate for controlling mixture 
stratification than the injection pressure. 
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(a) 
 
 
 
 
(b) 
 
 
 
 
(c) 
 
Figure 6.4: (a) Equivalence ratio, (b) temperature and (c) NO distributions  
at TDC (3600 CA) with fuel injection pressure of 70 bar. 
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(a) 
 
 
 
 
(b) 
 
 
 
 
(c) 
 
Figure 6.5: (a) Equivalence ratio, (b) temperature and (c) NO distributions  
at TDC (3600 CA) with fuel injection pressure of 170 bar. 
 
 
 
  
 
99 
Table 6.2: Case setup - spray cone angle 
Case Spray cone angle 
A 440 
B 600 
C 750 
D 900 
E 1200 
 
 
 
 
Figure 6.6: Standard deviation and maximum values of equivalence ratio (at TDC) 
versus fuel injection spray cone angle. 
 
 
The effects of spray cone angle on combustion efficiency and emissions are 
shown in Figure 6.7. It is found that variation in the cone angle has little 
effect on combustion efficiency as well as CO emissions. On the other hand, 
NO emissions are significantly affected by the spray cone angle. In 
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particular, an abrupt decrease in NO emissions is observed when the cone 
angle is increased from 600 (Case B) to 750 (Case C). Cases B and C are 
further examined. Figures 6.8 and 6.9 compare the equivalence ratio and NO 
distributions of the two parametric cases. While the qualitative pictures 
appear similar, the maximum equivalence ratio (φmax) decreases significantly 
and becomes less than 0.6 as the cone angle widens from 600 to 750. In other 
words, the significant reduction of NO in case C coincides with the mixture 
condition, φmax < 0.6. This observation is again consistent with the 
experimental findings by Hwang et al [120]. 
 
 
 
 
Figure 6.7: Combustion efficiency and CO and NO emissions versus spray  
cone angle. 
 
 
To summarize this study, Figure 6.10 shows the NOx-CO tradeoff curves 
as either the spray cone angle or the injection pressure is varied. For the 
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conditions under study, it is found that optimizing spray cone angle is a far 
better means to improve the emission performance, rather than increasing 
injection pressure, which would be a much more expensive option in practical 
applications. 
 
 
 
(a) 
 
 
 
 
(b) 
 
Figure 6.8: (a) Equivalence ratio and (b) NO distributions at TDC with 600 spray 
cone angle. 
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(a) 
 
 
 
 
(b) 
 
Figure 6.9: (a) Equivalence ratio and (b) NO distributions at TDC with 750 spray 
cone angle. 
 
 
6.3  Concluding remarks 
The effects of fuel injection parameters on combustion and emissions at 
low load HCCI operating conditions were numerically investigated for a 
delayed fuel injection condition beyond the NOx knee limit. It was found that 
increasing the injection pressure and widening the cone angle reduced in-
cylinder charge stratification. The enhanced mixing resulted in lower in-
cylinder temperatures, thereby reducing the NO emission levels significantly.  
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Figure 6.10: NOx-CO trade-off with varying fuel injection pressure and spray cone 
angle. 
 
 
For the current configuration, however, the stratification level defined by the 
standard deviation of the equivalence ratio did not significantly affect the 
combustion efficiency and CO emissions. For all parametric cases, it was 
observed that combustion efficiency was reasonably high (> 85%) and the 
maximum equivalence ratio was higher than 0.3 but less than 0.6, which was 
found to be rich enough to maintain stable combustion and low enough to 
keep the NOx levels down. The present work demonstrates that an 
optimization of injection pressure and spray cone angle coupled with delayed 
fuel injection may be carefully conducted in order to achieve higher 
combustion efficiency and lower emissions in direct-injection stratified 
compression ignition engines at low load conditions. 
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Chapter 7 
Conclusions and future work 
 
7.1 Conclusions  
This dissertation focused on the systematic investigation of ignition 
regimes and combustion characteristics relevant to modern LTC strategies 
employed in advanced gas turbines and IC engines. The technical approach 
used both theoretical analysis and high-fidelity modeling to develop 
predictive tools to capture a wide range of behaviors at high-pressure, low-
temperature conditions. The major findings of this research are listed below: 
 Chapter 2: It was demonstrated that in the presence of thermal 
inhomogeneities such as bulk thermal gradients and local thermal 
hot spots, transition in auto-ignition behavior could occur from 
strong (homogeneous) regime to weak (inhomogeneous; 
deflagration-dominant) regime as the initial reactivity of the 
mixture was lowered [121]. A predictive criterion, based on the 
Sankaran number [32], originally derived from Zel’dovich’s theory 
[31], was validated and shown to capture the strong ignition limit, a 
priori. Consistent with previous experimental observations of 
syngas/air auto-ignition at high pressures and low temperatures 
[24], it was found that the occurrence of weak ignition resulted in 
significant advancement of overall ignition. In addition, a mixing 
Damköhler number was also introduced to take into account the 
effects of passive scalar mixing on the ignition dynamics. Mixing 
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effects became dominant at sufficiently low temperatures and 
resulted in rapid scalar dissipation of the temperature fluctuations, 
thereby enhancing the propensity to ignite in the strong regime.      
 
 Chapters 3-4: The ignition prediction criteria developed above 
were further extended to turbulent reacting flows in terms of the 
characteristic turbulent Reynolds and Damköhler numbers, using 
non-dimensional scaling analysis. The modified ignition criteria led 
to an ignition regime diagram [122] that classified ignition regimes 
as weak, reaction-dominant strong, mixing-dominant strong and 
mixed. Furthermore, validation using a 2D DNS parametric study 
of syngas/air auto-ignition demonstrated that the regime diagram 
provided a comprehensive understanding of the physical and 
chemical mechanisms controlling auto-ignition in the presence of 
turbulent velocity and temperature fluctuations. 
 
 Chapter 5: A numerical study of DI-HCCI combustion at a low 
load condition was carried out to validate the spray-interactive 
flamelet (SIF) and extended multi-zone (EMZ) combustion models 
[123]. A parametric study over a wide range of SOI timings 
revealed that both models showed comparable fidelity at low 
stratification level (early fuel injection). However, as charge 
stratification increased (delayed fuel injection), the SIF model 
predicted the combustion characteristics and emissions more 
accurately. The better performance by the SIF model was 
attributed to the incorporation of small-scale turbulence-chemistry 
interaction effects in its formulation via the scalar dissipation rate. 
The numerical study demonstrated that SIF model serves as a more 
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general framework for LTC simulations over a wider range of 
stratified conditions. 
 Chapter 6: A numerical study was conducted using SIF 
combustion model, to investigate the effects of two fuel injection 
parameters, injection pressure and spray cone angle, on the overall 
combustion efficiency and emissions, with the objective of 
enhancing the effectiveness of the late fuel injection strategy in 
extending the low load limit of DI-HCCI engines [124]. Increasing 
the injection pressure and widening the spray cone angle led to 
lowering of in-cylinder charge stratification, resulting in lower 
combustion temperatures, thereby reducing the NOx levels 
significantly, yet without affecting combustion efficiency and CO 
emissions markedly. However, optimizing spray cone angle was 
shown to be a better strategy to improve emission performance, as 
compared to increasing fuel injection pressure.    
 
7.2 Directions for Future Work 
With regard to the ignition regime analysis (chapters 2-4), there is scope 
to improve upon and extend the findings of the present work. As of now, auto-
ignition characteristics of a relatively simple fuel such as syngas have been 
investigated and used to validate the ignition regime criteria. A similar study 
with complex hydrocarbon fuels and bio-fuels for both negative temperature 
coefficient (NTC) and non-NTC conditions would be highly insightful. It will 
be especially interesting to gauge the predictive capability of Sankaran 
criterion in these scenarios where the fuel may exhibit complex low-
temperature and intermediate-temperature chemistry as well. Secondly, 
right now, we have conducted DNS studies with 2D turbulence without any 
vortex stretching and tilting. However, turbulence is inherently a 3D 
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phenomenon. Therefore, computational studies for realistic 3D turbulent 
reacting flows will provide better insights into the ignition behaviors. 
The current ignition regime theory assumes that only thermal non-
uniformities are important. It should be extended to include the effects of 
compositional fluctuations as well. Finally, the present formulation of the 
regime theory doesn’t provide a criterion to capture detonation, which can 
potentially be useful in the prediction of super-knock phenomena under 
boosted high-temperature conditions. A ‘modified’ Sankaran criterion for 
detonation can be formulated by substituting SL with sonic speed, a, in 
Equation (3.9) and performing a scaling analysis analogous to section 3.2. 
However, shock-capturing schemes will need to be implemented in the DNS 
code, S3D that was used in the present work, to conduct validation studies to 
assess the predictive capability of the new criterion. 
Regarding the engine combustion simulation study (chapters 5-6), there 
are potential improvements that can be made to the SIF combustion model. 
The current model is based on a single flamelet approach. It should be 
properly extended to utilize multiple flamelets [79] to account for spatially 
varying scalar dissipation rate and fuel vaporization. Another important 
issue to be addressed is accounting for heat transfer. Since all local cells are 
mapped into one single flamelet, the cells having the same Z value will share 
similar thermodynamic properties, regardless of their physical locations or 
different levels of local heat transfer. This issue can be taken care of, 
following a similar approach to Hergart and Peters [78]. Finally, coupling 
large-eddy simulation (LES) with the high-fidelity SIF combustion model is 
another potentially important area of research. 
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