Estimating the discharge coefficient using hydraulic and geometrical specifications is one of the influential factors in predicting the discharge passing over a side weir. Taking into account the fact that existing equations are incapable of estimating the discharge coefficient well, artificial intelligence methods are used to predict it. In this study, Group Method of Data Handling (GMDH) was used for the purpose of predicting the discharge coefficient in a side weir. The Froude number (F 1 ), weir dimensionless length (b/B), ratios of weir length to depth of upstream flow (b/y 1 ) and weir height to its length (p/y 1 ) were taken as input parameters to express a new model for predicting the discharge coefficient. Two different sets of laboratory data were used to train the artificial network and test the new model. Different statistical indexes were used to evaluate the performance of the GMDH model presented for two states, training and testing. The results indicate that the proposed model predicts the discharge coefficient precisely (MAPE ¼ 5.263 & RMSE ¼ 0.038) and this model is more accurate in predicting than the feed-forward neural network model and existing nonlinear regression equations.
Introduction
The flow within a side weir is a spatially varied flow with decreasing discharge. Numerous experimental, analytical and theoretical research works have been carried out on the hydraulics of flow within these types of structures, because the flow has complex behavior when it passes over the side weir. A large number of investigations have also been conducted on the discharge coefficient of side weirs in past decades [48, 54, 58, 50, 25, 9] . The equations presented by Singh et al. [52] and Jalili and Borghei [32] are a function of the upstream Froude number at the beginning of the side weir and the ratio of the side weir crest height to the flow depth at the beginning of the side weir. In order to determine the discharge coefficient, Borghei et al. [8] presented an equation that is a function of the Froude number, the ratio of the side weir's crest height to the flow depth upstream of the weir and the ratio of side weir length to main channel width. Ghodsian [23] carried out laboratory studies on the super-critical flow passing along side weirs located on a rectangular channel. The author obtained the elementary discharge coefficient of the side weir under supercritical conditions as a function of the ratio of head over the weir to the side weir's crest height and Froude number. Cosar and Agaccioglu [10] experimentally studied the discharge coefficient of rectangular side weirs under subcritical flow conditions. Kaya et al. [35] suggested a discharge coefficient equation for semi-elliptical side weirs as a function of the side weir upstream Froude number, the ratio of the side weir span to the main channel width, ratio of side weir span to the weir crest length, ratio of side weir crest to flow depth upstream at the beginning of the side weir and the ratio of the small radius to the large radius of a semi elliptical side weir. Emiroglu et al. [19] conducted laboratory research on rectangular sharp-crested side weirs and introduced a discharge coefficient equation for rectangular side weirs as a function of the ratio of the side weir's crest height to the flow depth upstream of the weir, the ratio of weir length to the main channel The GMDH algorithm was first used by Ivakhnenko [29] in modeling complex systems, which included a set of data with a number of inputs and one output. The main purpose of the GMDH network is actually to construct a function in a feed-forward network on the basis of a second-degree transfer function. The number of layers and neurons within the hidden layers, the effective input variables and the optimal model structure are automatically determined in this algorithm. The mapping between the input and output variables done through a GMDH neural network is a nonlinear function called the Volterra series, in the form of equation (1) . The Volterra series as a two-variable second-degree polynomial is analyzed using Equation (2) .
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The aim of the GMDH algorithm is to find the a i unknown coefficients in the Volterra series. The a i coefficients are solved with regression methods for each pair of x i and x j input variables [20, 28] . On this basis, taking into consideration the principle of least squares error [46, 33] , the G function is defined as follows:
; x i2; ; x i3 ; …; x im Á ; i ¼ 1; 2; 3; …; m (4)
Generalized structure GMDH method (GS-GMDH)
As mentioned in the literature, neural network methods have successfully been utilized for various engineering problems. However, the performance of these methods is directly related to finding their optimized parameters. One of the alternatives is to use evolutionary algorithms to determine the optimized neural network models [57] . The genetic algorithm, one of the most common evolutionary algorithms, is used to find optimum situations of various neural network systems [45, 7, 14, 59] . In the present study, the new method, i.e. Generalized Structure Group Method of Data Handling (GS-GMDH) is used to develop an accurate model for simulating the rectangular sharp-crested side weir discharge coefficient. GS-GMDH is based on GMDH, which was first introduced by Nariman-Zadeh and Jamali [47] . The GS-GMDH applies a multiobjective GA to find the optimum GMDH model for each particular case. The GS-GMDH method has some advantages over the former GMDH:
(i) Utilization of all previous layers: In GS-GMDH, each random structure of neurons is encoded into the genotype (chromosome) string. In addition, the GA operators, such as crossover and mutation are allowed to be randomly applied for the whole length of the chromosome string. Therefore, despite the former GMDH method where the new layer neurons only had permission to connect to the adjacent layer, in GS-GMDH it is possible to use all neurons from the previous layers for the new layer. (ii) Finding the minimized training and prediction errors separately: The GS-GMDH has the advantage of three objective optimization models. Two are for finding the GMDH model with minimum training and prediction error. Minimizing these two errors separately (not one or a sum of them), leads to finding a model with reasonable training and prediction errors and prevents the model from overtraining (a situation in which the training error is very low but the prediction error is very high).
(iii) Model size minimization: Model simplicity is one of the most important parameters for judging the practicality of a model. The third objective of GS-GMDH is to find the smallest model possible with the least complexity by minimizing the number of model neurons. Akaike's Information Criterion (AIC) [38] is used in this study to compare the results of the GA chromosomes. AIC is defined as follows:
where n is the number of test or train samples, N in the number of model neurons, C is a constant, and the Mean Squared Error (MSE) is defined as follows:
where C d Actual and C d Model are the experimental and GMDH discharge coefficients, respectively. Using the GS-GMDH model in discharge coefficient simulation problems requires some modifications of the source code as well as hydraulic considerations as follows:
(i) Despite the various benefits of the GS-GMDH method in finding the most appropriate model, there are some parameters that should be initially determined. As mentioned before, the GS-GMDH method employs a multi-objective GA. The performance of the GA is directly related to the appropriate selection of its parameters, such as the number of a population's individuals, the number of generations, crossover probability, and mutation probability. Therefore, the trial-and-test method is used to find the most appropriate parameters in the case of a rectangular sharp-crested discharge coefficient simulation. (ii) The next parameter that should initially be determined in each particular case study is the appropriate input variables to the GS-GMDH model. The unnecessary input variables lead to a complex model while a lack of relevant input variables results in weak model performance. In addition, by testing various input combinations, the performance of each variable can be determined.
The flowchart of the GS-GMDH model for the rectangular sharpcrested side weir discharge coefficient is presented in Fig. 1 . In this study, the four input variables considered are Froude number (F 1 ), weir height (p)/flow depth (y 1 ), weir length (b), and main channel width (B). Five different GS-GMDH models were developed to find the most appropriate input combination. In addition to eliminating Fig. 1 . GS-GMDH modeling procedure. one input variable from each input combination, the efficiency of each input variable was determined. Trial and error was done on each model in order to determine the optimum GA parameters.
Data collection
The datasets presented by Emiroglu et al. [19] and Bagheri et al. [6] were used in this study. Emiroglu et al. [19] conducted their experiments in the hydraulics laboratory of Firat University, Elazig, Turkey, using a 12 m long rectangular channel. The width, depth and gradient of the channel were 0.5 m, 0.5 m and 0.01, respectively. The main channel consisted of a smooth, horizontal, wellpainted steel bed and a lateral glass wall. A sluice gate was placed at the end of the main channel to control the depth of flow. The discharge collection channel was installed parallel to the main channel, which was 0.7 m deep and 0.5 m wide. The collection channel was 1.3 m wide and was made for the purpose of providing a circular free-surface condition. A Mitutoyo digital point micrometer with ±0.01 mm sensitivity was installed 0.4 m from the weir. The side weirs, made of steel plates with extremely sharp crests, were aerated and installed at the same level as the side of the main channel. The water was controlled by a pipe and the sluice gate. In Emiroglu et al.'s research [19] , a discharge amount between 0.01 and 0.150 m 3 /s was measured with an electromagnetic flow meter (±0.01 L/s sensitivity). Additionally, they calibrated the discharge results of the electromagnetic flow meter using a V-notched weir located at the beginning of the system. The discharge passing over the side weir was also calibrated using a standard rectangular weir installed downstream from the discharge collection channel. Bagheri et al. [6] conducted experiments on rectangular sharpcrested weirs of various heights and widths, within a horizontal, rectangular channel 8 m long, 0.4 m wide and 0.6 m deep. All experiments were carried out under subcritical flow condition. The free surface profiles were measured along the side weir sill and along the central axis of the channel using a point meter with ±0.5 mm accuracy installed on a mobile carriage. The upstream discharge (Q 1 ) was measured with an electromagnetic flow meter (±0.5% accuracy). The depth of flow and downstream discharge were controlled by a sluice gate that was previously calibrated at the maximum amount of weir error (approximately ±5%). The flow diverted from the weirs was calculated based on the difference between the discharge upstream and that downstream. The ranges of data used in this study are presented as follows [19] : B ¼ 0.5 m; 0.15 < b (m) < 1.5; 0.12 < p (m) < 0.2; 0.08 < F 1 < 0.92; 10 < Q (L/ s) < 150 and [6] :
Review of existing equations
Existing discharge coefficient relations can be expressed in three different categories. The differentiation is based on the dimensionless parameters used in estimating the discharge coefficient. The first category includes formulas that use only the Froude number parameter (F 1 ) to estimate the discharge coefficient. Nandesamoorthy and Thomson [48] , Yu-Tech [58] , Ranga Raju et al. [50] and Hager [25] estimated the discharge capacity according to equations (7)e(10) respectively in the first category, as shown below:
The second category consists of equations that consider the P/y 1 parameter as well as the Froude number parameter (F 1 ) used in the equations from the first category. Singh et al. [52] and Jalili and Borghei [32] estimated the discharge coefficient using these dimensionless parameters according to equations (11) and (12), respectively:
The third group of equations is a combination of the previous states, meaning that the F 1 parameter is considered for estimating the discharge coefficient (like the first and second categories) as well as the P/y 1 parameter (from the second category) besides considering the dimensionless length of the weir (b/B) and b/y 1 parameter. Emiroglu et al. [19] considered all these dimensionless parameters (F 1 , p/y 1 , b/B and b/y 1 ) and proposed the following equation: 6. Derivation of the discharge coefficient based on GS-GMDH De Marchi [11] presented an equation for changing the rate of discharge passing through a rectangular channel with a side weir (q) as follows:
where D is the discharge within the channel, s is the measured distance along the length of the weir upstream from the side weir, q is the discharge per unit length over the side weir, g is the acceleration of gravity, p is the height of the side weir crest, y is the flow depth, C d is the discharge coefficient and (y À p) is the head over the weir. Taking into consideration the above-mentioned equation and the works done in the field of estimating the side weir discharge coefficient [54, 18, 52, 8, 51] , the independent parameters that must be considered when estimating C d is presented as follows:
where C d is the discharge coefficient, F 1 is the Froude number, V 1 is the mean velocity of the flow upstream of the side weir, y 1 is the depth of flow, g is the acceleration of gravity, p is the weir height, B is the width of the main channel, j is the deviation of the angle of flow, and S 0 is the channel slope. Considering that in the dimensionless weir length (b/B) the diversion angle of flow on the weir was considered [18] but it was not considered in previous equations as a specific parameter in side weir discharge equations, the dimensionless parameters affecting discharge coefficient predicting are presented in this research as follows:
The type of GMDH neural network used in this study is GS-GMDH. Here, neurons of different lengths are combined. Shorter neurons must leap over a number of hidden layers and combine with longer neurons in this type of network where regulated connections are not limited only to adjacent layers [46, 47, 33] .
The two objective optimization processes are presented within a framework of the Pareto curve e a curve that can be used to define the multi-objective optimization process. The target functions include training and prediction errors. It can be constructed from the points within Pareto, whereby point C can fulfill one of the objective functions (training error) and point B fulfills the other objective function, meaning the prediction error (see Fig. 2 ). By relying on the concept of two objective optimizations, point A is selected as a suitable point that balances the two objective functions. Table 1 expresses the error amounts related to the points on the Pareto curve. The error amounts at point B indicate that this point has less prediction error compared with point C and vice versa (C has less error in training). Ultimately, point A can be selected as the optimum point in the two objective optimization processes.
The following equation is presented taking into account the explanations given above regarding the manner of calculating the discharge coefficient, which is essential when using the independent parameters presented in equation (16) with two hidden layers. The GS-GMDH is developed with the number of population individuals being 100 and with 300 generations selected, exceeding which values does not lead to better results. In addition, the crossover probability of 0.95 and mutation probability of 0.01 seem to conclude the best performance for this case. The laboratory data obtained by Emiroglu et al. [19] were employed to estimate the discharge coefficient. The laboratory results of Bagheri et al. [6] were also utilized to evaluate the accuracy of the models presented using the dataset not used in estimating the models. The manner of the independent parameters connecting to each other in different layers is illustrated in Fig. 3 . 
Results and discussion
The results of predicting the discharge coefficient with the proposed model based on the GMDH-type neural network and with existing regression equations are represented in this section. The coefficient of determination (R 2 ), mean absolute percentage error (MAPE), root mean square error (RMSE), adjusted coefficient of efficiency (E) and Scatter index (SI) are used to investigate the quantitative performance of the presented model in the two states of training and testing: 
SI ¼ RMSE
where C d Model is the predicted discharge coefficient (GMDH output), C d Actual is the observed discharge coefficient (target), and n is the total number of events. The indexes shown above represent the estimated values as the average of the predicted errors and do not represent any information on the forecast error distribution of the proposed model. It is obvious that a high correlation coefficient (80e90%) is not always considered an indication of a model's high accuracy. On the contrary, this index may show the high accuracy of mediocre models [22, 40] . In addition, the RMSE index indicates a model's ability to predict a value away from the mean [26] . Therefore, the proposed model must be evaluated using other indexes such as average absolute relative error (AARE) and threshold statistics [31, 30, 49] . The TS x index indicates the forecast error distribution by each model for x% of that forecasted. This parameter is determined for various amounts of average absolute relative error. The value of the TS index for x% of the forecast is determined as explained below:
where the Y x of the number of forecast amounts of all data for each amount of AARE is less than x%. Fig. 4 shows the discharge coefficient estimation results obtained using the GMDH model proposed in this study (Eq. (17)) by applying the test and train results. In order to train the network, equation (17) was first presented using the laboratory results obtained by Emiroglu et al. [19] . The dataset that had no role in estimating the model had to be utilized in order to investigate the accuracy of discharge coefficient estimation using the equation. Therefore, the laboratory results of Bagheri et al. [6] were used to test the model performance. According to this figure, there is a little over and underestimation in the proposed equation prediction. However, it is clear that most of the predicted discharge coefficients had less than 10% error. Therefore, it can be concluded that this model has high performance in modeling the discharge coefficient. In addition, it is evident in this figure that the training and testing datasets had different ranges. The training dataset was in the range of 0.3 < C d < 0.6, and the testing dataset was in the range of 0.45 < C d < 0.9. As a result, the proposed model can be used successfully in practical situations for various dataset ranges. In order to study the performance of a model, the relative accuracy of estimation by the proposed model in comparison with existing ones must be studied, in addition to the laboratory results that were not used in training the model. Figs. 5 and 6 show the results obtained using existing equations for estimating the discharge coefficient. Fig. 5 indicates the accuracy of the discharge coefficient of existing equations (7)e (10), which use only the Froude number (F 1 ) for estimating, while Fig. 6 shows a study of the accuracy of other existing equations (equations (11)e(13)) using Bagheri et al.'s laboratory results [6] . Clearly, the dispersion of results presented by the equations in Fig. 5 is less than that of the equations in Fig. 6. Considering Fig. 5 , it is observed that the equations presented by previous researchers, exhibit a somewhat similar process, such that as C d increases in all equations, the estimation accuracy decreases. Ranga Raju et al.'s equation [50] does not provide good estimations even when the discharge coefficient values are small. This figure also indicates that for discharge coefficients over 0.6, all equations yield large relative error that can even reach up to 40% at some points (Hager's equation). Through the equation presented by Nandesamoorthy and Thomson [48] ; the majority of estimated values would be below the real values. The results of this model are not very accurate, as the relative error is (7)e(10) in rectangular weirs using the laboratory results of Bagheri et al. [6] . approximately 15%. It should be noted that the results reach a relative error of nearly 30% at some points. Although the equation presented by Yu-Tech [58] does not always estimate the discharge coefficient with acceptable error in line with the other equations in Fig. 6 , this equation (see Table 2 ), gives better results overall with a relative error of 5% in contrast to the other equations. The equation of Singh et al. [52] predicts the discharge coefficient with high relative error and the predicted discharge coefficient is sometimes two times greater than the actual one. Emiroglu et al.'s equation [19] also exhibits low performance in modeling the discharge coefficient. This equation underestimates C d most of the time. Despite Emiroglu et al.'s equation [19] , the equation of Jalili and Borghei [32] overestimates in the low values of C d and sometimes overestimates in the high values of C d . Table 2 represents the statistical indexes for the existing equations and also the proposed equation (17) , in training and testing states. Considering Table 2 , which shows the results of the verification criteria for the given equations, it is observed that Singh et al.'s equation [52] is more accurate than those of the two other models, since the relative error of this equation is almost 15%, while that for the other two is more than 20%. Also, the RMSE of Singh et al.'s equation is less than that of the two others [32, 19] . As pointed out in the previous section, Emiroglu et al.'s laboratory results [19] were used to estimate the model while the laboratory results presented by Bagheri et al. [6] ; which had no role in estimating the model, were used to investigate the accuracy of the proposed model. By studying the table, it is apparent that the proposed model shows relatively similar results in both testing and training states (MAPE ¼ 5.267 & RMSE ¼ 0.038) and (MAPE ¼ 5.173 & RMSE ¼ 0.031), respectively. Therefore, it can be stated that the proposed model has the capability of estimating the discharge coefficient fairly accurately for the experiments not used in estimating the model as well. Table 3 indicates that all existing models, i.e., equations (7)e(13) estimate the discharge coefficient less accurately than the equation proposed in this study. It is evident that the equation suggested by Yu-Tech [58] (Eq. (8)) with MAPE ¼ 6.558 and RMSE ¼ 0.062 has the highest accuracy in estimating the discharge coefficient than all existing equations, but the value of RMSE of this equation is greater for both presented statisticals in comparison with the proposed equation (Eq. (17)). This indicates that equation (8) is less accurate than equation (17) . Fig. 7 shows the distribution error for all existing models and also for the proposed model. The figure shows that the equation presented has lower relative error and distribution compared with all existing equations, such that the highest relative error of equation (15) is almost 15%, although 90% of the data indicates a relative error less than 10%. However, the best former equations (Eqs. (7) and (8)) predicted 90% of the samples with less than 20% error. According to Fig. 7 , equations (11) and (13) with relative error of 50% had the weakest performance in discharge coefficient simulation. In addition, this figure indicates that the former equations simulated only 60% of the samples with less than 10% relative error, while this amount is 90% for equation (17) . The discharge coefficients predicted by GMDH are given in Table 3 .
Sensitivity analysis was carried out in this study to investigate the effect of each of the parameters on estimating the discharge Table 2 Evaluating the proposed equation (Eq. (17)) and existing equations using verification criteria (Bagheri et al.'s dataset [6] Fig. 7 . Error distribution for all models. . Examining existing discharge coefficient equations (11)e (13) in rectangular weirs using the laboratory results of Bagheri et al. [6] . coefficient. Model 1 in Table 4 corresponds to the model proposed in this study for estimating the discharge coefficient (Eq. (17)) and models 2e5 were presented to investigate the effects of not considering each of the dimensionless parameters on the outcomes of predicting the discharge coefficient. The table shows that not considering each of the parameters presented in equation (16) leads to the proposed models based on GMDH becoming less accurate. The table indicates that the effects of the F 1 and p/y 1 parameters are almost equal, such that not using these parameters in the model to estimate the discharge coefficient results in an increase in the relative error by 3% and the RMSE amount becoming 1.34 times greater. It can additionally be seen that among all the parameters, b/y 1 has the least effect on predicting the discharge coefficient, whereby the amount of its relative error only increased by 1%. Considering the table, it is obvious that the b/B dimensionless parameter is the most crucial. Apparently, not using this parameter leads to the statistical indexes presented in the table to double in amount in model 1, which also uses b/B in addition to the parameters presented in model 2. Table 4 Results of sensitivity analysis for the GMDH model. In order to analyze the variation trend of C d according to the input variables, the partial derivative sensitivity analysis method is applied [41] . In this method, using the partial difference between the output variable and each of the input variables, the sensitivity of the results is studied on the x i input variable. It is obvious that a higher partial derivative value signifies higher efficiency of the input variables on the results. If the partial derivative is positive, an increase in the input variables leads to an increase in the output variable. The sensitivity analysis of GMDH (Eq. (17)) is presented in Fig. 8 . Here, the sensitivity value for b/B < 0.51 is positive, and increasing the input variable leads to increasing C d . However, for the higher b/B values, due to the complexity and multi-variable dependency of the present model, there is no specific, definitive rule. The sensitivity analysis of F 1 and b/y 1 demonstrates that increasing these input variables always leads to increasing C d . However, it can be seen that by increasing F 1 and b/y 1 , the efficiency of these parameters decreases. The sensitivity analysis of the p/y 1 input variable shows that p/y 1 has a direct relation with C d and by increasing this input variable, the efficiency of this parameter increases.
To contribute a new dimension to this study, the effects of the GMDH model output on the Froude number (F 1 in this study) variations were investigated. Therefore, the discrepancy ratio (DR) (ratio of predicted to actual values) was employed to measure the sensitivity of the GMDH model to the F 1 parameter. A DR value of 1 shows perfect agreement, while values smaller (or greater) than 1 indicate under (or over) prediction of the discharge coefficient in side weirs. The result of the GMDH model for variations in discrepancy ratio (DR) values is plotted versus the Froude number (F 1 ) in Fig. 9 . The maximum, mean and minimum DR values for the GMDH model obtained were 1.14, 0.99 and 0.85, respectively. According to Fig. 9 , for almost all discharge coefficients estimated, DR is close to 1.
A comparison between the GMDH and Feed-Forward Neural Network (FFNN) is presented for the training and testing datasets separately in Fig. 10 . In this figure, the FFNN has a relative error higher than 10% in the training dataset and by increasing C d , the relative error increases. In addition, the predictions exhibit overestimation and underestimation trends that lead to non-optimum side weir design. However, the GMDH has less than 10% relative error and higher performance than the FFNN model. Table 5 shows a comparison between these two models using the statistics indexes. This table displays that the GMDH method with MAPE of 5.173 performs nearly two times better than FFNN with MAPE of 10.882 for the training dataset.
The results of testing the GMDH and FFNN models are plotted in Fig. 10 . Clearly, the performance of the models with the testing dataset is similar to the training procedure. The FFNN mostly predicts the discharge coefficients with over 10% relative error. According to Table 5 , the MAPE of the FFNN for the test dataset is 10.058. Similar to the training procedure, the FFNN predicts the results with over and underestimation. Despite the FFNN, the GMDH model predicts most of the discharge coefficients with less than 10% relative error and has MAPE of 5.263. However, by considering the fact that the training and testing datasets are not in the same range, it can be said that both models have good flexibility with discharge coefficient prediction. As a result, according to Fig. 10 According to the explanations given, the proposed equation in this study has higher performance compared with the equations suggested in previous studies. In addition, a comparison between the GMDH-type neural networks with the FFNN models shows the superior performance of the GMDH model in predicting the discharge coefficient. Therefore, owing to the high performance and simple, explicit equation of the GS-GMDH model, using this Fig. 9 . DR values versus F 1 for the GMDH model. Fig. 10 . Comparison of the GMDH-type neural network (Equation (17)) and feed-forward neural network (FFNN in training and testing stages (a and b, respectively) ).
method is highly recommended in practical situations of designing side weirs.
Conclusions
In this research, an artificial intelligence method known as GMDH was used to estimate the discharge coefficient of rectangular sharp-crested side weirs. A functional equation was defined using dimensional analyses between the input and output parameters and the Froude number (F 1 ), weir dimensionless length (b/B), ratio of weir length to depth of upstream flow (b/y 1 ), and ratio of weir height to length (p/y 1 ) that were identified as the factors affecting discharge coefficient estimation. (17)). Investigating the various input combinations (according to Fig. 1) demonstrates that the b/B input variable has the maximum effect on discharge coefficient simulation accuracy, and eliminating this variable leads to an increase in modeling error up to two times. The b/y 1 input variable is recognized as the least important, while eliminating this input variable leads to a 1% increase in relative error. The sensitivity analysis shows that despite the b/B input variable having a complex effect on C d , other input variables have a nearly direct relation with C d . In the sequence, the performance of the GS-GMDH model with one of the most commonly used artificial intelligence methods (FFNN) shows that the GS-GMDH has significantly higher performance than the FFNN with MAPE of 10.882. In addition, despite the FFNN, the GS-GMDH exploits an explicit, simple equation (Eq. (15) ) that can be used in practical situations. It should be mentioned that GMDH has high precision in predicting the discharge coefficient and has the capacity to be used as an alternative to other existing methods. 
