INTRODUCTION
At CIRED 2003 a paper [1] 
The evolution of the 'Crystal System' monitoring solution is in three stages:
• The feasibility/concept and cost benefit.
• The initial development and testing.
• The installation of the completed design and its value impact to the network.
It is intended to mark each of these stages with a CIRED Paper. The feasibility/concept and cost benefit was detailed in 2003 [1], the initial development and testing is being presented in this paper, and the installation of the completed design and its value to the network will be delivered in 2007. The objective of this series of papers is to give an insight into the process of devloping solutions for problems in networks. In this case the solution is the result of a colaboration between FMC Tech Ltd, Ireland and Vattenfall Eldistribution AB, Sweden.

INITIAL DEVELOPMENT
By using the Swedish Network Regulator Model, Lindgren et al [1] concluded that with very large-scale deployment a payback period of 3 to 6 years on the cost of deploying the Crystal System could be achieved and that this payback period could be as short as 1 year in some cases. Having defined that network monitoring yielded a cost benefit, and proven both concept and feasibility, the full development of the Crystal System commenced in 2003. The Crystal System is a modular design consisting of four main elements:
1. Line Mounted Sensors, deployed throughout the network. 2. SNG (Sensor Network Gateway) 3. DAC (Data Acquisition Communicator) 4. System Software.
The sensors are mounted in groups of three, at strategic points in the overhead network. Each sensor is powered by a custom designed current transformer (CT). This CT allows the sensor to operate with line currents as low as 5 amps. There is also a battery backup supply, which is charged by the same power source. The sensor measures current and calculates both amplitude and phase of the RMS value, and has built in communications via the systems own ISM (Industrial Scientific and Medical) band. The inter-sensor range of the radio network is approximately 2 km. The sensors have the capability of picking up fault currents and reporting this current data back via radio to the SNG.
The SNG links a network of sensors together and sends commands to the sensors and receives back data. This data can consist of current values, fault event current data, or other related information i.e. temperature etc. The SNG can be mounted locally for example in a switch/breaker housing, or in the sub-station. The SNG links back to the DAC unit.
The DAC Unit is generally mounted in the substation and its function is to record the activity of the sensor network. It acts as a database for line status including events like line loading, tripping faults, or sub tripping events. The DAC also links the sensor network to the System Software.
The System Software controls the entire network at one central location. This means that faults and line loading data are available centrally. This software can run as a stand-alone or can be integrated into a DMS (Distribution Management System) with mapping and maintenance functionality. The sequence of operation
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The sequence of operation of the Crystal System is both event and request driven. For example, in an earth fault condition an increase in open delta voltage is detected at the DAC unit, the event is time stamped, and a request is sent by radio to the sensors via the SNG requesting fault information at the time stamp. The sensors report back their information into the database of the DAC, and the system software reads this database. This will pinpoint the fault between two sets of sensors, based on the sets of sensors that have seen the fault and the sets of sensors that have not. In addition to event driven operation, a request for data can be sent from the system software and data retrieved in the same fashion. Numerous event triggers can be programmed into the system and given specific priority status, i.e. non tripping events, current surges, intermittent fault events, successful re-closures etc. At the initial development stage it was decided to make the system as flexible as possible, therefore all parameters such as thresholds, event triggers and onward communication priority is definable by the network operator. This ensures that the system is compatible with most distribution networks.
TECHNICAL CHALLENGES
There were four main technical challenges to be overcome in the development of the system.
1. The development of an ad-hoc radio network protocol. 2. Rapid communications in fault conditions. 3. Detecting low value fault currents in the presence of high load currents. 4. The development of an efficient current transformer to power the sensor.
Radio Network Protocol
A network protocol was developed by FMC Tech. This protocol allows for multi-hopping, i.e. passing information from sets of sensors via other sensors and back to the SNG. It also allows for the removal of sensors from the network while still allowing the network to function, and the capability to use single sensors as repeaters for long distances. A secondary development in this communications area was the development of directional antennas that are fitted into the sensor housing to provide maximum radio range. Spread spectrum radio design was undertaken to make the system robust and to provide protection from nulls (zones where the difference between direct and indirect signal path lengths results in a loss of signal strength) and interference.
Rapid communications requirement in fault conditions
A fundamental requirement of the sensor design is it's low power consumption. The sensor's primary source of power is the magnetic field of the line, therefore the sensor's radio range is limited by available power to approximately 2 km. The effective bandwidth therefore is quite small, and because there will be a large number of these sensors deployed throughout the network, latency becomes an issue. In fault conditions the network operator cannot afford a time delay in getting data back from all the sensors. The system cannot therefore get raw data back from each of the sensors, as the time delay would be considerable, i.e. 10's of minutes in certain situations. The design solution that was implemented was to build intelligence into each sensor with flash memory providing the data for post event analysis. In a fault event, when time is of the greatest importance a set of three sensors will 'talk' to each other and determine whether they have collectively seen a fault, or a zero sequence current of significant magnitude. This approach means effectively that the only communication in a fault condition from each triplet of sensors is a simple 'Seen a fault' or 'Not seen a fault'.
Low value fault current detection
In high impedance earthed networks, such as Petersen coil systems, fault currents are minimised. This presents challenges to any fault-monitoring device. Parasitic currents due to capacitive coupling, means that any effective fault location device must differentiate between zero sequence currents that are present due to real faults, and zero sequence currents that are present due to other effects such as parasitic currents due to capacitive coupling. This was highlighted and recognised as a core product requirement. The line units are designed to run a wide variety of fault detection algorithms: including the conventional "real current" method, which is the technique commonly used in line protection relays. In general, these Values of phase and magnitude of the zero sequence current can be separately compared to defined thresholds to determine faults.
At first GPS was considered as a timing source and each sensor would be fitted with its own GPS module. This proved to be an over-engineered solution, in that the timing accuracy was 10 times better than required, and the GPS module proved to be a burden in power consumption and additional cost. The solution was found to be the use of the GPS at the substation as a general timing reference, which is communicated by the radio network to the sensors. Proprietary timing compensation algorithms are also used as a part of the timing solution.
The development of an efficient current transformer to power the sensor
While there are several competing techniques capable of providing power to the line-mounted units, line powering through the use of a current transformer (CT) was selected as being the most appropriate for typical deployments. The CT is essentially a high permeability, toroidal, core with associated windings. The power-line conductor forms the primary circuit, while the secondary is formed by multiple windings through the centre of the core. There are several basic criteria used in the design of the CT. These criteria include: power required by the system, weight of CT, size of CT, mounting mechanisms, line current profile, range of currents likely to be encountered in normal deployments, temperature range, humidity, levels of "pollution": moisture and salt ingress.
To minimise the thermal dissipation experienced by the line-units, a patented shunting mechanism is used to effectively "turn off" the CT when the power requirements of the line-units are fully satisfied. A range of core sizes and materials were evaluated during the course of the prototype development. The number of turns was empirically optimised at the lower range of operating current. To ensure that the line-powering techniques used in the product are optimum, a research program has been commissioned. This program includes the development of a CT model that is to be used to systematically optimise the CT design. The model uses parameters such as material permeability, and variation in permeability, laminate thickness, effective length and effective area to generate SPICE models (or similar). This work in being carried out at the National University of Ireland Galway. (NUIG)
THE TEST METHODOLOGY USED TO VALIDATE PERFORMANCE
The first tests were carried out by use of computer modelling. This validated the algorithms, timing and noise level. Following on from this a low voltage test rig was built which provided an electrical network at 10V phaseto-phase potential. This LV network also had a Petersen coil, and was capable of delivering primary loads in excess of 600 amps per phase, and zero sequence currents of 1 to 5 amps. The LV tests were performed by FMC Tech in Ireland and when complete, the next tests were performed on a live 10 kV line in Sweden.
A substation at Solbacka, Sweden, was used and two feeders (L02 & L05), fig. 5 ., both fed from a common busbar were each fitted with a set of sensors. The objective of the test was to evaluate the response of the sensors to a real fault and to check the accuracy of the reported fault values and the ability of the radio communications to relay the data. Also of major importance was the systems ability to differentiate between real fault current and capacitive coupled induced current. 
THE SYSTEM SOFTWARE
ESB International (Computing) is a wholly owned subsidiary of the Electricity Supply Board of Ireland. They have undertaken to produce the system software for the project. The system software is called the Crystal Console.
The Crystal Console DAC architecture tells the control room operator when overhead line faults have occurred. It also indicates where the fault has occurred, and provides the operator with detailed data on the line currents before and during the fault. Current measurements can be downloaded from any sensor on the network and can be graphed. Maintenance functions such as network reconfiguration or software upgrade can also be carried out. The software is designed to integrate with Geographic Information Systems (GIS) and to display sensor locations and is installed on a PC in the network control centre. Communication with the DACs can be either over the corporate LAN (if this extends into the substations) or via dial-up connections.
CONCLUSIONS
The accurate measurement of line current (both magnitude and phase) using wireless techniques has been demonstrated. The effectiveness of using open-delta voltage values as a fault detection criterion for low level ground faults in a high impedance grounded power distribution system has been demonstrated. Detection of low level ground faults has been demonstrated.
The system correctly identified fault direction in a system that carried a high level of reactive current due to segments of underground cable.
The performance of the system suggests that a configuration of the system that links it to remote sectionalisers could have an effective role in network re- Intelligent use of offload sectionalising avoids undue stress on the network due to multiple re-closures as a strategy to clear faults. It has been suggested by a number of network operators that this stress contributes a weakening of the network components and results in incipient faults. This interesting topic requires further study to identify and quantify effects.
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As the system is capable to sensing a wide range of line condition, including a range of sub-tripping faults, 1 ground and phase-to-phase, it is entirely possible to use this information to effectively identify incipient faults. This information could be fed into the normal maintenance programme of the network operator. This should reduce the number of unplanned outages resulting in reduced inconvenience to the customer and increased quality of service.
FUTURE DEVELOPMENTS.
Further testing of the production version of the system commenced in December 2004. The testing is ongoing and will conclude in June 2005. The schedule of testing is being carried out in 6 major steps, as follows:
Step 1: 6 short radio range sensors (0.25 km) will be fitted to two feeders on a live 20kV line on the Irish Network. These sensors will be monitored continuously to validate software and communications.
Step 2: 9 short radio range sensors (0.25 km) will be installed onto two feeders (common bus-bar) on the Swedish Network, and a series of faults will be applied to each of the feeders. The faults will range in fault current value of 1 -8 amps and the response of the system will be verified via the display of the DAC unit, which will display the event and the fault magnitude. In addition to these steady state ground faults a number of cable faults will also be applied. This is carried out by passing a fault through a small piece of cable. This single core cable has a concentric earth, and a small hole is drilled through the outer core into the conductor. This hole is filled with water and the core of the cable connected briefly to the overhead conductor, with the screen connected to ground. The effect of this type of fault is a series of high current spikes of short duration (half a cycle), which is similar in signature to an underground cable fault.
Step 3: 6 long radio range sensors (2 km) will replace the short-range sensors on the Irish Network. As before, they will be monitored continuously and software performance both at the DAC unit and at the sensor will be reviewed and modifications and enhancements implemented.
1 Line conditions that have a similar profile to "fault" conditions but are inside the typical thresholds set on line protection relays.
Step 4: The 9 short-range sensors in the Swedish network will be replaced by long-range sensors (2 km), and the full test protocol repeated.
Step5: The system software will be fully integrated with both the Irish and Swedish test site, and evaluated for performance and reliability.
Step 6: Upon successful completion of the tests, three pilot sites each consisting of 100 sensors will be installed at different locations, in central, North and Southern Sweden. In addition the Irish site will also be expanded to 100 sensors. The performance of the system will be monitored over a period of 6 -12 months in terms of both reliability and benefit to the network.
A sample of the production prototypes will be systematically subjected rigorous mechanical and environmental testing. The identified test programme is known to be effective in identifying design weaknesses and failure modes.
The incipient fault identification algorithms are to be implemented and statistically tested against actual faults.
The Crystal System development, as is discussed in this paper, relates to more than a development of a monitor for overhead networks. It relates to the development of an intelligent, flexible, and networked platform that generates reliable data on the distribution network that can be used by the network operator to improve quality of service while controlling cost.
