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RESUME 
Au fil des annees, les depots de calcium, cholesterol ou divers debris, s'accumulent dans 
les parois des arteres coronaires ayant comme effet le retrecissement de leur diametre. Par 
consequent, un moyen de detecter correctement et fidelement l'etendue de ce 
retrecissement s'impose. Plusieurs techniques d'imagerie medicale ont ete mises au point 
pour deceler les maladies cardiovasculaires et plus particulierement la stenose. Une des 
techniques d'imagerie medicale les plus efficaces pour identifier la plaque est l'imagerie 
intra vasculaire par ultrason (IVUS). Cette technique consiste a inserer un catheter muni 
d'un transducteur ultrasons a l'interieur des arteres coronaires. Ce transducteur emet des 
ondes ultrasons radiales, ayant une frequence comprisse entre 20 MHz et 40 MHz, 
produisant ainsi des images transversales de l'artere. En retirant le catheter a vitesse 
constante, une sequence d'images representant l'artere coronaire est obtenue. Les images 
IVUS reunissent les differentes couches de l'artere soit la lumiere qui represente le sang 
et le vaisseau comportant l'intima, la media et l'adventice. L'identification de la frontiere 
de separation entre la lumiere et l'intima, de meme que 1'identification de la frontiere de 
separation entre la media et l'adventice represente une priorite. Leur indentification 
permet aux cliniciens et aux chercheurs de mesurer le volume de la plaque, afin de mieux 
diagnostiquer la stenose, realiser le suivi de la maladie, ainsi qu'evaluer l'efficacite du 
traitement. Differentes techniques de segmentation ont ete developpees a ces fins. 
Generalement, ces methodes ne sont pas completement automatiques. De plus, ces 
methodes segmentent chacune des images IVUS de fafon statique dans l'espace spatial, 
plutot que d'analyser des sequences completes d'images dans l'espace spatio-temporel. 
Le present memoire propose un algorithme automatique qui vise a trouver la frontiere de 
separation entre la lumiere et le vaisseau, sur une sequence d'images IVUS acquise avec 
un transducteur ultrason de 30 MHz. Vu la frequence des ultrasons, la texture des 
differentes couches de l'artere est apparente. L'algorithme, qui est applique sur une 
sequence continue d' images IVUS, combine une analyse de texture avec un 
classificateur. 
La premiere etape de la methode presentee dans ce memoire consiste en un pretraitement, 
au cours duquel toutes les images composant le film IVUS sont transformees en 
coordonnees polaires. Lors de cette transformation, les marqueurs de calibrage qui 
peuvent etre presents sur certaines images, sont retires. Egalement, le nombre d'images 
contenues dans le film IVUS etant considerable un echantillonnage est effectue, pour 
diminuer ce nombre. Pour minimiser l'influence du battement du cceur, 1'echantillonnage 
est effectue a la frequence cardiaque. La derniere etape du pretraitement consiste en 
1'identification du catheter IVUS pour ensuite le retirer de l'analyse subsequente. 
Deuxiemement, une analyse de texture est appliquee pour creer un espace caracteristique 
associe aux pixels composant les images. Les matrices de cooccurrence en trois 
dimensions sont utilisees pour effectuer cette analyse de texture. Les matrices de 
cooccurrence sont des cubes. Ces cubes sont crees en utilisant l'image avant et apres celle 
qui est en train d'etre analysee. Par la suite, un espace des caracteristiques est cree en 
appliquant une convolution pour chaque pixel. La convolution consiste a calculer une 
matrice de cooccurrence pour le cube, selon differentes directions. Finalement, huit 
caracteristiques de la matrice sont evaluees. Selon le nombre de directions et le nombre 
de fenetres ou de cubes choisis, l'espace des caracteristiques obtenu pour chaque pixel 
peut etre considerable. Une reduction de cet espace est effectuee en appliquant une 
analyse par composantes principales. 
Troisiemement, une procedure de classification permet de separer les structures d'interet 
en deux classes: la lumiere et le vaisseau. Le classificateur non supervise k moyen 
hybride est utilise. Ce classificateur ne necessite pas d'apprentissage comme le 
classificateur a machine de vecteurs de support, par exemple. 
Quatriemement, un post traitement est effectue. Lors du post traitement la frontiere entre 
la lumiere et le vaisseau est identifiee en utilisant un algorithme de croissance de region a 
partir de 1'image obtenue suite a la classification. Cette image binaire a ete obtenue en 
affectant une valeur de 1 a tous les pixels appartenant a la lumiere et une valeur de 0 a 
tous les pixels appartenant au vaisseau. Divers filtres morphologiques sont egalement 
appliques pour rehausser ou lisser les structures de l'image. Finalement, la frontiere 
trouvee est rapportee sur l'image IVUS originale et un algorithme de contours actifs est 
applique. 
La methode est validee sur deux sequences IVUS provenant de deux patients. Suite 
a l'application de l'algorithme sur une sequence complete de 270 images, une valeur de 
0.90 est obtenue pour le coefficient de correlation entre l'aire manuellement segmentee et 
celle trouvee automatiquement. En retirant de l'analyse les images comportant divers 
artefacts (30 images) la correlation d'aire devient 0.97, tandis que la difference moyenne 
entre la frontiere identifiee par l'algorithme et la frontiere manuellement identifiee est de 
0.080 mm avec un ecart-type moyen de 0.095 mm. Ces valeurs sont comparables aux 
resultats obtenus dans la litterature. La methode proposee dans ce memoire, tout en etant 
automatique, fournit de bons resultats sur un grand nombre d'images comportant des 
textures tres differentes. Comme perspective, puisque l'algorithme incorpore une analyse 
de texture, celui-ci pourrait etre etendu pour permettre 1'identification de la morphologie 
de la plaque. 
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ABSTRACT 
Cardiovascular disease (CVD) is the leading cause of death in North America today. It is 
manifested in different forms such angina pectoris, heart attack, or atherosclerosis. 
Atherosclerosis is caused by the build-up of fatty substances and calcium deposits inside 
the walls of the coronary arteries. Eventually, the accumulation grows large enough to 
harden the plaque and almost completely block the blood flow within the artery. This is 
also known as artery stenosis. Therefore, it is imperative that techniques be developed to 
help the interventionist properly characterize and diagnose this form of CVD. 
One of the most commonly used medical devices for the identification of coronary artery 
stenosis is Intravascular Ultrasound (IVUS). A small transducer on the tip of a coronary 
catheter is moved, with the help of a guidewire, inside the coronary arteries (using high 
frequency sound waves) in order to visualize the interior walls of the artery. The sound 
waves that are emitted from the catheter tip are usually in the 20-40 MHz range. The 
catheter also receives and conducts the return echo information which constructs and 
displays a real time 2D ultrasound image of a thin section of the blood vessel currently 
surrounding the catheter tip. The guidewire is kept stationary and the ultrasound catheter 
tip is slid backwards, usually under motorized control at a pullback speed of 0.5 mm/s. 
This is useful as we can visualize the artery from the inside out, thus making it possible to 
quantify the severity of stenosis present. It is a means of showing the physician where the 
normal artery wall ends and the plaque begins. 
In IVUS images, the lumen is typically adjacent to the imaging catheter, and the coronary 
artery vessel wall mainly appears as three layers: intima, media, and adventitia. In clinical 
research, the two inner layers are of principal concern. The identification of the border 
between the lumen and intima, as well as, the identification of the border separating the 
media and adventitia are of vital interest to clinicians for the proper diagnosis of artery 
stenosis pre-operatively and for proper follow-up post-operatively. Several segmentation 
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techniques have been developed for these purposes. Generally, these methods are not 
fully automatic and they segment IVUS images in the spatial domain, rather than 
analyzing complete sequences of images in the spatio-temporal domain. 
The objective of this work is to propose an automatic algorithm that targets the successful 
extraction of the lumen border with respect to the coronary wall using all IVUS images in 
a given dataset. We suppose that the image dataset was acquired by a transducer having a 
range above 30 MHz. This minimum frequency reveals the apparent border separations, 
as well as the texture of the inner walls of the artery. The proposed algorithm performs 
texture analysis followed by a classification. 
First, a pre-processing of the IVUS images is performed in order to transform the images 
into polar coordinates. During this step, the calibration markers visible on the images are 
removed. Also, images are selected by ECG-gating, that is, images falling on the same 
cardiac phase are extracted for analysis. Finally, the catheter visible in the polar images 
is removed as well. 
Secondly, texture analysis is performed in order to create a characteristic space for each 
pixel of the image. Three dimensional co-occurrence matrices are used to perform the 
analysis. The matrices are calculated using cubes. These cubes are created using the 
current image coupled with a few images preceding and following it. Then, the 
characteristic space is created using a convolution on each pixel. The convolution 
consists of calculating the co-occurrence matrix for the cube, along several angular 
directions. Eight statistical characteristics are evaluated for each matrix. If many angular 
directions are considered for the analysis, the complexity of a given characteristic space 
increases and therefore a principle component analysis is performed on the data to reduce 
the space. 
Third, a hybrid £-means classifier is used to separate the characteristic space into two 
distinct classes: (/) the lumen and (ii) the intima, media and adventitia region. The 
advantage of this classifier is that it is an unsupervised learning algorithm compared to 
the others such as the support vector machine algorithm for example. 
Lastly, a post treatment is applied on the final results from the classification. A region 
growing algorithm is used to identify the border between the lumen and the other tissue 
regions. The image representing the classification is decomposed into binary values, 
where a value of one is assigned to pixels making up the lumen. Several morphological 
filters are applied to smooth the final image. The resulting lumen boundary is 
superimposed on the original IVUS images by using active contours in order to minimize 
interpolation errors when reconverting the image back to cartesian coordinates from the 
polar coordinates. 
Validation is performed on two clinical IVUS datasets. In total, 270 images were 
analyzed and the area correlation between manual and automatic segmentation is 0.90. 
When removing images containing severe artifacts (i.e. catheter echo is present in the 
image or the lumen is not visible) the area correlations increase to 0.97, whereas the 
mean Euclidean distance between manual and automatic identified borders was 0.08 mm 
with a standard deviation 0.095 mm. The final results are comparable to published data. 
The proposed method automatically segments the lumen border by analyzing the 
different textures present in the image and by using a hybrid ft-means classifier. Future 
work will rely on the classification of the morphology of the plaque present inside the 
coronary artery. 
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INTRODUCTION 
Les maladies cardiovasculaires sont une des premieres causes de deces de nos jours. Ces 
maladies sont sans merci et leur detection ainsi que leur traitement s'averent d'une 
priorite capitale. La crise cardiaque est un evenement catastrophique se caracterisant par 
le blocage de la circulation sanguine dans une artere coronaire, resultat du retrecissement 
graduel du diametre interne des arteres au fil des annees. Ce retrecissement, appele 
stenose, est du aux depots de lipides, de calcium ou de cellules mortes sur la paroi des 
arteres. Ces depots composent une couche appelee la plaque et provoquent la maladie 
appelee arteriosclerose. Comme les depots se forment graduellement au cours des annees, 
a un moment donne, lorsque le diametre des arteres coronaires se retrecit 
considerablement, il se peut que des debris circulant dans le sang bloquent son passage 
provoquant un arret cardiaque ou meme la mort. Aux stades initiaux de la maladie 
arteriosclerose, les arteres se dilatent naturellement pour compenser la stenose, ce qui 
minimise les symptomes cliniques et rend la detection de la maladie plus difficile. La 
visualisation de la plaque est essentielle pour cerner correctement et rapidement 
revolution de la stenose. Diverses techniques d'imagerie medicale sont disponibles pour 
visualiser devolution de la stenose. 
Les traitements chirurgicaux de la stenose incluent l'angioplastie et le pontage 
coronarien. L'angioplastie est une technique qui utilise un ballonnet gonflable, a usage 
unique, pour dilater l'artere a l'endroit de la stenose (Section 1.2 - Figure 1.3). Le plus 
souvent, l'angioplastie est accompagnee par 1'implantation permanente d'une 
endoprothese a l'interieur du vaisseau. Cette prothese est progressivement recouverte par 
les cellules de l'artere qui, dans 10 a 30% des cas, se multiplient de fapon incontrolee 
formant un nouveau retrecissement du diametre de l'artere appele restenose. Par 
consequent, les cliniciens doivent etre capables de suivre non seulement la progression de 
la maladie mais aussi les complications possibles du traitement choisi. 
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Les techniques modernes d'imagerie medicale, specialement la technique d'imagerie 
endovasculaire par ultrasons appelee IVUS (Intravascular UltraSound), contribuent a 
obtenir une evaluation objective de la severite des maladies cardiovasculaires. Cette 
technique utilise un cacheter special qui est equipe, a son extremite distale, d'une 
minuscule sonde ultrason qui peut etre positionnee a l'interieur de la stenose. Les images 
obtenues avec cette technique sont assez bruitees, mais elles contiennent l'information 
necessaire pour detecter la presence de la plaque ainsi que sa composition (Klingensmith, 
Vince et coll., 2000). Les images IVUS sont utilisees a des fins de diagnostic clinique 
ainsi qu'en recherche pour suivre le traitement de l'arteriosclerose. 
Afin de choisir le meilleur traitement possible pour le patient, les cliniciens doivent 
pouvoir visualiser la morphologie de la plaque. Une fois le traitement execute, les 
cliniciens doivent visualiser la progression de la maladie et evaluer l'efficacite du 
traitement. Les cliniciens visualisent les images IVUS pour evaluer revolution de la 
stenose. 
Les chercheurs doivent identifier la plaque pour comprendre l'etendue de la stenose et 
simuler l'efficacite des traitements, notamment de l'angioplastie. D'autre part, 
1'identification de la morphologie de la plaque permet aux chercheurs de comprendre, en 
partie, l'origine de la stenose. 
Dans les deux cas, la plaque doit etre identifiee sur les images IVUS. L'identification de 
la plaque de fagon manuelle est un processus long et fastidieux. Ainsi, le developpement 
d'une methode automatique pour identifier la plaque est d'une grande necessite. 
Toutefois, les images etant parfois de mauvaise qualite (Section 3.5 - Figure 3.3), elles 
requierent 1'interpretation des cliniciens, ce qui peut representer un defi pour une 
methode automatique d'analyse des images. La Figure 1, represente une reconstruction 
en trois dimensions d'une artere. Cette reconstruction peut aider le clinicien a visualiser 
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facilement les informations dont il a besoin, tels que l'endroit ou la stenose est presente, 
de meme que sa severite. D'autres analyses plus poussees, comme le calcul du volume de 
la plaque ou une analyse par elements finis, peuvent aussi etre executees par la suite. Sur 
la Figure 1, une stenose est presente et, dans ce cas, une intervention medicale peut etre 
necessaire pour guerir l'artere et permettre une meilleure circulation du sang. 
Figure 1 Representation 3D d'une artere coronaire ayant une stenose 
La Figure 1 a ete obtenue suite a une segmentation manuelle d'une sequence d'images 
IVUS, qui consiste a tracer les contours de la paroi externe et de la paroi interne de 
l'artere sur chaque image IVUS (Section 1.3.2- Figure 1.5). Pour realiser cette 
segmentation de 120 images, deux heures de travail ont ete necessaires. De plus, cette 
segmentation confond la plaque et le reste de l'artere, ce qui fait que 1'identification de la 
morphologie de la plaque n'a pas ete effectuee. Comme la visualisation en trois 
dimensions de l'artere aide grandement le clinicien a poser un diagnostic efficace, une 
solution informatique automatique ou semi-automatique est necessaire. De plus, les 
centres de recherche precedent a de nombreuses simulations et recherches concernant les 
traitements envisageables de la stenose et la consequence de l'angioplastie. De 
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nombreuses images IVUS sont segmentees manuellement ce qui entraine un travail long 
et fastidieux. Dans ce cas, une segmentation automatique ou semi-automatique de la 
plaque permettrait de diminuer le temps et l'effort. 
Le present memoire a pour but de developper une methode de segmentation automatique 
des sequences d'images IVUS, requerrant seulement un minimum d'intervention 
humaine. La methode presentee dans ce memoire se concentre sur 1'identification de la 
frontiere entre la plaque et la lumiere de l'artere. Cette frontiere est une des deux 
frontieres necessaires pour 1'identification complete de la plaque, mais elle est suffisante 
pour quantifier la stenose. 
Ce memoire est divise en 4 chapitres. Premierement, une revue de litterature presente les 
concepts se rattachant a l'obtention et l'analyse des images endovasculaires par ultrason 
ainsi que les limites des techniques actuelles de segmentations des images IVUS. Dans le 
deuxieme chapitre, un algorithme est propose pour segmenter la frontiere interne de 
l'artere. Dans le troisieme chapitre, les resultats de la segmentation de la frontiere interne 
de l'artere, sur une base de validation de 90 images d'une artere coronaire humaine, sont 
presentes. L'optimisation des parametres de 1'algorithme ainsi que leur interpretation sont 
egalement analysees. L'algorithme sera valide sur une base de test composee de 270 
images provenant de deux sequences IVUS completes. Finalement, le quatrieme chapitre 
conclut sur l'atteinte des objectifs et les retombees du projet et presente des 
recommandations pour la suite du projet. 
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CHAPITRE 1 REVUE DE LITTERATURE 
Ce chapitre presente dans la premiere partie un apergu sur le systeme circulatoire et sur 
l'anatomie des arteres. Par la suite, les maladies cardiovasculaires ainsi que leur 
traitement sont exposees. Les deux techniques d'imagerie vasculaire, l'angiographie et 
l'imagerie par ultrasons sont resumees, en portant une plus grande attention a l'imagerie 
par ultrason. La deuxieme partie de ce chapitre presente les techniques de segmentation 
d'images biomedicales qui sont categorisees en deux groupes : les techniques basees sur 
le traitement d'images et celles basees sur les techniques d'apprentissage. Finalement, un 
resume des differents travaux presents dans la litterature, qui visent a segmenter les 
images IVUS est presente. 
1.1 Le systeme circulatoire 
Environs 8±1% du poids total du corps humain est occupe par le sang (Mudry et coll., 
2003). Le sang est un liquide complexe qui est compose d'une matrice liquide contenant 
differents types de cellules. Environ la moitie du volume sanguin est constitue d'un 
liquide appele le plasma. L'autre moitie est formee de differentes cellules sanguines. Le 
plasma est compose d'ions inorganiques, ainsi que d'une grande variete de proteines. Les 
cellules sanguines se divisent principalement en trois groupes : les globules blancs (a peu 
pres 0.2% des cellules sanguines) ou les leucocytes, les globules rouges (a peu pres 99% 
des cellules sanguines) ou erythrocytes, egalement appeles hematies, et les plaquettes ou 
thrombocytes (entre 0,6% et 1% des cellules sanguines). Les plaquettes jouent un role 
important dans la coagulation sanguine. Les plaquettes, n'etant pas vraiment des cellules, 
proviennent de la fragmentation du cytoplasme des cellules geantes de la moelle osseuse. 
Les globules blancs servent dans le systeme immunitaire a combattre les agents 
infectieux. Ces cellules tout comme les globules rouges sont produites dans la moelle 
osseuse. Les globules rouges sont les cellules les plus nombreuses composant le sang et 
leur principale fonction est de vehiculer l'oxygene (Arms et coll., 1993). 
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La circulation de l'oxygene, vitale pour l'organisme humain, est assuree par le cceur qui 
pompe le sang a travers les arteres. Cette circulation permet au sang, riche en oxygene, de 
sortir du ventricule gauche du coeur par l'aorte pour aller irriguer toutes les regions du 
corps. Par la suite, ce sang revient au coeur par les deux veines caves qui aboutissent dans 
le ventricule droit, creant ainsi un cycle qui est mieux connu sous le nom de circulation 
systemique. La couche musculaire de l'aorte ou l'artere coronarienne, est plus epaisse 
que celle des deux veines caves. Elle est composee de 1'endothelium (la couche interne), 
de l'intima, de la lamina interne et externe, de la media (muscle) et, enfin, de l'adventice 
(Mudry et coll., 2003). Les arteres coronariennes naissent de la face anterieure du debut 
de l'aorte et restent a la surface du cceur ou elles cheminent dans les sillons cardiaques 
Les arteres distribuent le sang a haute pression ejecte des ventricules cardiaques vers les 
differents tissus du corps. Les arteres doivent s'accommoder aux grandes variations de 
pression engendrees par l'activite cardiaque. Pour y parvenir, elles sont entourees de 
fibres musculaires lisses capables de se contracter ou de se detendre en fonction des 
signaux nerveux et hormonaux refus. Elles sont aussi plus fortes et epaisses que les 
veines. Une artere est constitute de plusieurs couches concentriques: l'intima qui est au 
contact direct du sang, la media ainsi que l'adventice qui est la couche externe. Le centre 
des arteres est creux pour permettre le passage du sang. La cavite qui est a l'interieur des 
arteres, s'appelle la lumiere (lumen) (Figure 1.1). L'intima est la tunique interne du 
vaisseau arteriel en etant composee d'une couche de cellules endothelials et supportee 
par une lamina elastique interne. La tunique media est composee de cellules musculaires 
et du tissu elastique. La tunique externe ou adventice est composee principalement de 
collagene, qui est une proteine qui sert a connecter le vaisseau aux organes avoisinants 
(Tortora et coll., 1981) (Figure 1.2). 
(a) (el 
Figure 1.1 (a) Couches composant une artere, (b) Un capillaire(agrandit pour qu'il soit 









Figure 1.2 Section transversale d'une artere ayant un agrandissement de 50X (adapte de 
Tortora et coll., 1981) 
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Par ailleurs, les arteres coronariennes accumuleront de nouvelles couches, appelees 
plaques, qui seront formees de cellules de cholesterol et de quelques globules blancs ou 
cellules mortes. Cette couche s'introduira dans la tunique intima qui tout d'abord 
s'epaissira vers l'exterieur. Une fois 1'elasticity maximale de l'artere atteinte, l'intima 
croitra vers l'interieur et le passage du sang sera obstrue. Ce processus entraine la 
maladie connue sous le nom de la stenose (Mates et coll., 1978; Sutton, 1997). 
1.2 Les maladies cardiovasculaires 
Les maladies cardiovasculaires sont une des plus grandes sources de deces aux Etats-
Unis. Chaque annee aux Etats-Unis, approximativement 500 000 personnes subissent une 
crise cardiaque et approximativement 150 000 decedent par la suite. De plus, un tiers des 
crises laissent les survivants avec des handicaps physiques permanents (Suri et coll., 
2003). La detection, le traitement et le suivi des maladies cardiovasculaires sont d'une 
importance capitale. 
L'infarctus du myocarde (IDM), appele aussi crise cardiaque, est cause par la mort de 
cellules (necrose) d'une partie du muscle cardiaque. Une obstruction (stenose) dans les 
arteres cardiaques provoque le ralentissement du debit sanguin allant jusqu'a l'arret de la 
circulation sanguine. Une partie du cceur n'etant plus irriguee par le sang, l'apport en 
oxygene aux cellules desservies par cette partie est inexistant, ce qui entraine la mort en 
quelques heures (ischemie). La gravite de l'infarctus est juge selon son etendue: plus 
l'artere obstruee irrigue une zone importante, plus l'infarctus a des consequences graves. 
Si la region en manque d'oxygene est tres etendue, le fonctionnement de toute la pompe 
cardiaque est altere. II en resulte une insuffisance cardiaque plus ou moins aigue, des 
contractions anormales ou anarchiques. (Doctissimo, 2007). 
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Les patients ayant des maladies coronariennes sont traites premierement, avec des 
medicaments et par la suite, si la maladie s'aggrave, un pontage coronarien est execute. 
Au cours de la derniere decennie, de nouveaux traitements ont vu le jour comme 
l'angioplastie, atherectomie, les lasers ou l'insertion d'endoprotheses (Cleman, 1992). 
Ces techniques ont ouvert la voie a de nouveaux traitements qui sont moins invasifs tout 
en etant complementaires au pontage coronarien. Un des traitements les plus utilises est 
l'angioplastie. 
L'angioplastie (Percutaneous Transluminal Coronary Angioplasty, PTC A) utilise un 
ballon, qui lorsqu'il est gonfle a l'interieur d'une artere coronarienne, compresse la 
plaque contre le vaisseau pour elargir le canal a travers lequel le sang 
passe. L'angioplastie fut developpee par le docteur Andreas Gruntizig qui effectua la 
premiere intervention a l'universite de Zurich a l'automne de l'annee 1977. 
L'angioplastie commence par 1'introduction d'un fil guide par l'artere femorale du 
patient jusqu'a l'artere coronarienne malade. Par la suite, un catheter contenant un ballon 
est introduit en suivant le fil guide. Le ballon est enfle dans l'artere de 30 a 120 fois 
pendant quelques secondes. Chaque gonflement bloque le sang tout en elargissant le 
vaisseau. Tout au long de l'operation plusieurs angiographies sont effectuees pour bien 
guider 1'intervention (Cleman, 1992) (Figure 1.3). 
Une autre fa?on d'elargir la lumiere des arteres est l'utilisation d'une endoprothese. Les 
endoprotheses sont des treillis metalliques, de tres petite taille, qui sont inserees par les 
arteres dans les regions ayant une stenose tres severe. Leur utilisation est rendue 
necessaire suite au phenomene de la re-stenose. La re-stenose se reproduit quelques fois 
apres avoir effectue une angioplastie. Le vaisseau qui fut dilate par l'angioplastie se 
referme de nouveau comme avant. Pour eviter cet effet, des endoprotheses sont inserees 
lors des interventions d'angioplastie. Ces protheses sont placees autour du catheter et 
elles sont mises en place par le meme ballon utilise lors de l'angioplastie (Cleman, 1992). 
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L'imagerie intra vasculaire par ultrasons a permis de visualiser les endoprotheses a 
l'interieur du vaisseau. Grace a cette imagerie, les cliniciens peuvent voir si l'insertion 
s'est bien deroulee tout en realisant un suivi efficace. 
Alien Coronaire p j ^ ^ 
Figure 1.3 La technique d'angioplastie1 
1.3 L'imagerie vasculaire 
L'imagerie vasculaire a progresse rapidement au cours du dernier siecle. Ces 
avancements ont contribue a ameliorer le diagnostique, de meme que les traitements des 
maladies cardiovasculaires. De plus, l'imagerie vasculaire a permis aux cliniciens de 
mieux comprendre ces maladies et l'efficacite de leurs traitements. Deux techniques 
d'imagerie vasculaire se distinguent, soit 1'angiographic et l'imagerie par ultrasons 
(Frangi et coll., 2005; Hanekamp et coll., 1999). 
1 The McDougnall Newsletter Vol.5 Nr.9: http:// www.drmcdougall.com/misc/2006nl/sept/angio.htm 
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1.3.1 L'angiographie 
L'angiographic est une branche de la medecine qui se penche sur T etude des arteres et 
des veines. II y a plusieurs fagons de realiser une angiographic. L'angiographie classique 
consiste en l'injection d'un produit de contraste dans la lumiere des arteres coronaires, les 
rendant ainsi opaques aux rayons-X. Des techniques comme angiographic a soustraction 
digitale (Digital Subtraction Angiography, DSA), l'angiographie a resonance magnetique 
(Magnetic Resonance Angiography, MRA) ou la tomographie par ordinateur (Computer 
Tomography Angiography, CTA) peuvent etre utilisees (Suri et coll., 2003). 
Un exemple d'une image angiographique d'une artere coronaire est illustre dans la Figure 
1.4. Cette angiographic est realisee en prenant une radiographic suite a l'introduction 
d'un agent de contraste. L'agent de contraste doit rendre opaque les structures vasculaires 
puisque le contraste radiographique du sang est tres semblable au contraste 
radiographique du tissu l'entourant. L'agent de contraste est habituellement un melange 
contenant de l'iode ayant une concentration d'environ 350mg/cm3 (Mudry et coll., 2003). 
L'agent de contraste est injecte dans le vaisseau sanguin a travers un catheter, ayant un 
diametre qui varie entre 1mm et 3mm. Plusieurs radiographics sont prises pour realiser 
une sequence video de quelque secondes visualisant l'artere durant quelques cycles 
cardiaques. 
L'angiographie coronaire est tout d'abord une image de projection qui sera sensible a 
toutes les deformations geometriques inherentes aux variations de Tangle d'incidence du 
faisceau de rayons-X. Les images contiennent de Tinformation sur le diametre des 
arteres dans le plan de la radiographic. Le probleme majeur de cette technique reside dans 
la sous-estimation de la severite de la maladie, car un vaisseau peut paraitre sain a 
premiere vue, alors que la stenose peut atteindre jusqu'a 50% du diametre du vaisseau 
(Scanlon et coll., 1999). Pour pallier partiellement a ce probleme les cliniciens prennent 
generalement des radiographies a differents angles. 
Figure 1.4 Exemple d'angiographic coronaire obtenue par l'injection d'un produit de 
contraste suivie d'une radiographic 
Un autre probleme provient du fait que le segment vasculaire d'interet peut etre masque 
par d'autres branches vasculaires de l'arbre coronarien. Pour que chaque segment 
coronaire soit visible, il est souvent necessaire de prendre deux radiographics. Chacun 
des deux faisceaux de rayons-X doit avoir une incidence perpendiculaire a l'axe du 
segment etudie tout en etant orthogonaux entre eux. En effet, en realisant une seule 
angiographic pour deux arteres coronaires, il est impossible d'etudier de fa?on precise et 
fiable chaque branche de l'arbre coronarien. Ainsi, pour chaque artere etudiee, il est 
necessaire de realiser de multiples images, ayant differentes incidences, pour permettre 
au faisceau de rayons-X d'etre perpendiculaire au long axe du segment observe sans 
superposition des autres segments arteriels. 
L'angiographic est la technique de visualisation de l'artere la plus utilisee durant les 
procedures d'assistance chirurgicale. Par contre, les limitations de cette technique ont 
pousse les medecins a se tourner vers d'autres techniques. Malgre plusieurs prises de vue 
de la meme artere, le probleme de la sous-estimation de la stenose persiste. La stenose 
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commence a deformer l'artere vers l'exterieur avant de la diminuer vers l'interieur. En 
effet, l'angiographie permet de voir uniquement le diametre de la lumiere de l'artere 
selon un seul plan a la fois. La deformation de l'artere vers l'exterieur ne peut etre 
detectee avec l'angiographie, ainsi la stenose est detectee seulement lorsqu'elle est dans 
un etat avance (Scanlon et coll., 1999). D'autre part, l'angiographie ne permet pas, a elle 
seule, de visualiser la structure interne de la paroi arterielle. 
1.3.2 Imagerie intra vasculaire par ultrason 
Au cours des dernieres annees, une technique de visionnement par ultrasons appelee 
Intravascular UltraSound (IVUS) a revolutionne l'approche que les cliniciens abordent 
pour visualiser les arteres coronariennes, afin d'identifier les endroits a risque (Cobbold, 
2007; Saika et coll., 2003). L'imagerie intra vasculaire par ultrason represente la 
technique qui permet la visualisation d'un vaisseau a partir de son interieur et qui peut 
donner des images de haute resolution des vaisseaux et des tissus les composant. Les 
images IVUS sont decoupees, par sections, des arteres coronariennes. Elles permettent de 
visualiser les separations existant entre les differentes couches de l'artere, tout en 
montrant la morphologie de celle-ci (de Korte et coll., 2000). Le debut de l'imagerie 
IVUS remonte aux travaux de John Wild et John Reid dans les annees 1955 (Cobbold, 
2007). lis ont construit une sonde rigide ou catheter, avec un transducteur piezoelectrique 
place a un bout, qui projetait un rayon sur un axe perpendiculaire a l'axe de la sonde. Le 
catheter consiste en un tube mince que Ton insere dans l'artere. Ce catheter emet alors, 
des ondes ultrasons habituellement entre 20 et 40 MHz par le biais d'un dispositif 
emetteur capteur, attache a son bout, pour produire des images radiales de 360°. Grace a 
un moteur electrique, le transducteur peut reculer lentement etablissant une sequence 
radiale de 360° d'images de type B. Pour positionner le catheter a l'endroit desire, un fil 
guide est introduit a travers le systeme sanguin. Le catheter est introduit par l'artere 
femorale jusqu'a l'endroit que le clinicien veut examiner (Yock et coll., 1998). Les 
appareils commerciaux sont apparu a partir de la fin des annees 1980 (Cobbold, 2007). 
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Le resultat d'une intervention IVUS est un film de quelques minutes. Les images 
obtenues sont en noir et blanc et montrent la separation des differentes couches de l'artere 
ainsi que leurs textures. Par contre, les images peuvent avoir de l'information manquante 
ou des regions qui ne sont pas claires tout en possedant des endroits qui sont quasiment 
impossibles a analyser avec certitude. Dans bien des cas, il n'est pas facile d'analyser ces 
images a cause de l'accumulation du calcium. Cette accumulation absorbe les ondes 
ultrasons et fait en sorte que les tissus qui sont derriere ne soient plus visibles sur les 
images. D'autres problemes peuvent survenir suite a un tortillement du catheter qui 
provoque a un moment donne, dans la sequence IVUS, une rotation plus rapide que la 
frequence de la sonde ultrasons (Saika et coll., 2003). Ce mouvement rapide rend une 
partie de l'image floue. Le fil guide du catheter provoque un echo qui rend toute la partie 
de l'image qui se trouve a sa suite inexplicable. D'autres problemes sont relies a la 
frequence choisie pour acquerir les images (Hibi et coll., 2000). 
La Figure 1.5 represente un exemple d'une image IVUS. Elle permet de montrer les 
separations existant entre les differentes couches constituant l'artere. On observe ainsi sur 
la Figure 1.5 la lumiere (lumen), la couche media et entre les deux : l'intima. On illustre 
aussi la formation de la plaque a l'interieur de la couche intima. Au dela de la couche 
media se trouve l'adventice. Les images IVUS ne montrent pas la fin de la couche 
adventice. La couche media est souvent tres mince dans les arteres coronariennes et elle 
n'est pas toujours bien visible. Sur l'image de la Figure 1.5, la texture du sang est bien 
visible de meme que les textures des couches intima et adventice. Les textures de l'intima 
et de l'adventice ne sont pas distinctes, par contre, elles sont assez differentes de la 
texture de la lumiere. Par ailleurs, on remarque aussi sur cette image le catheter qui est 
represente par le cercle au centre de l'image. L'echo produit par le fil guide est egalement 
tres prononce. Les caracteristiques de l'image dependent de la sonde ultrason utilisee, de 
la frequence du transducteur, ainsi que des reglages de l'appareil d'acquisition choisis par 
le clinicien. 
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Les images IVUS permettent de visualiser la structure morphologique des differentes 
couches des arteres. Les cliniciens s'attardent sur la composition des couches intima de 
meme que de la plaque. Ces couches peuvent etre composees de depots de calcium, de 
gras, de fibres de gras et enfin, de fibres musculaires (Zhang et coll., 1998). Selon la 
qualite des images IVUS et de la severite de la stenose il est possible de visualiser une ou 
l'autre de ces couches. La Figure 1.6 illustre les differentes structures constituant le 
vaisseau sanguin. Vu la qualite moyenne de cette image, seulement le gras, les fibres et le 
calcium peuvent etre identifies. Sur la Figure 1.6 la texture du sang est apparente et tres 
prononcee. 
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Les differentes couches sont visibles sur les images IVUS puisque les ultrasons reagissent 
differemment au contact de chacune d'entre elles (Pujol & Radeva, 2005a). Cette 
difference est donnee surtout par l'indice de refraction des ultrasons du tissu. 
• Le calcium est caracterise par une grande reflectivite et absorption des ondes 
ultrasons. Ceci a pour effet que les ultrasons ne passeront pas a travers les depots 
de calcium. Par consequence, l'image ne comporte aucune information sur les 
couches presentes derriere ces depots. Ces couches sont representees sur l'image 
IVUS par vine zone ombree ou une tache noire ; 
• Les fibres musculaires ont une reflectivite, d'ordre moyen, identique a celle de la 
paroi externe du vaisseau (l'adventice). Cette caracteristique permet aux ultrasons 
de bien voyager a travers ce type de tissu et permet aussi d'avoir une bonne 
visualisation de ce qui se trouve en arriere de celle-ci. Par ailleurs, ces fibres 
composent la majeure partie de l'intima ; 
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• Le gras et les fibres de gras ont une faible reflectivite. Ceci donne un bon 
coefficient de transmission permettant aussi de bien voir ce qui se trouve derriere 
ces tissus ; 
• La lumiere represente le sang, done les globules blancs et rouges et les 
plaquettes. Etant un liquide en mouvement de densite moindre que le vaisseau 
dans lequel il circule et d'une reflectivite differente, la lumiere est bien visible sur 
cette image. 
Les interventions IVUS ont permis de mieux comprendre le developpement de la plaque 
et toute 1'etendue de la stenose (Mitz, 2002). Ces interventions ont permis de comprendre 
que la plaque s'agrandit d'abord vers l'exterieur de l'artere avant de s'etendre vers 
l'interieur. Les interventions IVUS sont habituellement effectuees apres l'angioplastie 
pour verifier si l'intervention s'est bien deroulee. Cette verification ne peut etre effectuee 
adequatement au moyen d'une intervention angiographique. Finalement, les cliniciens 
peuvent identifier sur les images IVUS la morphologie des differentes couches et 
comprendre comment la plaque s'est formee. Le principal inconvenient des interventions 
IVUS est leur complexity par rapport a 1'angiographic. La realisation de ces images coute 
plus cher en temps et argent. 
Pour bien comprendre l'imagerie par ultrasons il est primordial de comprendre le 
fonctionnement des ultrasons, leur interaction avec les tissus du corps, de meme que les 
types de catheters utilises pour produire les images. Plus de details sont presentes dans 
1'ANNEXE I, sur l'imagerie par ultrasons, les ultrasons et les catheters ultrason utilises 
pour l'acquisition des images IVUS. 
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1.4 Les techniques de segmentation d'images 
La segmentation d'images a comme but de partitionner l'image en des composantes et 
d'isoler des objets specifiques (Regions of Interest, ROI) (Robb, 2000). Les approches 
pour la segmentation des images se basent sur la detection de deux caracteristiques, soit 
la discontinuity et la similarity (Rangayyan, 2005). II existe deux grandes categories de 
techniques de segmentation d'images illustrees par la figure (Figure 1.7). Les differentes 
sous categories sont decrites dans les sections suivantes. 
Figure 1.7 Les differentes techniques de segmentation des images 
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1.4.1 Detecteurs de contours 
Une technique pour retracer les regions d'interet sur les images est 1'identification des 
contours presents dans les images. Plusieurs approches sont envisagees pour trouver les 
contours. La technique la plus simple est de calculer la carte de bords. Celle-ci contient 
les contours presents dans l'image, chacun ayant une certaine intensite qui depend de 
l'intensite du gradient de l'image. Par consequent, il faut calculer tout d'abord le gradient 
qui contient Pinformation concernant le changement d'intensite des frontieres 
(Rangayyan, 2005). 
Soit l'image i(m,n) ainsi que Gx et Gy les noyaux de calcul du gradient, respectivement 
en x et en y. Alors, les images du gradient gx et gy sont obtenues en faisant les 
convolutions : gx(m.n) = i(m,n)*Gx et gy(m.n) = i(m,ri)*Gx. Plusieurs fonctions 
peuvent etre choisies pour les noyaux Gx et Gy. Dans 1'equation 1.1 les noyaux les plus 
courants sont recenses (Gonzales et coll., 2004). 
G x : [ - 0 . 5 0 0.5] Gy 
-1 0 1 
-1 0 1 
-1 0 1 
-1 0 1 
- 2 0 2 
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Les differents noyaux permettent de calculer le gradient de l'image, tandis que la 
difference entre les noyaux represente l'intensite des contours. Chaque noyau met en 
valeur differentes caracteristiques des contours. Si les contours sont orientes avec un 
certain angle, des modifications des noyaux peuvent etre effectuees pour accentuer 
l'orientation des contours (Rangayyan, 2005). 
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Une fois les gradients en x et en y obtenus, la carte de bords g/m.n) est calculee. Le 
calcul habituel de la carte de bords est donne dans l'equation 1.2. 
||g f (m.n) | = ^jg2x(m,n) + g2y(m,n) (1.2) 
La carte de bords peut contenir plusieurs contours, chacun ayant differentes epaisseurs et 
intensites. Une approche qui vise a augmenter ou diminuer le contraste, tout en 
epaississant les contours presents sur la carte de bords, peut etre ensuite utilisee (T. f. 
Chan et coll., 2001). 
A partir de la carte des bords g/m.nj un filtrage avec une fonction gaussienne peut etre 
applique, dont la formule est presentee dans l'equation 1.3. II est a noter que le filtrage 
avec la fonction gaussienne est facultatif et vise a augmenter l'epaisseur des contours tout 
en eliminant les contours qui ont un faible contraste. 
gcf (m, n) = 1 
1 + VGa*gf(m,n) (1.3) 
i 
Ga{x,y) = cr 2e 4(7 
Le parametre a determine le niveau de filtrage de la carte de bords. Plus ce parametre est 
grand, plus les contours seront epais. Le parametre p est le parametre de contraste. 
Si 0 < p < 1, alors le contraste des contours est diminue et les contours ayant un contraste 
faible disparaissent. Par contre, si p > 1 alors le contraste est augmente. 
John Francis Canny a propose en 1986 un algorithme de detection des contours a partir 
des images (Canny, 1986). La methode de detection des contours de Canny vise a trouver 
les contours en cherchant des maximums locaux du gradient de l'image. Le gradient est 
calcule en utilisant la derivee d'un filtre gaussien. La methode utilise deux seuils qui 
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servent a detecter les contours forts et les contours faibles. Les contours faibles sont 
retenus uniquement s'ils sont connectes a des contours forts (Sonka et coll., 1993). 
Souvent les techniques utilisant les detecteurs de contour sont utilisees en combinaison 
avec d'autres techniques de segmentation pour cerner correctement les regions 
recherchees. Le bruit present sur les images et le fait que les contours trouves n'ont aucun 
lien entre eux diminue l'efficacite de ces methodes. II est done difficile d'identifier les 
contours d'interet. 
1.4.2 Contours actifs 
Segmenter une image avec les contours actifs «Snakes» implique la minimisation d'une 
fonction de cout. Cette fonction est obtenue a partir de certaines proprietes de l'image 
(Kass et coll., 1987). Des parametres de courbure ainsi que le gradient local de l'image 
sont des proprietes incluses generalement dans la fonction de cout. L'algorithme est 
initialise a partir d'un contour donne et par la suite, les contours actifs evoluent vers la 
region d'interet en deformant ce contour en vue de minimiser la fonction de cout. Les 
contours actifs dependent du contraste ou la nettete des bordures de l'image et la solution 
trouvee depend en grande partie du choix du contour initial de l'algorithme (Robb, 2000). 
Les contours actifs represented done une courbe deformable v(s) = (x(s), y(s)) qui est 
soumise a deux types d'energie : l'energie interne, qui depend des proprietes intrinseques 
de la courbe et l'energie externe { E e x t e r n e ) , qui est definie a partir de l'image. L'energie 
interne de l'image se compose de l'energie elastique (E&astique) et de l'energie de flexion 
(Eflexion)- Deux parametres a et /} controlent ces energies et represented respectivement, 
la pente et la courbure. Pour ce qui est de l'energie externe, calculee a partir de l'image, 
un choix interessant pourrait etre la carte des bords de l'image (Equation 1.3). Ainsi, 
l'energie totale (Esnake) est donnee dans 1'equation 1.4 (Kass et coll., 1987). 
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. ^ v v ' V V ' v V ' (1.4) 
En appliquant ensuite, l'equation differentielle d'Euler Lagrange l'equation 1.5 est 
obtenue. Cette equation est minimisee de fafon iterative et la solution trouvee 
representera la courbe optimale. 
Une autre fa9on de trouver la force externe des contours actifs est d'utiliser les vecteurs 
du gradient de flux (Gradient Vector Flow, GVF) (Xu et coll., 1998). Le GVF est defini 
comme un champ des vecteurs v{x,y)-\u(x,y),v(x,y)\ qui minimise l'energie 8 
presentee dans l'equation 1.6. La fonction f(x, y) represente generalement la carte des 
bords de l'image et /u est le poids du terme de regularisation. Le parametre de poids est 
choisi en fonction de la quantite de bruit de l'image. Plus l'image est bruitee, plus ce 
parametre devra etre grand. 
8 =\\ju(u] + u2 + v 2 +v2y) +1V/|2 | v - A / f dxdy (L6) 
Le probleme majeur des techniques utilisant les contours actifs reste le fait que le resultat 
depend de l'initialisation de l'algorithme. L'algorithme est aussi tres sensible aux choix 
des parametres, surtout le GVF. Par contre, l'algorithme peut trouver, aussi, des minima 
locaux. (Sonka et coll., 1993). 
1.4.3 Contours evolutifs 
Les contours evolutifs (Level Set) sont un modele geometrique deformable, modele qui a 
plusieurs applications dans la segmentation d'images (Osher et coll., 1988). L'algorithme 
est base sur le calcul des solutions visqueuses des equations de mouvement, en utilisant 
des techniques de la conservation des lois hyperboliques. L'idee centrale de cet 
algorithme, du point de vue mathematique, est d'entrevoir une nappe en mouvement 
(1.5) 
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comme la coupe d'une fonction qui a une dimension superieure (Malladi et coll., 1997). 
L'avantage de cette methode est qu'elle peut executer des calculs numeriques utilisant 
des courbes et des surfaces sur une grille cartesienne sans avoir a parametrer les objets. 
Egalement, les contours evolutifs permettent de suivre les formes qui changent de 
topologie. 
Le but des contours evolutifs est de suivre le deplacement d'une interface qui evolue. 
Cette interface represente une courbe en deux dimensions ou une surface en trois 
dimensions qui separe une region d'une autre. Cette courbe ou surface bouge dans la 
direction normale avec une fonction de vitesse connue F. On s'interesse seulement au 
mouvement de 1'interface dans la direction normale, done le mouvement dans la direction 
tangentielle est ignore. En considerant une position initiale de l'interface T , ou Y sR2 
est une courbe fermee, et une fonction F representant la vitesse de F dans sa direction 
normale, la methode des contours evolutifs utilise la perspective de visualiser T comme 
la coupe zero de la fonction (j){x,y,t = 0) : R2 ->/?. Soit ̂ (x, y,t = 0)-±d, ou d 
represente la distance entre x et Y. Le signe ( + ) de d est choisi en fonction de la position 
du point x. Si x est a l'exterieur de Y alors d aura une evaluation positive, par contre si x 
se trouve a l'interieur de T, d prendra une valeur negative. Ainsi l'equation 1.7 donne 
revolution de l'interface (Malladi et coll., 1997). 
Pour un objet Q c i ? 2 la fonction evolutive (j>{x,y,t) peut etre exprimee comme ayant 
une solution visqueuse unique et est definie dans l'equation 1.8 (T. Chan et coll., 2005). 
Le resolution numerique de la fonction ^ ( x , y , t ) est donnee dans (Sethian, 1999). 
, ^(x, y, t - 0) est donnee (1.7) 
> 0 pour x e Q \ dQ 
(/){x, y, t) < = 0 pour x e 9Q = 
< 0 pour xgR2 \ Q 
(1.8) 
24 
La methode des contours evolutifs apporte plusieurs avantages. Quoique <f){x, y, t) est une 
fonction, de surface de niveau^ = 0et qui correspond a l'hypersurface qui se propage, 
peut changer de topologie. De plus, la fonction peut former des angles aigus en evoluant 
(Osher et coll., 1988). Une grille discrete peut etre utilisee de concert avec les 
differences finies pour construire un schema numerique qui approxime la solution. Les 
proprietes intrinseques de la courbe peuvent etre facilement determinees a partir de la 
fonction^. Le vecteur normal n ainsi que la courbure k sont representes dans l'equation 
1.9. Finalement, l'approche reste inchangee pour les surfaces qui se propagent en trois 
dimensions (Malladi et coll., 1997). 
V </> 
n = 1 — ^ 
v v^ K J l - 2<j> x<j> y<j> xy + J>yytl (L9> K = V • -j T - ^̂  
Les contours evolutifs sont tres utilises dans la segmentation d'images pour trouver les 
contours recherches. Plusieurs autres variantes existent comme les methodes de «marche 
rapide» (Fast Marching Methods, FMM) (Sethian, 1999) ou les modeles de Mumford-
Shah (T. Chan et coll., 2000). 
Pour que les techniques utilisant les contours evolutifs cement correctement le contour 
recherche, il faut bien caracteriser les proprietes de la courbe qui agissent sur le contour 
deformable. Ces forces sont habituellement calculees a partir de l'image a analyser. Pour 
des images comportant beaucoup de bruit ainsi que des contours non continus, les 
proprietes de la courbe a calculer deviennent tres complexes. Dans bien des cas, les 
forces doivent etre trouvees par apprentissage ou a partir d'une connaissance a priori. 
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Un exemple de contours evolutifs est montre dans la Figure 1.8. Dans cet exemple, la 
courbe initiale est influencee par la courbure ainsi que par la force normale. 
Figure 1.8 Exemple simple de segmentation en utilisant les contours evolutifs. (A) 
Fonction0(x, y, 0 ) . (B) Contour (j)(x, y, 0) = 0 ainsi que l'image a segmenter. (C) 
Fonction <p(x, y, 100 ) , qui a evolue en appliquant l'algorithme des contours evolutifs. (D) 
Contour <f){x, y, 100) = 0 ainsi que l'image de test. 
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1.4.4 Techniques de segmentation de regions 
Une technique souvent utilisee pour segmenter les images est la technique de croissance 
de regions (Region Growing) (Gonzales et coll., 2002; Sonka et coll., 1993). Cette 
procedure groupe des pixels ou des sous regions en des regions plus grandes en se basant 
sur des criteres predefinis. Les pixels ou sous regions doivent etre differenciables par les 
criteres choisis, ce qui n'est pas toujours le cas. Done, choisir les criteres est une etape 
ardue. De plus, choisir un point de depart dans chacune des regions recherchees 
represente egalement un defi. 
Les fonctions morphologiques peuvent etre utilisees simultanement avec des seuillages et 
avec la technique de croissance de regions pour segmenter des images. En general cette 
technique de segmentation fonctionne si les objets a segmenter peuvent etre inclus dans 
le seuillage et s'ils sont assez grands et separes pour survivre a 1'erosion morphologique 
(Robb, 2000). En utilisant les techniques de croissance de regions conjointement avec la 
detection de contours et les fonctions morphologiques, une technique appelee 
«transforme du bassin» est obtenue (watershed transformation) (Soille, 2003). Cette 
technique ressemble a une descente de gradient en cherchant les minima locaux. La 
segmentation en utilisant les techniques basees sur les operateurs morphologiques 
fonctionne bien en general pour les images binaires ou les images dont les regions sont 
bien distinctes. Tout comme les methodes utilisant les detecteurs de contour, cette 
methode trouve des contours isoles qui n'ont pas de lien entre eux et il est difficile 
d'identifier la region d'interet. 
Des approches probabilistes comme les «modeles actifs» (Active Shape Models, ASM) se 
basant sur la connaissance a priori pour segmenter les objets ont ete testees (Cootes et 
coll., 1995). Ces modeles statistiques se deforment iterativement selon les 
caracteristiques de la classe d'objets qu'ils represented. Ces caracteristiques sont 
obtenues a partir de la variability calculee sur une base de donnees d'apprentissage. 
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L'avantage de cette technique est que la deformation s'effectue seulement dans les 
directions obtenues par apprentissage. Par contre, la base de donnees d'apprentissage doit 
etre representative ce qui n'est pas necessairement le cas en general. 
Beaucoup d'autres techniques de segmentation peuvent etre utilisees. Lorsque la 
segmentation des regions n'est pas evidente, plusieurs techniques peuvent etre combinees 
pour cerner la region d'interet. Par contre, bien souvent dans l'imagerie medicale, les 
techniques de segmentation ne suffisent pas pour delimiter les regions recherchees a 
cause de la presence du bruit ou du faible contraste des images. Les techniques de 
segmentation peuvent delimiter avec une certaine precision les regions d'interet, mais 
elles ne permettent pas toujours 1'identification des contours recherches. Dans ces cas, 
des techniques par apprentissage ou reconnaissance de formes sont utilisees. 
1.4.5 Techniques de segmentation par apprentissage 
Les techniques utilisant la reconnaissance de forme permettent d'associer les pixels des 
images a des classes prealablement etablies. La premiere etape de cette approche consiste 
a isoler des caracteristiques a partir des images. Un vecteur de caracteristiques de 
dimension n est cree pour chaque pixel. La deuxieme etape consiste a classer les pixels en 
utilisant un classificateur supervise ou non supervise. Un classificateur supervise 
necessite un apprentissage a partir d'une base de donnees connue. Les classificateurs non 
supervises s'adaptent automatiquement et ne necessitent pas d'apprentissage. Cependant, 
ce type de classificateur est plus imprevisible. (Mayer-Base, 2004; Rangayyan, 2005). 
1.4.5.1 L'analyse de texture 
La texture est une des caracteristiques les plus importantes des images et les applications 
de l'analyse de textures sont nombreuses. La texture peut etre definie comme une 
fonction de variation spatiale de l'intensite des pixels d'une image (Tuceryan et coll., 
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1998). L'analyse de texture est utilisee dans l'imagerie pour reconnaitre les regions 
d'une image tout en utilisant les proprietes de la texture de celle-ci. Les textures se 
divisent en deux groupes : les textures periodiques ou quasi-periodiques et les textures 
aleatoires. Si un element de texture se repete a un intervalle regulier, alors la texture est 
periodique ou ordonnee. Ces elements sont appeles textons ou texels (Zha et coll., 
2005). Par contre, si la texture ne comporte pas de textons alors la texture est aleatoire. 
La texture peut comporter d'autres caracteristiques comme la finesse, la grossierete, la 
lissee, la granularite, la periodicite, la tachetee ou l'orientation directrice (Rangayyan, 
2005). Une grande variete de textures est rencontree dans 1'imagerie biomedicale. Les 
fibres composant les muscles, les ligaments et les reseaux sanguins represented des 
textures orientees. La peau de certains reptiles, la retine et la cornee de l'oeil ou les yeux 
de quelques insectes represented des textures ordonnees. La plupart des images 
biomedicals sont en nuances de gris, alors le bruit constitue un probleme majeur lors de 
l'analyse de textures. 
Plusieurs techniques furent developpees pour isoler les caracteristiques de texture des 
images. Les techniques statistiques analysed les distributions spatiales des nuances de 
gris dans les images. Les methodes geometriques, comme les moments d'inertie, 
decomposed la texture en des elements de texture ou primitives. Dans ce qui suit, deux 
des techniques statistiques sont presentees : les matrices de cooccurrence et les patrons 
binaires locaux, de meme qu'une methode geometrique : les moments locaux cumulatifs. 
1.4.5.2 Les matrices de cooccurrence 
Les matrices de cooccurrences (gray level co-occurrence matrices, GLCM) estiment les 
proprietes des images reliees au deuxieme ordre statistique ou les histogrammes en deux 
dimensions (Haralick et coll., 1973). Cette technique suppose que la texture est 
representee par un patron de texture qui a une occurrence dans l'image. 
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Le premier ordre statistique mesure la probability d'observer une valeur de gris a une 
position aleatoire dans l'image. Les statistiques du premier ordre, calculees a partir des 
histogrammes des intensites des pixels d'une image, dependent seulement de chaque 
pixel individuellement et non de la cooccurrence des intensites des pixels voisins. Le 
deuxieme ordre statistique est defini comme la probability d'observer une paire 
d'intensites de gris survenant aux extremites d'un dipole de longueur aleatoire place dans 
une image, a une certaine position tout en ayant une orientation aleatoire (Tuceryan et 
coll., 1998). 
La matrice de cooccurrence P(d>e)(i, j)represente la probability d'occurrence de la paire 
d'intensites (i, j) separees par une distance d avec un angle ^(l'equation 1.10). 
Les valeurs possibles de l'angle 0 sont 6 = {0°,45°,90°,135°} (Haralick et coll., 1973). La 
valeur de r est choisie quelconque tant que les deux points (I(r,s) et I(t,v)) sont a 
l'interieur de l'image. La taille de la matrice P(dd)(i,j) depend du nombre des intensites 
presentes dans l'image. Habituellement, les images sont en nuances de gris allant de 0 a 
255. Dans ce cas la taille de la matrice de cooccurrence est de 256 x 256. Pour reduire le 
temps de calcul, il est preferable de reduire le nombre d'intensites de gris avant de 
calculer la matrice (Rangayyan, 2005).A partir de la matrice de cooccurrence (equation 
1.10), la matrice normalisee N(d 0)(i,j) est calculee dans l'equation 1.11. 
p
id,a)(hj) = |{((r, v)): I(r,s) = i,I(t,v) = j} (1.10) 
(r,s)eNxN et (t,v) = (r + d(cos0),c + dsin(<9)) 
( l . i i ) 
> j 
A partir de la matrice normalisee A'^^^/, / ) , 28 caracteristiques de texture peuvent etre 
deduites (Haralick et coll., 1973). 
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Pour mieux illustrer le calcul des matrices de cooccurrence, un exemple est present^ dans 
les figures 1.9 et 1.10. Soitune image IVUS en coordonnees polaires (Figure 1.9 a). Pour 
mieux visualiser l'exemple, une petite region est agrandie (la partie encadre sur la Figure 
1.9 a) et la matrice de cooccurrence est associee a un pixel appartenant a cette region 
(Figure 1.9 b). La matrice de cooccurrence est calculee sur une fenetre autour du pixel en 
question. Pour simplifier l'exemple, une fenetre de taille 3 x 3 est choisie (Figure 1.9 b). 
La taille de la matrice de cooccurrence est normalement de 256 x 256. Par contre, si la 
fenetre de calcul est petite la taille de cette matrice peut etre diminuee pour accelerer les 
calculs. Par consequent, la matrice de cooccurrence choisie est de 5x5 (Figure 1.9 c). 
Pour cet exemple, un rayon de 2 et un angle de 45° sont choisis. II est a noter que toutes 
les valeurs sont arbitraires et leur choix est effectue pour simplifier l'exemple. 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
(C) 
(A) (B) 
Figure 1.9 (A) Image IVUS sur laquelle une region est choisie. (B) agrandissement de la 
region selectionne. Un cube qui sera au calcul de la matrice de cooccurrence est identifie La 
matrice de cooccurrence sera calculee pour le pixel central du cube. (C) Matrice de 
cooccurrence de taille 5x5. 
La Figure 1.10 presente les trois premieres etapes du calcul de la matrice de 
cooccurrence. Chacun des pixels de la fenetre choisie (Figure 1.10 A, D, G) est en 
relation avec un pixel situe a une distance de 2 selon un angle de 45°. A partir des 
intensites de ces pixels les indices de la matrice de cooccurrence sont trouvees (Figure 
1.10 C, F, I) et les positions correspondantes a ces indices sont incrementees de 1 (Figure 
1.10 B, E, H). 
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x 5 = 3.04 
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-> / = 3 





x5 = 2.53 
x5 = 1.80 
(F) 
- > i = 2 





x5 = 2.88 
x5 = 1.73 
(I) 
—>i- 2 
->7 = 1 
Figure 1.10 Figure montrant les trois premieres etapes du calcul de la matrice de 
cooccurrence 5x5 (B, E, H) d'un pixel appartenant a une image IVUS (A, D, G). Le cube 
choisi pour le calcul est de 3x3, le rayon de 2 et Tangle de 45°. Les calculs des indices sont 
expliques en C, F et I et la matrice est incrementee en consequence (B, E, H). 
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1.4.5.3 Les patrons binaires locaux 
Une autre approche statistique qui utilise une technique multi resolution, en etant 
invariante a la rotation, est l'analyse de texture avec les patrons binaires locaux (Local 
Binary Patterns, LBP) (Ojala et coll., 2001, 2002). Les LBP represented un operateur 
qui detecte un patron uniforme dans la texture. Le calcul de l'operateur LBP prend en 
consideration une symetrie circulaire des P voisins d'un point sur un cercle de rayon R. 
Le parametre P controle la quantification de l'espace angulaire tandis que R determine la 
resolution spatiale. Pour avoir l'invariance spatiale, l'intensite d'un pixel central (gc) est 
enlevee des valeurs des intensites des pixels voisins (gp) qui sont reparties de fa9on 
circulaire et symetrique autour de ce pixel central. Si cette difference est positive, une 
valeur de 1 sera affectee et si la difference est negative, une valeur de 0 sera attribute 
(Equation 1.12). 
f l , x > o 
En assignant un facteur binomial 2p pour chaque signe s(gp - gc) l'equation 1.13 se 
transforme en un nombre LBPP R unique qui caracterise la structure spatiale de la texture 
locale de l'image. Ce nombre est represente dans l'equation 1.13. 
LBPP,R = P±s{gp-gc)r 
p=0 
Pour atteindre l'invariance a la rotation, les patrons de l'operateur LBPpr sont tournes 
autour d'un pixel central autant de fois que necessaire pour arriver a un nombre 
significatif de bits. Ceci est obtenu en utilisant une fonction (U) qui calcule un cout de 
transition. La fonction U compte le nombre de transitions de 0 a 1 et de 1 a 0. 
L'operateur de texture invariant a la rotation est donne dans l'equation 1.14. 
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LBP;»R2 = " g J ' s i u { L B P " « ) - 2 
[ P + 1 , autrem ent 
U (L B P p R ) = l ^ g , . , - g e ) - s(g0 - gc)\ ( L 1 4 ) 
p -1 
+ Z \s(Sp ~ So) - s(gp-i - £c)| 
En choisissant differentes valeurs pour le rayon et pour le nombre de voisins, plusieurs 
caracteristiques de texture peuvent etre identifiees en utilisant l'operateur LBPp "R2. Un 
espace caracteristique de la texture de l'image peut etre ainsi obtenu (Pujol & Radeva, 
2005b). 
1.4.5.4 Les moments locaux cumulatifs 
Les moments locaux cumulatifs represented une approche pour calculer le moment 
geometrique de la texture (Martinez et coll., 2002). Par definition, toute paire de 
parametres qui sont obtenus en projetant une image sur une base polynomiale en deux 
dimensions est appelee moment. Plusieurs types de moments peuvent etre calcules, mais 
une approche rapide est preferable. Cette approche est realisee par l'addition des 
moments locaux et s'appelle l'accumulation des moments locaux (Martinez et coll., 
2002). II y a deux sortes d'accumulation de moments locaux qui peuvent etre calculees : 
l'accumulation directe et l'accumulation inverse. Puisque l'accumulation directe est 
sensible par rapport aux petites perturbations de donnees, l'accumulation inverse est 
preferable. 
Par definition, le moment inverse d'accumulation d'ordre (k-1, l-l) de la matrice la,b est la 
valeur de Iab[ 1,1] apres avoir additionne les colonnes, de bas vers le haut, k fois. 
Autrement dit, il faut appliquer k fois l'operation Iab[a-i, j] <— Iab[a-i, j] + Iab[a-i+l, j] 
pour i = 1 a a-1 et pour j = 1 ab. Par la suite, il faut additionner les resultats, qui en effet 
represented une ligne, de la droite vers la gauche I fois. Done, si y" = 1 a, b - 1, il faut 
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appliquer I fois 1'operation/^[1,6- j] Iab[l,b-j] +Iab[l,b-j + 1] (Martinez et coll., 
2002). 
L'exemple suivant calcule le moment d'accumulation a partir de la matrice 3x3 : 
0 2 3 
1 0 8 
1 1 1 
En appliquant la definition pour trouver le moment d'accumulation d'ordre (1,2), il faut 
additionner deux fois les colonnes de bas vers le haut: 
(2 3 12> (5 5 22' 
2 1 9 et 3 2 10 
1 K vl 1 K 
Par la suite, tout en suivant la definition il faut additionner trois fois les colonnes de la 
premiere rangee de droite a gauche : 
(32 27 22) et (81 49 22) et (l52 71 22) 
Ainsi, le moment inverse d'accumulation d'ordre (1,2) est de 152. 
Des textures analysees par des moments ayant des paires de deuxieme ordre, qui peuvent 
etre discriminees par l'oeil humain, peuvent avoir le meme moment sur une region 
restreinte. Pour resoudre ce probleme, plusieurs fonctions de transformation sont 
proposees. Parmi ces fonctions, les fonctions logiques, sigmoi'dales, des fonctions de 
puissance, la deviation absolue des vecteurs caracteristiques de la moyenne sont 
considerees (Tuceryan, 1994). Une des fonctions les plus efficaces est la fonction 
tangente hyperbolique. Pourtant, en utilisant l'image d'accumulation des moment Im, la 
fonction de transformation s'ecrit : tanh(cr(/m - I m)) . Le parametre a controle la forme 
de la fonction logique. Alors, chaque caracteristique de texture sera un resultat de 
1'application de la fonction non lineaire de transformation sur les moments 
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d'accumulations calcules. Plusieurs moments peuvent etre calcules, sur une image, pour 
obtenir un espace des caracteristiques (Pujol & Radeva, 2005b). 
1.4.5.5 La classification 
Le but ultime de l'analyse d'images est de classifier les pixels d'une image ou des 
caracteristiques degagees a partir de cette derniere, dans des categories connues 
(Rangayyan, 2005). Les methodes d'analyse de texture permettent d'extraire des 
caracteristiques pertinentes (Mayer-Base, 2004; Robb, 2000). La prochaine etape de la 
segmentation des images, en utilisant une approche par apprentissage, est de classifier les 
pixels des images dans des classes connues, a partir de ces caracteristiques (Duda et coll., 
2001; Theosoridis et coll., 1999). 
Classifier les caracteristiques en une categorie est en soi un processus d'apprentissage. 
Un systeme de classification devra etre capable d'apprendre et d'ameliorer sa 
performance a travers 1'apprentissage. Le systeme de classification apprend a travers 
l'ajustement interactif des poids synaptiques ou a travers les parametres du systeme. II est 
primordial qu'apres une iteration du processus d'apprentissage, le systeme s'ameliore en 
produisant une meilleure classification. 
Dans biens des cas, le systeme de classification aura au debut une phase d'apprentissage. 
Durant cette phase, le systeme procede a un entrainement a partir d'une base de donnees 
d'entrainement. A chaque fois que le systeme fait une erreur de classification, les 
parametres sont ajustes en consequence. Apres avoir correctement classifie la plupart des 
elements de la base d'apprentissage, le systeme devra etre capable de classer 
correctement des elements quelconques ayant des caracteristiques semblables aux 
caracteristiques des elements de la base d'entrainement. Ce processus de classification est 
appele de 1'apprentissage supervise (Bow, 2002). 
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II existe plusieurs autres cas qui ne comportent aucune connaissance a priori des 
categories dans lesquelles les elements devront etre classifies. Dans ces situations, 
l'apprentissage non supervise sera utilise pour la classification. Dans l'apprentissage non 
supervise, appele aussi regroupement, les elements sont associes a une classe en se basant 
sur leurs proprietes communes (Bow, 2002). 
Dans ce qui suit, deux classificateurs supervises sont presentes, soit le classificateur k 
plus proches voisins et le classificateur des machines a vecteurs de support. D'autres 
classificateurs supervises comme: le classificateur Bayesien, le classificateur de 
maximum de vraisemblance, de meme que la stimulation adaptative sont presentes dans 
l'annexe II. Par la suite, le classificateur non supervise k - moyen est expose. 
1.4.5.6 Le classificateur k plus proches voisins 
Le classificateur des plus proches voisins est non parametrique. Ce classificateur calcule 
la distance a partir de 1'element a classer, vers tous les elements de la base de donnees 
d'entrainement. L'element sera associe a la meme classe que l'element de la base de 
donnees d'entrainement le plus rapproche (Bow, 2002). Plusieurs fagons de calculer la 
distance peuvent etre utilisees comme les metriques de Mikowski, la distance Euclidienne 
ou la distance Manhattan (Duda et coll., 2001). 
L'approche du plus proche voisin peut etre non representative. II serait plus efficace de 
realiser la classification sur plusieurs echantillons. II faut considerer un certain nombre de 
voisins (k) de l'element a classifier et choisir ensuite la classe en fonction de la majorite 
(Rangayyan, 2005). Cette approche represente le classificateur k plus proches voisins (K-
PPV ou K-Nearest Neighbor, K-NN). Le nombre de voisins k qu'il faut analyser est un 
parametre qu'il faut choisir. Un exemple est donne dans la Figure 1.11. 
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La classification en utilisant un classificateur K-PPV est plus robuste, mais elle devient 
lourde lorsque le nombre de voisins est grand ou que la base d'entrainement est 
imposante. Dans les cas ou il y a beaucoup de donnees dans la base d'entrainement il est 
difficile de choisir le nombre optimal de voisins et la methode donne des resultats non 
satisfaisants. 





» • * 
• 
* 
Figure 1.11 Exemple de classificateur k plus proches voisins qui separe 2 classes. Le cercle 
le plus petit classifie le point central selon un classificateur 5 plus proches voisins. Le cercle 
le plus grand classifie le point central selon un classificateur 10 plus proches voisins. 
1.4.5.7 Le classificateur des machines a vecteurs de support 
Le classificateur des machines a vecteurs de support (Support Vector Machines, SVM) 
est un algorithme qui vise a trouver une frontiere de separation optimale entre deux 
classes (Cristianini et coll., 2000). Lorsque les donnees sont lineairement separables la 
frontiere de decision devient un hyperplan. Cet hyperplan optimal maximise la marge 
entre les vecteurs de support (Figure 1.12). Une analyse des points incertains peut etre 
effectuee en utilisant ce classificateur. La distance, entre tous les points de la distribution 
et l'hyperplan trouve est calculee. Si cette distance est plus petite qu'un certain seuil, le 
point en question peut etre classe comme incertain. 
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Dans la plupart des cas, les donnees n'etant pas lineairement separables, il faut les 
projeter dans un espace de plus grande dimension pour qu'elles deviennent separables. 
Ceci est rendu possible par l'utilisation d'un noyau. 
Dans ce qui suit, le classificateur des machines a vecteurs de support est presente. 
Soit une base de donnees xi e R " , i = I,...,I representant les vecteurs d'entrainement du 
classificateur. Soit aussi un vecteur yeR1 tel que yi e {-1,1}. Le vecteur y est compose 
de l'etiquetage des pixels appartenant a chacune des classes. La frontiere de decision sera 
donnee par l'equation 1.15 (Fan et coll., 2005). 
/ 
f ( x ) = J^yiaiK(xi,x) + b (1.15) 
/=i 
Cette frontiere est obtenue en solutionnant l'equation 1.15 et elle est presentee dans 
l'equation 1.16. 
1 1 
mm-wTw+C^ioil y i ( w ^ ( X i ) + b)>l-^ e t £ > i , . . . / (1.16) 
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L'equation 1.16 est reecrite sous la forme presentee dans l'equation 1.17. 
m i n ^ - a T Q a - e T a 0 u o<ai < c P o u r / = i. . . /sujeta yTa = 0 (1.17) a 2. 
Dans l'equation 1.17 : 
• e est le vecteur de tous les elements dont la valeur est 1. 
• C > 0 est la limite superieure et represente un parametre qui penalise l'erreur. 
• Q est une matrice I x I definie semi positive. 
• Qij^ytyjKix^Xj). 
• K(xi ,Xj) = <j)(xi ) r ifiiXj) represente le noyau. 
La fonction f ( x ) (equation 1.15) depend de plusieurs parametres qu'il faut determiner ; le 
parametre C represente le cout de faire une erreur et le noyau K(x\,xj) represente la 
fonction de projection des donnees de l'espace original vers un espace plus grand. 
Plusieurs types de noyaux K(xitxj) peuvent etre utilises (Fan et coll., 2005): 
• Lineaire : ^ ( x ^ X j ) — x f x j 
• Polynomial: K{xi,Xj) = ( p c f x j +r)d,y> 0 
• Fonction radiale de base (FRB) : K(xi,Xj) = e x p ( - / 11 xt - Xj \\2), y > 0 
• Sigmoi'de: K(xj , X j ) = tmh(yxfxj + r) 
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Le SVM avec un noyau FRB est devenu tres populaire, vu son efficacite et le nombre 
croissant d'applications ou il est utilise. Sathiya Keerhi et al. (Keerthi et coll., 2006), ont 
analyse ce type de classificateur en decrivant les deux parametres qu'on doit choisir: le 
cout C et la largeur du noyau a . Le noyau FRB est un noyau gaussien represente dans 
l'equation 1.18: 
K(xt, x . ) = exp( " ' 2 7 " ) (1.18) 
J 2<j 
En analysant les cas extremes des deux parametres on peut en comprendre l'influence. 
• Si cr2 —» 0 et C est assez grand, alors on a un severe apprentissage par cceur de la 
base de donnees d'entrainement. De petites regions sont formees autour des 
donnees minoritaires d'une classe tandis que, le reste de l'espace est considere 
comme la classe majoritaire. 
• Si cj2est constant et que C—>co alors le classificateur separe strictement les 
donnees d'entrainement en deux classes. On est en presence, encore une fois, d'un 
cas de surapprentissage ou apprentissage par coeur. 
• Finalement, si a 2 —»oo et C a une valeur constance egale a E&1 ou E est un 
facteur d'echelle, le classificateur converge vers le cas linaire dont le cout est de 
E. 
Pour conclure, le classificateur SVM ayant un noyau gaussien represente le choix 
optimal. Le cout et la largeur du noyau sont des parametres a optimiser. La difficulte 
soulevee par l'utilisation de ce classificateur est en effet, de trouver les parametres 
optimaux de meme qu'effectuer un entrainement efficace. 
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1.4.5.8 Le classificateur k moyen 
Le classificateur k moyen est une des techniques les plus populaires utilisees dans 
l'analyse de signaux et d'images biomedicales (Nakarian et coll., 2006). Le classificateur 
k moyen a pour but d'associer chaque point, d'une distribution en N dimensions, a une 
classe. Chacune des classes est representee par son centre. Par consequent, au debut, le 
nombre de classes, k, est choisi. Par la suite, le classificateur s'initialise en assignant 
aleatoirement le centre de chaque classe. En calculant la distance euclidienne entre 
chaque point de la distribution et les centres, les points sont associes a la classe dont le 
centre est le plus proche. La prochaine etape consiste a calculer la centroi'de de chacune 
des classes et les centres sont places sur le centroi'de correspondant. L'algorithme est 
repris jusqu'au moment ou les centres et les centro'fdes coincident. Ce type de 
classificateur a l'avantage d'etre completement automatique, par contre 1'initialisation 
des centres peut influencer le resultat final. Les seuls parametres necessaires pour ce 
classificateur sont le nombre de classes et la position initiale des centres de chaque classe. 
(Bow, 2002). 
Le premier algorithme etudie est le classificateur k moyen classique aussi appele 
l'algorithme de Lloyd ou les iterations de Voronoi (Theosoridis et coll., 1999). 
L'algorithme de Lloyd commence par initialiser les centres de chaque distribution de 
fafon aleatoire tout en choisissant le nombre de classes qu'il doit rechercher (Figure 
1.13a). Deuxiemement, on calcule la distance entre tous les points et les centres de 
chaque distribution. Cette distance peut etre euclidienne, Mahalanobis, Manhattan ou tout 
autre metrique de Minkowski (Duda et coll., 2001). Chaque point est associe a la classe 
dont le centre est le plus proche (Figure 1.13b). La troisieme etape consiste a calculer le 
centroi'de de chaque classe a partir des points classes a 1'etape precedente. Par la suite, les 
centres sont repositionnes sur les centro'fdes (Figure 1.13c). La deuxieme ainsi que la 
troisieme etape sont repetees tant qu'il n'y ait plus de difference entre le centroi'de et le 
centre de chaque classe. Apres plusieurs iterations, les points sont associes a une classe 
(Figure 1.13d). L'algorithme de Lloyd est tres simple, par contre il n'est pas tres efficace. 
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Le resultat final depend de Pinitialisation des centres et l'algorithme peut converger vers 
un minimum local. Ceci implique que les centres trouves ne sont pas toujours ceux qui 
departagent le mieux les donnees. 
Une autre variante appelee c-moyen flou {fuzzy c-means) permet de trouver les centres de 
chaque classe en introduisant un parametre de poids (Mayer-Base, 2004). Chaque point 
appartient a une classe avec une certaine certitude ou poids. Toutefois, cette approche, 
tout comme l'algorithme de Lloyd, peut converger vers un minimum local, done ces deux 
approches contiennent de l'incertitude. 
(a) (b) (c) (d) 
Figure 1.13 (a) Une distribution et trois centres de depart, (b) Les points de la distribution 
sont associes au centre le plus proche en creant trois classes, (c) Les centres se deplacent vers 
le centroi'de de chaque classe (d) Le resultat final apres plusieurs iterations des etapes b et c 
En combinant l'algorithme de Lloyd avec l'algorithme de remplacement heuristique, une 
methode hybride est obtenue (Kanungo et coll., 2004). Le remplacement heuristique est 
presente dans l'annexe II.4. La methode hybride consiste a appliquer, a partir d'une paire 
des centres, un changement heuristique suivi de l'algorithme complet de Lloyd. Ensuite, 
le tout recommence en choisissant une autre paire de centres. Cette approche resout les 
deux problemes majeurs de l'algorithme de Lloyd. Le choix des centres n'influence plus 
le resultat final et il y a peu de chance que l'algorithme converge vers un minimum local. 
Par contre, cette methode converge vers une solution globale. 
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1.5 Segmentation d'images IVUS 
Compte tenu de la quantite d'information que les images IVUS possedent, leur role est 
grandissant dans le diagnostique et la planification de traitements de plusieurs maladies 
vasculaires (Petia, 2003). Des etudes quantitatives utilisant les images IVUS necessitent 
1'identification des bordures internes et externes qui represented respectivement, la 
frontiere entre la lumiere et l'intima et la frontiere entre la media et l'adventice. 
L'identification de ces frontieres permet de diagnostiquer la veritable extension du 
vaisseau sanguin due a la stenose. Dans la plupart des pratiques cliniques, de meme que 
pour la recherche, ces frontieres sont identifies manuellement. Ce processus est long et 
fastidieux tout en ayant une variability inter et intra observateur qui est estimee a environ 
20% (Petia, 2003). Vu le cout en temps et en personnel de l'analyse manuelle des images 
IVUS, plusieurs approches automatiques ou semi-automatiques ont ete developpees. 
Quelques-unes de ces approches seront presentees dans ce qui suit. 
La segmentation d'images IVUS se divise done, en deux parties. La premiere est 
1'identification des couches de l'artere, tandis que la deuxieme partie est la caracterisation 
de la morphologie de la plaque. Plusieurs applications ne necessitent pas la deuxieme 
etape puisque celle-ci, etant trop complexe pour l'analyse des images IVUS, est plutot 
effectuee apres avoir segmenter les couches de l'artere (Pujol & Radeva, 2005b). Par 
consequent, plusieurs methodes de segmentation se concentrent seulement sur la 
segmentation des couches de l'artere. En general, ces methodes utilised des contours qui 
se deforment etant soumis a des forces obtenues a partir des parametres des images 
IVUS. La plupart de ces methodes, qui sont efficaces pour la segmentation des couches, 
ne peuvent caracteriser correctement la plaque. D'autres methodes plus avancees 
combined des methodes plus simples pour mieux cerner les frontieres et obtenir une 
meilleure segmentation. Pour ce qui est de 1'identification de la plaque, le plus souvent, 
des techniques d'analyse de texture sont utilisees. Ces techniques combinees a une 
classification permettent de caracteriser correctement la plaque. Souvent les techniques 
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utilisant une analyse de texture permettent de separer la lumiere de l'intima, mais ne 
permettent pas de separer la media de l'adventice (Pujol & Radeva, 2005a, 2005b). 
Plusieurs produits commerciaux ont ete developpes pour segmenter les images IVUS. La 
compagnie Medis Medical a developpe un produit appele QIVUS (Medis, 2007). Ce 
logiciel, qui analyse des donnees en deux et trois dimensions, est capable de detecter les 
contours de la lumiere, le vaisseau et les endoprotheses de fa<?on exacte et reproductible. 
II corrige egalement les erreurs dues au mouvement cardiaque. Finalement, ce logiciel 
permet de retoucher manuellement les resultats de la segmentation. La compagnie 
INDEC Medical offre egalement un produit pour segmenter les images IVUS (INDEC, 
2007). En plus de segmenter les differents contours qui separent les couches, ce logiciel 
permet d'identifier le volume de la morphologie de la plaque. La compagnie Volcano a 
developpe egalement un logiciel qui permet de segmenter les images IVUS, de meme que 
d'identifier la morphologie de la plaque (Volcano, 2007). Ces logiciels sont tres efficaces 
lorsqu'ils sont utilises selon les specifications. Tous les logiciels donnent des resultats 
satisfaisants sur un grand nombre de types d'images, cependant ces images doivent 
comporter des caracteristiques particulieres qui sont ciblees par les logiciels. Le temps de 
calcul est relativement rapide, ainsi ces logiciels peuvent etre utilises par les scientifiques 
aussi bien que par les cliniciens. 
L'efficacite des techniques de segmentation d'images IVUS depend en grande partie des 
images IVUS utilisees. Les techniques de segmentation s'appuient sur differentes 
caracteristiques des images ultrasons, ainsi que sur les informations geometriques et 
temporelles des sequences d'images IVUS (Noble et coll., 2006). La distribution des 
nuances de gris, le gradient, la phase, les mesures de similarites ou la texture font partie 
des caracteristiques des images ultrasons qui sont utilisees par les techniques de 
segmentation. Les informations geometriques, comme les conditions aux frontieres ou les 
parametres de la forme recherchee, peuvent ameliorer les resultats de la segmentation. 
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Les images IVUS font partie d'une sequence temporelle d'images, done plusieurs images 
peuvent etre utilisees a la fois pour segmenter l'image mediane. Cette approche est 
consideree comme la segmentation en trois dimensions (Noble et coll., 2006). 
Une des plus importantes caracteristiques des images IVUS est leurs contenu en 
mouchetures (particularity des textures). Les mouchetures sont d'une nature aleatoire ou 
deterministe et elles sont formees par la refraction aleatoire ou coherente des ultrasons 
sur les tissus (Burckhardt, 1978). Les mouchetures donnent l'aspect granule des images 
ultrasons et elles peuvent etre considerees comme du bruit aussi bien que de 
1'information. Ainsi les techniques de segmentation se divisent en deux categories: les 
techniques qui essayent d'eliminer les mouchetures indesirables et les techniques qui 
utilisent l'information qui est presente dans les mouchetures (Noble et coll., 2006). 
Souvent les techniques qui eliminent les mouchetures indesirables segmentent sur les 
images IVUS les frontieres entre les couches en utilisant des contours deformables. Les 
techniques qui utilisent 1'information des mouchetures se caracterisent par une analyse de 
texture suivie d'une classification. Par contre, chaque technique est efficace pour des 
images obtenues a des frequences specifiques. La presence des mouchetures depend 
surtout de la frequence du transducteur ultrason utilise (Foster et coll., 2000). Un schema 
des differentes techniques de segmentation des images IVUS est presente dans la Figure 
1.14. 
1.5.1 Segmentation des images IVUS a partir de contours deformables 
La plupart des techniques de segmentation d'images IVUS utilisent des contours 
deformables qui modelisent les frontieres entre la lumiere et l'intima ainsi que la frontiere 
entre la media et l'adventice. Ces techniques peuvent etre divisees en trois categories : les 
techniques utilisant des contours actifs et evolutifs (Bouma et coll., 1997; Klingensmith, 
Shekhar et coll., 2000; Klingensmith et coll., 2003; Kovalski et coll., 2000; Shekhar et 
coll., 1999; Sonka et coll., 1995), les techniques utilisant les distributions statistiques 
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(Brusseau et coll., 2004; Cardinal et coll., 2005; Cardinal et coll., 2003; Hass et coll., 
2000) et les techniques utilisant les connaissance a priori (Bovenkamp et coll., 2003; 
Olszewski et coll., 2005). Une analyse comparative de plusieurs techniques est aussi 
presentee (Noble et coll., 2006). 
Figure 1.14 Schema des techniques de segmentation des images IVUS 
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Une des premieres techniques qui segmente les images IVUS est presentee par Milan 
Sonka et coll., en 1995 (Sonka et coll., 1995). Cet algorithme est devenu une reference 
incontournable dans la litterature. Sonka et coll., proposent une segmentation semi-
automatique d'images IVUS qui utilise de l'information a priori pour segmenter la 
frontiere entre la lumiere et l'intima ainsi que la frontiere entre la media et l'adventice. 
L'apport de cette approche est d'utiliser l'information a priori pour segmenter les images 
IVUS. L'information a priori peut etre consideree comme etant: la forme elliptique des 
frontieres, les proprietes des tissus et des bordures entre les tissus, l'epaisseur des tissus 
ou les proprietes des echos produits par les tissus. L'algorithme utilise une methode de 
programmation dynamique pour resoudre la fonction de cout tout en considerant 
l'information a priori sur l'anatomie de l'artere. Les images ont ete obtenues avec un 
transducteur a 30MHz et l'algorithme a ete teste sur 38 images. Cependant, la methode 
comporte quelques limitations (Noble et coll., 2006). L'information des contours, utilisee 
n'inclut pas d'informations statistiques sur les mouchetures. De plus, plusieurs 
informations a priori sont obtenues de fatpon binaire avec des seuillages severes. Un 
procede similaire, mais automatique, a ete presente par Atsushi Takagi et coll., en 2000 
(Takagi et coll., 2000). Le transducteur utilise avait une frequence de 40MHz et la 
methode a ete verifiee sur des images provenant de 27 patients. Vu cette frequence et la 
presence de mouchetures dans la lumiere des arteres, 1'algorithme se divise en deux 
etapes : une reduction du bruit pour eliminer ces mouchetures et une minimisation d'une 
fonction de cout. La methode proposee par Takagi introduit des erreurs de segmentation, 
car la fonction de reduction du bruit est trop severe. 
Carolien Bouma et coll., (Bouma et coll., 1997) proposent une methode qui vise a 
segmenter la lumiere sur des images obtenues a partir d'un transducteur ayant une 
frequence de 30MHz. L'algorithme comporte une premiere etape qui vise a remplir la 
region du catheter avec des valeurs qui ressemblent a la lumiere. Par la suite, une 
combinaison de plusieurs filtres gaussiens, de diffusion anisotropique, morphologiques et 
medians est utilisee. Les filtres sont appliques et compares. La detection de la lumiere 
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s'execute en appliquant des methodes comme le seuillage, la croissance de regions ou des 
contours discrets dynamiques (Discrete Dynamic Contour, DDC) (Lobregt et coll., 1995). 
Les contours discrets dynamiques precedes par un filtre d'echelle mediane ont ete 
consideres comme la meilleure combinaison. La verification de la methode a ete executee 
sur seulement 15 images obtenues par la soustraction de 20 images consecutives dans le 
temps. L'evaluation entre la segmentation automatique utilisant la methode de Bouma et 
la segmentation manuelle executee par quatre experts montre que la methode donne de 
bons resultats lorsque les images sont de bonne qualite, tandis que les resultats sont 
errones lorsque les images sont de mauvaise qualite. Une extension du modele des 
contours discrets dynamiques est proposee par R. Shekhar et coll., en 1999 (Shekhar et 
coll., 1999), qui a pour but de segmenter de fa<pon semi-automatique des series d'images 
IVUS consecutives. Cette segmentation, appelee surfaces actives, commence par 
s'initialiser en plagant une surface proche du contour recherche dans une representation 
en trois dimensions de la sequence IVUS. Cette surface sous l'influence de trois forces se 
deforme pour epouser la forme recherchee. Les trois forces sont la force externe qui 
deplace les sommets vers la bordure, la force interne qui maintient la forme de la surface 
et la force d'amortissement qui permet a la surface de retrouver la forme finale. Le meme 
groupe a presente en 2000 (Klingensmith, Shekhar et coll., 2000) un modele semblable, 
mais 60 fois plus rapide (Fast Active Surface, FAS) qui utilise les contours de Williams et 
Shah's, une methode de recherche de voisins. Les deux modeles proposes par Shekhar 
utilisent la methode des contours actifs «snakes» (Kass et coll., 1987) qui s'appuie sur 
l'intensite du gradient. L'utilisation des contours actifs requiert que la surface initiale soit 
proche du contour recherche, done l'intervention humaine necessaire avant d'executer la 
segmentation doit etre considerable. La methode presentee en 2000 fut validee avec un 
transducteur de 40MHz sur 185 images provenant de 3 patients. L'algorithme FAS a ete 
teste d'avantage par (Klingensmith et coll., 2003) sur 529 images provenant de 9 patients 
dont la segmentation automatique a ete comparee avec la segmentation manuelle faite par 
quatre observateurs. Les methodes de comparaison, entre la segmentation automatique et 
la segmentation manuelle, se basent principalement sur celles developpees par (Chalana 
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et coll., 1997). L'algorithme FAS donne des resultats satisfaisants mais il comporte une 
limitation lors de 1'initialisation de la surface initiale. 
Une autre methode qui segmente une sequence IVUS en utilisant des contours actifs est 
proposee par Gil Kovalski (Kovalski et coll., 2000). Dans cet algorithme, qui est 
automatique, la surface initiale s'initialise autour du catheter. Par la suite, la surface 
s'etend comme un ballon jusqu'a ce que l'equilibre des forces soit atteint, ceci etant defini 
par la geometrie de surface et les caracteristiques de l'image. La methode a ete testee sur 
88 images et les resultats ont ete compares avec la segmentation manuelle effectuee par 2 
observateurs. Les resultats de la variabilite d'aire intra observateurs est semblable a celle 
observee dans (Klingensmith et coll., 2003). La methode comporte cependant plusieurs 
limitations severes. Choisir les bons parametres des differentes equations est essentiel 
pour l'efficacite de l'algorithme. Les parametres dependent grandement de chaque 
acquisition IVUS. La difficulte majeure reside dans le choix des parametres de la force 
externe pour qu'elle s'adapte aux intensites des differents tissus. Les trois methodes 
utilisent de simples operateurs derivatifs pour etablir l'intensite du gradient (Noble et 
coll., 2006). 
Une technique utilisant la surface minimale qui recouvre un modele en trois dimensions 
des arteres est presentee par Debora Gill et coll., en (D. G. Gil et coll., 2002). Ce modele 
garde les informations sur la morphologie et les deformations. La methode consiste en un 
lissage des sequences des niveaux de surface sous l'influence du flux regularise de 
courbure moyenne (Regularized Curvature Flow, RCF) qui admet des etats stables non 
triviaux. Le flux se base sur une mesure de surface locale qui compte sur la regularity de 
la courbure de cette surface. La methode a ete testee sur des images obtenues avec un 
transducteur de 40MHz. A cette frequence, les images comportent beaucoup de 
mouchetures, ce qui provoque des erreurs considerables. La distance moyenne ainsi que 
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la distance maximale entre la frontiere trouvee automatiquement et celle trouvee 
manuellement represented une autre source d'erreurs. 
Une approche utilisant des modeles elliptiques guidee par les statistiques globales des 
images IVUS est propose egalement par Debora Gill et coll., dans (D. Gil et coll., 2000). 
Le modele flexible probabiliste est utilise pour separer les differentes regions des images 
IVUS. Un modele elliptique est utilise pour modeliser et detecter la forme du vaisseau. 
La premisse de l'algorithme est que la lumiere et les tissus du vaisseau represented deux 
distributions normales differentes, ce qui n'est pas toujours le cas. Une validation a ete 
realisee sur 270 images provenant de 12 patients differents. Les resultats, valides par les 
experts, montrent une detection correcte des frontieres dans 80% des cas si la lumiere 
n'est pas obstruee par la proliferation. 
Une approche utilisant un contour evolutif Bayesien est propose par Marie-Helene 
Cardinal et coll., dans (Cardinal et coll., 2003) pour segmenter les images IVUS. Cette 
methode modelise la fonction de probability de densite (PDF) des niveaux de gris des 
tissus comme etant un modele de la loi de Rayleigh decalee. Par la suite, la robustesse de 
1'initialisation a ete evaluee, de meme qu'une comparaison de la segmentation d'images 
IVUS utilisant trois algorithmes de contours deformables est executee. Le premier 
algorithme est une methode de contour evolutif se basant sur l'intensite du gradient. Le 
deuxieme algorithme utilise les contour actifs qui font appel au gradient et a la fonction 
de densite de probability. Finalement, un algorithme de contour evolutif ou les fonctions 
de «marche rapide» (FMM), utilisant la fonction de densite de probability, est applique. 
Les methodes ont ete verifiees sur 200 images IVUS de l'artere femorale obtenues avec 
un transducteur de 20MHz. Comme prevu, les resultats des contours actifs dependent de 
1'initialisation, tandis que les contours evolutifs donnent de meilleurs resultats, meme si 
parfois ils sont moins stables. Une approche automatique a ete presentee par la meme 
equipe dans (Cardinal et coll., 2005). Une estimation automatique de la fonction de 
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densite de probability, de meme qu'une initialisation automatique des contours evolutifs 
utilises sont presentees. Dans la methode de Marie-Helene Cardinal, contrairement aux 
autres methodes, le calcul de la vitesse de FMM est effectue en utilisant les statistiques 
des tissus ainsi que le gradient des niveaux de gris. Cet algorithme a ete teste sur 600 
images IVUS de l'artere femorale obtenues avec un transducteur de 20MHz. Une 
nouvelle approche en trois dimensions est decrite dans (Cardinal et coll., 2006). Cette 
segmentation applique les FMM et utilise la fonction de densite de probability des 
niveaux de gris des tissus du vaisseau. La distribution des niveaux de gris de toute la 
sequence IVUS est modelisee par une mixture de fonction de densite de probability de 
Rayleigh. Ces trois methodes ont ete testees sur des images obtenues avec un 
transducteur de 20MHz, ce qui implique que le bruit du sang n'etait pas present. De plus, 
les images utilisees proviennent des arteres femorales dont 1'intensity de l'echo est plus 
faible que les arteres coronaires (de Korte et coll., 2000). 
Une methode statistique, utilisant la probability a priori de Rayleigh pour modeliser des 
contraintes a partir des images, est presentee par Elisabeth Brusseau et coll., en 2004 
(Brusseau et coll., 2004). La methode est automatique puisque le contour initial n'est pas 
initialise par une intervention humaine, il est plutot estime et adapte pour chaque image 
automatiquement. L'estimation combine deux informations extraites a partir de la 
fonction de probabilites a posteriori du contour et le passage par zero de ses derivees. Par 
la suite, le contour evolue selon un modele de premier ordre de Markov. Cette methode 
segmente uniquement la lumiere sur des images IVUS et elle a ete validee sur des images 
obtenues avec un transducteur de 20MHz provenant de 15 patients. Une methode 
semblable qui segmente toutes les couches des tissus sur des images IVUS est presentee 
par Christine Hass et coll. dans (Hass et coll., 2000). Cette methode utilise des contours 
multiples qui sont modelises comme des sequences de premier ordre de Markov pour 
prendre en consideration la continuity temporelle des sequences IVUS. Cette approche est 
verifiee egalement sur des images IVUS produites par un transducteur de 20MHz, ce qui 
implique que le bruit du sang n'etait pas present. Une approche utilisant une analyse 
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Bayesienne du processus espace temps des images IVUS en appliquant des modeles 
deformables et une simulation des chaines de Markov Monte Carlo (Markov Chain 
Monte Carlo, MCMC) est presentee par Marin Bogsted et coll., dans (Bogsted et coll., 
2002). La validation de cette methode a ete realisee en utilisant des modeles Gaussiens 
pour tous les tissus, mais comme la methode a ete appliquee sur seulement une sequence 
les resultats ne sont pas concluants (Noble et coll., 2006). 
II y a des methodes qui essaient d'incorporer des informations a priori de haut niveau des 
images IVUS. Mark E. Olszewski a propose en 2004 une approche qui essaie de mimer le 
systeme de vision humain (Olszewski et coll., 2004). Cette approche est automatique et 
ne necessite aucune initialisation ou interaction manuelle. La technique consiste a 
minimiser une fonction de cout. Cette fonction comporte de 1'information a priori 
obtenue a partir de la segmentation manuelle a partir d'un nombre considerable d'images 
IVUS. Les resultats preliminaries demontrent des problemes lors de la detection de la 
frontiere entre la media et l'adventice, particulierement derriere les plaques de calcium. 
En 2005, le meme groupe rapporte une methode semblable (Olszewski et coll., 2005). Le 
calcul de la fonction de cout est fait a partir de trois classes d'informations. Les 
informations, qui peuvent etre de nature globale et locale, sont : les proprietes des 
frontieres attendues, de l'information sur les proprietes statistiques des ultrasons et les 
proprietes regionales d'homogeneite. Cette methode a ete validee sur 3288 images 
provenant de 21 interventions IVUS obtenues avec un transducteur ayant une frequence 
de 40MHz. Par contre, les images contenant des regions calcifiees plus grandes que 30°, 
les images contenant des endoprotheses et celles contenant des branchements plus grands 
que 0.5mm, ont ete exclues de la validation. Une autre methode qui necessite une grande 
connaissance a priori des images IVUS a ete presentee par E.G.P. Bovenkamp en 2003 
(Bovenkamp et coll., 2003). La methode comporte 450 regies, obtenues avec une 
connaissance a priori de haut niveau, qui controlent des algorithmes de segmentation de 
bas niveau. Cette methode a ete validee sur 4200 images provenant de 7 patients, 
obtenues avec un transducteur de 20MHz. Ces trois methodes necessitent une grande 
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connaissance a priori des images IVUS. Cette connaissance n'est pas toujours facile a 
obtenir et elle depend grandement du systeme d'acquisition IVUS utilise. Un tableau 
comparatif de plusieurs methodes de segmentation d'images IVUS est presente par 
(Noble et coll., 2006). 
1.5.2 Segmentation des images IVUS a partir d'une analyse de texture 
L'information decrite par la texture des images IVUS peut etre pertinente pour leur 
segmentation. Des techniques utilisant une approche d'analyse de texture permettent de 
segmenter la lumiere sur des images IVUS, de meme que d'identifier la morphologie de 
la plaque. Tres souvent une technique d'analyse de texture est combinee avec un 
classificateur pour affecter les pixels a leur region d'appartenance. 
Une comparaison entre differentes analyses de texture pour distinguer la morphologie de 
la plaque sur les images IVUS a ete experimentee par D.G. Vince et coll., en (Vince et 
coll., 2000). En utilisant la correlation histologique les auteurs departagent, a l'interieur 
des images, les regions qui contiennent du calcium, des fibres et de la plaque necrotique 
en utilisant des techniques d'analyse de texture a partir de 27 images. Les caracteristiques 
de textures examinees sont: la methode de Haralick ou les matrices de cooccurrence, les 
energies de Law, les matrices de differences des nuances de gris des voisins 
(Neighborhood Gray-Tone Difference Matrix, NGTDM) et les spectres de texture. La 
comparaison a ete executee en utilisant une analyse discriminante. Le Tableau 1.1 
rapporte une partie des resultats. 
Les matrices de cooccurrence donnent de meilleurs resultats au niveau du pourcentage 
d'erreur. Ces resultats demontrent que les matrices de cooccurrence caracterisent de 
fafon precise la texture presente dans les images ultrasons. Une des limites des matrices 
de cooccurrence se trouve au niveau du temps de calcul, qui est beaucoup plus long que 
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celui des autres techniques. Cependant, une optimisation a ete realisee et de tres bons 
resultats ont ete fournis en utilisant seulement deux caracteristiques definies par Haralick: 
l'entropie et le moment inverse des differences. Le pourcentage d'erreur de la 
substitution est evalue a 6.67% ce qui est quand meme inferieur aux autres techniques 
d'analyse de texture. 
Tableau 1.1 Tableau comparatif de quelques techniques d'analyse de texture ; NGTDM = la 
matrice de differences des nuances de gris des voisins (adapte de Vince et coll., 2000) 
Technique % d'erreur de substitution % de l'erreur de la 
validation croisee 
Statistiques de premier ordre 29.05 40.48 
Matrices de cooccurrence 0.00 14.76 
Energies de texture de Law 8.10 37.14 
NGTDM 18.10 30.95 
Spectre de texture 34.76 34.76 
Une segmentation de la morphologie de la plaque sur des images IVUS, utilisant une 
extraction de caracteristiques de texture suivie d'une classification fut presentee par Oriol 
Pujol et coll. (Pujol & Radeva, 2005a, 2005b). La premiere etape de la methode proposee 
consiste dans la transformation des images en coordonnees polaires tout en isolant les 
artefacts qui peuvent etre presents sur ces images. Trois artefacts sont cernes : les 
marqueurs de calibrage, le halo present autour du catheter et l'echo provoque par le fil 
guide. Par la suite, en utilisant les techniques decrites dans (Pujol, Rotger et coll., 2003; 
Sonka et coll., 1995) la frontiere entre la lumiere et l'intima, de meme que celle entre la 
media et l'adventice, sont identifiees. Pour que la methode presentee fonctionne, il faut 
prealablement segmenter la plaque elle-meme. Par la suite, plusieurs techniques 
d'analyse de texture sont employees pour identifier les caracteristiques de texture de la 
plaque. La derniere etape consiste en une classification. Pour ce faire, l'analyse 
discriminante de Fisher et un classificateur «Adaboost», qui englobe 500 classificateurs 
plus faibles, ont ete utilises. Le perceptron etant choisi comme le classificateur faible 
(Duda et coll., 2001). 
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Cinq analyses de textures ont ete appliquees pour segmenter la morphologie de la plaque. 
La premiere est une banque de derivees de filtres gaussiens calcules jusqu'a leur 
troisieme derivee. La deuxieme analyse de texture a ete realisee en utilisant les matrices 
de cooccurrence. Deux fenetres, une de 11 x 11 pixels avec un rayon de 2 et l'autre de 17 
x 17 pixels avec un rayon de 3 ont ete choisies. Ces deux fenetres sont independantes et 
seront considerees comme deux analyses distinctes. La quatrieme analyse comporte 
l'utilisation des patrons locaux binaires. Finalement, la cinquieme analyse est realisee en 
utilisant les moments d'inertie jusqu'a un moment (9,9). Ces analyses en combinaison 
avec un classificateur sont utilisees pour separer les differentes morphologies de la plaque 
prises deux a deux. Les morphologies etant: les fibres, le calcium, les tissus mous et les 
tissus mixtes. 
Les resultats obtenus ont demontre que les analyses de textures les plus performantes sont 
les matrices de cooccurrence et la banque de filtres gaussiens. Meme si le temps de calcul 
est considerable, les matrices de cooccurrence donnent de meilleurs resultats 
independamment du classificateur utilise. Par contre, les matrices de cooccurrence 
combinees a un classificateur Adaboost representent la meilleure methode pour 
segmenter la morphologie de la plaque sur les images IVUS. Finalement, malgre 
l'utilisation d'un classificateur robuste, en utilisant cette methode il ne peut y avoir une 
reconnaissance de la plaque superieure a 85%. Pour avoir de meilleurs resultats, les 
auteurs recommandent d'adapter le processus de classification aux particularites de 
chaque ensemble de donnees. Le meme groupe propose en 2006 l'utilisation de «snakes 
Stop & Go» (Pujol, Gil et coll., 2005) pour ameliorer le resultat de la segmentation suite 
a une classification utilisant la stimulation adaptative (Brunenberg, 2006). 
Une autre experimentation a ete realisee, par le meme groupe, en utilisant la meme 
methode, mais en utilisant six analyses de textures combinees avec un classificateur k 
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plus proches voisins (Pujol & Radeva, 2005b). La methode a ete appliquee sur 200 
images provenant de 20 patients. Les analyses de texture utilisees sont les memes que les 
quatre presentees anterieurement auxquelles ils ont ajoute les filtres de Gabor et les 
ondelettes. Par la suite, ils ont essaye de separer la plaque dure de la plaque molle. La 
classification a ete realisee avec un classificateur 7 plus proches voisins. Ce classificateur 
semble obtenir de meilleurs resultats au niveau de la classification des pixels. Les 
resultats sont presentes dans le Tableau 1.2. A partir de cette experimentation, les auteurs 
ont deduit que les matrices de cooccurrence, ayant une nature symetrique au niveau de 
faux positives et de faux negatifs, ont le meilleur pouvoir de discrimination (Duda et 
coll., 2001), ce qui signifie que le chevauchement des deux classes est similaire. Les 
patrons locaux binaries, donnent des resultats satisfaisants tout en etant beaucoup plus 
rapides que les matrices de cooccurrence. L'utilisation des patrons locaux binaries en 
combinaison avec un classificateur rapide comme le maximum de vraisemblance peut 
mener vers une segmentation proche du temps reel. 
Tableau 1.2 Erreur de classification des tissus mou et durs composant la plaque, en utilisant 
une analyses de texture et le classificateur 7 plus proches voisins. BOF = banque des filtres 
gaussiens; COOC = matrices de cooccurrence ; LBP = patron binaires locaux; MOM = 
moments d'inertie (adapte de Pujol & Radeva, 2005b). 
Analyse de texture Erreur de 
classification 
Faux Negatifs Faux Positifs 
COOC 22.36 10.91 11.45 
BOF 27.81 23.51 4.95 
Filtres de Gabor 35.26 18.86 17.22 
Ondelettes 45.05 20.52 24.90 
MOM 31.72 16.42 15.30 
LBP 25.67 9.67 16.23 
L'algorithme presente precedemment peut etre applique pour trouver la frontiere entre la 
lumiere et le vaisseau (Pujol, Rosales et coll., 2003). Cette approche commence par 
transformer les images en coordonnees polaires tout en retirant les artefacts. Par la suite, 
une analyse de texture est appliquee en utilisant les matrices de cooccurrence et les 
moments d'inertie. La prochaine etape consiste a classifier les pixels des images en 
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utilisant un classificateur Adaboost. Le classificateur faible utilise est un classificateur 
utilisant l'analyse discriminante lineaire. Une etape de post-traitement est cependant 
necessaire. Cette etape consiste a lancer un contour actif sur l'image obtenue, apres la 
classification, pour segmenter la frontiere recherchee. Tout comme pour la segmentation 
de la morphologie de la plaque, les matrices de cooccurrence ont donne de meilleurs 
resultats. Deux matrices ont ete calculees : une ayant une taille de la fenetre de 5 x 5 
pixels et une autre ayant une taille de 8 x 8 pixels. Deux rayons, respectivement de 2 et 
de 3 ont ete utilises, tandis que les directions choisies etaient: 0°, 45°, 90° et 135°. 
Finalement, les caracteristiques des matrices de concurrence extraites ont ete : l'energie, 
l'entropie, le moment de differences inverse, la teinte, la preeminence et l'inertie. Cette 
methode a ete appliquee sur 5 patients et l'erreur moyenne entre le contour estime par les 
experts et celui obtenu automatiquement etait de 0.18mm±0.04mm, tandis que l'erreur 
maximale etait de 0.43±0.06mm. Cette approche utilise un classificateur qui necessite un 
bon apprentissage. Ceci n'est pas toujours possible, vue la non disponibilite d'une base 
d'images d'entrainement complete et tres representative. De plus, les matrices de 
cooccurrence sont calculees en deux dimensions ce qui implique que la methode ne prend 
pas en compte l'aspect temporel des sequences IVUS. 
Une technique semblable est presentee toujours par la meme equipe dans (Pujol, Rotger 
et coll., 2003). Cette fois, les caracteristiques de textures sont obtenues en utilisant les 
patrons binaires locaux. Puisque cette analyse de texture est rapide, la segmentation de la 
lumiere se fait quasiment en temps reel. La methode a ete appliquee sur 450 images 
IVUS provenant de 5 patients avec une erreur moyenne de 0.15mm et une erreur 
maximale de 0.33mm. 
Esmeraldo dos Santos Filho et coll., ont propose dans (dos Santos et coll., 2004) une 
methode pour trouver les regions calcifiees sur les images IVUS. Cette methode consiste 
a appliquer plusieurs filtres morphologiques d'ouverture et fermeture sur les images 
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IVUS pour diminuer le bruit des images. Par la suite, une technique de renforcement flou 
des images a partir des fonctions gaussiennes est appliquee. Le but de ce renforcement est 
de caracteriser les tissus durs et les tissus mous. Finalement, un classificateur c-moyen 
flou est utilise pour separer les deux classes. Cette methode, testee sur 21 images IVUS, 
fournit des resultats satisfaisants concernant la segmentation du calcium sur les images. 
La methode proposee dans (dos Santos et coll., 2004) a ete etendue, par le meme groupe, 
pour segmenter la lumiere sur les images IVUS (dos Santos et coll., 2006; dos Santos et 
coll., 2005). Cette methode commence par mettre en evidence les caracteristiques de 
texture des images en utilisant les moments d'inertie. Les moments sont calcules pour 
chaque pixel sur une fenetre placee autour de celui-ci. Des fenetres de 5, 7, 9 et 11 pixels 
ont ete choisis. Ainsi, un espace caracteristique est obtenu pour chaque pixel. Un 
classificateur c-moyen flou a ete choisi pour classifier les pixels en quatre classes. Des 
operations morphologiques sont appliquees pour eliminer les erreurs de classification. 
Finalement, le contour d'interet est trouve en utilisant une methode de detection de 
contour de Sobel. Cette methode a ete testee sur 15 images IVUS provenant de differents 
patients et obtenues avec un transducteur de 40 MHz. La correlation entre l'aire de la 
lumiere obtenue automatiquement et celle obtenue manuellement est de 0.86. Une 
methode qui peut etre efficace sur 15 images n'est pas necessairement efficace sur des 
sequences entieres. L'analyse de texture utilisee, etant en deux dimensions, ne tient pas 
compte de l'aspect temporel des sequences IVUS. Finalement, le classificateur utilise 
trouve plutot des minima locaux que les minima globaux des distributions. Ceci provoque 
des erreurs considerables. II faudrait done, tester cette methode sur beaucoup plus 
d'images pour s'assurer de sa validite. 
Une autre methode qui englobe l'analyse de texture suivie par les contours deformables 
est proposee par Padro et coll (Pardo et coll., 2003). Cette methode consiste en un modele 
deformable statistique. La methode utilise une banque des derivees de filtres gaussiens 
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pris a differentes orientations et echelles pour isoler les caracteristiques de texture des 
images IVUS. Par la suite, cet espace caracteristique est reduit en utilisant l'analyse 
discriminante lineaire. Un classificateur parametrique est employe pour guider la 
deformation du modele en minimisant la difference entre les caracteristiques mesurees et 
celles considerees lors de l'entrainement. L'apprentissage statistique rend l'algorithme 
plus robuste, mais celui-ci depend grandement du choix des donnees d'entrainement. Si 
les donnees d'entrainement ne sont pas representatives, la methode donnera des resultats 
moyens. 
Un tableau comparatif des differentes methodes qui segmentent la lumiere sur les images 
IVUS est presente (Tableau 1.3). 
Premierement, la plupart de ces techniques s'appliquent sur des images obtenues avec des 
transducteurs de 20MHz et 40MHz et seulement deux de ces techniques ( Sonka et coll., 
1995) et (Klingensmith et coll., 2003) segmentent des images obtenues avec un 
transducteur de 30MHz. II est possible que les techniques qui s'appliquent sur des images 
obtenues avec un transducteur de 40MHz donnent de bons resultats sur des images 
obtenues avec un transducteur de 30MHz. Cependant les techniques qui s'appliquent sur 
des images obtenues avec un transducteur de 20MHz pourraient voir leur efficacite 
diminuer considerablement vu la grande difference de texture entre les images. 
Une autre difference entre les differentes techniques est au niveau de l'analyse. Un 
algorithme en 3D est plus approprie pour la segmentation d'images IVUS que les 
algorithmes en 2D. L'intervention IVUS produit des sequences d'images et il est 
primordial de prendre en consideration toute l'information apportee par la sequence 
complete. 
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Egalement, la plus part des techniques, comme ( Sonka et coll., 1995) et ( Klingensmith 
et coll., 2003) qui utilisent les contours deformables necessitent une initialisation. Cette 
initialisation est souvent effectuee manuellement et ralenti considerablement le processus 
de la segmentation. Les methodes devraient avoir les memes parametres d'initialisation 
d'un patient a l'autre pour reduire le temps de 1'intervention humaine. 
La majorite des methodes qui utilisent une analyse de texture necessitent un 
apprentissage. Cette etape d'apprentissage est primordiale pour l'efficacite de 
l'algorithme. Cependant l'apprentissage est un processus long et il est assujetti a l'erreur. 
II faut disposer d'une base d'images considerable qui ont ete segmentees manuellement 
au paravent. Pour creer ce genre de base de donnees, il faut investir beaucoup de temps et 
d'argent. 
Finalement, la validation des methodes etant tres importante elle devrait etre effectuee sur 
des images provenant de plusieurs patients differents. 
En analysant les methodes presentees, nous avons decide de developper une methode qui 
offre les caracteristiques essentielles presentees dans ce qui suit. La methode vise des 
images obtenues avec un transducteur ultrasons de 30MHz et en considerant l'aspect 
temporel de la sequence IVUS, elle s'applique done en 3D. Pour ce faire, une 
segmentation basee sur une analyse de texture en trois dimensions a ete choisie en 
utilisant les matrices de cooccurrence en 3D. A la suite de l'analyse de texture, une 
classification est effectuee en utilisant le classificateur non supervise k-moyen. Par 
consequent, comme la methode ne necessite aucun apprentissage ou initialisation, elle est 
completement automatique 
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Tableau 1.3 Tableau montrant la validation de differentes methodes de segmentation, pour la 
segmentation de la lumiere sur des images IVUS. MaxD = La distance maximale (pixel a 
pixel); RMS = L'erreur moyenne de la racine carre; MAD = La moyenne de la difference 
absolue; WI = l'indice de William; CI = Intervalle de confiance; AD = Distance Moyenne; 
HD = Distance d'Haussdorff; EM = le ratio de l'erreur moyenne; STD = ecart type; MNG= 
moyenne des niveaux de gris; pxl = pixels. Le numero de la validation represente : nombre de 
sujets (nombre d'images). 
Reference Mode Mesure Valeur Validation 





(Shekhar et coll., 1999) 3D Correlation de l'aire 




Aire WI (95% CI) 
HD WI (95% CI) 






Shekhar et coll., 2000), 
3D-40Mhz Aire WI (95% CI) 
HD WI (95% CI) 





(Kovalski et coll., 
2000) 
3D Difference absolue 
d'aire 
15.2±17.4% 5(44) 
(Hass et coll., 2000) 3D-20Mhz La difference radiale 
du contour 
-0.025±0.163mm 29 
(Takagi et coll., 2000). 2D-40Mhz Difference de l'aire 
Correlation de l'aire 
-0.15±0.74mm2 193 
(Pujol, Rosales et coll., 
2003) 





(Pujol, Rotger et coll., 
2003) 





(Bovenkamp et coll., 
2003) 
3D-20Mhz Correlation de l'aire 




( Klingensmith et coll., 
2003) 
3D-30Mhz Aire WI (95% CI) 
Difference de l'aire 





(Pardo et coll., 2003) 3D Distance Contour 2.30±3.46pxl 1(400) 
(Brusseau et coll., 
2004) 
2D-20Mhz MAD de l'aire 




(Cardinal et coll., 2005) 3D-20Mhz Correlation de l'aire 








(Olszewski et coll., 
2005) 
3D-40Mhz MaxD 






(dos Santos et coll., 
2006) 
2 D - 4 0 M H z Correlation de l'aire 0.87 15 
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1.6 Objectifs 
L'objectif principal de ce memoire est de segmenter la lumiere sur une sequence 
d'images IVUS. Plusieurs contraintes sont imposeespour permettre l'utilisation de 
l'algorithme propose dans un environnement clinique : 
1. La technique developpee doit cibler les images sur lesquelles le sang est present, 
done des images obtenues avec un transducteur ultrasons de 30MHz ou plus. 
2. La technique sera completement automatique et tres peu de parametres devront 
changer lorsque la methode sera utilisee sur des sequences IVUS differentes. 
3. La technique vise un indice de correlation d'aire d'au moins 0.90 pour une 
sequence IVUS complete. Une sequence IVUS complete represente une sequence 
IVUS dont aucune image n'a ete retiree. 
4. La technique vise des resultats semblables a la litterature pour une sequence IVUS 
dont 15% des images comportant des artefacts ont ete retirees. 
5. La technique vise a obtenir une petite difference entre le contour obtenu par la 
segmentation manuelle et celui obtenu par la methode proposee. 
6. L'application de l'algorithme devra necessiter moins de 10 minutes pour chaque 
image. 
7. La technique pourra etre etendue, eventuellement, pour caracteriser la 
morphologie de la plaque en utilisant les donnees intermediaries obtenues. 
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Suite a ces contraintes, les objectifs specifiques sont: 
1. Effectuer un pretraitement au cours duquel les images IVUS sont transformees en 
coordonnees polaires tout en retirant les marqueurs de calibrage qui peuvent s'y 
trouver. 
2. Proceder a une extraction de caracteristiques de texture en utilisant les matrices de 
cooccurrence en trois dimensions. Huit caracteristiques seront calculees a partir 
des matrices de cooccurrence. 
3. Classifier les caracteristiques en utilisant un classificateur non supervise k-moyen 
hybride. 
4. Analyser les resultats de la classification et identifier une frontiere de separation 
entre la lumiere et le vaisseau. 
5. Positionner la frontiere trouvee sur les images IUVS originales tout en appliquant 
un algorithme de contours actifs pour reduire les erreurs d'interpolation qui 
peuvent s'y produire. 
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CHAPITRE 2 METHODOLOGIE 
Ce chapitre presente un algorithme automatique qui vise a trouver la frontiere de 
separation entre la lumiere et le vaisseau sur une sequence d'images IVUS. L'algorithme 
presente dans ce memoire s'applique sur des images obtenues a l'aide d'un transducteur 
de 30MHz avec un gain suffisant pour que la texture des differentes couches soit 
apparente. Puisque la sequence IVUS est continue dans le temps et l'espace, l'algorithme 
utilise plusieurs images IVUS consecutives pour caracteriser la texture en trois 
dimensions autour de l'image mediane. 
Les etapes de l'approche proposee sont decrites dans la Figure 2.1. Dans un premier 
temps, deux classes sont identifiees : la lumiere et la paroi arterielle (le vaisseau). La 
lumiere represente le sang, tandis que la paroi arterielle est composee de la plaque (qui se 
confond avec l'intima), la media et l'adventice. Une fois les classes identifiees, leur 
frontiere de separation sera trouvee. 
Au depart, une acquisition des images IVUS est effectuee. Ces images sont souvent 
obtenues sous forme d'un film de quelques minutes realise a 30 images par seconde. Par 
la suite, un pretraitement de la sequence d'images IVUS est realise. Le pretraitement 
consiste a identifier le catheter, ainsi que les marqueurs de calibrage qui peuvent etre 
presents sur les images. Lors du pretraitement, pour simplifier les calculs, les images sont 
transformees en coordonnees polaires. Par la suite, un espace caracteristique est cree pour 
chaque pixel des images en relevant differentes caracteristiques des textures. L'analyse 
de texture est effectuee en calculant les matrices de cooccurrence en trois dimensions 
(Kurani et coll., 2004), ce qui permet d'extraire plusieurs caracteristiques pour chacun 
des pixels. Cet espace de caracteristiques est ensuite reduit en utilisant une analyse par 
composantes principales (Jolliffe, 2002). A partir des caracteristiques, un classificateur 
hybride k - moyen (Kanungo et coll., 2004; Kanungo et coll., 2002) est utilise pour 
associer chacun des pixels a l'une des deux classes (la lumiere ou le vaisseau). Puisqu'il 
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existe des regions, appartenant a la lumiere ou au vaisseau, qui ont des textures 
semblables, une analyse des pixels incertains est aussi envisagee lors de la classification. 
Une fois les pixels associes a une des deux classes, un post-traitement est effectue pour 
identifier la frontiere recherchee. Finalement, la frontiere est trouvee a l'intersection des 
deux classes. Une serie de filtres morphologiques sont appliques. Ces filtres visent a 
corriger, autant que possible, les erreurs produites par la classification. La derniere etape 
consiste a retransformer la frontiere trouvee en coordonnees cartesiennes. 
Figure 2.1 Les etapes de l'algorithme propose 
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2.1 Protocole d'acquisition des donnees 
II est primordial que les donnees utilisees pour parametrer et valider 1'algorithme soient 
representatives pour que l'algorithme propose soit generalisable. Des donnees provenant 
de plusieurs patients mais avec le meme appareil a ultrasons ont done ete utilisees. 
L'algorithme est done parametre en fonction de l'appareil utilise, mais les parametres 
trouves resteront les memes d'un patient a l'autre. 
La methode presentee dans ce memoire, utilise une sequence d'images IVUS obtenue 
dans des arteres coronaires. Cette sequence est sauvegardee sous forme d'une video de 
quelques minutes acquise a une frequence de 30 images par seconde. Puisque le nombre 
d'images composant la video est grand (plusieurs centaines d'images), il serait couteux, 
en terme de temps de calcul, de calculer la frontiere de separation entre la lumiere et la 
paroi arterielle sur toutes les images. De plus, le battement du cceur entraine une 
transformation affine des images a l'interieur d'un cycle cardiaque. L'approche proposee 
debute en effectuant un echantillonnage de la sequence a la frequence cardiaque (environ 
une image par seconde) par la suite, la frontiere de separation sur un sous-ensemble 
d'images est trouvee pour, finalement interpoler lineairement le reste de la sequence. En 
effectuant l'analyse sur les images sous-echantillonnees, l'impact du battement du cceur 
est minimise ce qui facilite l'analyse, en plus du fait que le nombre d'images a analyser 
est reduit considerablement ce qui diminue le temps de calcul. Si la frequence cardiaque 
n'est pas connue, il faudra l'extraire a partir de la video de la sequence IVUS. Dans ce 
cas, la frequence cardiaque moyenne peut etre trouvee visuellement en regardant le film 
et en comptant le nombre de battements dans une minute. Pour une segmentation plus 
exacte, des algorithmes capables de calculer le rythme cardiaque a partir d'une sequence 
IVUS ont ete developpes (O'Malley et coll., 2007; Zhu et coll., 2003) et pourraient etre 
utilises. 
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2.2 Pretraitement des images 
Les images IVUS sont des images representees par un carre au centre duquel se trouve le 
catheter d'ultrasons (Figure 2.2 gauche). La sonde ultrasonore situee au bout du catheter 
tourne sur elle-meme et genere des images radiales. Afin de simplifier l'analyse de 
texture, les images IVUS de toute la sequence sont transformees en coordonnees polaires 
normalisees (Petia, 2003). Cette transformation modifie l'image IVUS originale en 
effectuant une interpolation et par consequent, elle peut introduire des erreurs. Pour 
minimiser ces erreurs une interpolation par splines cubiques est utilisee (Piegl et coll., 
1997). Cette interpolation consiste a faire passer un carreau bi-cubique a travers seize 
points voisins connus. Pour effectuer la transformation en coordonnees polaires la 
formule presentee dans l'equation 2.1 est appliquee. 
xt-r cos(<9) et y. -rsm(0) (2.1) 
Pour obtenir les points d'interpolation (xt, yj Tangle 6 varie entre 0° et 360°, tandis que 
le rayon r mesure la moitie de l'image originale. (Figure 2.2 droite). 
Figure 2.2 (gauche) Image IVUS en coordonnees cartesiennes comportant des marqueurs 
(droite) Image IVUS en coordonnees polaires dont les marqueurs ont ete retires. 
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Sur les images IVUS en coordonnees polaires, le catheter est represente par une bande 
horizontale se trouvant dans la partie superieure de l'image. Le catheter est positionne au 
meme endroit sur toutes les images de la sequence IVUS. L'image du catheter contient 
une texture differente de celle de la paroi arterielle ou de la lumiere, ce qui peut 
introduire une complexity supplemental. Ensuite, il faut identifier le catheter et le 
soustraire de l'analyse. Puisqu'il se trouve a la meme position sur toutes les images, 
1'identification du catheter est faite juste sur la premiere image. Pour ameliorer la 
robustesse, la position moyenne ou mediane du catheter pourrait etre calculee a partir de 
toutes les images. Le catheter etant une bande horizontale, pour le soustraire de l'analyse 
il suffit de connaitre son rayon. Pour eliminer l'incertitude produite par son halo il suffit 
d'ajouter quelques pixels de plus au rayon trouve. 
Premierement, pour identifier le rayon du catheter un filtre anisotropique de type «level 
set» (Osher et coll., 2003) est applique sur l'image IVUS exprimee en coordonnees 
polaires. Sur une image IVUS exprimee en coordonnees polaires, l'axe horizontal 
represente les angles (entre 0° et 360°), tandis que l'axe vertical represente les rayons 
(entre 0 et 240 pour une image IVUS en coordonnees cartesiennes de 480 par 480). Le 
filtre anisotropique elimine les regions ayant une courbure prononcee, ce qui attenue 
beaucoup la texture de l'image, tout en faisant ressortir les contours presents dans 
l'image. Par la suite, la carte des bords est calculee en filtrant davantage l'image avec un 
filtre gaussien (T. f. Chan et coll., 2001) (Figure 2.3 gauche). Sur la carte des bords 
normalisee, les bords sont fonces (valeur proche de 0), tandis que les autres regions sont 
claires (valeur proche de 1). Puisque la texture du catheter est differente de celle de la 
lumiere, le bord entre ces deux regions apparait de fa?on tres prononcee. 
Deuxiemement, la somme horizontale de tous les angles pour chaque rayon de la carte 
des bords est calculee (Figure 2.3 droite). Puisque le bord du catheter est situe au meme 
rayon pour tous les angles, en effectuant un algorithme de sommation horizontale, la 
69 
somme obtenue pour le rayon du catheter etant relativement petite, son identification sera 
evidente. 
Troisiemement, une analyse statistique est utilisee pour trouver le rayon du catheter. Les 
sommes obtenues suivent une distribution normale, cependant la fin du catheter est a 
l'exterieur des limites de la distribution. En balayant le graphique, selon les valeurs 
croissantes des rayons, la valeur representant la fin du catheter est la plus haute valeur de 
rayon situee en dessous de la limite inferieure de la distribution. 
Figure 2.3 (gauche) Carte de bords d'image IVUS en coordonnees polaires (droite) 
Graphique representant la somme horizontale de la carte des bords 
Sur certaines images, des marqueurs de calibrage sont presents. Ces marqueurs sont 
retires pour faciliter l'analyse de texture. Les pixels des marqueurs ont une valeur tres 
proche de 1 sur les images IVUS en coordonnees cartesiennes normalisees et peuvent etre 
identifies a l'aide d'un seuillage de 0.88 (Figure 2.2 gauche). Par contre, ce seuillage 
identifie aussi d'autres regions de l'image IVUS qui ne sont pas des marqueurs. 
Toutefois, 1'identification des marqueurs est facilitee par leur forme et leur position. Les 
marqueurs sont des lignes blanches qui mesurent quelques pixels et qui sont presents 
seulement sur la verticale ou l'horizontale centrale. De plus, ils sont separes par une 
distance constante. L'algorithme d'identification des marqueurs demarre en se 
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positionnant a gauche de l'image a partir du centre. En balayant l'horizontale, si une 
region rectangulaire de 5x2 pixels est trouvee, alors elle est identifiee comme un 
marqueur potentiel. Parmi les regions ainsi trouvees, uniquement celles qui se trouvent a 
distance egale l'une par rapport a l'autre sont retenues et considerees comme des 
marqueurs. La meme methode s'applique pour identifier les marqueurs verticaux. Un 
masque des marqueurs est ainsi obtenu. Ce masque represente une image noire a 
l'exception des marqueurs qui sont blancs. Pour retirer les marqueurs de l'image IVUS, 
une interpolation cubique splinaire, aux endroits ou les marqueurs ont ete trouves, est 
effectuee. Puisque les marqueurs sont de petite taille cette interpolation n'introduit pas 
d'erreurs significatives et l'analyse de texture subsequente reste efficace. Un marqueur en 
forme de croix est present au centre de l'image. Ce marqueur se trouve au centre du 
catheter et sera retire de l'analyse en meme temps que le reste du catheter. 
2.3 Selection des caracteristiques 
Les structures anatomiques apparaissent sur les images IVUS avec differentes textures. II 
est possible de calculer une ou plusieurs valeurs de texture pour chaque pixel en 
examinant les pixels voisins. Puisqu'on utilise une sequence d'images, chaque pixel a des 
voisins dans les trois dimensions, c'est-a-dire les deux dimensions spatiales qui 
composent l'image, et dans le temps comme troisieme dimension. Pour chaque pixel, un 
vecteur caracteristique compose de plusieurs valeurs de texture peut etre cree. 
La methode de caracterisation des images proposee s'appuie sur une analyse de texture 
utilisant les matrices de cooccurrence en deux et trois dimensions. Une convolution entre 
un cube, pour chaque pixel, d'une taille beaucoup plus petite que l'image et la sequence 
d'image IVUS est realisee. La matrice de cooccurrence du cube est calculee. Par la suite, 
differentes caracteristiques de la matrice de cooccurrence sont evaluees pour creer le 
vecteur des caracteristiques associe a chaque pixel de l'image. La dimension du vecteur 
des caracteristiques depend du nombre de matrices calculees et du nombre de 
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caracteristiques extraites a partir de ceux-ci (Figure 2.4). Les sections suivantes 
presentent la methode de calcul d'une matrice de cooccurrence. 







Figure 2.4 La creation de l'espace des caracteristiques a partir des matrices de cooccurrence 
2.3.1 Les matrices de cooccurrence en deux dimensions 
Les matrices de cooccurrence sont un outil statistique qui permet d'obtenir de 
l'information du deuxieme ordre de la texture des images. Une matrice de cooccurrence 
C contient la frequence d'une paire de pixels de differentes nuances de gris ayant un 
certain decalage spatial. Done, pour creer la matrice de cooccurrence C le nombre de 
pixels, qui ont une valeur d'intensite i et j a une distance d et dans une direction 6, est 
comptee. Les matrices de cooccurrence peuvent etre considerees comme une estimation 
de la fonction de densite de probability jointe aux paires de pixels dans une image. La 
matrice de cooccurrence Q e(i,j) pour un pixel de l'image I se trouvant a la position (r,c) 
est definie dans l'equation 2.2 (Haralick et coll., 1973). 
C (i 1 = j ( r ' c ) l / ( r ' c ) = z" et 
d'e \ I(r + d cos(#), c + d sin(#)) = j 
Le nombre minimal de directions qui permettent de decrire correctement la mesure 
statistique du deuxieme ordre de texture est de quatre, soit 0-{0°,45°,90°, 135°} 
(Haralick et coll., 1973). De ce fait, une matrice symetrique carree C qui est de taille L x 
(2.2) 
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L, ou L represente le nombre de valeurs d'intensites possibles de l'image, est utilisee. La 
taille maximale de C est de 256x256 puisque les images IVUS sont des images dont la 
valeur des pixels va de 0 a 255. Cependant, la taille de la matrice C, en regroupant des 
intensites, peut etre reduite, ce qui permet de reduire le temps de calcul au prix d'une 
certaine perte de l'information de texture. 
En normalisant la matrice C, elle devient bornee entre 0 et 1. La matrice normalisee N est 
decrite dans l'equation 2.3. 
N _ Cd,e(*> J)~min(Qa(*> J)) 23 
2.3.2 Les matrices de cooccurrence en trois dimensions 
Les matrices de cooccurrence en trois dimensions donnent egalement la frequence d'une 
paire de pixels de differentes nuances de gris qui ont un certain decalage spatial (Kurani 
et coll., 2004). La difference par rapport aux matrices de concurrence en deux dimensions 
reside dans le decalage. Dans le cas des matrices de cooccurrence en trois dimensions, le 
vecteur de decalage est calcule en trois dimensions et il est exprime en coordonnees 
spheriques(d,#?,#). La matrice C, qui comptabilise la cooccurrence des pixels de 
l'image, est definie dans l'equation 2.4. 
(r,c)\I(r,c) = i 1 
I(r + d cos(0) sin(^), c + d sin(0) sin(^>)) = j\ 
La matrice C indique le nombre de fois que la valeur i est en relation avec la valeur j 
dans une relation spatiale. Cette relation spatiale est donnee par d, 0 et q> qui definissent 
la direction et la distance entre i et j. II peut y avoir treize paires de directions qui 
representent les directions spatiales a une distance d: 1,0,0); d(0,1,0); d[0,0,l); J ( l , l , l ) ; 
4-1,1,1); 41,-1,1); J(l,l,-l); 40,1,1); 41,0,1); 41,1,0); 41,0,-1); 40,1,-1); 4-1,1,0) 
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(Kurani et coll., 2004) (Figure 2.5). Tout comme pour les matrices de cooccurrence en 
deux dimensions, la matrice C est normalisee en utilisant l'equation 2.3. 
Figure 2.5 Les 13 directions donnees par les combinaisons possibles des angles 
2.3.3 Les caracteristiques extraites des matrices de cooccurrence 
A partir des matrices de cooccurrence normalisees N (i, j), differentes caracteristiques 
peuvent etre extraites (Haralick et coll., 1973; Kurani et coll., 2004). Quelques-unes de 
ces caracteristiques sont calculees tel que montre aux tableaux 2.1 et 2.2. 
Chacune des caracteristiques extraites des matrices de cooccurrence correspond a une 
particularity de la texture et elles peuvent etre categorisees en deux groupes : les 
caracteristiques qui font ressortir les contours ou le changement de texture et celles qui 
font ressortir l'homogeneite de la texture. Chaque caracteristique peut etre vue comme un 
parametre d'un filtre de texture. Pour une meme matrice de cooccurrence il y a des 
caracteristiques qui filtrent davantage que d'autres. Le choix des parametres de distance 
influence egalement le niveau de filtrage. 
Tableau 2.1 Caracteristiques des matrices de concurrence 
Caracteristique Formule 1 
Energie 




Moment Inverse des 
Differences (MID) 
y m,j) 
t r i + o - 7 ) 2 








cr cr x y 
Densite de Rayleigh Moyenne 
V Variance 
Variance 
i X 0 ~ MfNii, j ) + ( j - Mj )2 N(i, j ) 
Moyenne 
^ i j 
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Represente ^ ^ 
> j 
Mi Est defini comme : //, = ^ N(i, j) 
• j 
Vj Est defini comme : = ^ y^T N(i,j) 
j > 
v, Est defini comme : cr = ^ ( / N(i, j) 
' j 
a j Est defini comme : <t; = ^ ( j N(i, j) 
j ' 
Representent la moyenne respectivement des lignes et des colonnes 
Representent l'ecart type respectivement des lignes et des colonnes 
La caracteristique de l'energie decrit l'homogeneite de la texture. Dans une image 
homogene, il y aura peu de transition entre les nuances de gris dominantes. Dans ce cas, 
la matrice de concurrence aura peu de grandes valeurs. Tout comme l'energie, l'entropie 
sert a identifier les parties homogenes des images. Par contre, l'entropie est un critere 
beaucoup plus severe que l'energie de sorte qu'elle identifie les textures qui sont tres 
homogenes. 
Le moment inverse des differences (MID) a une grande valeur lorsque les valeurs de 
grande amplitude de la matrice sont proches de la diagonale principale. Ceci est du au fait 
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que les valeurs de plus en plus petites du terme (i-j)2 entrainent l'augmentation de la 
valeur du terme 1/(1+(i-j)2). L'inertie a l'effet complementaire au MID. Lorsque les 
grandes valeurs de la matrice sont eloignees de la diagonale principale, la valeur de 
l'inertie augmente. La teinte et la preeminence mesurent l'asymetrie de la matrice de 
cooccurrence, done le manque de symetrie de l'image. La correlation indique l'intensite 
de la relation qui peut exister entre deux valeurs de texture. Toutes ces caracteristiques 
identifient, avec une plus ou moins grande precision, les contours entre les differentes 
regions de texture. 
Le dernier critere, qui decrit la nature de la distribution, verifie si la matrice de 
cooccurrence suit une distribution de Rayleigh ou Rice (Athanasios, 1984; Burckhardt, 
1978). Le modele de Rayleigh resulte d'une somme vectorielle de composantes 
aleatoires, done la particularite essentielle de cette fonction est la distribution spatiale 
aleatoire de ses composantes (aucune correlation entre les diffuseurs). La fonction de 
Rayleigh (P(r)) est representee dans l'equation 2.5 pour un parametre 5. 
r2 
yn 2S2 
P{r) = -^r- (2.5) 
2 . 
Cette distribution presente la particularite d'avoir une moyenne /u et une variance a qui 
sont calculees a partir du parametre s (equation 2.6). 
, 2 4 - ; r 2 /i^sj— et a -—-—s (2.6) 
Enfin, en calculant le rapport entre la moyenne et l'ecart type, l'equation 2.7 est obtenue. 
Alors, la fonction de Rayleigh est designee par un rapport constant de 1.91036. 
— = * — — = 1.91306 (2.7) 
<7 \ 4-7T 
L'analyse de la distribution de la matrice est effectuee en utilisant toujours le rapport 
entre la moyenne et 1'ecart type. Si la distribution est aleatoire, la valeur du rapport se 
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rapproche de 1.91306. Par contre, si une coherence dans la distribution existe, la 
distribution suivra la fonction de Rice ou Rayleigh generalisee et la valeur du rapport sera 
differente de 1.91. 
La distribution de Rayleigh, consideree comme une caracteristique de la matrice de 
cooccurrence, n'est pas cependant une caracteristique d'Haralick (Haralick et coll., 
1973). La distribution de Rayleigh est propre a l'analyse des images IVUS. La 
distribution de la texture des tissus du vaisseau ou du sang d'une image IVUS suit 
generalement une distribution de Rayleigh. La plaque suit generalement une distribution 
de Rice. Vu ces proprietes, une caracteristique se basant sur la distribution de Rayleigh-
Rice peut identifier le contour entre la lumiere et la plaque. 
En resume une matrice de cooccurrence pour chaque pixel, a partir d'un cube de taille 
quelconque autour du pixel en question, est calculee. Ensuite, en calculant differentes 
caracteristiques de cette matrice, un vecteur de caracteristiques est obtenu pour chaque 
pixel. Les memes calculs sont executes dans differentes directions et pour plusieurs 
tailles du cube. Par consequent, la taille du vecteur de caracteristiques pour chaque pixel 
devient vite assez imposante. 
2.4 Extraction des caracteristiques a partir des images IVUS 
L'extraction des caracteristiques ne peut pas etre effectuee sur toute l'image IVUS. 
L'algorithme utilise un cube construit autour d'un pixel a la fois. Les premieres images, 
de meme que les dernieres images ne peuvent pas etre analysees puisque le cube en trois 
dimensions ne peut pas etre place autour des pixels (Figure 2.6 droite). Une bordure en 
haut de l'image ainsi qu'une autre en bas de l'image doivent etre laissees pour que le 
calcul soit possible (Figure 2.6 gauche). La dimension de ces bordures correspond a la 
moite de la taille en y du cube. De meme, lors de revaluation des images elles-memes, 
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lorsqu'on calcule les matrices de cooccurrence en trois dimensions, un certain nombre 
d'images ne peuvent pas etre analysees (Figure 2.6 droite). Le nombre d'images qui ne 
peuvent pas etre analysees correspond a la moitie de la taille du cube en z tant au debut 
qu'a la fin de la sequence. Pour ce qui est de la bordure en x, puisque les images sont 
circulaires, un rembourrage circulaire est effectue. Ce rembourrage correspond a un 
agrandissement de l'image effectue en copiant les colonnes de la gauche de l'image a sa 
droite et vice-versa. Le nombre de colonnes a copier correspond a la moitie de la taille du 
cube en jc. 
Figure 2.6 (gauche) Image dont les parties en gris ne peuvent etre analysees (droite) 
Sequence d'images, les images en pointilles ne peuvent etre analysees 
2.5 Reduction de dimensionnalite par analyse par composantes principales 
Lors de l'isolation des caracteristiques, les memes caracteristiques sont calculees sur 
plusieurs cubes ce qui entraine une redondance de 1'information de la texture. Cette 
information sert, cependant, a reduire la difference entre la texture de la lumiere et celle 
du vaisseau. Ainsi, les caracteristiques peuvent contenir une information de texture 
redondante. Par consequent, une reduction de 1'espace des caracteristiques doit etre 
effectuee. Cette reduction, effectuee en utilisant la methode de Karhunen-Loeve ou 
l'analyse par composantes principales (ACP) (Theosoridis et coll., 1999), diminue 
considerablement le temps du calcul de l'analyse subsequente. 
L'ACP est une methode statistique qui consiste a chercher une nouvelle base pour les 
caracteristiques. Ceci se realise en calculant un vecteur des caracteristiques reduit, obtenu 
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en projetant les points sur les axes principaux ayant les valeurs propres les plus fortes. 
Les vecteurs propres forment une base qui caracterise les donnees efficacement, en 
reduisant la redondance au maximum. Pour reduire la taille des vecteurs des 
caracteristiques, les vecteurs propres correspondants aux valeurs propres maximales 
seront choisis. Ceci revient a conserver les caracteristiques qui englobent un maximum de 
variance, done d'information (Duda et coll., 2001). 
L'ACP est utilisee pour reduire considerablement le nombre de caracteristiques obtenues 
par les matrices de cooccurrence. Pourtant, suite a cette reduction, la quasi-totalite 
de l'information de texture est conservee tout en eliminant la redondance. 
2.6 Classification des caracteristiques par un classificateur k-moyen 
Le classificateur hybride k - moyen est utilise pour associer chacun des pixels de l'image 
IVUS a une classe. Le choix des centres de depart n'influence par le resultat du 
classificateur. II faut, cependant, fixer le nombre de classes a identifier en se rapportant 
aux proprietes de texture des images IVUS. La texture de la lumiere est plus ou moins 
constante sur la plupart des images IVUS, puisque les cellules du sang forment un patron 
de texture qui est assez uniforme. La lumiere sera done representee par une classe. Pour 
ce qui est du vaisseau, sa texture est plus complexe que celle de la lumiere. Le vaisseau 
est compose de plusieurs tissus dont les textures sont assez differentes. Le calcium a une 
texture tres uniforme et prononcee. En s'eloignant du centre, les ultrasons sont moins 
puissants et la texture observee est egalement uniforme. Une classe sera done attribute a 
ce genre de texture. Les autres tissus, qui ont des textures tres differentes du calcium, sont 
associes en une autre classe. Le vaisseau est done caracterise par deux classes. Ainsi, le 
classificateur cherchera trois classes. 
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Pour identifier correctement les centres de chaque classe, le classificateur exige une 
distribution representative des caracteristiques provenant de l'image IVUS a analyser. 
Puisque le classificateur est non supervise, la distribution utilisee influence grandement 
les centres trouves. Les images IVUS comportent beaucoup de caracteristiques qui ont 
des textures tres differentes. Par exemple, les caracteristiques qui se trouvent sur les 
frontieres ont des textures differentes de celles de la lumiere ou du vaisseau et elles 
influencent negativement la classification. Alors, il faut minimiser leur impact. La 
distribution qui sert a calculer les centres doit cependant contenir suffisamment de 
caracteristiques appartenant aux trois classes. Un masque est utilise pour creer la 
distribution et pour reduire le nombre de caracteristiques. 
Le masque choisi garde environ 25% des caracteristiques de l'image IVUS pour trouver 
les centres des classes (Figure 2.7a). Le masque est compose de 4 bandes verticales d'une 
hauteur de 10 pixels positionnees en haut de l'image. Ces bandes sont separees de 15 
pixels. Une marge de 5 pixels est laissee en haut du masque pour diminuer l'impact sur la 
texture du catheter. La figure 2.7 montre le masque en (a), l'image IVUS en coordonnees 
polaires en (b) ainsi que 3 caracteristiques principales apres la reduction de l'espace 
caracteristique en appliquant l'analyse par composantes principales (c). 
Figure 2.7 (a) Le masque utilise pour choisir la distribution du classificateur. En blanc sont 
les pixels selectionnes (b) Image IVUS en coordonnees polaires. (c) Les trois caracteristiques 
principales extraites pour chaque pixel apres l'application de l'analyse par composantes 
principales. 
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2.7 Le post traitement 
Le but de l'algorithme etant de trouver une frontiere de separation entre la lumiere et le 
vaisseau, un post traitement est necessaire. II faut analyser les resultats de la classification 
et trouver la frontiere de separation entre la lumiere et le vaisseau. Tous les pixels 
appartiennent soit a la lumiere soit au vaisseau. Certains pixels, qui ne peuvent pas etre 
associes a aucune des deux classes, sont identifies comme etant incertains. 
Plusieurs pixels sont mal classes suite a la classification. Si ces pixels sont a l'interieur de 
la classe du vaisseau, alors ils n'ont aucune influence sur l'algorithme. Par contre, les 
pixels mal classes qui sont presents dans la classe de la lumiere peuvent introduire des 
erreurs. Un filtrage est effectue pour reduire leur nombre et pour adoucir la transition 
entre les deux classes. 
2.7.1 Analyse des resultats de classification 
Un classificateur k-moyen est utilise pour trouver les centres des trois classes. Un centre 
est associe a la lumiere, tandis que les deux autres sont associes au vaisseau, sans pour 
autant connaitre a priori lequel des trois centres est joint a la lumiere. Une analyse plus 
complexe est necessaire pour identifier la lumiere et le vaisseau. 
Premierement, les pixels sont regroupes selon leurs caracteristiques en trois classes. En 
calculant la distance entre les pixels et chacun des centres, les pixels sont associes au 
centre le plus proche. Un seuil d'incertitude est egalement fixe. Si la difference de 
distance, entre un pixel et un ou plusieurs centres, est plus petite que le seuil fixe, le pixel 
en question est classe comme incertain. Par la suite, a tour de role, un centre est associe a 
la lumiere, tandis que les deux autres sont associes au vaisseau. Trois images sont ainsi 
obtenues. A son tour, chacune des images est composee de trois regions obtenues en 
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affectant une valeur de 1 au centre representant la lumiere, une valeur de 0 aux centres 
representant le vaisseau et une valeur de 0.5 aux pixels incertains. 
La prochaine etape consiste a analyser les trois images obtenues pour construire une seule 
image. II est a noter que, a priori, la lumiere se trouve dans la partie superieure des 
images. En faisant une somme des premieres lignes de chacune des images, environ 10% 
du nombre de lignes, deux des trois images ont une somme considerablement plus petite 
que la troisieme, car la lumiere a une valeur de 1 et le vaisseau une valeur de 0. Par 
consequent, l'image dont la somme est plus petite est celle realisee en combinant les deux 
classes du vaisseau ensemble. Meme si l'image qui separe la lumiere du vaisseau est 
identifiee, il faut garder toute l'information apportee par les trois images. Alors, une 
somme des trois images est effectuee en additionnant l'image qui separe la lumiere du 
vaisseau avec le complement des deux autres images. 
A partir de la nouvelle image, la frontiere entre la lumiere et le vaisseau est finalement 
trouvee. L'image contient dans la partie superieure la lumiere, qui est en blanc et dans la 
partie inferieure le vaisseau, qui est en noir. Autour de ces deux regions, une region 
incertaine, en gris, peut exister (Figure 2.8 gauche). D'autre part, suite aux erreurs du 
classificateur, plusieurs pixels peuvent etre mal classes en se retrouvant dans la mauvaise 
region. Des pixels qui sont identifies appartenant au vaisseau se retrouvent dans la region 
de la lumiere et vice-versa. Par consequent, l'image doit etre filtree pour adoucir la 
frontiere et eliminer les pixels mal classes (Figure 2.8 droite). Pourtant, les pixels mal 
classes, qui se trouvent a l'interieur du vaisseau, n'influencent en rien l'exactitude de la 
frontiere de separation entre la lumiere et le vaisseau. Le premier filtre applique est un 
filtre d'aire qui a comme but d'interchanger les regions (noirs ou blancs) dont l'aire est 
plus petite qu'un seuil fixe. Ensuite, pour adoucir la frontiere de separation entre les 
regions, un filtre de cloture d'image est utilise. Contrairement au filtre d'aire, le filtre de 
cloture agit sur les contours. La derniere etape du post traitement consiste, en utilisant un 
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algorithme de eroissanee de regions, a identifier la frontiere de separation entre la lumiere 
et le vaisseau (Section 1.4.4). La frontiere, initialisee en haut de l'image, tant qu'elle est 
dans une region blanche (la lumiere) evolue vers le bas. L'evolution de la frontiere 
s'arrete des qu'elle rencontre une region noire (le vaisseau) ou qu'elle se trouve au milieu 
d'une region grise (incertaine). 
Figure 2.8 (gauche) Image resultant suite a une classification utilisant un classificateur k-
moyen hybride (droite) L'image obtenue a la suite d'un filtrage morphologique. Sur les deux 
images : en blanc la lumiere, en gris les pixels incertains et en noir le vaisseaux 
2.7.2 Amelioration de la frontiere 
La frontiere est trouvee sur les images IVUS en coordonnees polaires. Cette frontiere est 
ramenee en coordonnees cartesiennes en effectuant une interpolation. 
Lors de toutes les etapes de l'algorithme, des erreurs sont introduites : les matrices de 
cooccurrence agissent comme un filtre de texture, le post traitement comporte differents 
filtres morphologiques, des interpolations sont effectuees lors des conversions entre 
coordonnees. Toutes ces operations font en sorte qu'il y a une erreur de quelques pixels 
entre la frontiere trouvee et la frontiere reelle. La derniere etape consiste a ameliorer la 
frontiere trouvee. Pour effectuer cette correction, un algorithme de contours actifs 
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«snakes» (Kass et coll., 1987) est utilise a partir de la frontiere trouvee sur l'image IVUS 
originate. 
Le post traitement est une etape essentielle dans la validation de l'algorithme. Peu 
importe l'efficacite du classificateur, si une frontiere de separation entre la lumiere et le 
vaisseau n'est pas identifiee, la methode n'est pas adequate. 
2.8 Methode de validation 
L'algorithme presente comporte plusieurs parametres qui doivent etre determines et 
analyses. La selection des caracteristiques est une etape primordiale pour la classification, 
car ces caracteristiques permettent au classificateur de departager correctement les 
classes. Les matrices de cooccurrence comportent plusieurs variables. La taille du cube et 
le rayon de calcul sont les deux parametres qui seront etudies dans le chapitre suivant qui 
presente les resultats. 
Une fois les caracteristiques selectionnees, il faut verifier que le classificateur a bien 
classifie les pixels. Pour le classificateur k-moyen hybride, les images provenant de trois 
patients, ayant chacun subi deux interventions IVUS, sont utilisees. Ces interventions se 
composent de six films de plusieurs minutes. Quatre films seront utilises pour l'etude et 
la validation des differents parametres et les deux autres seront utilises pour tester la 
methode. 
Le pretraitement et le post traitement comportent egalement plusieurs parametres dont 
certains, une fois determines, restent fixes tout au long des experiences. Le choix des 
valeurs des autres parametres dependra de la configuration adaptee. 
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CHAPITRE 3 RESULTATS ET DISCUSSION 
Le present chapitre decrit les resultats des experiences effectuees sur la segmentation de 
la lumiere sur des images IVUS en utilisant les matrices de cooccurrence en trois 
dimensions et une classification basee sur le classificateur k-moyen hybride. Une 
comparaison des resultats en utilisant les matrices de cooccurrence en deux et trois 
dimensions est egalement effectuee, pour ce meme classificateur. Pour accomplir ces 
experiences, une base de donnees de validation et une base de test sont necessaires. La 
base de donnees de validation est obtenue en prenant certaines parties des sequences 
IVUS, a partir de six interventions effectuees sur trois patients. La base de validation est 
utilisee pour trouver les differents parametres de la methode. Plusieurs tailles de cubes, 
ainsi que differents rayons ont ete essayes comme parametres pour le calcul des matrices 
de concurrence. La base de test est obtenue a partir de deux interventions IVUS 
completes effectuees sur deux patients. La base de test est utilisee pour la validation de la 
methode en effectuant une etude comparative entre la frontiere, separant la lumiere et le 
vaisseau, trouvee manuellement et celle obtenue en appliquant la methode presentee dans 
ce memoire. 
3.1 Description de la base de donnees utilisee 
Une base de donnees de validation de 90 images a ete creee en prenant aleatoirement des 
images a partir de 6 interventions IVUS effectuees sur 3 patients. Une sequence de 25 
images autour des images d'interet est egalement prelevee pour evaluer correctement les 
matrices de cooccurrence en trois dimensions. Le contour entre la lumiere et l'intima a 
ete manuellement identifie sur toutes les images. Par la suite, la methode presentee dans 
ce memoire est appliquee sur cette base de donnees de validation tout en ciblant 
differents parametres. II est a noter que plusieurs parametres restent inchanges durant 
1'experimentation et que le resultat final s'adapte a ces parametres. La derniere etape 
consiste a comparer de fa<?on automatique le contour obtenu avec le contour 
prealablement identifie manuellement. 
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Les experimentations effectuees visent a trouver les meilleurs parametres des matrices de 
concurrence. Lors des experimentations, huit caracteristiques des matrices de 
cooccurrence sont extraites : l'energie, l'entropie, le contraste, la teinte, la preeminence, 
le moment inverse des differences, la correlation et la densite de Rayleigh. Pour diminuer 
le temps de calcul, un pas de 6 degres est choisi pour Tangle. Par consequent, les 
matrices de cooccurrence sont calculees pour des pixels espaces de 6 degres. Une 
interpolation est effectuee par la suite, pour trouver la frontiere sur toute l'image. 
Les experimentations sont divisees en quatre series. Les deux premieres series visent a 
trouver la meilleure combinaison entre la taille de cube et le rayon. Lors de ces 
simulations, les 7 directions principales pour le calcul des matrices de concurrences sont 
choisies (1, 1, 1 ; -1, 1, 1 ; 1, -1, 1 ; 1, 1, -1 ; 1, 0, 0 ; 0, 0, 1 ; 0, 0, 1). La taille de la 
matrice de cooccurrence est fixee a 128x128, pour reduire le temps de calcul. Une 
contrainte est cependant imposee: le temps de calcul pour une image doit etre inferieur a 
10 minutes, pour atteindre les objectifs fixes, ce qui implique un choix maximal de 3 
cubes pour chaque calcul. Apres avoir trouve la meilleure combinaison, la troisieme serie 
d'experimentations se penche sur l'impact des trois parametres suivants : les directions 
qui servent au calcul des matrices de cooccurrence, la taille de la matrice de cooccurrence 
et le nombre de caracteristiques choisies lors de l'application de l'analyse par 
composantes principales. Lors de cette serie d'experimentations, une comparaison entre 
l'efficacite de la matrice de cooccurrence en trois dimensions et la matrice de 
cooccurrence en deux dimensions est egalement effectuee. 
Finalement, lors de la quatrieme serie d'essais, la meilleure combinaison est appliquee 
sur deux sequences IVUS qui n'ont pas ete utilisees lors de la validation des parametres 
et qui proviennent de deux patients. 
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Au cours des experimentations, une comparaison entre la segmentation automatique et la 
segmentation manuelle est effectuee. II est a noter que la segmentation manuelle peut 
comporter des erreurs puisque, sur certaines images, il est difficile d'identifier 
correctement le contour entre la lumiere et l'intima. Au cours des trois premieres series 
d'experimentations, les comparaisons sont effectuees sur la difference entre les contours, 
la difference entre les distances de Hausdorff (Huttenlocher et coll., 1993) et la difference 
d'aire. Pour la difference des contours, deux seuils de 25 pixels (C25p) et de 13 pixels 
(C13p) sont fixes. Le seuil de 13 pixels qui represente 0.26mm, 50 pixels representant 
1mm, est fixe en fonction des resultats obtenus dans la litterature. L'erreur moyenne entre 
les contours est de 0.25mm. Le seuil de 25 pixels qui represente 0.5mm est un peu plus 
genereux. Pour la distance de Hausdorff le seuil est fixe a 17 pixels (H17p). Ce seuil 
represente 0.34 mm ce qui se situe dans l'ordre des valeurs trouvees dans la litterature. 
Pour l'aire, le seuil est fixe a 625 pixels ou 0.25 mm2 (A625p). Ce seuil est egalement 
semblable aux valeurs trouvees dans la litterature (Section 1.5.1 et Section 1.5.2). Le 
nombre d'images appartenant a la base de validation qui fournissent des valeurs qui se 
situent en dessous des seuils fixes est compte et presente dans ce qui suit. Suite a la 
comparaison entre la segmentation automatique et la segmentation manuelle, sur la 
totalite du contour de la lumiere, une difference remarquable due aux artefacts est 
observee. Comme les artefacts sont souvent retires dans la litterature, une analyse des 
donnees est effectuee en retirant, des contours, leur influence. Pour ce faire, la 
comparaison est effectuee sur 80%, 85% ,90%, 95%, et 100% du contour. Les valeurs 
retirees correspondent aux plus grandes differences entre le contour automatique et celui 
obtenu manuellement (Figure 3.1). 
Finalement, le temps moyen de calcul pour chaque image (Temps) de meme que le 
pourcentage moyen de l'information retenue apres l'application de l'analyse par 
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Figure 3.1 (haut) Image IVUS en coordonnees polaires qui illustre le contour de la lumiere. 
Le contour trouve avec la methode automatique est en vert tandis que le contour 
manuellement identifie est en rouge, (bas) La difference euclidienne entre les deux contours. 
La distance est ordonnee en ordre croissant et 80% de cette distance est choisie en bleu. 
3.2 Choix de la taille des cubes et du rayon 
La premiere serie d'experimentations est effectuee en choisissant un seul cube pour le 
calcul des matrices de cooccurrence en trois dimensions. Des cubes de 2, 4, 6, 8, 10 et 15 
sont combines a des rayons respectivement de 1, 2, 3, 4 et 5. Les experiences sont 
realisees pour 100% du contour (Tableau 3.1) et pour 95%, 90%, 85% et 80% (ANNEXE 
III - Tableau III. 1 et Tableau III.2). Le nombre de caracteristiques en utilisant l'ACP est 
reduit a 3. Le but de cette serie d'experiences est de trouver la meilleure taille des cubes. 
Les resultats montrent que la taille optimale du cube se trouve entre 4 et 8 pour un rayon 
se trouvant entre 1 et 3. En augmentant davantage la taille du cube ou celle du rayon, les 
images sont trop filtrees par les caracteristiques et l'information devient moins precise. 
En prenant une taille du cube de 2, il n'y a pas assez d'information pour trouver 
correctement la frontiere. De plus, en augmentant la taille du cube le temps de calcul 





augmente en consequence. Par contre, la dimension du rayon n'influence pas le temps de 
calcul. 
Tableau 3.1 Les resultats de la premiere serie d'experimentations pour un contour de 100%. 












2 1 3 : 17 79.51 18 2 10 10 
4 1 3 :23 89.00 29 3 15 18 
6 1 3 :34 91.52 35 8 19 17 
8 1 3 : 53 92.52 26 7 14 9 
10 1 4 : 3 2 93.41 20 1 10 8 
15 1 6 : 4 4 93.91 15 0 5 6 
2 2 3 :21 68.00 18 5 11 12 
4 2 3 :33 82.74 33 4 20 18 
6 2 3 :46 87.61 38 9 20 18 
8 2 4 : 0 6 89.45 33 8 17 10 
10 2 4 :42 89.79 23 1 10 11 
15 2 7 : 2 4 92.46 13 0 4 7 
2 3 3 :29 61.13 19 3 11 10 
4 3 3 :24 76.09 28 7 18 21 
6 3 3 : 36 83.02 33 8 16 15 
8 3 4 : 0 7 85.76 31 5 14 9 
10 3 4 : 3 3 86.07 23 0 10 8 
15 3 7 : 17 90.55 15 0 5 7 
2 4 3 :28 56.81 19 5 10 6 
4 4 3 : 23 71.56 27 5 13 12 
6 4 3 : 37 78.75 26 3 12 13 
8 4 3 : 58 82.22 30 4 16 7 
10 4 4 : 2 2 82.86 26 2 9 8 
15 4 7 : 2 7 88.50 17 0 8 6 
2 5 3 :29 53.98 18 4 11 8 
4 5 3 :34 67.76 21 2 12 15 
6 5 3 :46 75.05 25 1 10 7 
8 5 4 : 0 7 79.03 27 3 12 5 
10 5 4 : 3 2 80.02 24 1 9 9 
15 5 7 : 2 7 86.45 18 0 8 7 
Une comparaison des differents resultats est presentee dans le Tableau 3.2. Lors de cette 
comparaison, pour chacun des 20 criteres, les deux cubes qui donnent les meilleurs 
resultats sont catalogues. Sur ces 20 comparaisons, le cube de 6 ayant un rayon de 2 
(C6R2) donne les meilleurs resultats 13 fois et le deuxieme meilleur resultat 5 fois. Le 
cube de 6 ayant un rayon de 1 (C6R1) donne le meilleur resultat 5 fois et le deuxieme 
meilleur resultat 9 fois. Les autres cubes qui donnent de bons resultats sont: C4R2, C4R3 
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et C8R2. Des cubes a noter sont aussi C6R3, C8R3, C4R5 et C4R1. II est fort probable 
qu'en choisissant une combinaison de cubes parmi les cubes qui donnent de bons 
resultats, la segmentation automatique s'approche encore davantage de la segmentation 
manuelle. 
Tableau 3.2 Resume des experimentations effectuees sur la premiere serie de simulations Le 
cube est represente par CxRx, ou C represente la taille du cube et R est le rayon 
Seuil Pourcentage 
du contour 
Meilleur choix Deuxieme choix 
C25p 100% C6R2 C6R1 
C13p 100% C6R2 C6R1 C8R2 C6R3 
H17p 100% C6R2 C4R2 C6R1 
A625p 100% C4R3 C4R1 C4R2 C6R2 
C25p 95% C6R2 C8R2 C6R1 C4R2 C8R3 
C13p 95% C6R1 C6R2 
H17p 95% C6R2 C6R1 
A625p 95% C6R2 C4R3 C4R1 C4R5 
C25p 90% C6R2 C6R1 
C13p 90% C4R2 C6R1 
H17p 90% C6R2 C6R1 
A625p 90% C6R2 C6R3 
C25p 85% C6R2 C6R1 
C13p 85% C6R1 C4R2 C4R3 
H17p 85% C6R1 C6R2 C4R2 
A625p 85% C4R2 C4R3 C6R2 
C25p 80% C6R1 C6R2 
C13p 80% C6R1 C4R1 C6R2 
H17p 80% C6R2 C6R1 C4R2 C8R2 
A625p 80% C6R2 C4R2 C6R3 
3.3 Choix de la meilleure combinaison 
La deuxieme serie d'experimentations est effectuee en choisissant trois cubes pour le 
calcul des matrices de cooccurrence. Le temps de calcul par image reste en dessous de 10 
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minutes tout en ameliorant considerablement les resultats. La combinaison la plus 
evidente, suite a la premiere serie d'experimentations, est un cube de 6 avec un rayon de 
2, un cube de 6 avec un rayon de 1 et un cube de 4 avec un rayon de 2 (C6R2, C6R1, 
C4R2). Ces trois fenetres prises individuellement ont donne les meilleurs resultats lors de 
la premiere serie d'experimentations. Differentes autres combinaisons en choisissant des 
fenetres qui ont donne de bons resultats lors de la premiere serie d'experiences sont 
presentees dans Tableau 3.3 pour 100% du contour et dans ANNEXE III (Tableau III.3 
Tableau III.4 et le Tableau III.5) pour 95%, 90%, 85% et 80% du contour. Le nombre de 
caracteristiques, apres la reduction, en utilisant l'ACP est de 10 tout en gardant en 
moyenne 92% de l'information donnee par toutes les caracteristiques. 
Tableau 3.3 Les resultats de la deuxieme serie d'experimentations pour 100% du contour 
Fenetre Temps 











C6R1, C6R2, C4R1 I 8 31 96.21 75 48 63 33 
C6R1, C6R2, C4R2 8 23 95.57 75 58 72 62 
C6R1, C6R2, C4R3 8 26 94.70 70 47 61 46 
C6R1, C6R2, C4R5 8 50 92.61 66 39 56 41 
C6R1, C6R2, C6R3 8 56 96.20 68 44 61 43 
C6R1, C6R2, C8R2 9 00 96.71 71 49 61 36 
C6R1, C6R2, C8R3 9 36 96.01 69 41 58 34 
C4R1, C4R2, C4R3 8 21 93.86 61 33 49 24 
C4R1, C4R2, C6R1 8 13 95.49 69 45 58 35 
C4R1, C4R2, C6R2 8 52 94.88 69 46 59 46 
C4R1, C4R2, C8R2 8 41 94.24 68 44 59 43 
C4R2, C4R3, C6R2 8 16 93.77 74 43 60 45 
C4R2, C4R3, C6R1 8 19 93.93 66 42 56 37 
C4R2, C4R3, C8R2 8 41 92.99 64 39 53 36 
C4R2, C6R2, C8R2 9 10 94.79 73 47 66 47 
C6R3, C4R3, C8R3 9 11 93.33 56 29 47 32 
C6R3, C4R5, C8R2 9 09 92.30 58 31 52 32 
Les resultats de la deuxieme serie d'experimentations sont nettement superieurs aux 
resultats obtenus lors de la premiere serie d'experimentations. Les combinaisons qui 
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comportent C6R1, C6R2 ou C4R2 comme taille de fenetre donnent, comme prevu, les 
meilleurs resultats. Ce resultat confirme les conclusions obtenues lors de la premiere serie 
d'experimentations. Avec la meilleure combinaison, sur 90 images, 85 ont 80% du 
contour segmente avec une erreur en dessous de 13 pixels, 87 ont 80% du contour 
segmente avec un erreur en dessous de 25 pixels, tandis que 75 ont 100% du contour 
segmente avec une erreur en dessous de 25 pixels. 
En conclusion, les resultats obtenus en prenant trois cubes differents sont satisfaisants. Le 
temps de calcul pour chaque image est en moyenne de 8 minutes et 23 secondes. II y a 
quant meme beaucoup d'information redondante contenue dans la combinaison des 
cubes. L'information apportee par un nouveau cube n'est pas tout a fait complementaire a 
l'information apportee par les cubes deja existants. Pour cette raison il n'est pas 
necessaire de choisir plus de trois cubes, car le temps de calcul depassera les 10 minutes 
sans necessairement obtenir de meilleurs resultats. 
3.4 Analyse des parametres 
Lors de cette serie d'experimentations l'influence de differents parametres est etudiee en 
prenant comme reference la combinaison de cubes trouvee precedemment. Un seul 
parametre est modifie a la fois pour bien cerner son influence. 
3.4.1 Choix de la direction 
Le premier parametre etudie est le nombre de directions a choisir lors du calcul des 
matrices de cooccurrence. Pom- les matrices de cooccurrence en trois dimensions, treize 
directions peuvent etre choisies pour definir completement l'espace. Ces treize directions 
sont: (1, 0, 0) ; (0, 1, 0) ; (0, 0, 1); (1, 1, 1) ; (-1, 1, 1) ; (1, -1, 1); (1, 1, -1) ; (0, 1, 1) ; 
(1, 0, 1) ; (1, 1, 0) ; (1, 0, -1) ; (0, 1, -1) ; (-1, 1, 0). Ce cas est appele DIR13. Le temps 
moyen de calcul pour chaque image est de 14 minutes et 52 secondes (Tableau 3.4). Le 
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temps de calcul est considerable, cependant il n'est pas necessaire de calculer les matrices 
de cooccurrence dans toutes les directions. Plusieurs combinaisons de directions sont 
etudiees pour trouver le nombre minimal des directions qui donne des resultats 
satisfaisants. Le premier essais est effectue en calculant les matrices de cooccurrence 
dans les trois directions principales : (1, 0, 0) ; (0, 1, 0) ; (0, 0, 1) (DIR3). Ensuite, un 
essais est effectue dans les quatre directions secondaires : (1, 1, 1);(-1, 1, 1) ; (1 , -1 , 1); 
(1, 1,-1) (DIR4) et un autre essais est effectue dans les six autres directions restantes : (0, 
1, 1); (1, 0, 1); (1, 1, 0 ) ; (1, 0, -1); (0, 1, -1); (-1, 1, 0) (DIR6). Un dernier essais est 
effectue en combinant la direction principale avec la direction secondaire : (1, 0, 0 ) ; (0, 
1, 0) ; (0, 0, 1) ; (1, 1, 1) ; (-1, 1, 1) ; (1, -1, 1) ; (1, 1, -1) (DIR7). Les resultats sont 
presentes dans Tableau 3.4 pour 100% du contour et dans ANNEXE Ill-Tableau III.6 
pour 95%, 90%, 85% et 80% du contour. 
Tableau 3.4 Les resultats du choix de la direction pour 100% du contour 
DIR3 DIR4 DIR6 DIR7 DIR13 COOC2 
Temps (m :s) 4 : 2 5 5 :25 7 : 3 1 8 :23 14: 52 5 : 15 
ACP(%) 97.26 96.13 96.14 95.57 95.55 95.36 
C25p 100% 78 69 76 75 75 45 
C13p 100% 45 36 45 58 52 15 
H17p 100% 65 58 65 72 66 29 
A625p 100% 46 36 40 62 48 14 
Lors de ces essais, le temps de calcul est proportionnel au nombre de directions choisies. 
En ce qui concerne le pourcentage d'informations garde apres avoir applique l'ACP, il est 
semblable d'une combinaison de directions a une autre et sa valeur moyenne est 96.00% 
pour un choix de 10 caracteristiques. Le nombre d'images qui fournissent des valeurs qui 
sont en dessous des seuils fixes varie un peu d'une combinaison a l'autre. Etonnamment, 
les resultats obtenus avec un calcul de matrices de cooccurrence dans les treize directions 
sont moins bons que les autres. Premierement, le classificateur etant non supervise meme 
en lui donnant une information plus precise il est peut probable que celui-ci trouve des 
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centres plus optimaux. De plus, les resultats sont obtenus en comparant la methode 
automatique avec la segmentation manuelle et la frontiere trouvee manuellement peut 
comporter des erreurs. Par consequent, il se peut qu'en prenant une information plus 
precise, la frontiere automatique diverge de la frontiere manuellement identifiee. 
Cependant, les resultats obtenus dans toutes les directions semblent satisfaisants et il est 
fort probable qu'en choisissant n'importe laquelle de ces combinaisons de directions, les 
resultats subsequents soient similaires. Le choix DIR7 semble donner les meilleurs 
resultats tout en etant, en moyenne, en dessous de 10 minutes pour ce qui en est du temps 
de calcul. Cette combinaison de directions sera choisie dans ce memoire, pour trouver la 
meilleure frontiere possible. Par contre, si le temps de calcul prime sur la precision la 
combinaison DIR3 peut etre choisie. Ainsi, le temps de calcul est diminue quasiment de 
moitie tout en affectant minimalement la precision. 
Une comparaison est effectuee entre les resultats obtenus avec les matrices de 
cooccurrence en trois dimensions et les resultats obtenus avec les matrices de 
cooccurrence en deux dimensions (COOC2). Les matrices de cooccurrence en deux 
dimensions sont calculees plutot sur des fenetres que sur des cubes. Par contre, les 
fenetres sont choisies de memes taille que celle des cubes: une taille de 6 avec un rayon 
de 1, une taille de 6 avec un rayon de 2 et une taille de 4 avec un rayon de 2. Les 
directions de calcul sont les quatre directions qui definissent completement l'espace en 
deux dimensions: (0, 1) ; (1, 1); (1, 0); (-1, 1). 
Les resultats obtenus avec les matrices de cooccurrence en trois dimensions sont 
nettement superieurs aux resultats COOC2. En comparant COOC2 avec DIR3, le temps 
de calcul moyen d'une image utilisant COOC2 est superieur de 50 secondes au temps de 
calcul d'une image en utilisant DIR3 tout en obtenant des resultats nettement inferieurs. 
Le rapport moyen du nombre d'images en dessous des differents seuils entre COOC2 et 
DIR3 est de 2.02. Done, en moyenne deux fois plus d'images sont segmentees en dessous 
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des seuils en utilisant DIR3 plutot que COOC2 pour un temps de calcul moindre. Le 
meme rapport obtenu entre COOC2 et DIR7 est de 2.34. Dans ce cas, le temps de calcul 
moyen pour une image en utilisant DIR7 est de 2 minutes et 8 secondes plus grand que le 
temps de calcul en utilisant COOC2. 
3.4.2 Taille de la matrice de cooccurrence 
Le deuxieme parametre etudie est la taille de la matrice de cooccurrence. Cette taille est 
reliee au nombre d'intensites de gris presentes dans l'image IVUS. Les nuances de gris 
ont des valeurs entre 0 et 255. Le temps moyen de calcul pour une image, en choisissant 
la taille de la matrice de cooccurrence de 256, est de 25 minutes et 32 secondes. Ce temps 
est extremement long. En groupant des intensites, le temps de calcul peut etre reduit. De 
plus, s'il n'y a pas assez d'information distincte, choisir une taille trop grande peut 
donner des resultats moins precis que pour des tailles plus petites. Des tailles de 
32(BIN32), 64(BIN64), 128(BIN128) et 256(BIN256) sont comparees et les resultats 
sont presentes dans Tableau 3.5 pour 100% du contour et dans ANNEXE Ill-Tableau 
III.7 pour 95%, 90%, 85% et 80% du contour. Comme prevu, le temps de calcul est 
proportionnel a la taille de la matrice de cooccurrence choisie. De meme que lors de 
l'analyse de la direction en prenant une taille trop grande comme 256, ce qui signifie 
beaucoup plus d'information, les resultats sont moins satisfaisants qu'en prenant une 
taille plus petite. Les resultas des autres tailles sont semblables, mais la taille de 128 
semble fournir de meilleurs resultats pour certains seuils, notamment C13p 100%. En 
choisissant cette taille le temps de calcul moyen reste en dessous de 10 minutes, tandis 
que la frontiere trouvee est la plus rapprochee de la frontiere manuellement identifiee. Par 
contre, si le temps de calcul represente une priorite, une taille de matrice de 32 peut etre 
choisie sans pour autant perdre beaucoup de precision. 
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Tableau 3.5 Les resultats de la taille de la matrice de cooccurrence pour 100% du contour 
BIN32 BIN64 BIN128 BIN256 
Temps (m :s) 3 : 11 4 : 16 8 : 23 25 : 32 
ACP(%) 94.07 95.20 95.57 95.42 
C25p 100% 75 73 75 56 
C13p 100% 41 47 58 25 
H17p 100% 68 64 72 41 
A625p 100% 45 46 62 16 
3.4.3 Taux de reduction en appliquant l'analyse par composantes principales 
Le dernier parametre etudie represente le nombre de caracteristiques a retenir apres 
l'application de l'analyse par composantes principales. Plusieurs caracteristiques sont 
analysees : 1(ACP1), 2(ACP2), 3(ACP3), 5(ACP5), 7(ACP7), 10(ACP10) et 15(ACP15). 
Les resultats sont presentes dans le Tableau 3.6 pour 100% du contour et dans 
1'ANNEXE III (Tableau III.8) pour 95%, 90%, 85% et 80% du contour. Les resultats 
obtenus en prenant une ou deux caracteristiques sont moins precis que les resultats 
obtenus en prenant trois caracteristiques ou plus. Le pourcentage de variabilite pour le 
choix d'une seule caracteristique est de 63.84%, tandis que pour trois caracteristiques le 
pourcentage est de 86.59%. Par consequent, pour avoir de bons resultats il faut garder au 
moins 85% de la variabilite. Un bon choix serait de surestimer un peu ce nombre en 
prenant 10% de plus. En gardant done 10 caracteristiques, 95.57% de la variabilite est 
gardee tout en obtenant de meilleurs resultats. (Figure 3.2). Les resultats obtenus en 
prenant 15 caracteristiques sont legerement moins precis que les resultats obtenus en 
prenant entre 3 et 10 caracteristiques. Encore une fois, en ayant trop d'information la 
frontiere automatique diverge par rapport a la frontiere manuellement identifiee. Pour ce 
qui est du temps de calcul, celui-ci n'est pas un facteur predominant puisqu'il y a tres peu 
d'ecart entre le temps de calcul selon le nombre de caracteristiques choisies. Dans le 
present memoire, le nombre de caracteristiques retenues apres la reduction utilisant 
l'analyse par composantes principales, sera de 10. 
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Tableau 3.6 Les resultats du taux de reduction en utilisant l'analyse par composantes 
principales pour 95%, 90%, 85% et 80% du contour 
ACPI ACP2 ACP3 ACP5 ACP7 ACP10 ACPI 5 
Temps (m :s) 1 : 58 2 :02 2 : 0 2 2 : 0 2 2 : 0 4 2 : 0 5 2 : 11 
ACP(%) 63.84 79.05 86.59 90.97 93.40 95.57 97.39 
C25p 100% 53 46 72 75 72 75 73 
C13p 100% 16 17 43 46 50 58 49 
H17p 100% 41 35 64 65 66 72 69 
A625p 100% 22 13 34 51 41 62 43 
Figure 3.2 Pourcentage de variabilite moyen en fonction du nombre des caracteristiques. La 
combinaison de cubes utilises est: C6R1, C6R2 et C4R2. 
3.4.4 Les parametres optimaux 
Suite aux trois premieres series d'experimentations, les parametres optimaux ont ete 
identifies. La combinaison de cubes optimale est de C6R1, C6R2 et C4R2. Le nombre de 
caracteristiques apres l'analyse par composantes principales est de 10. La taille de la 
matrice de cooccurrence est de 128 par 128 et elle est calculee dans les sept directions 
suivantes : (1, 0, 0) ; (0, 1, 0) ; (0, 0, 1) ; (1, 1, 1) ; (-1, 1, 1) ; (1, -1, 1) ; (1, 1, -1). En 
prenant ces parametres, les resultats sont optimaux tout en ayant un temps de calcul 
moyen en dessous de 10 minutes. Si le temps de calcul est une priorite, des resultats 
beaucoup plus rapides et a peine moins efficaces peuvent etre obtenus en choisissant une 
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taille de la matrice de cooccurrence de 32 par 32 et en la calculant dans les trois 
directions principales : (1, 0, 0); (0, 1, 0); (0, 0, 1). 
3.5 Evaluation de la methode sur des images reelles de patients 
La configuration optimale obtenue a ete appliquee sur 270 images provenant de deux 
sequences IVUS pratiquees sur deux patients. La premiere sequence, notee II, est 
composee de 120 images suite a la reduction du nombre d'images d'apres le rythme 
cardiaque. La deuxieme sequence est composee de 190 images apres avoir effectue la 
meme reduction. Une des hypotheses de la methode est que la frontiere est presente sur 
les images, ce qui n'est pas necessairement le cas pour les images qui se trouvent a 
l'exterieur du vaisseau. Par consequent, les 40 dernieres images de la deuxieme sequence 
etant des images se trouvant a l'exterieur du vaisseau principal (Figure 3.3 F) sont 
retirees de l'analyse subsequente. Done la deuxieme sequence, notee 12, comportera 150 
images. Les deux sequences comportent des images ayant des branchements (Figure 3.3 
D) et d'autres artefacts comme un echo provoque par le fil guide (Figure 3.3 E). Une 
premiere analyse est effectuee en appliquant la methode sur la sequence complete sans 
retirer aucune autre image. Les resultats sont presentes dans le Tableau 3.7. 
Tableau 3.7 Resultats moyens de la difference de frontieres entre la frontiere obtenue avec la 
segmentation automatique et celle obtenue avec la segmentation manuelle, sur deux 
sequences IVUS completes. 
1 11 12 Total 
Nombre d'images 120 150 270 
Correlation de l'aire 0.94 0.90 0.90 
Difference moyenne de l'aire (mm2) 0.238 0.721 0.508 
Difference moyenne du perimetre (mm) 0.206 0.512 0.377 
Moyenne de la difference de la frontiere (mm) 0.064 0.135 0.104 
Ecart type de la difference de la frontiere (mm) 0.079 0.162 0.126 
Distance moyenne de Hausdorff (mm) 0.245 0.480 0.376 
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L'analyse du tableau permet de conclure que les resultats obtenus en appliquant la 
methode sont satisfaisants. Le coefficient de correlation entre l'aire (CCA) de la lumiere 
identifiee automatiquement et l'aire de la lumiere identifiee manuellement se situe au 
dessus de 0,90 pour les deux sequences. La sequence II comporte beaucoup moins 
d'images incertaines, de meme que moins d'images ayant des branchements. Pour ces 
raisons, la difference moyenne entre la frontiere manuellement identifiee et celle 
automatiquement identifiee est meilleure sur la sequence II puisqu'elle est de 0.071mm. 
Une des erreurs les plus courantes, est causee par l'echo du fil guide. Cet echo provoque 
sur les images IVUS une region floue qui n'a pas de texture specifique (Figure 3.3 E). Par 
contre, si une quantite suffisante d'information de texture est disponible ou si l'echo n'est 
pas tres prononce la methode s'adapte et une interpolation est faite par dessus celui-ci 
(Figure 3.3 B). Dans le cas contraire, la frontiere contourne l'ombre provoquee par l'echo 
entrainant une erreur partielle. 
Un deuxieme type d'erreur se produit lorsque la texture entre la lumiere et le vaisseau, 
sur une certaine partie de l'image, est tres semblable (Figure 3.3 B). Alors, la methode 
n'est pas capable d'identifier la bonne separation entre la texture de la lumiere et la 
texture du vaisseau. Cependant cette erreur survient, habituellement, seulement sur une 
petite partie de la frontiere. Le meme type d'erreur peut se produire quand tout au long de 
la frontiere une certaine difference de texture est presente, tandis que sur une autre region 
la difference de texture change radicalement (Figure 3.3 C). Ceci implique que le 
vaisseau devrait etre represente, lors de la classification, par plus de deux classes. Dans 
ce cas, egalement, l'erreur se situe seulement sur une petite partie du contour. 
Une autre erreur, de la methode elle-meme, survient lorsque le catheter est tres rapproche 
de la paroi du vaisseau. Pour appliquer les matrices de cooccurrence une certaine marge 
doit etre laissee entre le vaisseau et le catheter. Dans le cas ou le catheter est plus proche 
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du vaisseau que cette marge, la frontiere est placee au niveau de la marge ce qui 
provoque une erreur (Figure 3.3 A). Cependant, 1'erreur se repercute sur une petite partie 
de la frontiere. Par contre, une erreur sur une grande partie de la frontiere, qui affecte 
beaucoup l'efficacite des resultats, peut arriver lors des branchements. Un branchement 
represente la rencontre de l'artere, qui est en train d'etre analysee, avec une autre artere 
(Figure 3.3 D). Dans ce cas, la lumiere prend une forme qui n'est pas habituelle tout en 
prenant plus de place. Alors, il se peut que la frontiere entre la lumiere et le vaisseau, ne 
soit plus apparente sur l'image IVUS. Les images etant produites avec un transducteur 
de 30MHz, plus la lumiere est volumineuse plus la difference de texture entre celle-ci et 
le vaisseau est vague. Ce genre d'erreur peut survenir dans plusieurs autres cas comme 
par exemple, a l'interieur d'un vaisseau plus volumineux (Figure 3.3 E). 
D'autres erreurs peuvent apparaitre surtout lorsque la texture de la lumiere et la texture 
du vaisseau sont semblables. Par contre, dans la majorite des cas, la forme de la frontiere 
est correcte, mais une partie est sous ou sur estime. II est important a noter que l'erreur 
sur une partie de la frontiere influence minimalement le reste de la frontiere. II est 
possible que sur une meme image, une grande partie de la frontiere soit correctement 
identifiee, tandis que le reste de la frontiere comporte une erreur considerable (Figure 3.3 
B). Ceci explique en partie le grand ecart type observe sur la difference de la frontiere 
(Tableau 3.7). 
La methode obtient des resultas satisfaisants sur une tres grande variete d'images. La 
texture de la lumiere peut varier d'une image a l'autre, de meme que la forme de la 
frontiere (Figure 3.4). La texture de la lumiere d'une image a l'autre, peut differer 
considerablement sans avoir aucune influence sur la methode. Pourtant, ce qui importe 
est d'avoir une texture differente entre la lumiere et le vaisseau pour une meme image. Le 
classificateur k - moyen tout en etant imprevisible, s'adapte tres efficacement a cette 
difference de texture. 

(A) (B) 
Figure 3.4 Exemples d'images IVUS dont la frontiere est correctement identifiee 
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3.5.1 Etude comparative aux resultats de la litterature 
En eliminant un nombre minimal d'images de l'analyse, moins de 15%, l'efficacite de la 
methode sur les images restantes est amelioree de fa?on considerable. Une partie des 
images comportant des branchement ou un echo du fil guide tres present, de meme que 
les images dont la frontiere entre la lumiere et le vaisseau n'est pas tres claire 
visuellement, sont retirees de l'analyse. Cette demarche a ete suivie par les differents 
essais effectues dans la litterature. Le Tableau 3.8 presente les resultats de la methode 
appliquee sur les 240 images restantes. Deux categories de resultats ont ete obtenues. 
Tout d'abord, une serie de resultats est obtenue en comparant 100% de la frontiere entre 
la lumiere et le vaisseau. Ensuite, en enlevant la partie qui comporte des erreurs, 80% de 
la frontiere sera analysee. 
Tableau 3.8 Resultats moyens de la difference de frontieres entre la frontiere obtenue avec la 
segmentation automatique et celle obtenue avec la segmentation manuelle, sur deux 
sequences IVUS dont des images comportant des erreurs significatives ont ete retires. La 
methode optimale est applique soit une matrice de cooccurrence de 128x128 et calculee dans 














Nombre d'images 110 130 240 110 130 240 
Correlation de l'aire (CCA) 0.97 0.97 0.97 0.99 0.99 0.99 
Difference moyenne de 
l'aire (mm2) 
0.180 0.504 0.345 0.042 0.167 0.100 
Difference moyenne du 
perimetre (mm) 
0.151 0.317 0.230 0.101 0.229 0.161 
Moyenne de la difference 
de la frontiere (mm) 
0.053 0.105 0.080 0.024 0.051 0.038 
Ecart type de la difference 
de la frontiere (mm) 
0.065 0.123 0.095 0.030 0.062 0.046 
Distance moyenne de 0.202 
Hausdorff (mm) 
0.380 0.296 0.096 0.197 0.148 
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Une difference est observable entre l'efficacite de la methode appliquee sur la sequence 
II par rapport a la sequence 12. Comme les images IVUS different grandement d'un 
patient a l'autre, la frontiere entre la lumiere et le vaisseau sur les images obtenues a 
partir du patient 12 est beaucoup moins evidente que celle observee sur les images 
obtenues a partir du patient II. Par consequent, la segmentation manuelle comporte 
davantage d'erreurs qui se repercutent lors de la comparaison entre la frontiere detectee 
manuellement et celle detecte automatiquement. Par contre, sur les images dont la 
frontiere est facilement identifiable, la frontiere automatique se rapproche de la frontiere 
manuellement identifiee. Tout comme les experts, l'algorithme peut comporter des 
erreurs lorsque la frontiere n'est pas claire ou s'il y a un doute. Un doute survient lorsque 
la texture de la lumiere se rapproche de la texture du vaisseau ou lorsque les images 
comportent plus de trois textures differentes. 
L'efficacite de l'algorithme est nettement superieure lorsque la comparaison est effectuee 
sur 80% de la frontiere plutot que 100% de la frontiere. Ceci implique que les erreurs 
effectuees par l'algorithme ne se repercutent pas necessairement tout au long de la 
frontiere. Les erreurs sont souvent concentrees sur une partie de l'image dont la texture 
comporte des particularites. La difference entre l'efficacite de l'algorithme sur les deux 
sequences persiste, mais cette difference diminue lorsque la comparaison est effectuee sur 
80% de la frontiere. Pour bien cerner l'efficacite de l'algorithme, il faut comparer les 
resultats obtenus en appliquant la methode presentee dans ce memoire, avec les resultats 
obtenus dans la litterature (Section 1.5.1 et Section 1.5.2). 
Deux indices souvent calcules dans la litterature, pour valider les methodes de 
segmentation, sont le coefficient de correlation des aires (CCA) et la difference des aires, 
qui represente la difference entre l'aire de la lumiere manuellement trouvee et celle 
trouvee automatiquement. Ces indices ne sont pas tres representatifs pour ce qui en est de 
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la validite de la frontiere de separation entre la lumiere et le vaisseau. Une erreur positive 
de la frontiere peut annuler une erreur negative et reciproquement. Ainsi, la frontiere peut 
etre differente de la frontiere manuellement identifiee et tout de meme l'indice de 
correlation des aires ainsi que la difference entre les aires peuvent etre assez bas. 
Neanmoins, la methode presentee dans ce memoire donne un tres bon coefficient de 
correlation des aires (CCA). Le coefficient est de 0.97 en considerant 100% de la 
frontiere, tandis que pour 80% de la frontiere sa valeur est de 0.99. Le coefficient de 
correlation des aires (CCA) obtenu sur 100% de la frontiere est semblable a celui obtenu 
dans la litterature. Cette valeur est superieure, d'ailleurs, au coefficient de 0.87 obtenu 
par Dos Sanatos et coll. 2006. et au coefficient de 0.84 obtenu par Bovenkamp et coll 
2003. Pour ce qui est de la difference d'aire, elle est faiblement superieure (environs 
0.15mm2) aux valeurs obtenues dans la litterature pour 100% du contour. Par contre, en 
prenant 80% du contour, la difference d'aire se situe dans le meme intervalle que celui 
obtenu dans la litterature. 
Un autre indice qui peut etre calcule est la difference des perimetres entre le perimetre de 
la frontiere trouvee manuellement et celui de la frontiere trouvee automatiquement. Tout 
comme les indices d'aire, l'indice du perimetre n'est pas representatif concernant 
l'exactitude de la frontiere. L'algorithme obtient cependant, une difference moyenne du 
perimetre de 0.261 mm pour 100% de la frontiere et de 0.189 mm pour 80% de la 
frontiere. Ces valeurs sont legerement superieures (environ 0.1mm) a ceux obtenus dans 
la litterature. II est a noter que cet indice n'est pas toujours present dans la litterature. Le 
coefficient de correlation entre les perimetres des deux frontieres (manuelle et 
automatique) est respectivement de 0.97 pour 100% de la frontiere et de 0.99 pour 80% 
de la frontiere, ce qui represente les memes valeurs que le coefficient de correlation entre 
la difference des aires (CCA). 
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Le prochain indice de comparaison est la difference absolue moyenne entre la frontiere 
manuellement identifiee et la frontiere automatiquement identifiee. Cet indice est tres 
important et definit l'efficacite globale de la methode. Cependant, la frontiere s'etendant 
sur 360°, une erreur considerable de la difference de la frontiere sur une petite partie de 
celle-ci n'influence pas enormement la difference moyenne. Pour cette raison, la 
difference moyenne est relativement petite malgre le fait que des parties de la frontiere 
automatiquement identifiee comportent des erreurs appreciables. Concernant la methode 
presentee dans ce memoire, la difference moyenne de la frontiere est de 0.08 mm en 
prenant 100% de la frontiere et de 0.038 mm en prenant 80% de la frontiere. Ces valeurs 
sont semblables aux valeurs obtenues dans la litterature. 
Le dernier indice, utilise pour comparer la frontiere manuellement identifiee et la 
frontiere automatiquement identifiee, est la distance de Hausdorff. La distance de 
Hausdorff entre deux courbes represente la plus grande distance entre un point 
quelconque de la premiere courbe au plus proche point de la deuxieme courbe. Suite a 
l'algorithme utilise dans ce memoire, une distance moyenne de Hausdorff de 0.296 mm 
pour 100% du contour et de 0.148mm pour 80% du contour sont obtenues. Ces valeurs 
sont legerement meilleures que les distances de Hausdorff obtenues dans la litteraire 
notamment par : M-R Cadinal qui, en 2005 obtient une distance de Hausdorff de 0.344 
mm, J.D. Klingensmith, qui en 2000 obtient une distance de 0.700 mm ou R. Shekhar en 
1999 qui obtient une distance de 0.590 mm. 
3.6 Discussion generate 
De fa9on generale, en appliquant la methode presentee dans ce memoire, tous les indices 
de comparaison entre la frontiere manuellement identifiee et la frontiere automatiquement 
identifiee sont conformes aux valeurs de reference qui sont presentees dans la litterature, 
etant, parfois, meme superieurs. 
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3.6.1 Choix de la methode 
L'approche presentee dans ce memoire exige que les textures des differents tissus 
composant l'artere, ainsi que la texture du sang soient bien visibles sur les images IVUS 
utilisees. La carte de bords des images IVUS utilisees (Figure 3.5) revele des contours a 
la fois dans la lumiere et dans la paroi du vaisseau (Section 1.4.1). La bordure de la 
lumiere se confond parmi ces contours. Ces caracteristiques sont dues au fait que les 
images sont obtenues avec des ultrasons de 30MHz. 
Figure 3.5 (gauche) Image IVUS (droite) Carte des bords de l'image IVUS 
Une approche utilisant des contours evolutifs ou deformables sera difficilement utilisable, 
car l'image comportant beaucoup de contours rend difficile 1'identification du contour 
recherche. Les contours deformables resteront coinces dans les contours du sang plutot 
que de trouver le contour entre la lumiere et le vaisseau. L'image doit etre filtree 
severement pour que de telles techniques fonctionnent. Une analyse de texture, qui agit 
en effet comme un filtre de texture, est primordiale pour eliminer les contours qui se 
trouvent a l'interieur des tissus et du sang. Apres cette analyse de texture, une methode de 
contour evolutif aurait pu etre utilisee, mais une approche de reconnaissance de forme a 
ete preferee. Puisque plusieurs caracteristiques ont ete isolees, une approche de 
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reconnaissance de forme est recommandee, car elle utilise toute l'information apportee 
par celle-ci. 
3.6.2 Choix du classificateur 
Pour ce qui est du classificateur a choisir, une approche comme la methode de Bayes ne 
donnerait pas les meilleurs resultats. Cette approche suppose que les classes suivent une 
loi de probability connue. Ceci n'est pas necessairement le cas. Un algorithme 
parametrique comme le perceptron (Bow, 2002) ou le Ho-Kashyap (Duda et coll., 2001), 
vu le grand recouvrement des classes, ne pourra pas trouver une frontiere de separation. 
Par contre, un classificateur comme le K-Plus Proches Voisins (Bow, 2002) ou le 
classificateur des machines a vecteurs de support (Cristianini et coll., 2000) constituent 
un choix possible de classificateur supervise. Le principe des K-Plus Proches Voisins 
classifie les points, qui sont proches l'un de l'autre, comme appartenant a la meme classe. 
Le desavantage de cette methode est le temps de classification qui peut etre extremement 
long, vu la taille de la base de donnees. Par consequent, le classificateur des machines a 
vecteurs de support devient le meilleur choix d'un classificateur supervise. 
Une experimentation preliminaire qui segmente la lumiere sur les images IVUS en 
utilisant un classificateur des machines a vecteurs de support (SVM) est presentee dans 
1'ANNEXE IV. Cette experimentation est effectuee sur 94 images provenant d'une 
sequence d'images IVUS prise sur un seul patient. Cependant, les caracteristiques de 
texture des images sont extraites en utilisant les matrices de cooccurrence en deux 
dimensions. Par la suite, differents essais sont effectues pour optimiser les parametres des 
matrices de cooccurrence, de meme que ceux du classificateur SVM. Puisque les resultats 
obtenus n'ont pas ete concluants, cette approche n'a pas ete retenue. 
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L'approche utilisant un classificateur a entrainement supervise comme les machines a 
vecteurs de support comporte quelques limitations, qui sont presentees dans l'ANNEXE 
IV. II est tres difficile de bien entrainer le classificateur. Les caracteristiques de texture 
different grandement d'une image a l'autre, il est difficile d'avoir acces a une base de 
donnees d'entrainement representative. On ne peut pas se fier sur un groupe d'image 
IVUS et conclure que les autres seront semblables. De plus, les images IVUS sont 
differentes d'un patient a un autre. L'entrainement du classificateur faisant defaut, les 
resultats ne peuvent pas etre concluants. Une approche utilisant un classificateur a 
entrainement supervise pourrait toutefois etre utilise, mais il faudrait superviser plus 
efficacement l'acquisition IVUS et s'assurer que le clinicien effectue des reglages 
semblables d'un patient a l'autre. II faudrait, egalement, avoir acces a une tres grande 
base d'images IVUS pour creer une base de donnees d'entrainement representative. 
3.6.3 Limites de la methode 
Une des faiblesses de la methode est cause par l'echo produit par le fil guide. Cet echo est 
considere comme du bruit et dans (Pujol & Radeva, 2005a, 2005b) on suggere de 
l'extraire des images. Cependant, en considerant une marge d'erreur pour le 
classificateur, lors de la classification, l'erreur due a l'impact de l'echo est diminuee. 
Alors, l'analyse des pixels incertains devient tres importante. Lors des experiences 
effectuees dans le cadre de ce memoire, l'echo du fil guide ne sera pas retire des images. 
Cependant, plusieurs cliniciens utilisent une nouvelle generation de catheter qui englobe 
le fil guide. Ainsi, le fil guide etant a l'interieur du catheter il ne produit plus d'echo. 
Une autre faiblesse de la presente methode reside au niveau du temps de calcul. Le calcul 
des matrices de cooccurrence dans les directions optimales est plutot long, en moyenne le 
temps de calcul etant de 8 minutes et 30 secondes par image. Cependant, plusieurs 
optimisations peuvent etre effectuees pour diminuer le temps de calcul. Une des 
optimisations la plus efficace pourra etre effectuee au niveau de 1'implantation de 
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l'algorithme lui meme. L'algorithme est implante en combinant les langages C++ et 
Matlab. Une conversion du code Matlab en C++, l'utilisation du processeur graphique 
pour une partie des calculs, de meme que la parallelisation de certains calculs pourront 
ameliorer grandement le temps de calcul. Un compromis peut aussi etre effectue entre le 
temps de calcul et l'efficacite de l'algorithme. En diminuant la taille de la matrice de 
cooccurrence de meme que le nombre de directions de calcul, l'algorithme implante 
pourra devenir plus rapide. En revanche, son efficacite sera diminuee. Un essai est 
effectue en prenant une taille de la matrice de cooccurrence de 32 x 32 calcule selon les 
trois directions principales : (1, 0, 0) ; (0, 1, 0) ; (0, 0, 1). Le temps de calcul pour une 
images est de 2 minutes et 8 secondes et les resultats sont presentes dans ANNEXE III au 
Tableau III.9. Le temps de calcul est diminue d'environ 4 fois tout en obtenant des 
resultats satisfaisants. En prenant 80% de la frontiere, les resultas sont legerement 
superieurs (0.031mm pour ce qui est de la difference du contour) aux resultats presentes 
au Tableau 3.8. Par consequent, un compromis favorable peut etre effectue entre le temps 
de calcul et l'efficacite de la frontiere. 
En resume, la methode presentee dans ce memoire est completement automatique tout en 
gardant les memes parametres pour l'analyse des images. Le coefficient de correlation 
d'aire (CCA) est respectivement, de 0.94 et de 0.90 pour les deux sequences IVUS 
completes. La difference moyenne entre la frontiere manuellement obtenue et celle 
obtenue automatiquement, pour une sequence complete, est de 0.104 mm. En retirant 
15% des images comportant des artefacts, cette difference devient 0.095 mm. Ces 
resultats sont semblables aux resultats presentes dans la litterature. Une amelioration 
supplemental peut etre obtenue, en analysant uniquement 80% de la frontiere sur 
chaque image, la difference moyenne entre la frontiere manuelle et celle automatique 
devient 0.038 mm. Le temps de calcul pour chaque image est en moyenne de 8 minutes et 
30 secondes, mais ce temps pourra etre diminue tout en conservant une bonne efficacite. 
Finalement, puisque la methode utilise une analyse de texture, elle pourrait permettre, 
dans une analyse subsequente, 1'identification de la morphologie de la plaque. 
I l l 
Une extension de 1'algorithme peut etre con^ue pour identifier les differentes 
morphologies de la plaque. Pour que cette extension soit possible, 1'identification de la 
deuxieme frontiere entre le media et l'adventice doit etre effectuee. Comme le present 
algorithme n'est pas congu pour detecter cette frontiere, en contrepartie elle pourra etre 




La methode presentee dans ce memoire developpe un nouvel algorithme automatique, qui 
vise a segmenter la lumiere sur des images intra vasculaires par ultrasons (IVUS) 
provenant d'une sequence d'images. Un catheter IVUS a transducteur tournant de 
30MHz est utilise pour produire les images. Par consequent, la methode cible les images 
dont la texture des differentes couches de l'artere est apparente. 
La methode se compose de quatre parties. La premiere partie consiste en un pretraitement 
au cours duquel les images IVUS sont transformees en coordonnes polaires tout en 
retirant les marqueurs de calibrage qui peuvent s'y trouver. La deuxieme etape comporte 
1'identification des caracteristiques de texture des images en utilisant les matrices de 
cooccurrence en trois dimensions. La troisieme etape reside dans une classification des 
caracteristiques, obtenues precedemment, selon deux classes : la lumiere et le vaisseau. 
La classification est realisee en utilisant un classificateur non supervise k - moyen 
hybride. La derniere etape consiste en un post traitement qui se resume par 
1'identification de la frontiere entre la lumiere et le vaisseau, tout en analysant les 
resultats de la classification. 
La methode presentee dans ce memoire tire avantage des methodes existantes tout en 
evitant leurs inconvenients. Cette methode innove en utilisant une analyse de texture en 
trois dimensions, ce qui permet l'utilisation de toute l'information temporelle contenue 
dans la sequence IVUS. L'analyse de texture est realisee en appliquant les matrices de 
cooccurrence en trois dimensions qui s'averent ainsi, un instrument puissant et efficace. 
De plus, en utilisant un classificateur non supervise, la methode ne necessite pas 
d'apprentissage ou de connaissances a priori ce qui facilite son execution et son 
implantation. Par consequent, la methode a, egalement, l'atout d'etre completement 
automatique. 
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L'algorithme utilisant les matrices de cooccurrence en trois dimensions combinees a un 
classificateur k moyen hybride a ete validee sur des images IVUS provenant de deux 
sequences obtenues a partir de deux patients differents. Les deux sequences comportent 
270 images. La frontiere entre la lumiere et le vaisseau a ete identifiee manuellement, sur 
chacune de ces images, par un specialiste. Par la suite, une comparaison automatique a 
ete effectuee entre la frontiere manuellement identifiee et celle detectee par l'algorithme. 
Suite a l'application de l'algorithme sur les 270 images, une correlation d'aire moyenne 
de 0.90 est obtenue avec une difference moyenne de la frontiere de 0.104 mm et une 
distance moyenne de Hausdorff de 0.376 mm. Parmi les images analysees, plusieurs 
comportent des artefacts qui nuisent grandement a la precision de la frontiere detectee. Le 
transducteur utilise etant un transducteur tournant, le fil guide necessaire pour son 
positionnement provoque un echo sur une partie de l'image qui entraine une erreur de la 
frontiere. De plus, sur certaines images, des branchements entre les arteres sont presents. 
Sur ces images, la lumiere s'elargi jusqu'au point ou la frontiere entre la lumiere et le 
vaisseau ne soit plus presente sur les images. Dans ce cas, l'algorithme introduit des 
erreurs appreciables, puisqu'on suppose que la frontiere soit definie sur toute sa 
longueur. Finalement, pour appliquer les matrices de cooccurrence en trois dimensions 
une distance minimale doit exister entre le catheter et le vaisseau. Par consequent, si le 
catheter est plus proche du vaisseau que la distance minimale requise, l'algorithme 
introduit une certaine erreur. Toutefois, la plupart des erreurs ne se repercutent pas sur 
toute la frontiere done, sur la quasi-totalite des images, une grande partie de la frontiere 
est correctement detectee. 
En retirant de l'analyse comparative 30 images comportant des artefacts, ce qui 
represente moins de 15% du nombre total, les resultats sont grandement ameliores. Ainsi, 
en analysant les 240 images qui restent, la correlation moyenne de l'aire est de 0.97, la 
difference moyenne des frontieres est de 0.080 mm et la distance de Hausdorff moyenne 
est de 0.296 mm. Ces valeurs sont similaires aux valeurs obtenues dans la litterature. 
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Une autre analyse, qui tente d'eliminer les artefacts en considerant 80% du contour, a ete 
effectuee. Les valeurs retirees correspondent aux plus grandes differences entre le 
contour automatique et celui obtenu manuellement. Les resultats se rapprochent 
davantage de la frontiere reelle. En analysant 240 images, la correlation moyenne de 
l'aire est de 0.99, la difference moyenne des frontieres est de 0.038 mm et la distance de 
Hausdorff moyenne est de 0.148 mm. Les resultats ainsi obtenus sont presque deux fois 
meilleurs que ceux obtenus en considerant la frontiere dans son ensemble. Ces essais ont 
permis de confirmer que la plupart des erreurs apparaissent seulement sur une portion 
infime de la frontiere. 
La methode presentee dans ce memoire fournit des resultats tres satisfaisants. Cependant, 
elle comporte diverses limitations, le temps de calcul etant un des inconvenients majeurs. 
Pour obtenir une bonne precision sur la frontiere, il a fallu en moyenne 8 minutes et 30 
secondes pour chaque image. Toutefois, differentes ameliorations peuvent augmenter le 
rendement de la methode dans son ensemble tout en elargissant la portee. 
1. Tout d'abord, implementation de l'algorithme n'a pas ete optimisee. Une 
meilleure implementation, qui diminuerait considerablement le temps de calcul, 
serait d'executer la plupart des calculs en parallele. De plus, une partie des calculs 
pourrait etre executees sur le processeur de la carte graphique pour diminuer 
encore plus le temps de calcul. 
2. Suite a l'amelioration du temps de calcul, il serait possible de calculer les matrices 
de cooccurrence en utilisant plus de trois tailles de cubes et ainsi, cerner 
davantage la frontiere entre la lumiere et le vaisseau. II serait possible, egalement, 
de calculer plusieurs autres caracteristiques a partir des matrices de cooccurrence. 
3. Une autre etape qui pourrait etre amelioree est le post traitement. L'utilisation de 
filtres morphologiques plus complexes, de meme que l'utilisation d'un algorithme 
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de contours evolutifs plutot que les contours actifs serait susceptible d'etre plus 
efficace pour trouver la meilleure frontiere de separation. 
4. L'echo provoque par le fil guide nuit grandement a l'efficacite de la methode. 
Une continuation du present travail consisterait a appliquer une technique qui vise 
a segmenter cet echo et a le retirer de l'analyse pour qu'il n'influence plus la 
precision de la frontiere. Une interpolation de la frontiere devrait etre executee 
aux extremites de la region perturbee par l'echo. 
5. Une etude qui pourrait completer ce travail serait 1'identification de la 
morphologie de la plaque de l'artere. Le calcul des matrices de cooccurrence etant 
realise sur la totalite des images, il serait possible d'utiliser cette information pour 
pousser l'analyse plus loin sans occasionner un temps de calcul significativement 
superieur. 
6. Une modification interessante serait de considerer plus que deux classes pour 
representer le vaisseau. Ceci permettrait de mieux segmenter la lumiere et serait 
un bon point de depart pour la segmentation de la morphologie de la plaque. 
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ANNEXE I L'IMAGERIE PAR ULTRASONS 
Les ultrasons sont des ondes mecaniques, decouvertes en 1883 par le physiologiste 
anglais Francis Galton (Britannica, 2007a). Les ultrasons etant les ondes qui ont une 
frequence superieure a 20 000Hz. Ces ondes ne peuvent etre detectees par l'oreille 
humaine (Hedrick et coll., 2005). Quand on parle d'imagerie par ultrasons les longueurs 
d'onde peuvent varier entre 0.5 MHz et 15MHz pour certains systemes et entre 20 MHz 
et 40MHz pour d'autres. Contrairement aux autres systemes d'imagerie, l'imagerie par 
ultrasons tout en interagissant avec plusieurs tissus anatomiques n'implique pas de 
radiation electromagnetique(Robb, 2000). L'appareil d'imagerie est compose d'un 
transducteur qui emet un rayonnement d'ultrasons (RF) a travers le patient dans une 
direction voulue et detecte les echos retournes par les differents tissus de l'organisme. A 
partir de l'intensite de ces echos les images sont creees. Les images sont produites en 
temps reel ce qui est tres utile, dans certains cas, pour les cliniciens. La Figure 1.1 montre 
un appareil qui visualise l'interieur des arteres a l'aide des ultrasons. Cet appareil est 
compose d'un generateur RF qui genere les ultrasons et d'un ordinateur qui analyse les 
resultats et dresse les images. Le transducteur est place au bout d'un catheter qui se 
rattache a l'appareil. Ce catheter est introduit dans les arteres. 
L'energie acoustique represente la perturbation dynamique entre l'equilibre des 
proprietes extrinseques d'un milieu (Robb, 2000). Les proprietes extrinseques des tissus 
sont la temperature ou la pression, tandis que les proprietes intrinseques sont la densite ou 
la compressibilite. La perturbation est provoquee par la propagation a travers les tissus 
des ondes ultrasons. Les proprietes extrinseques des tissus representent une 
caracteristique de la perturbation de l'onde. II y a egalement une grande et complexe 
interaction entre les proprietes intrinseques et la propagation des ondes ultrasons dans les 
tissus. L'imagerie par ultrasons consiste a etablir la fagon dont les ondes sont perturbees 
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par les tissus en observant les proprietes intrinseques de ceux-ci. II reste a identifier la 
partie utile de 1'information obtenue. 
Figure 1.1 Appareil utilisant l'imagerie par ultrasons2 
Les vibrations ultrasons sont produites par les transducteurs qui convertissent l'energie 
electrique en oscillations mecaniques. Ces instruments sont fabriques a partir de 
materiaux piezoelectriques tels le quartz, les ceramiques microcristallines polarisees ou 
des polymeres (Robb, 2000). Puisque le temps de reponse de ces materiaux est tres 
rapide, ils peuvent vibrer a des frequences de l'ordre de 109 Hz. Les images ultrasons 
produites par le transducteur dependent de plusieurs facteurs comme la longueur d'onde, 
la forme du transducteur, la distribution de l'amplitude des vibrations sur sa surface et 
des proprietes de propagation dans les tissus. 
L'espace couvert par les ultrasons se divise habituellement dans deux zones. Chacune des 
zones a des caracteristiques d'amplitude propres qui dependent de la distance au 
transducteur. Dans la zone rapprochee, appele zone de Fresnel (Hedrick et coll., 2005), 
2 Volcano Therapeutics: http://www.volcanotherapeutics.com/ 
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l'interface entre les ondes emises par le transducteur et les differentes regions provoquent 
de grandes variations de pression. Dans la zone eloignee, appele zone de Fraunhofer 
(Hedrick et coll., 2005), les changements de pression sont plus uniformes et diminuent 
avec l'augmentation de la distance au transducteur a cause de l'eparpillement des ondes. 
En plus de l'effet d'eparpillement, les ondes perdent leurs energies puisque celles-ci se 
transforment en chaleur ou sont reflechies par les tissus. La vitesse des ultrasons dans les 
tissus humains est de 330 m/s dans l'air (poumons); 1540 m/s dans les tissu mous et de 
3300 m/s dans les os (Rangayyan, 2005). La distance de propagation de l'energie a 
travers les tissus est finie, done les images obtenues avec cette technique apportent de 
l'information sur les regions rapprochees au transducteur. Plus on s'eloigne du 
transducteur, le contraste des images diminue jusqu'a ce que l'information, sur les 
proprietes des tissus, ne soit plus distinguable. 
Les proprietes des images obtenues par l'imagerie par ultrasons dependent grandement 
du systeme utilise. Les ultrasons interagissent avec les tissus et produisent des images 
ayant beaucoup de details representant les proprietes des tissus. Cette sensibilite produit 
beaucoup de bruit et les images contiennent plusieurs artefacts. L'imagerie par ultrasons 
est tres economique par rapport aux autres systemes d'imagerie. Les systemes 
d'acquisition ne requerant pas d'amenagement particulier, ils peuvent etre places dans 
des pieces sans renforcement (Mudry et coll., 2003). De plus, le systeme lui-meme est 
moins dispendieux que les autres. 
1.1 Les ultrasons 
Les appareils d'imagerie medicale permettent d'obtenir des images representant certaines 
regions du corps humain. La qualite des images pour chaque region differe d'une 
technique a une autre. Le temps de 1'intervention et le cout de l'appareil d'imagerie sont 
egalement des facteurs dans le choix de l'appareil. La deuxieme etape de l'imagerie 
biomedicale englobe la visualisation. Les appareils obtiennent les images, mais celles-ci 
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doivent etre traitees, analysees et associees pour aider le clinicien ou les chercheurs a 
comprendre la maladie et leurs permettre de rendre le meilleur diagnostique et traitement 
possible. Avec l'avenement des ordinateurs puissants qu'on a de nos jours, le resultat de 
plusieurs examens d'imagerie biomedicale se soldent par une representation en trois 
dimensions de la region d'interet. Pour obtenir cette representation des algorithmes semi-
automatiques et automatiques sont congus pour aider les cliniciens a avoir acces aux 
modeles en trois dimensions le plus rapidement et efficacement possible. 
Le son est une energie mecanique qui se transmet a travers les milieux, par la pression. 
Les changements periodiques de la pression du milieu, crees par des forces agissant sur 
les molecules, provoquent leurs oscillations par rapport a leurs positions normales. Ces 
oscillations ont une certaine frequence. La frequence d'une onde represente le nombre de 
vibrations d'une molecule par seconde ou le nombre de mouvements cycliques d'une 
molecule qui se produisent en une seconde. Le changement periodique de pression fait 
interagir les molecules voisines en favorisant ainsi, la propagation de l'onde d'une 
molecule a l'autre. La puissance des ultrasons utilises dans l'imagerie medicale peut 
attendre 2 W/cm en emission continue. 
Les ondes ultrasons sont orientees vers le corps en traversant celui-ci sans pour autant 
causer des effets nefastes. (Furukawa, 2004; Hedrick et coll., 2005). En orientant les 
ondes perpendiculairement sur le corps, la difference des milieux ou les bordures des 
tissus provoquent une petite interference. Cette interference produit une reflexion de 
l'onde et celle-ci sera retournee, en partie vers la source. Le Tableau 1.1 illustre 
differentes valeurs de reflexions lors de 1'interface entre deux tissus. Ces reflexions sont 
detectees par un instrument de mesure et elles representent la majeure partie des images 
obtenues en utilisant la technologie des ultrasons. 
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Tableau 1.1 La reflectivite des ondes ayant une incidence normale selon differents interfaces 
de tissus (adapte de Macovski, 1983) 
L'interface des tissus Reflectivite 
Cerveau - Os 0.66 
Graisse - Os 0.69 
Graisse - Sang 0.08 
Graisse - Rein 0.08 
Graisse - Muscle 0.10 
Graisse - Foie 0.09 
Cristallin - humeur aqueuse 0.10 
Cristallin - humeur vitreuse 0.09 
Muscle - Sang 0.03 
Muscle - Rein 0.03 
Muscle - Foie 0.01 
Tissu Mou - Eau 0.05 
Tissu Mou - Air 0.9995 
Tissu Mou - Cristal PZT 0.89 
La direction de l'onde reflechie depend de la direction de l'onde emise par la source, 
puisque 1'angle de reflexion est egal a 1'angle incident. Pour avoir un maximum de 
puissance de l'onde reflechie il faut que la source soit perpendiculaire a la frontiere entre 
les milieux. Si l'onde frappe la frontiere sous un angle droit, un certain pourcentage de 
celle-ci sera reflechi vers la source tandis q'un autre sera transmis dans le deuxieme 
milieu en conservant la mesure de 1'angle (Figure 1.2). Par contre, si l'onde frappe la 
frontiere avec un certain angle la partie de l'onde transmise dans le deuxieme milieu sera 
refractee (ou deviee) par rapport a sa direction (Hedrick et coll., 2005) 
Milieu 2 
Figure 1.2 Lors du passage des ultrasons d'un milieu a une autre, une partie d'entre eux est 
transmise a travers le milieu et une autre partie est reflechie (adapte de Hedrick et coll., 2005) 
Milieu 1 
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Les bordures des differents tissus reflechissent les ultrasons si elles sont plus grandes que 
la longueur d'onde (Cobbold, 2007). L'imagerie intra vasculaire par ultrasons utilise des 
sondes qui ont des frequences entre 20 MHz et 40 MHz. Avec 1'augmentation de la 
frequence la dispersion autour de la sonde, principalement par le sang, augmente plus 
rapidement que la dispersion des tissus plus eloignes (Foster et coll., 2000). Les cellules 
composant le sang ont des bordures assez petites qui reflechissent peu les ultrasons a des 
frequences plus basses que 22 Mhz. La Figure 1.3 montre la relation entre la reflexion des 
differents tissus mous par rapport a la frequence de l'onde (Foster et coll., 2000). II faut 
aussi remarquer qu'en augmentant la frequence le sang reflechit de plus en plus les 
ultrasons et par consequent, il devint visible sur les images obtenues. II est done de plus 
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Figure 1.3 Les proprietes de reflexion des tissu mous en fonction de 1'augmentation de la 
frequence des ultrasons (adapte de Cobbold, 2007) 
Une autre interaction qui survient entre les ultrasons et les tissus est la dispersion. Les 
dispersions sont responsables de l'information de texture des organes qui se retrouvent 
sur les images obtenues (Cobbold, 2007). Les dispersions surviennent puisque les 
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interfaces entre les milieux sont petites. Ces interfaces ont des dimensions physiques 
approximativement de la meme taille ou inferieures a la longueur d'onde. Chaque 
interface agit comme une source et les ultrasons sont reflechis dans toutes les directions 
independamment de 1'incidence de l'onde. 
Quand les ultrasons voyagent dans un milieu ils s'attenuent. Une des causes de 
l'attenuation est l'absorption des ultrasons par les tissus. L'absorption est le seul 
processus ou l'energie de l'onde est dissipee dans les milieux ou les tissus. L'absorption 
est le processus selon lequel l'energie ultrasonore est transformee en d'autres formes 
d'energie, principalement de la chaleur. Differentes valeurs d'attenuation a une frequence 
d'un megahertz sont donnees dans le Tableau 1.2. 
Tableau 1.2 L'attenuation des tissus a une frequence d' 1MHz (adapte de Macovski, 1983). 







Autres Tissus Mou 1.35-1.68 
Eau 0.002 
Tout comme la reflexion, l'absorption des tissus depend de la frequence de l'onde. Plus la 
frequence est elevee, plus l'absorption augmente. La Figure 1.4 montre la relation entre la 
frequence et le coefficient d'attenuation des ultrasons dans les differents tissus (Foster et 
coll., 2000). On remarque qu'avec l'augmentation des frequences le sang absorbe de plus 
en plus les ultrasons, ce qui amene le probleme de delimiter le sang du reste des tissus 
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Figure 1.4 Le coefficient d'attenuation des tissus mous en fonction de l'augmentation de la 
frequence des ultrasons (adapte de Cobbold, 2007) 
La vitesse des ultrasons depend de la compressibilite du milieu. Ainsi, a travers les tissus 
qui sont plus denses, ayant une compressibilite petite, la vitesse des ultrasons est plus 
grande qu'a travers les tissus plus mous. Le Tableau 1.3 montre les vitesses de 
propagation des differents tissus. Le changement de la vitesse en fonction de la frequence 
est negligeable (< 5%). Sachant que la vitesse est egale a la frequence multipliee par la 
longueur d'onde et que la vitesse est constante dans un meme milieu, alors 
l'augmentation de la frequence entraine une diminution de la longueur d'onde (Hedrick et 
coll., 2005; Macovski, 1983; Saika et coll., 2003). 
Par contre, en augmentant la frequence des ultrasons, la resolution radiale et laterale est 
amelioree (Elliott et coll., 1996). Pour cette raison, les cliniciens ont tendance a utiliser la 
plus grande frequence possible (Foster et coll., 2000). Par exemple, a une frequence de 40 
MHz la resolution d'un transducteur peut etre de 100 pm. La resolution laterale decroitra 
proportionnellement a la distance ainsi la profondeur de la visualisation sera grandement 
diminuee avec l'augmentation de la frequence des ondes (Cobbold, 2007). La Figure 1.5 
illustre la profondeur de penetration des ultrasons dans le vaisseau en fonction de la 
134 
frequence. II est a noter qu'en changeant de frequence de 20MHz a 30MHz, la 
profondeur de penetration diminue de 6 mm (Saika et coll., 2003). 
Tableau 1.3 La vitesse de propagation des ultrasons a travers les differents tissus (adapte de 
Macovski, 1983) 
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Figure 1.5 Profondeur de penetration des ultrasons en fonction de la frequence (adapte de 
Saika et coll., 2003) 
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Plusieurs frequences d'ultrasons sont utilisees dans l'imagerie medicale puisque chacune 
a des proprietes differentes. La resolution, la profondeur de penetration et l'absorption 
dependent de la frequence. C'est ainsi, que le clinicien choisit la frequence appropriee, 
dependamment de la region a visualiser (Cobbold, 2007; Hedrick et coll., 2005). 
1.2 Les catheters ultrason utilise 
Plusieurs types de transducteurs sont utilises dans l'imagerie par ultrasons. Par contre, le 
transducteur utilise lors des acquisitions IVUS est le transducteur piezoelectrique 
(Hedrick et coll., 2005). En 1880, Jaques et Pierre Curie ont decouvert que l'application 
d'une pression sur une certaine classe des cristaux cause une difference de potentiel qui 
est generee entre deux surfaces conductrices qui sont en contact avec le cristal. Par 
consequent, en appliquant une difference de potentiel sur le cristal, celui-ci se dilate et se 
contracte entrainant un mouvement. Ce mouvement genere des ondes a une certaine 
frequence. Plus le cristal est mince, plus la frequence est elevee. Le type de cristal utilise 
fait partie de la famille des ceramiques qui comportent certains additives qui changent 
leurs proprietes pour satisfaire les applications (Plomb Zircone Titane, PZT). Ce 
comportement est connu sous le nom de l'effet piezoelectrique. L'effet piezoelectrique, 
permet au meme transducteur de transmettre les ultrasons et recevoir les echos ultrasons 
produits par le milieu. Les echos retournent suite a l'interaction avec les differents tissus 
et frappent le cristal en induisant un signal electrique (Cobbold, 2007; Hedrick et coll., 
2005). 
Le premier type de catheter est celui a transducteur tournant (Figure 1.6). Ce catheter est 
equipe d'un moteur qui est connecte proche de l'extremite. L'arbre de transmission est 
tres flexible et contient le cablage electrique. Meme s'il est flexible il doit controler la 
pointe de fagon precise. Ceci n'est pas toujours possible quand le catheter suit une artere 
sinueuse. Dans ce cas, les images produites comporteront des erreurs provenant de la 
reflexion imprecise des ultrasons sur les parois des arteres (Non Uniform Rotation 
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Disorder, NURD). Le transducteur tournant est positionne de telle fa?on que la distance 
entre le transducteur et le dome du catheter soit tellement petite que le dome ne reflechit 
pas les ultrasons. Ceci permet de realiser les images a partir du catheter lui-meme sans 
qu'il y ait une perte d'espace. Le dome du catheter doit etre acoustiquement transparent 
(Cobbold, 2007; Saika et coll., 2003). 
1 2 
Figure 1.6 Catheter IVUS a element tournant. 1-1'arbre tournant, 2-le dome acoustiquement 
transparent 3-la pointe du catheter (adapte de Saika et coll., 2003). 
Un deuxieme type de catheter a ultrasons est le catheter a miroir tournant (Figure 1.7). Ce 
type de catheter est semblable au catheter a transducteur tournant. Le catheter a miroir 
tournant est compose d'un arbre flexible, d'un dome acoustiquement transparent, d'un 
transducteur a ultrasons et d'un miroir tournant. Le miroir permet d'obtenir des images 
qui sont encore plus pres du catheter, vu le plus petit chemin que les ultrasons parcourent 
a l'interieur du catheter. Le transducteur etant immobile les fils electriques doivent 
pouvoir tourner. Plusieurs types de miroirs ayant des proprietes acoustiques et des formes 
differentes sont utilises (Saika et coll., 2003). 
Un des problemes majeurs des catheters qui possedent des elements tournants est l'echo 
produit par le fil guide. A certains moments lors de l'acquisition IVUS, le fil guide 
reflechit les ultrasons et provoque un echo qui se propage sur toute l'image. La texture de 
la partie de l'artere se trouvant dans l'echo n'est plus identifiable. Le catheter a matrice 
de phase regie ce probleme. 
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1 2 3 
4 
Figure 1.7 Catheter IVUS a miroir tournant. 1-1'arbre, 2-le dome acoustiquement transparent, 
3-le transducteur, 4-le miroir tournant (adapte de Saika et coll., 2003) 
Le catheter a matrice de phase (Cobbold, 2007; Saika et coll., 2003; Wang et coll., 2001) 
est represente dans la Figure 1.8. Ce catheter contient un transducteur compose de 
plusieurs petits transducteurs qui sont positionnes tout au tour de la pointe. II y a, 
habituellement, 16, 32, 64 ou 128 transducteurs. La pointe contient un circuit integre pour 
reduire le nombre de fils. Vu la conception de ce catheter, le fil guide passe par son 
interieur. Puisque les transducteurs ultrasons sont relativement petits par rapport a la 
frequence des ultrasons, ces elements seront consideres comme omnidirectionnels. En 
additionnant le dephasage entre la transmission et la reception d'un sous-groupe 
d'elements, ceci peut etre considere comme le resultat obtenu par un rayon ultrason dans 
une certaine direction. Le changement de sous-groupe d'elements a comme effet la 
rotation electronique du rayon. 
1 2 3 
Figure 1.8 Catheter IVUS a matrice de phase. 1-la pointe du catheter, 2-le transducteur 
ultrason, 3-le fil guide (adapte de Saika et coll., 2003). 
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1.3 Les images ultrasons 
Un des plus grands avantages des images ultrasons est le fait que cette technologie n'est 
relativement pas couteuse. Les equipements utilises ne sont pas necessairement d'une 
grande complexity technologique. Les images ultrasons sont des images ayant une haute 
resolution par rapport a leurs images rivales comme les images obtenues en utilisant les 
rayons-X. De plus, les images ultrasons apportent beaucoup d'information comme, par 
exemple, la morphologie des tissus. La resolution axiale est de l'ordre de quelques 
millimetres, tandis que la resolution radiale depend de la longueur d'onde. De plus, 
contrairement aux images obtenues en utilisant les rayon-X, qui sont nocifs pour le 
corps, les ondes sonores utilisees dans les ultrasons sont sans danger pour l'organisme 
(Nakarian et coll., 2006). 
Les images ultrasons, contrairement aux images optiques, cartographient les proprietes 
acoustiques du milieu, tel que la densite et la compressibility. Ils subissent plusieurs 
distorsions a partir de differentes sources comme la diffraction, l'attenuation, la 
dispersion et rinhomogeneite du milieu. Pourtant, l'acquisition des images est assez 
rapide pour eviter la distorsion provoquee par les organes en mouvement, comme le 
cceur. Plusieurs modes de representation de l'information obtenue par les ultrasons 
peuvent etre utilises (Cobbold, 2007). 
• Le premier type d'images represente les images de mode A. Ce type est a 
l'origine des premiers radars et se refere a Paffichage du signal pulse echo sur un 
oscilloscope (A-scope), comme un graphique de Pamplitude versus le temps ou la 
distance. Le A represente 1'amplitude, done le mode A est le mode amplitude. 
• Le mode B est obtenu en etendant le mode A. Le mode B est une alternative 
d'affichage du signal pulse echo. On fait reference a ce type d'image comme 
etant des images a balayage (B-Scan); ou le B vient de la luminosity (Brightness). 
Si l'information de l'echo qui est affiche vient d'une sequence de balayage 
lineaire, alors une image en nuances de gris en deux dimensions est formee. 
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Les images de mode C representent une autre maniere de representer la 
modulation de l'intensite en deux dimensions (Constant depth image mode). De 
cette maniere, l'image est construite perpendiculairement au plan de balayage du 
mode B. Le mode C s'apparente aux images obtenues par l'utilisation des rayons-
X classiques. Pour obtenir les images de mode C, il est necessaire d'utiliser une 
porte qui selectionne l'information a partir d'une profondeur specifique des lignes 
de mode A et apres, completer l'image par un mouvement de balayage en deux 
dimensions du transducteur pour que toute la region soit mesuree. 
Le dernier mode est apparu avec les interventions intra vasculaires. Lors de ces 
interventions, une sequence video est produite. Chaque image etant d'un des 
modes enoncees precedemment. Ce type de sequence est refere comme etant le 
mode M (Mouvement, Motion). 
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ANNEXE II LES CLASSIFICATEURS 
II. 1 Le classificateur Bayesien 
Le theorie decisionnelle de Bayes est l'approche statistique fondamentale en ce qui 
concerne les classificateurs supervises parametriques. Cette approche a comme premisse 
la quantification d'un compromis entre plusieurs decisions de classification en utilisant 
les probabilites et les couts qui accompagnent ces decisions. Deux hypotheses regissent 
cette approche : la decision est prise de fa?on probabiliste et toutes les valeurs relevantes 
des probabilites sont connues (Duda et coll., 2001). 
La theorie de Bayes stipule plusieurs connaissances a priori des ensembles de donnees. 
En considerant un vecteur de caracteristiques pour chaque element de 1'ensemble de 
donnees, en d dimensions x a Rd, l'ensemble des vecteurs caracteristiques des elements 
forment l'espace caracteristique. Si est un ensemble fini de c classes 
p(x | (a.) represente la fonction de densite de probability conditionnelle de x sachant que 
ojjse realise. Egalement, si P(o)j)est la probability a priori dont la nature est 1 'e ta t^ , 
alors la probability a posteriori P{coj | x) est calculee avec la formule de Bayes donnee 
dans l'equation II. 1 (Duda et coll., 2001). 
P(cOj I x) = 
P(x\a)j)P(a)j) 
p{x) 
c (II. 1) 
Finalement la regie de classification de Bayes est donnee dans l'equation II.2. 
MaxlP(ct>j | x ) j x est classifie comme coj (n.2) 
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Le classificateur de Bayes demande une bonne connaissance a priori des distributions et 
des parametres doivent etre calculees. De plus ce classificateur suppose que les classes 
suivent des distributions gaussiennes ce qui n'est pas toujours le cas. 
Un exemple de classificateur Bayesien, pour deux classes equiprobables, est illustre dans 
la Figure II. 1. 
Figure II. 1 Exemple de deux regions Rt et R2 formees par un classificateur Baysian dans le 
cas ou il y a deux classes equiprobables (adapte de Theosoridis et coll., 1999). 
II.2 Le classificateur maximum de vraisemblance 
Un autre classificateur parametrique qui est souvent utilise, est le classificateur de 
maximum de vraisemblance (Maximum Likelihood, ML) qui est aussi appele le 
regroupement gaussien (Duda et coll., 2001) (Figure II.2). Ce classificateur est plus 
simple que le classificateur Bayesien tout en offrant des resultas semblables. Le 
classificateur ML calcule les centres de chaque classe de l'espace caracteristique obtenu 
depuis les donnees d'entrainement. Pour chaque classe, les directions des composantes 
principales et l'ecart type sont egalement calcules. La probability de distribution de 
chaque classe est modelisee comme une distribution Gaussienne. Les elements sont 
X 
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classifies en calculant la probability que chaque element appartienne a chacune des 
classes (Robb, 2000). 
Soit un probleme a M classes avec un vecteur de caracteristiques qui est distribue selon 
p(x | <w;) pour z = 1,2,3, • • •, M . On assume que les fonctions de vraisemblance sont 
donnees dans une forme parametrique et que les parametres correspondants forment les 
vecteurs 0i qui sont connus. Le but est d'estimer les parametres inconnus en utilisant 
l'ensemble des vecteurs caracteristiques de chaque classe. En assumant que les donnees 
d'une classe n'affectent pas les parametres d'estimation des autres classes, les classes 
peuvent etre considerees comme independantes. Soit n echantillons x1,x2,---,xn qui sont 
choisis avec la fonction de densite de probability p(x \ 0). La fonction de densite de 
probability p(D \ 0) qui represente la vraisemblance de 0 pour des ensembles de donnees 
D est representee dans l'equation II.3 (Theosoridis et coll., 1999). 
p ( D \ 0 ) = Y [ p ( x k \ 0 ) (II.3) 
k=\ 
L'estimateur maximum de vraisemblance de 0 est par definition la valeur 0ML qui 
maximise p(D 10) (l'equation II.4). 
^ n 
9ml = arg maxJJ p(xk I 0) ( I I 4 ) 
e k=\ 
Le classificateur de maximum de vraisemblance se base sur plusieurs suppositions et sur 
une connaissance a priori des distributions. Les distributions sont independantes et 
peuvent etre modelisees selon un modele gaussien. Cette supposition n'est pas toujours 
valable et bien souvent les distributions sont dependantes entre elles. 
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Figure II.2 Un estimateur de vraisemblance maximale (adapte de Theosoridis et coll., 1999). 
II.3 La stimulation adaptative 
La stimulation est en general une methode qui ameliore la precision de n'importe quel 
classificateur utilisant l'apprentissage. La stimulation adaptive (Adaptive Boosting, 
AdaBoost) est un des algorithmes de stimulation les plus utilises (Freund et coll., 1997). 
La stimulation adaptive fait appel a un classificateur plus faible plusieurs fois (7). Une 
des idees principales de l'algorithme est de maintenir une distribution ou un ensemble de 
poids sur toute la base d'entrainement. Le poids de la distribution d'un element i de la 
base de donnees d'entrainement lors de l'appel t est denote par Dt(i). Tous les poids sont 
initialises a la meme valeur. Par la suite, apres chaque iteration, les poids des elements 
mal classes sont augmentes pour que le classificateur plus faible soit oblige de se 
concentrer sur les elements qui sont plus difficiles a classer (Schapire, 2003). 
On considere une base de donnees d'entrainement (x, ,y^) , - -- , (xm ,ym) , ou x,-
appartiennent a un meme espece caracteristique X et yt represented la classe associee a xt 
pour tout};, e Y et Y = {-1,1}. Soit un classificateur de base /?,: X —>• R et une 
distributionDt(i) qui sera initialisee aDj( i )= l /m . En choisissant des poids « ( e R , pour 
chaque appel au classificateur de base, la distribution suit l'equation 31 (Schapire, 2003). 
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Dans l'equation II.5, Zt represente un facteur de normalisation choisi de sorte que Dt+i 
soit une distribution. 
Dt+l(i) = (II.5) 
Ainsi le resultat final du classificateur est donne a l'equation II.6. 
f T \ 
H (x) = sign X a M x ) 
V (=1 
01.6) 
La propriete de base de l'algorithme de la simulation adaptive est son habilete de reduire 
l'erreur de 1'apprentissage du classificateur plus faible. Pour cette raison l'entrainement 
du classificateur devient primordial. Le choix de la base de donnee d'entrainement reste 
crucial. La base de donnees d'entrainement doit etre assez grande et representative pour 
1'ensemble des caracteristiques. 
II.4 Remplacement heuristique 
Une autre approche qui peut etre utilisee est le remplacement heuristique (single-swap 
heuristic) (Kanungo et coll., 2004; Kanungo et coll., 2002). Cette approche se base sur la 
recherche heuristique locale (Arya et coll., 2001). La recherche heuristique locale vise a 
associer un groupe de clients C a un groupe d'installations F de sorte que ces installations 
servent les clients le mieux. Par consequent, on est en presence de deux groupes: F qui 
represente les installations et C qui representent les clients. II existe done, une distance 
specifique ci} > 0 entre chaque p a i r e i , j e F { j C . Le but etant d'identifier un sous 
ensemble des institutions S c F pour desservir les clients C, de telle sorte que la 
fonction de cout soit minimale. Alors, l'algorithme peut etre decrit par un groupe S de 
solutions possibles, une fonction de cout, cout: S 9? et une structure de voisinage N. 
Le cout et la structure de voisinage dependent de l'hypothese du probleme. On 
commence par choisir aleatoirement k (0 < k < |F|) installations et on essaie d'ameliorer 
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la solution de sorte que les changements atteignent la solution locale optimale. Alors, si 
un client 7 e C est servi par une institution<r(7) e S , il faut minimiser le cout qui est 
donne parcout(S) = ̂ JeCca(j)j • Finalement, pour une institution donnee, servir chaque 
client par la plus proche installation S minimise le cout. 
En ce qui concerne le classificateur k moyen, les centres de depart peuvent etre places n' 
importe ou dans l'espace. Pour appliquer, ensuite, la methode de recherche heuristique 
locale il faut choisir un nombre fini de centres possibles, a partir desquels k centres seront 
trouves comme solution finale. Il est possible cependant de choisir un nombre suffisant 
de centres pour bien representer l'espace sans que le temps de calcul soit grandement 
affecte. La methode de remplacement heuristique debute par choisir k centres (S) a partir 
des centres possibles C. Par la suite, il faut constamment essayer d'ameliorer la solution 
en retirant un centre s e S et en le rempla^ant par un autre centre 5'e C - S. En 
posantS"= S - {s} U fa"'} le nouveau sous ensemble de centres, si la nouvelle solution a 
une plus petite distorsion du centre alors S' remplace S dans le cas contraire S reste 
inchange. Ce processus est repete tant qu'il n'y a plus de changement significatif de la 
distorsion. Cet algorithme meme s'il converge toujours, contient de l'incertitude et ne 
sera pas utilise comme tel. 
II.5 Autres classificateurs 
Plusieurs autres classificateurs aussi bien supervises que non supervises peuvent etre 
utilises pour classifier les donnees. Des classificateurs parametriques comme le 
maximum d'expectation (,Expectation-Maximization, EM), qui est une extension du 
classificateur maximum de vraisemblance, peuvent etre utilises (Duda et coll., 2001). Ce 
classificateur permet l'apprentissage a partir d'une distribution d'entrainement qui 
contient des caracteristiques manquantes. Des procedures non parametriques qui utilisent 
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la descente de gradient pour trouver une solution optimale comme le Ho-Kashyap 
peuvent etre egalement utilisees (Duda et coll., 2001). 
Un des classificateurs supervise les plus utilises est le perceptron aisi que son extension, 
les reseaux de neurones artificiels (Artificial Neural Network, NN) (Bow, 2002). Les 
reseaux de neurones essayent d'emuler le processus des reseaux de neurones biologiques. 
L'idee de base est de realiser des systemes qui sont capables de realiser des processus 
complexes en interconnectant un grand nombre de processus simples qui peuvent meme 
fonctionner en parallele. L'apprentissage est une etape importante de cet algorithme, lui 
permettant de s'ajuster adequatement aux donnees et meme de s'adapter si de nouvelles 
donnees sont presentees lors de l'entrainement. Les classificateurs utilisant les reseaux de 
neurones continuent a etre efficaces lorsque l'information est bruite, inconsistante, vague 
ou probabilistes (Mayer-Base, 2004). 
Des classificateurs non lineaires, tel que les arbres de decision peuvent etre appliques 
dans certains cas (Mayer-Base, 2004). Ces classificateurs operent en rejetant des classes, 
sequentiellement, jusqu'a ce que la bonne classe soit trouvee. 
Finalement, pour ce qui est de l'apprentissage non supervise des techniques sequentielles 
comme l'algorithme de schema de base sequentiel (Basic Sequential Algorithmic Scheme, 
BSAS) peuvent etre utilises. Cette technique peut etre modifiee pour permettre de 
classifier des donnes sans connaitre a priori le nombre de classes (Theosoridis et coll., 
1999). 
ANNEXE III RESULTATS COMPLEMENTAIRES 
Tableau III. 1 Les resultants de la premiere serie d'experimentations pour 95% et 90% du 
contour. 
















2 1 23 3 15 12 30 8 17 15 
4 1 34 4 22 20 42 14 30 24 
6 1 37 15 24 17 45 18 32 23 
8 1 33 8 18 14 40 9 23 20 
10 1 24 4 15 10 28 7 17 15 
15 1 16 0 9 7 23 2 9 6 
2 2 24 7 15 19 30 12 17 19 
4 2 37 12 23 19 42 19 31 24 
6 2 39 14 26 23 51 15 33 27 
8 2 39 12 21 13 44 13 28 23 
10 2 29 4 15 10 31 5 16 11 
15 2 17 2 10 12 26 4 12 16 
2 3 23 9 15 12 30 12 18 16 
4 3 35 9 23 23 40 16 27 24 
6 3 34 11 21 18 42 14 29 25 
8 3 37 8 17 13 42 10 28 23 
10 3 32 4 15 10 36 5 19 10 
15 3 21 3 10 11 28 4 13 13 
2 4 25 8 16 12 31 9 19 15 
4 4 34 8 19 14 38 11 26 19 
6 4 30 6 16 13 39 9 22 22 
8 4 37 7 20 13 41 11 27 18 
10 4 31 5 13 13 34 6 16 13 
15 4 25 2 13 10 28 4 16 13 
2 5 23 9 14 11 26 10 18 15 
4 5 27 5 15 20 30 13 21 18 
6 5 29 5 15 15 36 9 19 17 
8 5 33 5 16 11 39 8 20 20 
10 5 31 4 14 13 37 6 20 14 
15 5 25 2 11 7 29 5 12 13 
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Tableau III.2 Les resultants de la premiere serie d'experimentations pour 85% et 80% du 
contour. 
















2 1 35 13 22 14 41 16 24 17 
4 1 45 21 36 26 53 27 37 31 
6 1 55 22 39 29 63 31 40 36 
8 1 53 14 28 22 57 20 34 31 
10 1 35 10 19 17 39 14 22 26 
15 1 32 5 13 11 36 5 16 17 
2 2 36 14 22 18 41 17 25 23 
4 2 48 22 38 32 52 26 40 41 
6 2 57 21 39 31 60 27 45 41 
8 2 51 17 33 28 56 22 40 32 
10 2 40 8 23 15 45 13 24 20 
15 2 34 4 17 14 40 4 22 17 
2 3 35 17 21 17 42 18 23 21 
4 3 47 22 32 32 51 26 38 36 
6 3 53 15 31 29 58 21 39 37 
8 3 47 16 32 30 53 22 39 30 
1 io 3 43 9 22 19 47 13 25 19 
15 3 32 4 17 16 38 4 22 17 
2 4 37 16 22 17 46 21 24 23 
4 4 46 20 32 27 53 24 34 34 
6 4 43 12 24 25 50 20 34 29 
8 4 45 15 30 26 53 21 35 29 
10 4 43 7 24 21 49 12 30 24 
15 4 34 6 18 18 42 9 24 15 
2 5 34 14 20 19 44 17 24 23 
4 5 37 16 26 22 42 22 29 24 
6 5 40 13 24 26 49 16 29 31 
8 5 43 14 24 24 50 15 27 25 
10 5 43 10 28 19 49 16 33 28 
15 5 33 7 18 17 41 9 22 17 
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Tableau III.3 Les resultants de la deuxieme serie d'experimentations pour 95% et 90% du 
contour. 
Fenetre C25p C13p H17p A625p C25p C13p 
95% 95% 95% 95% 90% 90% 
C6R1, C6R2, C4R1 79 56 71 40 84 66 
C6R1, C6R2, C4R2 81 69 79 77 84 78 
C6R1, C6R2, C4R3 77 58 72 51 82 70 
C6R1, C6R2, C4R5 70 46 62 49 74 58 
C6R1, C6R2, C6R3 72 57 67 53 78 65 
C6R1, C6R2, C8R2 76 54 73 47 82 68 
C6R1, C6R2, C8R3 73 50 65 41 75 58 
C4R1, C4R2, C4R3 70 42 60 34 75 54 
C4R1, C4R2, C6R1 80 50 69 42 83 65 
C4R1, C4R2, C6R2 77 51 66 56 83 65 
C4R1, C4R2, C8R2 74 54 67 56 80 65 
C4R2, C4R3, C6R2 80 51 73 50 81 68 
C4R2, C4R3, C6R1 75 52 68 43 80 63 
C4R2, C4R3, C8R2 70 47 62 46 76 57 
C4R2, C6R2, C8R2 79 57 75 54 82 72 
C6R3, C4R3, C8R3 62 42 53 44 68 51 
C6R3, C4R5, C8R2 63 44 58 39 67 59 
Tableau III.4 Les resultants de la deuxieme serie d'experimentations pour 90% et 85% du 
contour. 
Fenetre H17p A625p C25p C13p H17p A625p 
90% 90% 85% 85% 85% 85% 
C6R1, C6R2, C4R1 77 55 84 73 79 61 
C6R1, C6R2, C4R2 82 82 87 84 84 85 
C6R1, C6R2, C4R3 77 57 85 73 80 63 
C6R1, C6R2, C4R5 68 56 76 65 72 60 
C6R1, C6R2, C6R3 73 59 82 69 75 63 
C6R1, C6R2, C8R2 75 58 84 75 78 63 
C6R1, C6R2, C8R3 68 48 79 65 73 52 
C4R1, C4R2, C4R3 70 42 77 65 72 48 
C4R1, C4R2, C6R1 76 49 84 73 82 58 
C4R1, C4R2, C6R2 74 62 84 73 78 67 
| C4R1, C4R2, C8R2 74 61 83 75 77 66 
C4R2, C4R3, C6R2 78 55 84 75 81 59 
C4R2, C4R3, C6R1 73 52 82 70 76 57 
C4R2, C4R3, C8R2 70 53 80 65 76 64 
C4R2, C6R2, C8R2 80 62 85 77 81 67 
[ C6R3, C4R3, C8R3 59 46 73 55 64 52 
C6R3, C4R5, C8R2 63 48 73 61 68 53 
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C6R1, C6R2, C4R1 86 75 82 67 
C6R1, C6R2, C4R2 87 85 86 86 
C6R1, C6R2, C4R3 79 71 74 67 
C6R1, C6R2, C4R5 86 78 84 67 
C6R1, C6R2, C6R3 82 74 79 66 
C6R1, C6R2, C8R2 84 79 81 68 
C6R1, C6R2, C8R3 81 72 73 60 
C4R1, C4R2, C4R3 79 70 75 53 
C4R1, C4R2, C6R1 85 77 84 63 
C4R1, C4R2, C6R2 84 75 81 69 
C4R1, C4R2, C8R2 84 77 82 75 
C4R2, C4R3, C6R2 84 79 81 67 
C4R2, C4R3, C6R1 83 74 81 59 
C4R2, C4R3, C8R2 82 74 80 68 
C4R2, C6R2, C8R2 86 81 84 70 
C6R3, C4R3, C8R3 77 60 71 57 
C6R3, C4R5, C8R2 75 66 70 58 
Tableau III.6 Les resultants du choix de la direction pour 95%, 90%, 85% et 80% du contour 
DIR3 DIR4 DIR6 DIR7 DIR13 COOC2 
C25p 95% 84 77 85 81 80 52 
C13p 95% 56 50 61 69 60 19 
H17p 95% 76 67 75 79 74 39 
A625p 95% 55 50 50 77 62 19 
C25p 90% 84 79 86 84 83 67 
C13p 90% 75 60 69 78 73 29 
H17p 90% 80 72 79 82 82 54 
A625p 90% 62 55 60 82 68 23 
C25p 85% 87 84 84 87 85 71 
C13p 85% 78 70 70 84 79 44 
H17p 895% 82 77 77 84 82 63 
A625p 85% 67 63 63 85 74 28 | 
C25p 80% 88 84 87 87 86 74 
C13p 80% 79 74 80 85 80 51 
H17p 80% 86 81 85 86 83 69 
A625p 80% 70 68 74 86 77 35 
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Tableau III.7 Les resultants de la taille de la matrice de cooccurrence pour 95%, 90%, 85% 
et 80% du contour 
BIN32 BIN64 BIN 128 BIN256 
Temps (m :s) 3 : 11 4 : 16 8 : 2 3 25 : 32 
ACP(%) 94.07 95.20 95.57 95.42 
C25p 100% 75 73 75 56 
C13p 100% 41 47 58 25 
H17p 100% 68 64 72 41 
A625p 100% 45 46 62 16 
C25p 95% 83 80 81 63 
C13p 95% 57 58 69 34 
H17p 95% 76 71 79 48 
A625p 95% 50 54 77 20 
C25p 90% 84 83 84 69 
C13p 90% 72 70 78 49 
H17p 90% 79 79 82 55 
A625p 90% 54 63 82 25 
C25p 85% 85 85 87 74 
C13p 85% 78 79 84 53 
H17p 895% 82 82 84 62 
A625p 85% 63 65 85 34 
C25p 80% 86 87 87 79 
C13p 80% 81 82 85 56 
H17p 80% 83 83 86 68 
| A625p 80% 68 73 86 39 
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Tableau III.8 Les resultants du taux de reduction en utilisant l'analyse par composantes 
principales pour 95%, 90%, 85% et 80% du contour 
ACPI ACP2 ACP3 ACP5 ACP7 ACP10 ACPI 5 
C25p 95% 64 57 81 83 79 81 80 
C13p 95% 28 27 57 59 59 69 59 
H17p 95% 51 41 71 76 75 79 73 
A625p 95% 31 21 43 58 56 77 55 
C25p 90% 69 68 86 88 86 84 82 
C13p 90% 37 40 72 70 71 78 70 
H17p 90% 58 55 80 81 81 82 80 
A625p 90% 36 29 56 62 63 82 60 
C25p 85% 73 72 87 88 87 87 83 
C13p 85% 48 48 80 80 79 84 79 
H17p 895% 64 64 84 84 84 84 81 
A625p 85% 45 39 64 64 73 85 62 
C25p 80% 77 75 88 89 89 87 83 
C13p 80% 60 53 83 81 83 85 79 
H17p 80% 69 64 85 88 86 86 83 
A625p 80% 50 46 73 70 75 86 69 
Tableau III.9 Resultats moyens sur de la difference de frontiere obtenue avec la segmentation 
automatique et celle obtenue avec la segmentation manuelle, sur deux sequences IVUS dont 
des images comportant des erreurs significatives ont ete retirees. La methode est appliquee 
pour une matrice de cooccurrence de 32x32 et elle est calculee dans trois directions. Le 













Nombre d'images 110 130 240 110 130 240 
Correlation de l'aire 0.90 0.94 0.93 0.98 0.98 0.98 
Difference moyenne de l'aire 
(mm2) 
0.373 0.556 0.469 0.124 0.231 0.178 
Difference moyenne du 
perimetre (mm) 
0.236 0.292 0.261 0.148 0.229 0.189 
Moyenne de la difference du 
contour (mm) 
0.098 0.129 0.114 0.055 0.082 0.069 
Ecart type de la difference du 
contour (mm) 
0.098 0.110 0.104 0.044 0.058 0.052 
Distance moyenne de Hausdorff 
(mm) 
0.318 0.378 0.349 0.154 0.204 0.180 
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ANNEXE IV SEGMENTATION DE LA LUMIERE SUR LES IMAGES IVUS 
EN UTILISANT UN CLASSIFICATEUR DE MACHINES A VECTEURS DE 
SUPPORT 
Pour une utilisation adequate d'un classificateur SVM il faut disposer d'un grand nombre 
d'images IVUS. Ces images doivent provenir de differentes interventions effectuees sur 
plusieurs patients. La premiere etape consiste cependant, a appliquer l'algorithme sur des 
images provenant d'un meme patient. Par la suite, si la methode s'avere efficace elle sera 
etendue sur une base de donnees complete provenant de differents patients. 
Les images IVUS sont divisees aleatoirement en trois bases des donnees. Environ deux 
tiers des images serviront a 1'entrainement du classificateur. Le tiers des images qui reste 
sera divise entre la base de validation et celle de test. Pour ce qui en est de la base de 
donnees de test, elle peut contenir des images IVUS provenant d'autres interventions 
pour avoir des resultats plus complets. Sur toutes les images appartenant aux trois bases 
de donnees, la frontiere de separation entre la lumiere et le vaisseau doit etre segmentee 
manuellement pour entrainer le classificateur SVM et verifier les resultats. Lors de la 
segmentation manuelle, des erreurs peuvent se produire. Pour minimiser ces erreurs, un 
classificateur SVM avec analyse des pixels incertains est utilise(Chang et coll., 2001). 
IV.l Le post traitement suite a la classification utilisant les machines a vecteurs de 
support 
Le classificateur SVM associe chacun des pixels a une classe avec une certitude 
quelconque. Un seuil peut etre fixe pour que les pixels, dont la certitude est plus petite 
que le seuil, puissent etre classes comme incertains. Une image est done obtenue, suite a 
la classification. L'image est formee d'une partie blanche qui represente la lumiere et 
d'une partie noir representant le vaisseau. Une partie grise peut etre presente, sur l'image, 
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representant les pixels incertains (Figure IV. 1 gauche). Le classificateur ne peut pas etre 
efficace a 100%. De petites regions noires entouree de grandes regions blanches (et vice-
versa) peuvent etre presentes sur l'image resultat. Ces regions sont considerees comme 
du bruit et introduisent des erreurs lors de l'indentification de la frontiere de separation 
entre la lumiere et le vaisseau. Pour ameliorer 1'identification de la frontiere de separation 
une methode efficace est d'effectuer un filtrage morphologique d'aire (Gonzales et coll., 
2004; Soille, 2003). Par consequent, toutes les regions blanches ou noires qui ont une 
aire plus petite qu'un seuil donne seront inversees. 
La deuxieme partie de l'analyse consiste a appliquer une operation morphologique de 
fermeture des contours (Gonzales et coll., 2004; Soille, 2003). Cette operation a pour but 
de lisser les contours des differentes regions, de regrouper les regions etroites et 
d'eliminer les creux qui peuvent s'y trouver. Suite au filtrage, une image constitute de 
trois regions: une region blanche en haut, une region noire en bas et une region grise 
entre les deux, est obtenue ((Figure IV. 1 droite). II reste a trouver la frontiere de 
separation entre la lumiere et le vaisseau. Pour ce faire, on execute un algorithme de 
descente qui trouve la frontiere entre le blanc et le noir. Comme cette descente se fait a 
partir du haut de l'image, la frontiere est initialisee dans la partie superieure de l'image. 
Celle-ci descend tant qu'elle se trouve dans la region blanche (la lumiere). Des que la 
frontiere rencontre la region noire ou grise, elle s'arrete. Plus precisement, la frontiere 
s'arretera au milieu de la region grise qui represente les pixels incertains. En appliquant 
cette methode, les erreurs qui peuvent se produire dans la partie inferieure de l'image 
sont eliminees. 
Un exemple d'image representant le resultat de la classification, ainsi que la meme image 
apres le post traitement sont illustres dans la Figure IV. 1 a droite. Sur cette meme image, 
l'echo du catheter qui provoque une grande erreur est remarquee, pour ensuite observer 
que le filtrage l'elimine completement. 
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Figure IV. 1 (gauche) Image resultante suite a une classification utilisant un classificateur 
SVM (droite) L'image obtenue a la suite d'un filtrage morphologique. Sur les deux images : 
en blanc la lumiere, en gris les pixels incertains et en noir le vaisseaux 
IV.2 Segmentation de la lumiere sur des images IVUS en utilisant un classificateur 
a machine de vecteurs de support 
Les experimentations sont effectuees a partir de 94 images provenant d'une sequence 
d'images IVUS prise sin- un seul patient. Les 94 images sont melangees de fagon 
aleatoire pour diviser, ensuite, cette base de donnees en trois parties : une base de 
donnees d'entrainement (60 images), une autre de validation (14 images) et une derniere 
de test (20 images). Les tests effectues se divisent en trois lots d'essais qui se 
differentient par les caracteristiques de texture selectionnees, le but etant de trouver les 
caracteristiques qui discretisent de fagon optimale les donnees. Pour chaque lot d'essais 
differents tests sont effectues pour optimiser les parametres du classificateur tout en 
considerant les caracteristiques de texture selectionnees. 
Toutes les images IVUS sont representees en coordonnees polaires et elles ont une taille 
de 360 x 240. Ces images sont composees d'environs 86400 pixels. En soustrayant le 
catheter, les images sont reduites a environs 79200 pixels. Pour entrainer le classificateur 
juste une partie des pixels de la base de donnees d'entrainement sont utilises, car le 
nombre des pixels etant beaucoup trop grand le classificateur fera vraisemblablement un 
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apprentissage par coeur. Par consequent, pour entrainer le classificateur environs 4000 
pixels par image seront consideres. 
La premiere etape consiste a creer le vecteur des caracteristiques en evaluant les matrices 
de cooccurrence en deux dimensions. Pour les matrices de cooccurrence, differentes 
tailles de fenetres et de rayons sont choisis dans les quatre directions necessaires a la 
caracterisation de l'espace. Ces quatre directions sont: 45°, 90°, 125° et 0 . A partir des 
matrices de cooccurrence, huit caracteristiques sont extraites: l'energie, l'entropie, le 
contraste, la teinte, la preeminence, le moment inverse des differences, la correlation et la 
densite de Rayleigh. 
La deuxieme etape comporte la reduction de l'espace des caracteristiques en utilisant 
l'analyse par composantes principales. Pour tous les lots, la caracteristique principale 
caracterise plus de 65% de l'information contenue dans les caracteristiques de texture 
calculees. De meme, les trois plus grandes caracteristiques precisent au dela de 90% de 
l'information. 
La troisieme etape represente la classification des images. Le classificateur choisi est 
celui de machines a vecteurs de support (SVM). Ce type de classificateur comporte deux 
parametres a ajuster: le cout et la taille du noyau. Le classificateur est teste et les 
resultats sont analyses. Si ceux-ci ne sont pas concluants, l'etape precedente est 
reconsideree pour ensuite choisir d'autres parametres pour le classificateur qui est de 
nouveau entraine. 
La verification du classificateur est faite selon sa precision. Pour trouver les pixels mal 
classes par le classificateur, une comparaison avec les pixels classes manuellement est 
effectuee. Si les pixels appartiennent a la meme classe, alors ils sont bien classes, done la 
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classification est correcte, sinon, le classificateur a fait une erreur. Le pourcentage 
d'efficacite du classificateur est donne par le nombre de pixels mal classees sur le nombre 
total de pixels. II est a noter est qu'il est possible que l'efficacite du classificateur ne soit 
pas satisfaisante, peut importe les valeurs des parametres du SVM choisis. Dans ce cas, 
l'algorithme est de nouveau effectue en commencent avec 1'etape de la selection de 
caracteristiques. Un choix possible est de selectionner plus de caracteristiques et rendre 
ainsi, la base de donnees separable. Pourtant, le nombre de caracteristiques necessaire est 
difficile a determiner d'avance et comme il y a plusieurs parametres a regler, il est ardu 
de trouver la meilleure solution. 
IV.2.1 Les essais effectuees avec une fenetre carree de 11 pixels et un rayon ayant 
une taille de 2 
Dans un premier temps, pour le calcul des matrices de cooccurrence le choix se porte sur 
une fenetre carree de 11 pixels et un rayon d'une taille de 2. Ainsi, la taille du vecteur de 
caracteristiques calcule a partir de la base d'entrainement est de 32 (8 caracteristiques 
dans 4 direction). Suite a une analyse par composantes principales, la taille des vecteurs a 
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Par la suite, le classificateur est entraine avec differentes valeurs de cout et differentes 
tailles de noyau. Quatorze tests ont ete effectues et les tableaux des resultats sont 
presentes dans le Tableau IV. 1. Une premiere conclusion est que le temps d'entrainement 
du SVM depend du cout choisi: plus le cout augmente, plus le temps de convergence de 
l'algorithme augmente aussi. En augmentant le cout pour un noyau constant la precision 
de la base d'entrainement augmente significativement, tandis que la precision de la base 
de validation reste inchangee, ce qui signifie un surapprentissage de la base de donnees. 
Pour en conclure, lorsqu'un cout est plus grand que 500, un apprentissage par coeur de la 
base de donnees d'apprentissage, pour toutes les tailles des noyaux verifies, est signale 
(Figure IV.3 enbas). 












Nombre de 1 
SVM 
2 100 87.75 54.40 4 :40 48873 
2 500 88.12 53.09 13 :00 48300 
5 50 88.57 62.76 3 :53 47966 
5 100 88.81 68.40 4 :00 49021 
5 101 88.91 63.25 4 :58 50275 
5 200 89.05 66.43 10 :92 50205 
5 500 89.31 62.86 15 :60 45429 
10 100 90.05 55.79 9 :90 44156 
10 500 97.04 56.94 27 :00 36299 
15 500 92.23 53.94 28 :90 49432 
25 100 92.95 55.66 13 :10 40723 
50 500 97.04 56.94 27 :30 36299 
50 1000 97.52 56.94 64 :34 34525 
0.125 100 86.03 62.88 1 :64 56365 
La prochaine etape consiste a trouver la taille du noyau. Le cout est fixe a 100, tandis 
que la valeur du noyau varie entre de 0.125 et 10 (Figure IV.3 en haut). 
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Les deux valeurs du noyau qui se distinguent, par rapport aux autres, sont la valeur de 
0.125 et celle de 5. Pour ces deux valeurs, le pourcentage d'efficacite de la base de 
validation depasse 60%, par contre, le pourcentage maximal d'efficacite ne depasse pas 
68.40%. 
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Figure IV.3 Variation du taux d'erreur en fonction de la taille du noyau pour un cout de 100 
(en haut) et de 500 (en bas) 
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Le nombre de vecteurs de support utilises decroit lentement en fonction du noyau choisi 
(Figure IV.4), mais reste superieur a 49 000 peu importe le noyau. C'est possible que le 
tres grand nombre de vecteurs soit une consequence d'un surapprentissage effectue par le 
classificateur. 
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Figure IV.4 Nombre de vecteurs de support en fonction de la taille du noyau 
IV.2.2 Les essais effectuees avec une fenetre carree de 11 pixels et un rayon ayant 
une taille de 2,3 et 4 
Le deuxieme lot a ete cree en variant un des parametres des matrices de cooccurrence 
soit, le rayon. En choisissant une fenetre constante de 11x11 avec un rayon 
respectivement, de 2, 3 et de 4, un espace des caracteristiques de dimension 96 (8 
caracteristiques, 3 rayons, 4 directions) est ainsi cree. La prochaine etape a ete 
d'appliquer une analyse par composantes principales pour diminuer la dimensionnalite. 
Par consequent, en choisissant 14 caracteristiques l'espace est reduit tout en conservant 
98,71% de la variabilite (Figure IV.5). Ce lot d'essais ressemble au premier a l'exception 
du nombre de rayons choisis. Les essais sont realises pour des noyaux gaussiens de 5 et 
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0.125 et pour un cout de 100, qui sont en effet les parametres trouves lors des essais 
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Figure IV. 5 Pourcentage de variabilite en fonction des caracteristiques 











(min : sec) 
Nombre j 
de SVM 
5 100 53.27 59.39 1 :39 12481 
0.125 100 63.01 65.76 0:36 25211 
La precision du classificateur applique sur la base de donnees de validation n'est pas tres 
elevee, le pourcentage maximale d'efficacite etant de 66.68%. En conclusion, la 
modification apportee au deuxieme lot d'essais n'ameliore pas suffisamment le resultat 
de la classification. Le classificateur effectue egalement un surapprentissage. 
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IV.2.3 Les essais effectuees avec des fenetres carrees de 11 pixels et 15 pixels ayant 
un rayon de 2 
Le troisieme lot a ete cree en variant la taille de la fenetre des matrices de cooccurrence 
tout en gardant le rayon constant de 2. Deux tailles de fenetre ont ete choisi, une de 
11x11 et une autre de 15x15. L'espace caracteristique comporte 64 caracteristiques qui 
sont ramenes a 12, apres avoir effectue une analyse par composantes principales, tout en 
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Figure IV.6 Pourcentage de variabilite en fonction des caracteristiques 
Premierement, les essais sont executes avec les parametres optimaux trouves lors du 
premier lot d'essais. Ainsi, un noyau de 0.125 et un noyau de 5 sont verifies avec un cout 
de 100 (Tableau IV.3). Pour un noyau de taille 0.125, l'efficacite de la precision pour la 
base de validation est amelioree de 10% par rapport au premier et deuxieme lot d'essais. 
Pour ces parametres, le pourcentage d'efficacite du classificateur depasse 70%. Done, 
une amelioration considerable par rapport aux autres lots d'essais peut etre remarquee. 
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(min : sec) 
Nombre de 
SVM 
5 100 59.92 68.70 0:68 18907 
0.125 100 71.56 72.54 0 :40 24041 
La deuxieme partie des essais consiste a trouver le cout optimal associe au noyau de 
0.125. Pour ce faire, le cout est varie entre 1 et 150. (Tableau IV.4). L'efficacite du 
classificateur est evaluee sur la base d'entrainement, la base de validation et sur la base 
de test. La precision du classificateur appliquee sur la base de validation en fonction du 
cout decroit au fur et a mesure que le cout augmente (Figure IV.7). La meilleure 
efficacite concernant la base de validation est de 74.18% pour un cout de 1. Par contre, la 
plus petite precision du classificateur appliquee sur la base d'entrainement est de 88.92%. 
Done, en choisissant un cout de 1, le surapprentissage est minimise tout en ameliorant 
l'efficacite du classificateur. II faut egalement remarque que, en augmentant le cout 
l'efficacite diminue lentement. II y a une difference de moins de 2%, entre l'efficacite 
d'un classificateur entraine avec un cout de 1 et celui entraine avec un cout de 150. Par 
consequent, le cout optimal est de 1. 
10 20 30 40 50 60 70 80 
LecoOt 
> Entrainement M V 
100 110 120 130 140 150 16 
Figure IV.7 La precision du classificateur en fonction du cout 
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Tableau IV.4 Tableau explicatif des essais pour differentes valeurs de cout 
Cout Precision Precision Precision Nombre 
Entrainement (%) Validation (%) Test (%) SVM 
1 88.92 74.18 73.83 32359 
10 89.78 73.69 72.91 26244 
20 89.96 73.14 72.54 25285 
30 90.06 72.63 72.48 24871 
40 90.06 72.68 72.28 24609 
50 90.11 72.42 72.26 24424 
60 90.16 71.96 72.36 24312 
70 90.20 71.96 72.34 24230 
80 90.22 71.89 72.37 24147 
90 90.25 71.89 72.34 24090 
100 90.29 71.56 72.54 24041 
110 90.28 71.58 72.54 23992 
120 90.28 71.00 72.45 23952 
130 90.25 71.33 72.60 23902 
140 90.28 71.10 72.67 23856 
150 90.30 70.70 72.62 23855 
Une difference plus prononcee est remarquee concernant le nombre de vecteurs de 
support (Figure IV. 8). Le nombre de vecteurs de support diminue en fonction du cout. 
Malgre cette difference, le nombre de vecteurs de support reste considerable (plus grand 
que 23000), mais ce nombre est minime compare a la taille de la base de donnees 
d'entrainement. II est fort possible que le classificateur effectue toujours un 
surapprentissage. 
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Figure IV. 8 Nombre de vecteurs de support en fonction du cout 
IV.3 Post Traitement et Discussion 
Apres avoir trouve les meilleurs parametres des classificateurs, il faut valider 
1'identification de la frontiere entre la lumiere et le vaisseau. Pour ce faire, 20 images test 
et les 14 images de validation sont utilisees. Les verifications sont effectuees visualisant 
la classification des differences entre la frontiere manuellement identifiee et celle 
automatiquement identifiee, selon les trois categories suivantes : correcte, partielle ou 
incorrecte. De fa9on generate, une difference acceptable entre la frontiere manuellement 
identifiee et celle automatiquement identifiee a une erreur inferieure a 13 pixels ce qui 
represente 0.26 mm. Alors, une image correcte est une image representee sur au moins 
90% de sa longueur, tandis qu'une image classee comme partielle est une image 
representee sur 70% a 80% de longueur. Les autres images sont classees comme 
incorrectes (Tableau IV.5). Puisque les essais effectues au troisieme lot ont donne les 
meilleurs resultats lors de la classification, le post traitement est effectue suite a la 
classification realisee au troisieme lot d'essais. 
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Tableau IV.5 Resultats du post traitement 
Base de Images Images Images 
donnees Correctes Partielles incorrectes 
Nombre % Nombre % Nombre % 
Validation 13 65 6 30 1 5 
Test 9 64 2 14 3 22 
Total 22 65 8 24 4 11 
Le pourcentage d'images correctement segmentees pour le meilleur choix de parametres 
est d'environ 65%. Ce pourcentage n'est pas satisfaisant. Ce faible resultat est du en 
grande partie aux mauvais resultats de la classification. L'entrainement du classificateur 
fait defaut ce qui entraine des resultats moyens lors de 1'identification de la frontiere entre 
la lumiere et le vaisseau. Cependant, il existe quand meme une correlation entre les 
images de la base de donnees d'apprentissage et les images de la base de donnees de test. 
Les resultats seront encore plus faibles si la methode est testee sur des images IVUS 
provenant d'autres patients. Il semble que le classificateur effectue un surapprentissage 
de la base de donnees peu importe le choix des parametres ou les caracteristiques de 
texture calculees. 
En analysant les caracteristiques de texture des differentes images, il est a noter que les 
caracteristiques de texture de la lumiere pour une certaine image sont les memes que les 
caracteristiques de texture du vaisseau pour d'autres images. Cette ressemblance 
provoque des erreurs majeures pour ce qui en est d'une classification utilisant un 
classificateur supervise. Meme en posant une incertitude sur le classificateur, les erreurs 
de classification persistent et les resultats de celui-ci ne sont pas satisfaisants. Cependant, 
il semble que les caracteristiques sont discriminantes si elles sont prises pour chaque 
image individuellement. Sur les images prises individuellement, il est visuellement 
possible de separer la lumiere du vaisseau en analysant les caracteristiques de texture. 
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Pour les classificateurs supervises, l'apprentissage est l'etape essentielle de leurs 
efficacites. Malgre une optimisation des parametres du classificateur, suite a un 
apprentissage inadequat, le classificateur ne peut pas classifier correctement les donnees. 
Meme en modifiant davantage les caracteristiques de texture selectionnees ou les 
parametres du classificateur, les resultats ne seront probablement pas beaucoup plus 
satisfaisants. Les images IVUS sont tres differentes les unes par rapport aux autres, car 
les textures different grandement d'une image a l'autre et encore plus d'un patient a 
1'autre. Par consequent, il est tres difficile de creer une base de donnes d'apprentissage 
generique. De plus, si les images de la base d'apprentissage et celles de la base de test 
proviennent de la meme sequence les resultats ne sont pas satisfaisants. De meme, si le 
classificateur est entraine avec des images provenant d'un patient tandis que la base de 
test est creee avec des images provenant d'un autre patient. Par surcroit, la base de 
donnees d'apprentissage est tres volumineuse et le temps de calcul est de plus en plus 
imposant. 
En depit de tous ces inconvenients, il serait possible, cependant, d'utiliser un 
classificateur supervise. Pour obtenir des resultats satisfaisants, il faudrait d'abord 
s'assurer que les images IVUS sont produites suivant le meme protocole. Ceci implique 
que le clinicien s'assure que les images possedent un contraste semblable d'un patient a 
l'autre et que les parametres du transducteur ultrason reste les memes d'une intervention 
a l'autre. De plus, il faudrait avoir acces a une base de donnees d'entrainement beaucoup 
plus imposante. La difficulty reste pourtant, de choisir les regions qui caracterisent le plus 
generalement possible les images IVUS. 
