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1. INTRODUCTION 
The history of the surjectivity of linear partial differential operators L 
may be thought of as beginning with the Cauchy-Kowalewski theorem, 
which shows that if L has analytic coefficients then L maps analytic 
functions, locally, onto analytic functions. Thus, in the local analytic realm 
the equation 
L!=g (1.1) 
always has a solution. 
Many “special” surjectivity C” theorems were proved, e.g., for elliptic or 
hyperbolic L, but it took the development of the theory of distributions by 
L. Schwartz to yield a general surjectivity theorem independent of type. It 
was proven by Malgrange [19] and Ehrenpreis [4] in 1953 that surjec- 
tivity in (1.1) holds in the space of C” functions, locally or globally (at 
least on convex sets) for operators with constant coefficients. (See also [3], 
which will be referred to as FA.) 
It was very surprising, therefore, that surjectivity on the C” level (even 
locally) fails for an operator L which is first order and has linear coef- 
ficients. This was discovered by Lewy [17] in 1956. Lewy’s operator is 
in the three variables X, y, t. 
Somewhat later Mizohata gave an example M in two variables: 
a a 
M=z+ixv. 
(1.2) 
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Starting with Lewy’s original paper, many proofs have been given for the 
unsolvability of (1). Some of these proofs, such as Hormander’s [ 141 have 
led to vast generalizations. 
In this paper we shall present two new proofs of the unsolvability of L. 
We shall see that each proof puts L in a new setting and leads to an 
interesting theory. 
(a) The first proof uses complex Fourier analysis. It depends crucially 
on the fact that L has linear coefficients o the Fourier transform is a first 
order operator which can be analyzed by ordinary differential equations. 
Our methods lead to a comprehensive theory of linear operators with 
linear coefficients, though our results are far from complete in higher 
dimensions. There is some hope of deriving an analog of a fundamental 
principle (see [3]) for such equations. 
(b) The second proof depends on the theory of representations of Lie 
groups. The original proofs given by Malgrange and Ehrenpreis for the sur- 
jectivity of constant coefficient L depend on a certain smoothness property 
of the representations of R". Moreover they depend on the fact that the 
Fourier transform 2’ of L' is large “most of the time.” In (a) we use the fact 
that, in a suitable sense, 2’ is small on a large set. 
Lewy’s L can be considered as left invariant operator on the Heisenberg 
group H. For the Heisenberg group there is a much more subtle 
“smallness,” which is relevant. 
We have not yet overcome the difficulties that face us for nilpotent 
groups. However, we can treat semi-simple Lie groups. The non-surjectivity 
results from the non-smoothness of the dual which is manifested by discrete 
or discrete-like series. 
2. METHOD OF CHARACTERISTICS 
In this section and the next we shall see more clearly the distinctions 
between Lewy’s operator and constant coefficient operators. These dis- 
tinctions will appear within the realm of Fourier analysis. 
If L is a linear partial differential operator with constant coefficients then 
the Fourier analysis proof of the surjectivity of L depends on the fact that 
J?‘, the Fourier transform of the adjoint of L, is an operator of mul- 
tiplication by a polynomial. Because a polynomial is generally large, this 
implies that if SE 8’ (distributions of compact support) and L'S small so 
that E’S is small, then S hence S is small. Here S is the Fourier transform 
of S. The smallness of S at a point &, depends, via the maximum modulus 
theorem, on the smallness of ,!? on some circle surrounding i0 lying on 
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some “coordinate plane,” meaning all coordinates except one are fixed. 
Since 2’ is large on most such circles we conclude that $a,) is small. 
The general philosophy of this section is already set forth in this exam- 
ple. Namely, the analyticity in 8’ means that the exponentials exp(ix. i) 
(considered as functions of x) are highly redundant as a basis for 8. Thus 
to show 3 is small in the topology of 8’ we do not need to show $2) is 
small for all .?, rather it is enough to use certain subsets of (.?}. A “good’ 
subset is called a sufficient set for 8. For example, if 2’ is a non-constant 
polynomial the set of x, where IL’(x)1 3 1, is sufficient for 6”. (For details 
see [3], which is referred to in the following as FA.) 
Our strategy is now clear. In general, we use the structure of the 
operator E’ together with the fact that 3 is an entire functions of exponen- 
tial type of polynomial growth on the real space to prove from the 
smallness of E’s that $2) is small for certain .i-. If this set of ,t is sufficient 
we have surjectivity. If not we try to prove non-surjectivity. 
If L has variable coefficients then 2’ is no longer multiplication by a 
polynomial. If, as we assume in what follows, the coefficients of L are 
polynomials then 2’ is again a differential operator with polynomial coef- 
ficients. It seems that we have gained nothing by taking the Fourier trans- 
form. However, we have gained, because 3 is an entire function of exponen- 
tial type, and this is crucial for our methods. Putting things another way, 
the highly redundant basis {exp(ix. a)} has advantages over the non- 
redundant basis (6, }. 
Let us examine the simplest example of L with variable coefficients to see 
how we can use inequalities on L’S to deduce inequalities on S. This is the 
ordinary differential operator 
L=g+x 
whose Fourier transform is 
d 
&lxx+- 
di’ 
(2.1) 
(2.2) 
How can we conclude from the smallness of 2’3 that 3 is small? Let us 
study the simpler question of proving that 2’s = 0 implies ,‘$ = 0. 
Now, 3 is an entire function of exponential type so we may assume that 
for I.+Z[ 3 R (R large) we have 
IS(x)1 dexp(A 1.21). (2.3) 
By Cauchy’s formula and the maximum modulus theorem it then follows 
that 
Is’(i)1 dexp(A /RI) for lil=R-1. (2.4) 
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Now apply (2.2) on the circle 1i-I = R- 1. We find 
L%)I G CexpbWl/(R - 1) for J.?\ = R- 1. (2.5) 
We can iterate this procedure to find 
13(-1;-)1< [exp(AR)]/(R- l)... (R-j) for I,+Zz( = R- j. (2.6) 
Letting R -+ co and j close to R we deduce that S _= 0. 
In [7] this method to prove the Cauchy-Kowalewski theorem and the 
Petrowski-Leray theorem on the well-posed nature of the Cauchy Problem 
for hyperbolic equations. 
Let us observe a crucial difference between the above idea and the proof 
of the surjectivity of constant coefficient L. In the latter case the estimate of 
g(&,) depends on values of z’s(a) for 3 close to f,, say I.& &,I 6 1. In 
(2.1) we needed values of 2’9 in the whole complex plane to estimate s 
near the origin. 
We can think of both ideas as in the nature of propagation of inequalities, 
meaning that inequalities of 2’s and 9 on various sets imply further 
inequalities on S. 
ANSATZ. Estimate $x0) in terms of Z?(a) and (L’,!?)(a) for 1 in favorable 
sets. 
Here “favorable sets” depend on the norms used in the topology of {S}. 
In general these sets should be as small as possible and the norms should 
be as small as possible. 
As is apparent in (2.2) the sets needed in [7] are very large. In what 
follows we shall show that when the coefficients of L are linear then we can 
greatly diminish the size of the sets. 
The method we use is the method of characteristics. This method is 
generally used in the real domain but there is no essential difficulty in using 
it in the complex domain. 
Now 2’ is a first order operator so we can write 
2’=Cai(i)&.+b(g) 
J 
(2.7) 
where aj, b are polynomials. A curve y: i = i(t) is called a characteristic for 
2’ if 
P=A(t);+B(t) (2.8) 
on y. This means that 
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Comparing (2.9) and (2.7) leads to the condition 
” 
A(i)$$ai(a), B(f) = b(2) on y. (2.10) 
We may thus regard (2.10) as the ordinary differential equations for y. (We 
have an extra factor A which is sometimes used for convenience.) 
Given a point 2 which lies on a characteristic y we can use the method of 
(2.2) to estimate g(x) in terms of the values of El,!? on y. Thus we have 
reduced the set on which we need to estimate 2’s from a large portion of 
c” as in [7] to a characteristic which has one complex dimension. 
We can actually do better. We do not need the whole characteristic y but 
only a real one dimensional set. However, in contradistinction to the con- 
stant coefficient case, it does not seem as though we can use compact sets, 
one reason being that when L does not have constant coefficient here exist 
holomorphic solutions to 2’h = 0. To “filter out” these solutions one needs 
to use bounds at infinity, and this obviates the possibility of estimating 
h(i) in terms of values of e’h on a compact neighborhood of i. 
Remark. The growth conditions like hE8’ can be regarded as boun- 
dary conditions at infinity. 
Start with the equation 
On the characteristic y this is 
” 
A$+BM 
(2.11) 
(2.12) 
We can solve (2.12) explicitly by 
~(t)=ae~~“B/A)dr’+e-~‘(B/A)dr’ s ’ $ ( t’ )el” W  dt’. (2.13) 
We have deliberately omitted the lower limits of integration and also the 
paths of integration. It is the optimal choice of these that determines the 
best bounds for s in terms of ifs. 
Recall (see FA) that s and f belong to the space 8, which means that 
they are entire functions which are bounded by c( 1 + Ii1 )’ exp(c IIm i] ). A 
is generally a polynomial, so while A plays an important role in exp s B/A, 
its role in f/A is insignificant. 
Now, B/A is a rational function and 1 B/A is determined up to a con- 
stant. This constant plays no essential role so we shall usually choose the 
integral which vanishes at t = 0. The main problem then arises with the 
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integral of F/A times the exponential. We shall denote that path of 
integration by r or sometimes by T, or Ti-. We shall usually consider the 
case when no log terms occur in j B/A. We assume once and for all that r 
does not twist too much so that the element of length along r is bounded 
by a polynomial in the Euclidean distance. 
There are two conditions which must be imposed on r: 
Condition 1. r ends at a point at infinity. For large t’ r goes through 
complex .? = a( t’) and Re 1 B/A must be < -c IIm il for sufficiently large c 
so that the exponential factor dominates the exponential growth of f(ff). 
Condition 2. For c0 small enough there is a cb < c and a c” satisfying 
<cb(l +li(i)~)“‘exp[(/‘B/A)+c;~Imlil]. (2.14) 
One of the main problems in estimating 3 comes from the annoying con- 
stant a in (2.13). For we can estimate the integral by estimating the 
exponential. But we have little control over a. Fortunately we have 
LEMMA 2.1. If r is chosen in accordance with Condition 1 then a = 0. 
Proof. Imagine moving t along T1 to infinity. The integrand is exponen- 
tially decreasing; hence the integral -+ 0. This means that, unless a = 0, the 
first term in (2.13) dominates as t + cc on r. But by Condition 1 this term 
dominates 9. This is impossible, so a = 0. 
Now, if there are no log terms then J B/A is a rational function which, 
on each characteristic, is dominated by the term of highest order. Write 
‘B/A=b,t”+b,t”-‘+ . . . . 
The sectors where Im b, t” < 0 will be denoted by g,. They have opening 
?L/cl. 
Im b,t” < -&(tl” 
for some 2, > 0 in any compact subsector of aj. Thus we should like to 
choose r so that it ends in some aj (or at least on the boundary of aj if the 
next term b1 tap ’ is favorable). We have, clearly, 
LEMMA 2.2. Zf for t large 1 t) > c I.?-( ‘Ia for large c on the characteristic 
then Condition 1 holds for r ending inside a proper subsector of some oi. 
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By Cauchy’s theorem we can move the path of integration from a proper 
subsector of aj to within a finite distance to the boundary. 
We might be puzzled as to which region rsj to use to estimate S(t). For 
we need paths r which end at infinity in some aj but, of course, they could 
start at any t. Thus for each j we have a possible rj satisfying Condition 1. 
Of course, Condition 2 may diminish the number of possible ai, euen to 
zero, meaning we have no good control of S(t) in terms of 2/S. 
Lemma 2.1 implies that all good aj lead to the same result. Another way 
of understanding the same fact is 
LEMMA 2.3. Suppose r is either a closed curve or an open curve both of 
whose end points lie at infinity in regions where Condition 1 holds. Then 
s T - ’ eJ BIA dt’ = 0. rA(‘) (2.15) 
Proof. We write F= Ad s/dt + Bg and integrate by parts. Our 
assumptions on r imply that there are no boundary terms, whence the 
result. 
Lemma 2.3 has certain profound consequences. In particular 
THEOREM 2.4. For every characteristic y and every r jiiljXng the 
hypotheses of Lemma 2.3 the function 
is a solution of L. 
Here .?( t’) is the point in i space corresponding to t’ E y. 
To prove Theorem 2.4 just apply the integral to L’S, where SE b’. There 
results 
- 
s 
@‘s)(a(t’)) eS”B/A dt, 
I- A(f) 
which vanishes by Lemma 2.3 and the fact that 2’ = A djdt + B on y. 
Of course, the solution given by (2.16) may well be identically zero. 
However, in general, if r is not closed and its endpoints are in different 
regions aj then it is easy to verify that the integral is not zero. In this way 
we generally obtain n linearly independent solutions, where n + 1 is the 
number of disjoint aj. The linear combinations of the solutions obtained in 
this way do not always exhaust and may not even give a dense subset of 
solutions. For example, there might exist y which spiral. 
580/68;3-5 
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So much for general comments on Condition 1 and the constant a. 
Now for the meat of our work, which centers around the verification of 
Condition 2. (In most of our examples r is a straight line, which makes the 
verification easier.) 
The simplest condition is 
LEMMA 2.5. Let f(t) be a smooth function with Re f(t) -+ 0 along K 
Denote by d, the infinitensional change along r and suppose that 
d,Ref(t)< -aIdt[. (2.17) 
Then 
expf(t’) dt’ <i lexpf(t)l. (2.18) 
Proof. We can write 
Iv f(t)1 = exp Ref(t) = -j(, Cd, Re f(f)1 ev Re f(f) 
>a I m exp Re f(f) Idt’l rr 
&a I jm exp f( t’) dt’ , tr 
which is the desired result. 
Actually we need a slight refinement of Lemma 4.5, whose proof is essen- 
tially the same. 
LEMMA 2.6. Suppose that f satisfies 
d,Ref(t)< 
-a(1 + Itl)“d,(l + It/)” 
(1 + ItI)” 
(2.19) 
on r; then 
I j 
O” (1 + It’l)“expf(t’)dt’ <A(1 +Itl)” lexpf(t)l. 
rl- 
(2.20) 
Naturally it is possible to prove more subtle results, but these will suffice 
for our applications. Of course, we assume m <n. 
In most of our applications r is a straight line for large ) t(. In that case, 
if m=n the difference between (2.19) and (2.17) is inconsequential-only 
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some constants are changed. For n > m the right side of (2.19) falls off like 
(1 + 1 tl)) ‘. This improvement does not seem to be too significant. 
We can now state our main positive result. 
THEOREM 2.7. Consider the set o of points f which lie on characteristics 
upon which we can find F, = F, satisfying Conditions 1 and 2. Let g be any 
C” function whose spectrum lies in o, that is, g has a (complex) Fourier 
representation 
g(x) = 1 e’“‘” d,u(x)/k(x) (2.21) 
where u is a bounded measure whose support is contained in o and k belongs 
to an AU structure for 8. Then g lies in the range of L. 
In particular, if cr is sufficient for E then L is surjective. 
Proof The proof of Theorem 2.7 is easy. For Conditions 1 and 2 
together with Lemma 2.1 show that if f is small in the topology of 8’ then 
S is small on 0 in the norms defined by 8’. If g has a representation of the 
form (2.21) this implies that g. S -+ 0. 
We have shown that if L’S= T then T+ 0 implies S. g + 0. Thus 
T-+ S. g is a continuous linear function on the subspace L’b of 8: as such 
thereisanf~&forwhichS.g=T.f,whichmeansS.g=L’S.f=S.Lf 
This gives the desired result g = Lf 
Conjecture. Equation (2.21) is necessary for g to be in the range of L. 
Now let us examine how characteristics work for the Lewy operator L of 
(1.2). 
a a 
-iL’=x+iy+2$ ,,+i7 ( > ay (2.22) 
(We have replaced the variable t of (1.2) by w.) The characteristics are 
given by 
(2.23) 
On this characteristic (we write z = x + iy) 
(2.24) 
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This operator has constant coefficients o it is simpler than the operator 
corresponding to M. Note that we need the terms & and co in (2.23) for 
otherwise -it would degenerate to 2G,d/dt, which has a non-trivial kernel 
(namely the constant) in 8’ and hence certainly does not have a continuous 
inverse. In fact we need /I = i,/2G0 to be non-real in order for E to have no 
kernel in 8’. 
We study -i2/2S0, as its inversion is the same as that of e’. We have 
A - $,‘/2,$‘, = e ~ Br’ - eB’ 
dt 
(2.25) 
so the solution of ( - &‘/2$,,) 3 = F is 
S(t)=ae-B’+epS’ 
I 
O” ePt’f(t’) dt’. (2.26) 
I 
The path of integration is chosen as the ray through t parallel to 
arg t’+ arg /I = 71. If IpI > exponential type 9 then the argument of 
Lemma 2.1 shows that a = 0. (In any case, if I/? <type 3 then the integral 
may not be defined. 
We are interested in the value at (&, y0, Go) which corresponds to t = 0. 
$a,, ijo, 6,) = jm eBt’F(io + t’, ijo + it’, ko) dt’. (2.27) 
0 
Let us estimate s for real values of the argument. Thus in (2.27) we want 
i. and Go real and PO pure imaginary. Now, at least one of t’, it must end 
at a non-real point at infinity. In fact, F has to grow at least like exp(& 1 t’l ) 
on the path of integration where 7 is a certain form of exponential type of 
f. Hence we must have IBI 2 7. This is 
Ii0 + ijol > 27 I”ii,l. (2.28) 
For real io, PO, G0 this defines the outside of the light cone (of speed 22). 
This is only a small part of real space. By examining values of fto, jO, 8, 
near real we verify easily that (2.28) is not sufficient for 8’ in conformity 
with Lewy’s result that L is not surjective. 
The methods we have used to treat the Lewy operator apply to any 
operator of the form 
(2.29) 
We cannot prove surjectivity unless a certain strong reality condition on 
the cj, c; is met. 
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All these ideas are negative, that is, we have shown that the method of 
characteristics fails. How about some positive results? 
Let us go to a slight variation of the Mizohata operator, namely, for 
k > 1 and for p any complex number we consider the operator 
Thus the ordinary M = iM,,l. We have 
PA;,, = ik.?’ + pi’+ ‘+‘&. 
The characteristics are given by 
Hence p kk,[g = F has the form 
(2.31) 
(2.32) 
(2.33) 
/(k + 1) p$J f(f) dt’. 
Note that, by (2.32), the point t corresponds to (a, 9) = (t, pO), 
Case A. ik-‘- ‘/p is pure imaginary. As usual we prove a = 0 for the 
path we consider below. If TE 9 or even if T is several times differentiable 
then for real (a,,, PO) we can integrate on the real axis from t = .i& to 
infinity (+ cc if & > 0 and -cc if x,, < 0). The exponential factor is boun- 
ded by 1 so we obtain good estimates for 9 in terms of p on the real space. 
Since k 3 I CauchyPKowaleskii applies, which means that we get good 
bounds outside an angle around the real space. (This can be proven 
directly from (2.33) or from [7].) The union of these sets is sufficient for 
8, so we conclude that pMk,, is surjective from 9’ to 8, or even from dis- 
tributions of order 2 to &. With a little more work we can prove it is surjec- 
tive on &. 
340 LEON EHRENPREIS 
Case B. ik-l-‘/p is real and negative. Again we prove easily that a = 0 
for the paths we consider below. 
Let us examine first what conditions are needed to make estimates for 
real i’, PO. Suppose first that 1 is even or else that PO > 0. In (2.33) we 
integrate from t = 2 to + cc along the real axis. The integral converges 
since PP1 /p < 0. To apply Lemma 2.5 we need 
fk > p; (2.34) 
on the path of integration. In particular this requires that 
i > jq”. (2.35) 
A similar inequality results if we integrate to -co. 
For general complex i, PO we cannot use the method of characteristics to 
prove surjectivity of pMk,, on f79 in case P-‘/p < 0. 
Slightly different considerations apply when ik-‘-‘/p is any complex 
number which is not pure imaginary. 
In fact we shall show later that pMk,l is not surjective on d in such cases. 
We want to give an example of the use of the method of characteristics 
to prove a result that seems to be beyond any other approach. 
THEOREM 2.8. Suppose ik -‘L ‘/p is real and negative. Suppose further 
that 1 is even, k > 1 and k + 1 = 0 mod 4. Then pMk,, is surjective on any 
Gevrey space L$, with b <k/l. 
Remark. This result is sharp in the sense that pMk,, is not surjective on 
&b if b <k/Z. This will be seen in Theorem 2.14 below. I believe that this is 
the first example of an operator which is known to be surjective on some 
Gevrey spaces but not others. The proof of Theorem 2.8 shows how to 
develop many such examples. 
Proof Suppose PO is real so that pz> 0 and the exponential factor 
(jk-l-‘fk+’ /(k + 1) p$b) < 0. Thus, we are in Case B above and we can 
obtain good estimates for 3 on the set satisfying (2.35) and the 
corresponding inequality for i < 0 gives good inequalities if i is real and 
Ii-I 3 I gol”k. (2.36) 
This inequality is good enough for our purposes because of the minimum 
modulus results of [4]. These show that an entire function of exponential 
type cannot fall off more than exponentially fast “much of the time.” Turn- 
ing this into a maximum modulus result we have the following: 
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LEMMA 2.9. If F is an entire function of one complex variable of 
exponential type B bounded by 1 for 1x13 A, then IFI < exp(4AB) on the 
whole real axis. 
Proof of Lemma. Let F take its maximum m on the real axis at 2 = &,. 
Then F/m has maximum 1 on the real axis and takes the value 1 at x0. By 
the minimum modulus theorem of [4] we know that on some circle cen- 
tered at &, and radius r between A and 2A we have 
IF(re”)I - -ae 2rB. 
m 
(2.37) 
On the other hand our hypothesis is that the left side of (2.37) is d l/m, 
at least one of the two points corresponding to 0 = 0, 7~. This gives 
e -4AB 
1 
de- 2rB<- 
‘m 
(2.38) 
or m < exp(4AB), which is the desired result. 
Proof of Theorem 2.8 Concluded. From Lemma 2.9 (or a simple 
modification for functions of polynomial growth on the real axis instead of 
being bounded there) and (2.36) we deduce that 
I$& j)I < c(1 + (iI + (jl)‘exp(4B ( jlllk) (2.39) 
on the real space. (Just use A = I yJ A Ilk in Lemma 2.9.) By FA this is the 
appropriate inequality for the space CC?;,,. As usual there is no difficulty in 
obtaining bounds for imaginary & j and hence obtaining Theorem 2.8. 
Remark. This proof fits perfectly into the philosophical mold formed at 
the beginning of this section. 
We have shown that if SE d’ and p tik,,$ = f is in 8’ and is small in b’ 
then S is small in the topology of &+. The same calculation applies if 
SE ai,,. Thus we have proven surjectivity of pMk,, on f&/l. The same 
method applies to & for any b d k/l. 
Theorem 2.8 is thereby proven. 
The question arises as to whether we can go beyond (2.36). What can we 
do if .? is small compared to 1 j0l “k? The answer is to go into the complex ,? 
plane and let zZ2 = Im i be large, but not compared to jO. 
More precisely, we can write, for t’ = t’, + it;, 
rk+l- fktl Ret -f, -$-lt;2k . . . +Q+l, (2.40) 
the last term being what it is because k + 1 z 0 mod 4. Let g2 > c I.?, I for a 
sufficiently large c to be fixed later. We integrate on the vertical line in the 
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complex t = i plane from i1 + i.t2 to x, + ioo. We assume that ,G, satisfies 
(2.36). 
We want to verify the hypotheses of Lemma 2.5. Since & > c lx11 the 
term tik+’ dominates the other terms in Re tlk+’ and its derivative 
dominates the other terms after differentiating with respect o t;. The factor 
F(t’) is dominated by exp(c, IIm t’l) = exp(cOt;). The hypothesis of 
Lemma 2.5 becomes 
Since we also require that I&I > clf,l and (2.36) hold, our condition is 
(?*I > c’ ( j&pk. (2.41) 
(Since we could also prove the result for x2 negative and small.) 
Thus, for each real jO we have good inequalities in the 2 plane on the 
curve 
-Ijol”k 1 lw~ 
All points on this contour satisfy j,, real and 
Im($ PO) = c”( 1 + IPol”k). (2.42) 
Thus the bounds we get for $ on this contour are 
Ij(a, PO)1 <c”‘(l + I.?( + ~~O~)““exp(c,lIm.?~ +c”I~~~“~). (2.43) 
We could again apply the minimum modulus result of Lemma 4.9. But it 
goes no further than (2.39). 
We can give a similar (and even simpler) treatment of Lewy-like 
operators 
As before we assume k B 1. We have 
pLi,, = ik(l + ip)k + pi’+ ‘G’ (&+i$). 
(2.44) 
(2.45) 
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On the characteristics the equation p ,$,s = f has the solution 
,$(t) = i-‘-‘p-‘w-‘exp[ _ jk-‘- ‘z;t/p$] 
exp[ik-‘-‘zkt/p$,] f(P) dt’ (2.46) 
where z0 = &, + ip,. There is an additional term corresponding to the 
solution of the homogeneous equation, which will vanish under conditions 
to be imposed below. 
As in our treatment of the Lewy operator, we integrate over the optimal 
ray, which is defined by 
arg( ik ~ ‘- ‘zi t/pi@ = rc (2.47) 
In addition we require that 
Iz:/p~~l 2 T (2.48) 
for a suitable T depending on the exponential type of f and $. Inequality 
(2.48) shows, that we can never use the method of characteristics to prove 
the surjectivity of pLk,[ on d no matter what p, k, 1 are (unlike the case of 
p Mk,l). 
How about positive results? Suppose G, and & are real. Then (2.48) 
holds if 
I2’ol >T’lb&pk (2.49) 
no matter what PO is. Similarly we can satisfy (2.48) if PO is real and 
What happens if & is real and J.i& is small so that (2.49) does not hold? 
Suppose Im PO = c ICJ~I”~ for a suitable c. Then IRe(&, + $,)I is essentially 
IIm FOl - c I Bol”k. In particular if c is large enough then (2.48) holds. This 
means that for real &, with I&l small we have a good inequality in the 
complex ~7~ plane when IIm PO1 = c 1601”k. By the maximum modulus 
theorem this gives the kind of inequalities we need for real PO times a factor 
exp(c lG,l”“). 
We can conclude as in the case of pMk,,. 
THEOREM 2.10. p L,,, is surjective on any Gevrey space gh with b z k/l. 
We shall see below that Theorem 2.10 is sharp. 
How far can these explicit calculations go? It seems that a reasonable 
class of operators is formed by those with variables separable. This means 
we can choose A so that in the equations (2.10) of characteristics the quan- 
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tity a,(.jZ)/A(f) depends essentially only on ij. By “essentially” we mean 
that we allow those variables .-Z2, for which uk = 0 so they are constant on 
the characteristics. 
For operators with variables separable the equations (2.10) can be 
integrated and the analysis of the sets on which we can apply Lemmas 2.5 
and 2.6 to get good estimates can be readily made. 
Of course, the operators pMk,, and pLk,l have variables separable. 
We now come to the converse problem, that is, how do we prove that an 
operator is not surjective? Our point of depart is that we can write the 
main term in (2.13) (that is, the term not involving a) in the form of a con- 
volution. We can then analyze this convolution by means of a suitable 
Laplace transform and its inverse. To see how this works precisely, let us 
set 
,,t,=+ 
Thus (2.13) becomes, if a = 0, 
S(f) = e-d(1) s 
_ -)(,) 44’) s F ‘“2 (C’(u)) du d’(4-‘(u)) 
= e-)(‘) 
s 
Fv” eUT((‘(u)) du 
(2.50) 
(2.51) 
where T(u) = f(v)/A(u) 4’(v). 
We can write the last expression as 
=.I 
4(f) 
eCmc’)+“~(~-‘(u)) du. 
This last expression looks like a convolution of exp( -u) and T(&‘(u)). 
We want to make precise the sense in which this is a convolution and then 
to use the Laplace transform to study it. 
The integral in the first equation of (2.51) is generally taken over a 
straight ray beginning at t and ending in a region where Re 0 is negative. 
Let us suppose, for simplicity, that t is real and that 4 takes real values for 
real arguments. Then the second integral, which uses the substitution 
u = d(t’) goes from ZJ = 0 to u = 4(t). We shall formally consider only 
negative t for which d(t) is also negative. Thus in the last integral we can 
consider exp u and T(& r(u)) as functions on the negative real axis. Under 
LEWY’S OPERATOR 345 
these conditions we can regard the last integral as a convolution of 
functions defined on the negative axis. We write 
S(t)=(e-‘* T~d~‘)(cj(t)). (2.52) 
For the present formalism, when we write exp x we mean the function 
which is exp x for x 3 0 and vanishes for x < 0. The relation (2.52) holds 
for negative t. 
We can analyze (2.52) by means of Laplace transform. Since S(t) is an 
entire function of exponential type its Laplace transform L$ is analytic and 
3 can be obtained as a Bore1 transform of Ls (see, e.g., [20, pp. 6-73). To 
see this we write 
LS(z)= j” j;(t)e”dt 
-cc 
0 =s 1 a, n! t”eZ’ dt - a. 
(2.53) 
which is analytic near infinity because a, = O(F) for some c. 
The reciprocal formula is given by 
s(t)=& 1 (L$)(z) e-“dz. (2.54) 
The integral can be taken, for example, over a circle of radius > c. 
In our formula (2.52) the convolution on the right side is evaluated at 
4(t) instead of r. Thus we want to multiply g(t) by exp(z$(t)) instead of 
exp(z) and integrate. Note the formalism 
L*f(z) = I” 
-r 
j’(t) e’““‘d’(t) dt = I0 f(d-l(t)) eZr dt 
x 
= L(fo f+?-‘)(z). (2.55) 
Thus when we invert the Laplace transform 
f(t) = L-‘(L*u”))(4(t)). (2.56) 
We form L*,!? using (2.52) 
L*$z) = jj e”“‘~Ue”““(~~~-‘)(U)~‘(t)dudt 
= 
I 
el(‘)-Ue(m(l)-u);~l(t) & j eu=(yo&‘)(U) da 
= L(e”)(z) L(To&‘)(z) 
= L(e”)(u) L*(T)(u). (2.57) 
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Now, if we set a, = 1 in (2.53) we find 
(2.58) 
Finally, set F( l/iz) = L*(T)(z) so we have our final formula, using (2.54), 
(2.56) 
(2.59) 
[One could check formula (2.59) by applying the operation 
djdt + B/A = d/dt + qS’( t) to the right side of (2.59). One obtains 
qS’( t) j F( l/iz) e- d(f)r dz = qV( t) p(t) 
= @/A(t) 
which is the desired result.] 
In order to understand how to proceed, let us illustrate the above for the 
Mizohata operator M. We write more precisely f( t, PO) and F( l/iz, PO). We 
have 4(t)= -t2/2io so that d-‘(u)=i&. Now, F(l/iz, j,) is the 
Laplace transform of f(i&, PO). We can split p into functions which 
are even and odd in the first argument. We can handle each part 
separately, so suppose F is even in the first argument. Then, if j0 > 0 
L*T(z) = j” T(J-2?;,u, jo) e”’ du 
--m 
We have the following: 
PROPOSITION 2.11. The Laplace transform 
(2.60) 
defines a topological isomorphism from even functions in the space 6’ onto 
the space (H(z)} = 81, which is the Fourier transform of the space of dis- 
tributions supported on the positive axis. 
Proof: We use the calculation of (2.53) ff. If a&! are the Taylor coef- 
ficients of h then the Taylor coefficients of h($) are a,,/(2n)!, hence 
i”a,,n! 
ff(z) = c (2n)! 9, (2.62) 
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Since, essentially (up to en), we have (2n)! N (n!)* we see that H is an entire 
function of exponential type. 
Start with the example 
h(t) = J,(bt) 
=I (_l)“zgz2” 
. . 
=-y-l)” 
2 - %2”(2n)! z2* 
n! n! (2n)!’ 
(2.63) 
Hence by (2.62) 
(L/,(b,:;)(z)=C (-1)“2~2~2”i”;.=e~;bz~i4. (2.64) 
This proves that the map (2.61) sends the Bessel function J,(ht) into the 
exponential exp( - ib*z/4). Now the expansion theory for even functions 
using J,(bt) or all functions using the exponential is essentially the same. 
The only point is that b* > 0 for real b. The consequence is that we map 
onto the space of distributions CC?‘+ which are Fourier transforms of dis- 
tributions supported on the positive axis. 
Proposition 2.11 is thereby proven. 
We can use Proposition 2.11 to show the non-surjectivity of the 
Mizohata operator. Since d(t) = -t’/2p, we can rewrite (2.59) in the form 
= 2iji j F(t2w, Yo) e,,,,, dw - 
t*w + zig, w . 
(2.65) 
Here we have changed notation slightly by replacing F(l/iz) in (2.59) by 
29,F(2jo/iz, Fo) in accordance with (2.60). 
Let us observe the following formalism, which follows from (2.59). We 
have, using integration by parts, 
[;+&(+(i,=@(r) jF(l,iz)eC#““‘dz 
=$$j[-$F(tl;)]epm(r)Zdz 
(2.66) 
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Applied to formula (2.65), this gives 
.* 2 
-ik’$t)=$+-j‘Fl(t2w, j+,)e”“dw 
= t 
s 
Fl(t2w, PO) elf” dw. (2.67) 
Here F, means the derivative of F in its first variable. [Of course, we could 
prove (2.67) directly without using (2.65).] 
Comparing (2.65) and (2.67) and taking into account Proposition 2.11 
leads to the following strategy. We want to make F, small in the topology 
of 6’ while keeping F(t’w, ~o)/t2w + 2ij0 large. This can be accomplished 
because of the Fundamental Principle (Theorem 4.1) of FA. The crucial 
point is that the denominator is not “hyperbolic.” More precisely we have 
PROPOSITION 2.12. The operator 
-& (z, + 2iz,) (2.68) 
1 
acting on functions of d’ in the variables z,, z2 does not have a continuous 
inverse. 
Proof. Since the Cauchy Problem is not well posed in the space d for 
the operator 8/8z, + 2ia/&, we can find function G(z2) E 8’ which are small 
on ii + 2ii, =0 in the topology of 8’ but G(z,) are not small in the 
topology of 8’ on all of C (see Chapter IX of FA). By the Fundamental 
Principle we can find k( z i , z2) E 8’ which are small in the topology of 8’ so 
that G=k on z,+2iz,=O. 
Thus 
-&(z,+2iz2)[+$&]= --&k 
1 1 2 1 
(2.69) 
is small in the topology of 8’ but 
G-k 
z1 + 2iz, 
is not small. (For, if it were small we could multiply by zi + 2iz2 and find 
that G-k hence also G is small contrary to construction.) This proves 
Proposition 2.12. 
We can now conclude the non-surjectivity of M. For, suppose that 
F/(z, + 2iz,) E 8’ is large but t;, is small. Then, by a slight modification of 
Proposition 2.11 we see that the right side of (2.67) is small in the topology 
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of 8’ in the variables t, p,,. Thus &‘s is small in the topology of 8’. But, 
again using Proposition 2.11 for the right side of (2.65) it follows that ?? is 
not small in the topology of 8’ since F/z, + 2izz is not small. 
We have proven that M’ does not have a continuous inverse and the 
nonsurjectivity follows by easy functional analysis. 
The proof of the non-surjectivity of L is essentially the same. 
Now, we can choose G in the proof of Proposition 2.12 to be the 
polynomial approximation of exp(z,). If we fudge a little and set 
G(z,) = exp(z,) then we could choose k = exp( -iz,/2) so G = k on 
z, + 2iz2 = 0. Thus for F above 
We find from (2.67) that (since t=~?) 
On the other hand, by (2.65) 
(2.71) 
We can evaluate this integral using the calculus of residues. The only 
singularity occurs at w = 0. If we let J$, be a large multiple of i but smaller 
than .?’ then we can expand the denominator in a power series and find the 
explicit value of 3. (The term exp( go) does not contribute to the singularity 
at w=O.) 
Problem. Show from this explicit formula that $ is large on p,, = kf for 
k large, i, j0 real. 
We can think of the explicit formula for +!? in somewhat different terms. 
From (2.71) it follows that 
$0, PO) = -jo( 1 - eJo). (2.72) 
Thus 3 is the solution of 
(&&=~J, (I*-;) (2.73) 
with the Cauchy condition (2.72). 
PROBLEM. Show directly how the Cauchy condition and the right side 
of (2.73) “balance” to show that 9 is an entire function of exponential type. 
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Remark. We can use functional analysis to show that s being of 
exponential type, I%?‘$ E8’ but s # 8’ implies M is not surjective. 
Let us now discuss the general equation. The difficulty in dealing with it 
comes from the following generalization of Proposition 2.11. 
THEOREM 2.13. Let 4(t) be a polynomial. Then L*& consists of all 
functions F( l/iz) such that F( l/iz) is the restriction to the z axis of a solution 
Of 
(2.74) 
such that the Cauchy data on the ;1 axis is in the space of ordinary Laplace 
transforms of functions in b’ multiplied by 4’(t). 
Proof If F(l/iz) = L*s then set 
G(d,z)=J’ $t)eZ4(‘)+‘A’q5’(t)dt. (2.75) 
-0c 
Clearly G satisfies (2.74) and has L*,!? as its restriction to ;1= 0 and L(@s) 
as its restriction to z=O. 
For the converse we can apply the Fundamental Principle of FA to the 
equation (2.74) to obtain easily the representation (2.75). 
Theorem 2.13 is thereby proven. 
We can regard Theorem 2.13 as the general form of Proposition 2.11. But 
Theorem 2.13 is not so easy to apply, for we needed Proposition 2.11 to 
apply the Fundamental Principle in order to prove the non-surjectivity of 
L and M. We need an analog of the Fundamental Principle for restrictions 
to the z axis of solutions of (2.74). 
PROBLEM. Give a general Fundamental Principle for such functions. 
One of the main difficulties is that we cannot perform the analog of 
splitting a function into even and odd parts, which was crucial in 
Proposition 2.11. Thus we must deal with the general function, and then 
L*h is multivalued. Thus we need the proper formulation of AU spaces and 
Fundamental Principle for suitable multivalued functions. Although we 
cannot solve this problem in general, we can prove the following com- 
plement to Theorems 2.8 and 2.10. 
THEOREM 2.14. Under the hypotheses of Theorems 2.8 and 2.10 the 
operators pMk.l and ,,Lk., are not surjective on any Gevrey space 6J, with 
b > k/l, 
We shall prove this theorem elsewhere. 
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3. DIFFERENTIAL EQUATIONS ON LIE GROUPS 
Lewy’s operator (1.2) is closely related to the Heisenberg group H. This 
can be seen most simply from the commutation relation 
[L, L] = 8i&. (3.1) 
Since a/at clearly commutes with L and L, the operators L, L, %(a/&) 
form the basis for the Lie algebra h of H. The operator L can be regarded 
as a left invariant operator on H. 
In this section we shall study L from the viewpoint of Fourier analysis H. 
At the beginning of Section 2 we explained why, from the point of view of 
abelian Fourier analysis, constant coefficient operators P on R” are surjec- 
tive on 6’. There are two basis principles. 
(A) The growth conditions and norms of elements g(i) for SE 8’ vary 
slowly as functions of j?-. 
(B) We can estimate the inverse of p on large subsets CJ c c” of {a}. 
This means that the smallness of ps in the topology of 8’ implies the 
smallness of 9 on a set CJ c C” which is very large. 
In Section 2 it was the fact that o is small that obviated the possibility of 
a Fourier analysis proof of the surjectivity of L. 
In the present section we shall show that a “Fourier transform” g of S 
does not behave smoothly in the dual variable. In particular $a) must be 
smaller at certain 2 = & than at nearly points. Thus if p ~ ’ is “bad” at x0, 
even though it is good at nearly points we cannot use the maximum 
modulus theorem to remove the bad behavior at 2,. 
Such analysis seems to occur naturally in semi-simple Lie groups where 
the non-smoothness of the whole non-unitary dual is well understood; the 
non-smoothness being due to the existence of special types of represen- 
tations such as discrete series embedded “deeply” in the non-unitary part of 
the dual. 
Lewy’s operator is, as we have seen above, closely related to the Heisen- 
berg group, which is nilpotent. 
We shall first explain the interesting problems that arise in connection 
with the non-surjectivity of L from the nilpotent viewpoint. We do not 
know how to surmount these problems. Then we shall show how to deal 
with the analogous situation for semi-simple Lie groups that contain a 
compact Cartan subgroup. 
From the success ordinary (abelian) Fourier analysis has had in dealing 
with constant coefficient equations, it seems natural to use Fourier analysis 
on H to study L and, in fact, the whole enveloping algebra of the Lie 
algebra of H. 
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In order to apply Fourier analysis we must first understand the meaning 
of Fourier analysis on a group G or homogeneous pace M. In the abelian 
case we introduce the exponential functions and expand “arbitrary” 
functions in terms of them. This means that we use the exponentials as a 
basis for all functions or distributions in place of the usual basis {6,X}. 
(Actually we are using the term “basis” in a somewhat inexact manner as 
we do not require that the elements be totally linearly independent. For 
example, we use {exp(ix. a)} for complex 2 and these satisfy the linear 
relations given by Cauchy’s Theorem. We might be more accurate in using 
the term “spanning set” we shall use “basis.“) 
We write the basis in the form e(x; 5, s), where x is a variable on the 
group or homogeneous pace and 5 and s are dual variables. We assume 
that for fixed 5, s the function e(x; 5, s) E & and for varying 5, s the set 
{e(x; +, s)) spans 8. Moreover the set of functions e(x; $, s) for fixed s 
and varying s spans a representation space for the group G on M. We can 
think of s as more or less parametrizing the representation of G that occur 
on M. In the present work we are interested in the case M= G. In this case 
we want each s to correspond essentially to an irreducible representation. 
This means that for fixed s a suitable space spanned by (e(x; 6, s)} is a 
topological algebra whose “commuting algebra” is finite. 
Given any SE&’ we form its Fourier transform 
$(x,s)=S.e(x; 5,s). 
By our hypothesis S -+ S is one-one. Thus we can give { = { S > the 
topology to make the Fourier transform a topological isomorphism. 
Classical, Fourier transform theory is based on the unitary nature of the 
Fourier transform. This means that we can obtain S from S by a simple 
integration of the form 
where p is the Plancherel measure. 
For our purpose the unitarity is not important. What is important is that 
some complicated differential operator in x becomes imple in 5, s. Then if 
we can give a good intrinsic description of $’ we have a good chance of 
analyzing this operator. What follows is an example of this idea. 
One way of envisioning the Heisenberg group H is as the group of 3 x 3 
super triangular matrices 
1 x 24 
h= 0 1 y 
t 1 
(3.2) 
0 0 1 
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We have clearly 
h’h = (x’ + x, y’ + y, u’ + 24 + x’y). (3.3) 
Thus the Haar measure is dx dy du. 
If we denote by X, Y, U the left invariant vector fields generated by one 
parameter groups with the obvious notation, then (3.3) shows 
so that 
yd- 
ay 
U=& 
[X, Y] = -u 
(3.4) 
(3.5) 
in conformity with the Heisenberg Lie algebra relation. 
Let H, be the (normal) subgroup of H formed by elements 
Ho = {(x0,0, %)). (3.6) 
By virtue of (3.3) the set Q = ((0, j, 0)} f orms a set of representatives for 
the right cosets of H, in H. 
Let x be a character of H,. Then we form the induced representation px 
from Ho to H. The representation space consists of all functions f on H 
which transform under right multiplication by ho E H as multiplication by 
x, that is, 
f(k ho) =f(h) X(M. (3.7) 
Thus f is uniquely determined by its restriction to Q, H acts on such f by 
left translation. 
Using (5.3) again we have 
Hence 
hw=(x, y+j,u+xjq 
= (0, y + p, 0)(x, 0, u + xjq. (3.8) 
(3.9) 
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Since H, is isomorphic to R2 we can write 
X(h,) = e”‘“O +(‘WJ. 
This gives 
(3.10) 
(p,(h)f)(w) =ec’J+‘(U+-xJ)f(y+ J). (3.11) 
It should be noted that the representations for varying c’ are all 
equivalent provided that c # 0. This can be seen most easily by conjugating 
h, with h. We find 
h-‘h,h= (x(&O, u,+xoy). (3.12) 
Choosing y so that cy = -c’ has the effect of replacing c’ by 0. Since 
inner automorphism clearly produces equivalent representations, this 
shows that the representation px depends only on c. 
Nevertheless our construction of induced representation shows that the 
class of functions 
fC-5 Y, u)= e <‘-x + ““f(0, y, 0) (3.13) 
is interesting. Amongst such functions we could ask for those which are 
eigenfunctions of X [see (3.4)]. If we allow the second variable of f to 
depend on the parameters x and y then solve the resulting ordinary dif- 
ferential equation we arrive at the function 
ftX, y, u) = e.'" + 6u ~ li.KV, (3.14) 
Here we have changed notation by replacing c’ by .jZ and c by ii so as to 
conform to our usual notation. In any case it is clear that 
(3.15) 
Multiplying f by a function of y does not change (3.15) so we set, finally, 
e(h, h) = exp(2-x + j+ + tiu - tixy). (3.16) 
For certain purposes we shall also introduce 
k(h, Ii) = exp(i-x + ~JJ + zL4 + Gxy) (3.17) 
so that 
e=CI,=G. (3.18) 
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We consider C as a function of 2, j, ti, 6. Then t! satisfies the constant 
coefficient heat-like equation 
P+ a% -=o. 
al;, aaai, 
(3.19) 
Now, start with a distribution S of compact support on H. Then form 
%(a, j, 22, G)=S.k 
where e is considered a function of x, y, U. Note that 
(3.20) 
(a) The restriction of $ to GJ= 0 is the ordinary Fourier transform S 
of s. 
(b) The restriction S of $ to R = C times a suitable normalizing 
p(.~?-, p, a) which comes from the “non-normalization” of the functions 
(3.16), or can be thought of as the Plancherel measure for this basis, can be 
thought of as the Fourier transform of S on H. 
(c) d satisfies the differential equation (3.19). 
This, together with the fact that solutions of (3.19) are uniquely deter- 
mined by their restrictions to 6 =0 or G= ti, means that the equation 
(3.19) can be regarded as “intertwining” Fourier analysis between R3 and 
H. (We are using “intertwining” in a loose sense rather than its technical 
sense. ) 
It is only a minor point to pass from the operator X to Lewy’s operator 
L. Instead of (3.16) we set 
e(z, 2, t; 2, i, i) = exp(zi + G + tt^ + 2iizzZ) (3.21) 
and 
C(z, 5, t; 2, f, i 15) = exp(zi + 5; + ti + 2ii?zZ). (3.22) 
Here we think of z, Z as independent variables; similarly with i, s. (We 
could, of course, write everything in terms of the independent variables x, 
y, where z=x+iy.) 
Instead of (3.19) we have 
ad 
as 2js=O. -- (3.19*) 
Moreover 
Le = .ie. (3.23) 
Properties (a), (b), and (c) hold with trivial notational variation. 
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Now, S + $ represents an isomorphism of the space 8’ onto 8, which 
can be described as a space of entire functions of exponential type with cer- 
tain growth conditions. Moreover, suitable solutions of (3.19*) are uni- 
quely determined by their restrictions to fi = 0. Transforming the topology 
from fi = 0 to Q = i by means of (3.19*) gives the Paley-Wiener space on 
B = 2. 
The non-surjectivity of L means that multiplication by z” does not have a 
continuous inverse on this Paley-Wiener space on d = i. 
We could, of course, use the differential equation (3.19*) to transform 
the proof given in Section 2 of the non-continuity of the inverse of L’ from 
B = 0 to 6 = i. However, this does not yield an intrinsic understanding of the 
non-surjectivity of L in terms of Fourier analysis on H. 
The point is that the space of Fourier transform on v^ =t^ is not described 
by growth conditions alone. It is not an AU space in the sense of FA. The 
reason for this can be seen by examining the function e of (3.21). If we use 
e as an integral kernel for Fourier transform, and set z = x + iy, i = Z + ij, 
etc., then the support of S in x, y is determined by the growth of $ =J eS 
as 1Re jZ1 and IRe ?I + co. However, for Im i < 0 it is also determined to 
some extent, as Im 1+ --co. Thus the i behavior is related to the 2, p 
behavior. This lack of independence of the growth conditions can be 
though of as a type of “functional equation” which $ satisfies as a result of 
(a), (b), and (c). 
It is because of this “functional equation” that the set t= 0 which is 
small in the AU sense, “propagates” to a large set and this accounts for the 
non-surjectivity of L. 
Finally we can put the whole question in the general set up of 
parametrization theory, that is, the theory of sets which parametrize 
solutions of systems of partial differential equations. Rather than formulate 
the general question we shall formulate an “attackable” question. 
Let Df = 0 be a system of linear constant coefficient equations for the 
entire function f(a), where now f = (a, ,..., a,,). Here D = (Oi ,..., D,) and 
Df= 0 means Djf = 0 for all j. Suppose solutions of Df = 0 have good 
Cauchy-like probletns on two linear spaces, say A and B. This means that 
there exist constant coefficients operators 6, and 6, (say with I com- 
ponents) so that the maps 
(3.24) 
are one-one on solutions of Df = 0 and the components of the images of 
6, f and S,f, respectively, can be chosen independently. 
PROBLEM. Let W be the space of solutions f for which the components 
of 6,fbelong to some fixed AU space (see FA) on A, and let a(Z) be an 
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1 x 1 matrix of polynomials with non-vanishing determinant. Under what 
conditions on D, A, B, W, q does multiplication by 1 on the restric- 
tions off E W to B have a continuous inverse? 
The question of surjectivity of a left invariant operator on a nilpotent Lie 
group is related to the solution to this problem. 
Let us now pass to semi-simple Lie groups. Let us begin with the sim- 
plest example, which is G = SL(2, R), the group of 2 x 2 matrices of deter- 
minant 1. [Actually we shall work mostly with SL(2, R)/fZ so we shall 
call this G although factoring by fl changes matters only trivially.] 
The representation theory for G was worked out in complete detail 
by Bargmann [ 11. Using Bargmann’s ideas, Ehrenpreis and Mautner 
[l&12] studied, among other things, the PaleyyWiener theory for G. 
Given any distribution S of compact support on G we can form its Fourier 
transform III $ according to the representations of G. As the nota- 
tion suggests, q is a matrix zlk, where ,&(s) is an entire function 
of exponential type belonging to the space 8’ of Fourier transforms of 
functions of the real line R (except that we have a slight notational 
distinction in that the real line in a is replaced by Re s = l/2). Moreover 
s ,k satisfies 
$jk(l -s)= XjkCs) zjkts) (3.26) 
where for j>O, k>O 
Xjk(S) =fj I-s fi I-l+s 
,=,l-l+s,=, l-s (3.27) 
and 
X -j,k = ( - 1 )jxjk 
Xj.-k=(-l)kXjk 
define xjk for all j, k. 
We have 
$jkts) = O 
j>O for s=max[l, k+ l],..., j 
j-c0 for s=max[l, -k+ l],..., -j 
k>O for s = min[O, -j],..., 1 -k 
(3.28) 
k<O for s=min[O, -j] ,..., 1 + k. 
The Fik satisfy growth conditions in j, k and 3 which are of the form 
izjk(s)i <cA(j, k)(l + Isl)‘expcIResl. (3.29) 
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Here A(j, k) decreases exponentially in each variable when the other is 
fixed. Rather than express A(j, k) exactly let us give the condition near 
j= k which is simple and the only one we need. 
A(j, k)= (1 + IA)’ forsomeciflj-kldc,. (3.30) 
The explicit form of A( j, k) for other j, k is unimportant. Up to now all 
that we have is some sort of matrix algebra over the space 8’(R) [or 
rather, a reasonable subspace defined by (3.26)]. But the crucial “non- 
smoothness” of the dual comes from the inequality 
$jd4 d 0, k)(l + 111)” ~,k(4 (3.31) 
where jk is an index belonging to the discrete series corresponding to 1. 
This means that if 1 is a positive integer then either both j, k are b 1 or both 
are < -1. The functional equation (3.26) gives the equivalent condition for 
Id 0, namely either j, k are both 2 1 - 1 or both 3 I- 1. Here 
okj(l) = 
Yk ~ ,(4/Y,- do for j>l, k31 
Y -k ~ ,(WY -, ~ ,(4 for -j>l, -k>,l 
(3.32) 
Yn(4 = 
l-l+n ‘I2 ( > n (3.33) 
is the normalization coefficient for Bargmann’s discrete series. 
Rather than deal with complicated bounds for the binomial coefficients 
we shall need only the cases k = j or k = j + 1 for simple operators and k, j 
a bounded distance from the diagonal in the most complicated cases. In 
this situation we see easily that 
o!Jl)<c(l + (II + WI) (3.34) 
if Ik- jl <co. 
Inequalities (3.31) and (3.34) show that in the discrete series the 
exponential factor in (3.29) can be replaced by a polynomial so long as 
lj-kl <co. 
As we mentioned, all these results can be extracted from [12]. 
We are now in a position to study left invarient operators on G and the 
surjectivity question. 
We begin with the following example which illustrates all the main 
points. In Bargmann’s paper [ 1, p. 6101 he introduces an operator 
/1 i + i/i,. This operator is a “step up” transformation. This means that 
when it acts via the principal series on the basis {fj} for L,(K), where K is 
the circle and fi are the characters, then 
i(A,+iA,)f,= -(j+s)f;+, 
i(A, -iA,)f,= -(j+ 1 -s)fiPl. 
(Note that what I call s is t + IJ in Bargmann’s notation.) 
(3.35) 
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We can interpret A, + i/i, Lie algebra theoretically as the root for the 
compact Cartan subalgebra. This means that 
(3.36) 
Since the basis {fi} consists of eigenfunctions of the Cartan group K, it is a 
standard consequence of (3.36) that the operator corresponding to (i :,), 
namely A I + i/l,, will send f; into a constant multiple of fj+ 1 in agreement 
with (3.35). 
Similar considerations apply to A 1 - iA2. 
Now, let us prove 
PROPOSITION 3.1. L’ = A, f iA, is not surjective on Cm(G). 
Proof: We shall consider A, + i/i, as the other operator is handled in 
the same fashion. We want to find large SE &’ so that (A, + iA,)S is small. 
We shall construct S in the form 
s=c %ml (3.37) 
where S,, is of type mm (see [ 111) meaning that it transforms under the 
action of the maximal compact subgroup K of G according to the character 
A’, under either left or right action of K. From the points of view of 
Fourier analysis on G this means that 
diagonal with the diagonal elements $,,. 
q = (z,,), that is, q is 
Next let us compute the Fourier transform &. + on L+ on G. By (3.35) 
we have 
. . 0 
-i I, L+ l+s 0 = i”’ 2+s 0, 0 ..: ‘. 1 (3.38 
that is, -i L+ I, is a matrix with zeros just below the main diagonal, where 
it is (j + s). This means that the Fourier transform of - iL +S is 
-i L+s = Iy 
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The important facts to note are: 
(a) The only non-zero terms are just below the main diagonal. 
(b) The coefficient (j+ s) of $ ji vanishes when j= -I is a negative 
integer and s= 1, and then the index (j, j) corresponds to the (negative) 
discrete series. [See the remarks following (3.31).] 
Fact (b) means that (j + s) $,,j vanishes for j = -1. To prove the non- 
surjectivity of L+ we want to make &(-j) large for negative integers, 
while keeping all the other bounds on zjj necessary to have q bounded 
in the topology of $ ‘. 
We let &=O forj>O. 
Now for j a negative integer, zjj(l) is in the discrete series for 
I= 1, 2,..., -j. The same is true for (j + I) zjj, which is considered as being 
the j, j- 1 entry in the matrix lY1. L + S Thus we can make (j + I) $jj small 
while keeping Sjj large by making S,(I) = 0 for I = 1, 2,..., -j - 1 and mak- 
ing &c-j) large. We must, of course keep all the other bounds on $,,, 
meaning that we want the & to be uniformly bounded on Re S = +, and all 
of fixed exponential type, and satisfy the functional equation 
;,j( 1 -s) = &(s). 
To prove such zjj exist we need the following lemma (in which we have 
set s=t+iz so s+ 1 --s means z+ -z). 
LEMMA 3.2. The functions 
m-1 
G,(z)= n (z*+k’) 
k=l 
(3.40) 
satisfy the following properties (up to a fixed power of m): 
(i) IG,(z)l <m*“’ on the real axis, 
(ii) G,(z)=0 for z= i, 2i ,..., (m- l)i, 
(iii) IG,(mi)l 2 c2mm2m for some c > 1, 
(iv) G, are all of exponential type 4. 
Proposition 3.1 follows from Lemma 3.2 on setting 
$,,(s) = m -*“‘G,,J i/2 - is). (3.41) 
Proof of Lemma 3.2. We shall estimate G, for various ranges of z. 
(A) For IzI ~2rn use 
< (m!)’ cash Iz(. (3.42) 
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Hence for 1.~1 6 2m this is (up to a fixed power of m) 
< mZme ~ 2me2m 
= m2m, 
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(B) For IzI >2m use 
(C) For all real z we have 
(D) For z real and Iz] > 2m 
< Iz/ml -4m = IzI -4mm4m. 
Combining (A) and (C) gives, for z real, IzJ <2m 
(E) IG,(z) d m2”’ 
while (B) and (D) give, for z real, IzI 3 2m. 
(F) [G,(z)1 6 IzI -2”(5m4/4)” ~2~2”m~2”m4”(5/4)“= (5/6)mm2m. 
Since the bound in (E) is larger than that in (F), the bound m2”’ serves 
for the whole real axis. 
(G) Finally we want to show that G,(mi) is large. 
IG,(mi)( = (sinh 1)4m n (m’ -k2). 
Now (up to a fixed power of m), 
JJ (m2-k2)=n (m-k)(m+k) 
= (m - 1)!(2m - l)!/m! 
= (2m- l)!/m 
2 (2m)2mec2”/2m2. 
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Thus, up to a fixed power of m, 
IG,(mi)l 2 (2m)2”e-2” sinh4” 1 
= mzm[(2 sinh* 1 )/e]*” 
= C2’rrm 2nr. 
Now, Properties (ii) and (iv) are obvious. Property (i) is (E). Finally 
Property (iii) is the final inequality (G) together with the simple fact that 
2 sinh* 1 > e which can be seen by explicit calculation. 
Lemma 3.2 and hence Proposition 3.1 are thus proven. 
Remark. c is very close to 1 and one might think we were lucky that 
the computation yielded c > 1. But we could have replaced the power 4m in 
(3.40) by a m for large a and make c as large as we want. The only fact we 
really need is that sinh 1 > 1. 
Actually, a better way of accomplishing the same end is replacing 
((sin z/mMz/m) 4m in (3.40) by ((sin az/m)(az/m))4m for a large integer a. 
This improves (D) and hence (F) by an unimportant factor ap4m. But it 
also improves (G) by replacing sinh 1 by sinh a. We shall return to this 
later from a somewhat different point of view. 
With this “warm-up” we are in a position to give a complete description 
of left invariant operators on G which are surjective. Note that K is a Car- 
tan subgroup of G. Thus we can choose a basis for the complexification g’ 
of the Lie algebra g of G to consist of eigenvectors of k the Lie algebra of 
K. These eigenvectors are k and the roots of k which have a basis 
L’ = A, + in,. Call a/&,6 the operator corresponding to k. Thus L’ and 
a/ad, = Lo form a basis for the left invariant differential operators on G. 
Bargmann’s computation (3.35) or (3.38) computes the Fourier trans- 
form I &. * of L*. [We have written -“m in (3.38); the result for L ~ 
is similar except that the non-vanishing terms for ‘m are just above the 
diagonal and are of the form j + 1 - s.] It is clear that I, Lo is a diagonal 
matrix with diagonal entries -ij. 
Now, let L be any left invariant operator on G and call q its Fourier 
transform. Thus & is a Jacobi-like matrix meaning its non-zero entries cl 
appear only at finite distance from the diagonal. (This distance is no more 
than the order of L.) The non-zero elements are thus G,-p,j for bounded p. 
They are polynomials in j and s. 
It may happen that &,pp,j(l) = 0 for (j- p, j) in the discrete series, Sup- 
pose, for simplicity of notation, that 1 is a positive integer and 0 < p <j. 
This means that j - p > 1. Now &i-p,j(l) &.(I) = 0 so we want to make 
,SS(r) large while keeping F,?(V) = 0 for other I’ in the discrete series, that 
is, 0<1’<j, l’#l. 
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In order to construct a diagonal q for which LS is bounded without S 
being bounded, we want to use the idea of Lemma 3.2. However, we now 
have to make ,!&(Z’) = 0 for 0 < 1’ < j and I’ # 1. 
In Lemma 3.2 we had a similar situation in which I= j- 1. But now I 
may be <j- 1. Using the Remark following the proof of Proposition 3.1 
there is no difficulty in case 12 a, j for some a, > 0. But if, e.g., 1 -y with 
o[ < 1 then there is no possibility of our method’s working. 
More precisely, in the former case, we replace (3.40) by 
G;(z)= fi (zZ+k2) 
k=l 
kfl 
(3.40*) 
Then all the estimates go as before except that Gz(il) is bounded from 
below in terms of sinh aa, instead of sinh 1. Thus if Q is sufficiently large we 
can obtain the desire estimates. 
We have thus proven the following result for &. The proof for 9’ is 
similar. 
THEOREM 3.3. Suppose there are infinitely many j, 1 for which 
&, - p.j(l) = 0 for all p, where (j - p, j); 1 is in the discrete series and 
I4 3 a~ ljl (3.42) 
,for some a, > 0. Then L is not surjkctive on & or on 9’. 
Conjecture. The hypothesis of Theorem 3.3 is necessary for non-surjec- 
tivity. 
Remark. If (3.42) fails, then it has been shown by B. A. Taylor and the 
author that the construction used in Proposition 3.1 cannot work because 
any G, which is small (polynomially bounded) at all appropriate points in 
the discrete series except for s = 1 would necessarily be small (polynomially 
bounded) at s = 1. 
We can use the same method for any semi-simple real lie group G with a 
compact Cartan subgroup C. This condition is equivalent to the existence 
of discrete series for G. 
The rank 1 principal series for G can be realized on L,(K/M) (in the 
usual notation for semi-simple Lie groups). As a basis for L,(K/M) we use 
matrix coefficients of K corresponding to the decomposition of L,(K/M) 
under the action of K. 
We consider the Fourier transform as taking SE 8’ or SE 9 into a 
matrix q $ = ($,), where j and k are indices representing the represen- 
tations of K on L,(K/M) suitably ordered. Thus Sjk is now rj x rk matrix, 
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where r, is the dimension of the representation of K corresponding to the 
index j. 
Since the representations of K are determined by their highest weight 
vectors, the index j can be thought of as an element of c*, the dual of the 
Lie algebra c of C. The analytic continuation of the rank one principal 
series is parametrized naturally by a complex parameter s in the dual of the 
Lie algebra c, of C1 where C, is a Cartan subgroup having the maximal 
vector component. Since C and C, have the same complexification, the 
parameters j and s have the same number of components, the difference 
being that j is discrete and s has as many continuous components as the 
rank of the symmetric space associated to G. 
The discrete series appear in the decompositions of certain represen- 
tations s = 1 of G. 
The same idea as in the case of G = SL(z, R) shows that the Lie algebra 
of G has a basis consisting of left invariant differential operators L” whose 
Fourier transforms L ’ 
F 
are non-vanishing only near the main diagonal. 
Moreover the matrixe ements of each &Tk are linear functions of j, k, and s, 
these linear functions depending in a simple way on which matrix element 
we choose. Hence a similar result is true for any left invariant L except that 
“linear function” is to be replaced by “polynomial.” 
The method of proof of Theorem 3.3 leads to 
THEOREM 3.4. Let G be a real semi-simple Lie group with 
rank G = rank K. Let L be a left invariant differential operator on G. Sup- 
pose that there are infinitely many j, 1 for which all GjY(l) have a fixed null 
vector. Here jlj; 1 is in the discrete series and 
Ill 30, ljl 
for some a, > 0. Then L is not surjective. 
(3.43) 
Again we conjecture that the hypothesis of Theorem 3.4 is necessary and 
sufficient in case G is a Chevalley group meaning that rank K = rank G = 
rank of symmetric space G/K. 
One might think that our methods depend on the existence of discrete 
series for G, that is, rank G = rank K. This is not the case. For, contrary to 
what we have learned from Harish-Chandra, every semi-simple non-com- 
pact Lie group has a discrete series in the sense of d though, of course, not 
in the sense of Lz. This means that for certain values of s0 and suitable jk 
the matrix coefficient q5,,(s,) is much smaller at infinity on G than 
corresponding 4,,(s,) for s near sO. The s0 exist because the leading terms 
in the asymptotic expansion for q5,,(s,) vanish even though there is not 
enough vanishing to have #,,(s,) E L,(G). 
This “discrete series” phenomenon exists for the space &(G) and is the 
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“discontinuity” in the Fourier transform on G which accounts for the 
existence of non surjective left invariant differential operators on G. 
It should be noted that the existence of non-surjective operators on G is 
a consequence of Hbrmander’s general non-surjectivity theory (see [ 141). 
But our theory has the possibility of giving a complete description of such 
operators and also of their ranges. 
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