Abstract-In this paper, quickest detection problem with sample right constraints is considered. Specifically, there is a sequence of samples whose probability density function will change at an unknown time. The goal is to detect such a change in a way that a linear combination of the detection delay and false alarm probability is minimized. However, one can take at most N observations from this random sequence. In this paper, we show that the cost function can be written as a set of iterative functions, which can be solved by optimal Markov stopping theorem. The optimal stopping rule is shown to be a threshold rule. To assist the analysis of the optimal scheme, several schemes whose delay performances bound the delay performance of the optimal scheme are developed. Asymptotic performance analysis indicates that the performance of the quickest detection with sample right constraints is close to that of the classic Bayesian quickest detection for several scenarios of practical interest.
I. INTRODUCTION
The quickest detection of abrupt changes in stochastic process has many potential applications, such as the quality control [1] , network intrusion detection [2] and finance. Bayesian quickest detection [3] is one of the most important formulations. Under the Bayesian setup, one sequentially observes a sequence of random variables {Y n , n = 1, 2, . . .} with a random change point Γ. Before the change point Γ, the sequence Y 1 , . . . , Y Γ−1 are independent and identically distributed (i.i.d.) with probability density function (pdf) f 0 (y), and after Γ, the sequence are i.i.d. with pdf f 1 (y). The change point Γ is typically modeled as geometric distribution. The goal is to find an optimal stopping time τ , at which we declare the change has happened, that minimizes the detection delay under a false alarm constraint.
In this paper, we extend the Bayesian quickest detection setup by assuming that one could take only a limited number of observations. This setup is motivated by several real life applications. For example, in the disease diagnosis, it is desirable to diagnose the presence of certain symptom quickly. However, for certain diseases, it might be very costly and sometime even health-damaging to conduct a test. Under these circumstances, it is desirable to limit the number of tests conducted without sacrificing the detection delay and accuracy. Another example comes from the wireless
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There have been some existing works on the Bayesian quickest change point detection problem that take the sample cost into consideration. [2] considers the design of detection strategy that strikes a balance between the detection delay, false alarm probability and the number of sensors being active. In particular, [2] considers a wireless network with multiple sensors monitoring the Bayesian change in the environment. Based on the observations from sensors at each time slot, the fusion center decides how many sensors should be active in the next time slot to save energy. [4] takes the average number of observations into consideration. [4] provides the optimal solution along with low-complexity but asymptotically optimal rules.
In this paper, we replace the relatively mild average number of observations constraint by a more strict one in which the total number of samples is limited. More specifically, the sensor is allowed to take at most N observations. After taking each observation, the sensor needs to decide whether to stop and declare a change, or to continue sampling. If the sensor decides to continue, it also then needs determine the next sampling time. In this paper, we develop the optimal stopping rule and sampling rule for this problem. The optimal stopping rule is shown to be a threshold rule. To assist the analysis of the optimal solution, several simpler schemes that are more amenable to analysis are developed. The performances of these schemes serve as either upper or lower bound of that of the optimal solution. Asymptotic analysis shows that when N is sufficiently large, the average detection delay is close to the solution in [5] when the false alarm probability goes to zero.
The remainder of the paper is organized as follows. The mathematical model is given in Section II. Section III presents the optimal solution to this quickest detection problem under limited observation constraint. Section IV develops several new schemes whose performances serve as either upper or lower bound of that of the optimal solution. Section V provides performance analysis for the optimal solution. Numerical examples are given in Section VI. Finally, Section VII offers concluding remarks. 978-1-4673-4539-2/12/$31.00 ©2012 IEEE i.i.d. with pdf f 1 (y) after Γ. The change point Γ is modeled as a geometric random variable with parameter ρ, i.e., for 0 < ρ < 1, 0 ≤ π 0 < 1,
In this paper, we consider an N sample rights problem, in which the observer is allowed to take at most N observations. After taking each observation, the observer needs to decide whether he should stop sampling and declare that a change has occurred, or continue the sampling procedure 1 . If the observer decides to continue the sampling procedure, he then needs to determine the next sampling time.
The time instance at which the observer takes the i th observation is denoted as t i , and the observation sequence is denoted as {Z k ; k = 1, 2, · · · }, whose element Z k is defined as
in which ϕ denotes that no observation is taken at time instant k. The observation sequence {Z k } generates the filtration
and F 0 contains the sample space Ω and the set {Γ = 0}. Let τ ≤ N be the number of samples we take when we stop. Therefore, our strategy is a sequence of sampling times ξ = (t 1 , t 2 , · · · , t τ ). The set of all admissible strategies is denoted as U N , i.e., U N = {ξ : τ ≤ N }. Two performance metrics are of interest. The first one is E{(t τ − Γ)
+ }, which is the average detection delay (ADD) , and the other one is the false alarm probability Pr({t τ < Γ}). Our goal is to minimize a linear combination of these two metrics. More specifically, with the starting probability π 0 = π, we want to find the optimal strategy ξ * ∈ U N that minimizes a cost function
in which 1 {·} is the indicator function, and c is the cost of delay. That is we want to characterize
III. OPTIMAL SOLUTION In this section, we study the optimal strategy for the N sample rights problem. Let π k be the posterior probability that a change has occurred at the k th time instant, namely
Using Bayes' rule, π k can be shown to satisfy the recursion
1 We first consider the case that a stop can occur only immediately after taking a sample. The extension to which the stop can occur not immediately after taking a sample will be considered in Section IV-A. in which
and
The cost function (2) can be converted into a form that is related to the posterior probabilities defined as above.
Proposition 1: For each strategy ξ, we have
Proof: An outline of the proof is provided as follows.
A detailed proof follows closely to that of Proposition 5.1 of [6] and is omitted for brevity.
We follow the approach used in [7] to solve this problem. We first define a functional operator G that describes the following optimization problem
in which
.
Using this functional operator, we introduce a set of iteratively defined functions:
The operator G converts (3) into a Markov stopping problem. Specifically, we have the following result.
Lemma 1: For the optimization problem (3) with π 0 = π ∈ [0, 1), we have
Furthermore, the optimal stopping time is
and if after taking the n th sample, the next sampling time is determined by
. (13) Proof: The proof is provided in Appendix A. By the conclusion of Lemma 1, we can give a heuristic explanation of the operator G and the iterative function (10). Actually, V n (π) is the best the observer can do when he has only n sample rights left. He could choose either to stop, which costs 1 − π, or to continue and take another sample at t, which minimizes the expectation of future cost. Therefore, the t in operator G is actually the next sampling time, and the π k in G are the posterior probabilities which are consistent with the expressions (4)- (7).
If we denoteπ
we can easily find:
Hence GV (π) can be simplified as
Because of this form, the optimal stopping time can be simplified to a threshold rule, which is described in the following lemma.
Lemma 2: For each n ≤ N , U n (π) is a concave function of π and U n (1) = 0. Furthermore, the optimal stopping rule for the N sample rights problem is a threshold rule:
where, π L N is a threshold stratifying
Proof: The proof is provided in Appendix B. Generally speaking, V n (π) does not have a close form for a general value of n. We calculate V 1 (π) as an example to illustrate the iteration procedure shown in (10). For n = 1, we have
Hence, once there is only one sample left, the next sampling time is either ⌊t * ⌋ or ⌈t * ⌉, where t * is given in following equation:
From (19), we can see that the sampling interval decreases as π or ρ increases, this is reasonable since a large π or ρ indicates that the change will happen early, hence the observer tends to stop early. We can also see that the sampling interval decreases if c increases, which implies that the observer wants to stop early in order to reduce the cost caused by a long delay.
IV. BOUNDS In this section, we consider some cases related to the N sample rights problem, whose performances will serve as either lower bound or upper bound for the original problem considered in this paper.
A. Stopping without Immediate Sampling
In this scenario, we consider the case in which the observer has the freedom to claim that a change has occurred sometime after the last sample taken.Therefore, the cost function in this case will provide a lower bound on that of the N sample rights problem we considered in Section III.
We first have following conclusion for this case: Lemma 3: If there are sampling rights left, it is not optimal to stop without immediate sampling.
Proof: The proof is provided in Appendix C This result implies that the only scenario in which one may stop sometime after a sample is taken occurs when there is no sampling right left. Hence, we modify the function V 0 (π) defined in (10) as the following
With this modification, it is easy to check that the results in Section III hold. Specifically, we have Proposition 2: The optimal stopping time for this extension case is given as a threshold rule:
and the optimal sampling time is given as
Proof: The proof is similar to that of Lemma 1 and Lemma 2. Therefore, we omit this proof.
B. Uniform Sampling
In this section, we consider the scenario in which we take samples every ς symbols. This will provide an upper bound on the cost function for the scenario considered in Section III. In this case, the cost function can be converted into:
To minimize this cost, we need figure out both the optimal stopping rule and the optimal sampling interval ς. For an arbitrary but given ς, we define the following iteratively functions:
Then we can get the following result for the optimal stopping time Lemma 4: We have
and the optimal stopping time is given as
The proof is similar to that of Lemma 1 and Lemma 2. Therefore, we omit this proof.
By Lemma 4, the cost function can be rewritten as
To solve this optimal problem completely, we still need to find the optimal sampling interval ς * . However, this problem is generally difficult to solve.
V. PERFORMANCE ANALYSIS
In this section, we consider a related problem formulation, which is given as
In the following, we study the performance of ADD when α → 0 The classical Bayesian case, in which one can take observations at every time slot, is certainly a lower bound of this N sample rights problem. In this case, the asymptotic performance of ADD is given in [5] , then we have:
where D(f 1 , f 0 ) is the KL divergence of f 1 and f 0 . An upper bound of ADD can be found by considering the uniform sampling case with sampling interval ς. We have the following result.
Proposition 3: (Asymptotic upper bound) In the case α → 0, if the total sample rights satisfies
then
with probability 1.
Proof:
The proof is provided in Appendix D Remark 1: (26) is a sufficient condition for this upper bound. As indicated in the proof in Appendix D, as long as the probability
goes to zero, Proposition 3 will hold. Here g k is a quantity defined in the proof. Actually, when D(f 1 , f 0 ) is large, the number of sample rights required can be far more less than | log α|/| log(1 − ρ)|ς.
Remark 2: We call the condition (26) as N is large enough for uniform sampling with interval ξ. One can notice that N goes to infinity when α → 0. However, this is different from the classical Bayesian quickest detection. In the classical Bayesian problem, one has so many sample rights that he can take observation at every time slot. But (26) cannot guarantee one can achieve the false alarm constraint if he takes sample at every time instant. It guarantee only that one can achieve the false alarm constraint by uniform sampling with interval ς.
Remark 3: (26) also indicates that for the uniform sampling case, α and ρ are in proportion to ς, N is in inverse proportion to ς.
Here are two scenarios that the performance of the N sample rights problem will be close to that of the classical Bayesian problem. In the first scenario, if N is large enough such that (26) holds for ς = 1, from (25) and (27), we can see the upper bound and the lower bound are identical, and hence the ADD of N sample rights problem will be the same as that of the classical Baysian problem. The requirement of ς = 1 would be more easier to be satisfied if ρ was close to 1, in such case, even a few samples can lead to an extremely small probability of false alarm. In another scenario, if D(f 1 , f 0 ) close to 0, i.e. f 0 and f 1 are very close to each other, the difference of ADD between N sample rights problem and the classical Bayesian problem is only about ς. In this scenario, the information told by likelihood ratio is quite limited, and therefore, the decision making mainly depends on the prior probability of the change point Γ.
VI. NUMERICAL RESULTS
In this section, we give some numerical examples to illustrate the analytical results of the previous sections. In these numerical examples, we assume that the pre-change distribution f 0 is Gaussian with mean 0 and variance σ 2 . The post-change distribution f 1 is Gaussian distribution with mean 0 and variance P + σ 2 . In this case, The KL divergence is D(
. Let SN R = 10 log(P/σ 2 ). In the first scenario, we illustrate the concavity of the cost function. We assume that we have N = 10 sample rights, and π 0 = 0.1, c = 0.01, ρ = 0.05. We choose σ 2 = 1 and P = 2(SN R = 3dB). The simulation result is shown in Figure 1 . This simulation confirms our analysis that the cost function is a concave function of π, and the optimal rule is a threshold rule. For this scenario, we found the threshold is π * = 0.898. In the second scenario, we illustrate the relationship between ADD and false alarm probability with respect to N . In this simulation, we take π 0 = 0, ρ = 0.1 and SN R = 0dB. We can calculate D(f 1 , f 0 ) ≈ 0.15 and | log(1 − ρ)| ≈ 0.11. In this case, the values of | log(1 − ρ)| and D(f 1 , f 0 ) are in the same range. The simulation result is shown in Figure 2 . In this figure, the blue line with squares is the simulation result for N = 30, the green line with stars and the red line with circles are the results for N = 15 and N = 8, respectively. The black dash line is performance of classical Bayesian problem, which is served as a lower bound, and the upper bound, black dot dash, is given as the uniform sampling case with sampling interval ς = 11 (One can verify this value by putting α = 10 −5 and N = 8 into (26)). As we can see, these three lines lie between the upper bound and the lower bound, and the more sample rights one has, the closer is the performance to the lower bound.
In the third scenario, we discuss the relationship between ADD and false alarm probability with respect to different ρ. In this simulation, we set π 0 = 0, N = 8 and SN R = 0dB. In the last scenario, we consider the case when f 0 and f 1 are close to each other. In the simulation, we set the SN R = −5dB and ρ = 0.4. We can find D(f 1 , f 0 ) = 0.02, which is only about 4% of the value | log(1 − ρ)|. In this simulation, we set N = 15 and ς = 2 to achieve a false alarm probability 10 −5 . The simulation result is shown in Figure 4 . As we can see, the distance between the upper bound, which is the black dot dash obtained by uniform sampling with ς = 2, and the lower bound, which is the black dash line obtained by classical Bayesian case, is quite small, and therefore the performance of N sample right problem (the blue line with squares) is quite close to the lower bound. 
VII. CONCLUSION
In this paper, we have considered the Bayesian quickest detection problem with limited observations. Our goal is to minimize a linear combination of ADD and false alarm probability. We have showed that the N sample rights problem could be written into a set of iterative functions, and each of them could be used for determining the next sampling time or stopping time. We have provided an upper bound and a lower bound of the ADD when α → 0. We have shown that that the performances of two scenarios: when ρ is large, or when f 1 and f 0 are close to each other, are close to that of the classical Bayesian quickest detection.
APPENDIX A PROOF OF LEMMA 1
In this appendix, we give the proof of Lemma 1. We show this lemma by induction: it is clear that
We first show that U n (π) ≥ V n (π). If the optimal strategy for (8) is t τ = 0, it is easy to verify that U n (π) = V n (π) = 1 − π. The conclusion U n (π) ≥ V n (π) holds trivially. If optimal strategy t τ ̸ = 0, in this case, any given strategy ξ = {t 1 , · · · , t τ } with t 1 = 0 is not optimal, since it simply reduces the set of admissible strategy without any benefit. Therefore, we only consider the strategy with t 1 ̸ = 0.
Let ξ = {t 1 , · · · , t τ } be any strategy with t 1 ̸ = 0 in U n , then we construct another strategyξ viaξ = {t 2 , · · · , t τ }, which is in U n−1 . We have
Since this is true for any ξ ∈ U n with t 1 ̸ = 0, and we also know that the strategy ξ with t 1 = 0 could not be optimal unless t τ = 0, therefore, we have
Then, we show that U n (π) ≤ V n (π). Assume the optimal strategy is ξ * = {t * 1 , t * 2 , . . . , t * n } ∈ U n , another strategy is denoted as ξ = {t 1 ,t 2 , . . . ,t n }, where t 1 is an arbitrary stopping time,ξ = {t 2 , . . . ,t n } is the optimal strategy achieves U n−1 (π t1 ) = Jξ(π t1 ), therefore, we have
} This is because ξ is not optimal. Since the above relationship is true for every t 1 , then, it is must be true that
Moveover, we have
since the set of admissible strategy for U n is larger than U 0 . Therefore, we have
Therefore, we have proved U n (π) = V n (π).
(12) directly follows the Markov optimal stopping theorem, and the optimality of (13) can be verified by putting it into (28), whose inequalities will then become equalities. APPENDIX B PROOF OF LEMMA 2 In this appendix, we give the proof of Lemma 2. It is easy to see that 0 ≤ V n (π) ≤ 1 for any n ≤ N , and V n (1) = 0. We next prove the concavity of V n (π) by inductive arguments. Clearly V 0 (π k ) is a concave function of π k and V 0 (1) = 0. Suppose V n−1 (π k ) is a concave function of π k , we show that V n (π k ) is a concave function.
We denote
and we show A n (π) is a concave function. 
, and (a) is due to the inductive assumption that V n−1 (·) is a concave function. Now, define
At the same time, we have
] is a concave function. As the result, inf t {E π [V n−1 (π t )]} is also concave since it is the minimum of concave function. Then,
is also a concave function of π k . Further, V n (π k ) is a concave function of π k since it is the minimum of two concave functions. Because {V n (π), n = 1, . . . , N } is a family of concave function, the threshold rule follows immediately. APPENDIX C PROOF OF LEMMA 3 In this appendix, we give the proof of Lemma 3. Let ξ = (t 1 , · · · , t i , t τ ) be a strategy that stops without immediate sampling when there is sampling right left. Here t 1 , · · · , t i are time instances at which samples are taken, and t τ is the time instance at which no sample is taken but the observer announces that a change has occurred. Furthermore, i < N , meaning that there is at least one sampling right left. Then we construct another strategyξ = (t 1 , · · · , t i , t i+1 , t i+1 + t * ), in which we will take another sample at time t τ , implying that t i+1 = t τ and then claims that a change has occurred at time t i+1 + t * , in which
We have
Hence, by taking one more sample at time t τ and then decides whether to claim or not can lower down the cost. This implies that if there are sampling rights left, it is not optimal to claim a change without immediately after a sample.
APPENDIX D PROOF OF PROPOSITION 3 In this appendix, we give the proof of Proposition 3. In the proof, we assume π 0 = 0.
To show this upper bound, we consider the performance of a uniform sampling case with sample interval ς. Define a random variable γ as:
We term γ as quasi change point, since in the uniform sampling case, the observation sequence {Y ς , Y 2ς , . . .} cannot tell whether the change happens at Γ or at γς. Therefore, we use sequence {Y kς } to detect γ first, and use τ to denote this stopping time. We first relax the condition (26) and consider the infinity sampling case. Since we use {Y kς } to detect γ, we first notice that this problem is still under Bayesian framework: Now, taking (26) into consideration, we have
Note that
In the following, we show that P (γ ≥ N ) → 0, P (τ > N > γ) → 0 and P (N ≥ τ ) → 1. Following [8] , we can rewrite π i as
One can show (33) and (34) by inductive argument using (15) and R ρ,i = (1 + R ρ,i−1 )
f0 (Yiς ) . Therefore, we have
Finally, we have
This probability goes to 0 because
when α → 0. The above inequality also indicates that P (N ≥ τ ) → 1; Therefore, we have
with probability 1. Since
when α → 0, and 0 ≤ γ − Γ ≤ ς − 1, we obtain
