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a b s t r a c t
Grigorchuk’s group of intermediate growth can be represented,
through its action on the infinite binary rooted tree, as the
automorphism group of a regularmapG on a non-compact surface.
A theory of growth of maps is developed, and it is shown that G has
intermediate growth. Some compact andnon-compact quotients of
G are described, and it is shown how these ideas may be extended
to the generalised Grigorchuk groups.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
One of the most interesting groups discovered in recent years has been Grigorchuk’s finitely
generated group G of intermediate growth [7–9], most conveniently defined as a group of
automorphisms of the infinite binary rooted tree T . Our aim here is to show how this group is
associated with various maps on surfaces, and to use this as the starting point for a discussion of
growth functions in maps. As well as providing some new examples of maps, on both compact and
non-compact surfaces, this gives us an insight into how G acts on the vertices and ends of T .
In Section 2 we briefly outline the algebraic theory of maps, realised as transitive actions of a
certain finitely presented group Γ . Grigorchuk’s group G is described in Section 3 as a quotient of Γ ,
and the corresponding map G, an infinite regular map of type {16, 8}with automorphism group G, is
constructed in Section 4. In Section 5 we extend the concepts of growth properties of groups to maps,
showing that a regular map of finite valency has the same growth properties as its automorphism
group; for example, this implies that G, like G, has intermediate growth.
A sequence of finite quotients Gn of G are constructed in Section 6 from subgroups Gn of index 2n
in G; these are all maps on the disc, and an inductive encoding of these maps in Section 7 is used
in Section 8 to determine their combinatorial properties. The canonical double and regular covers
of the maps Gn are described in Section 9; these are all compact, respectively on the sphere and on
orientable surfaces of super-exponentially increasing genera, whereas in Section 10we use the action
of G on the ends of T to construct uncountably many non-compact quotients of G. It is known that G
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Fig. 1. Four blades and an edge.
is commensurable with its direct square, and Tyrer-Jones [24] has constructed a non-identity finitely
generated group which is isomorphic to its direct square. In Section 11 we conjecture that there is a
quotient of Γ with this latter property: if true, this would have interesting consequences for maps.
Finally, in Section 12, we briefly describe how these ideas may be extended to the uncountably many
generalised Grigorchuk groups [9] which can be obtained in similar ways as groups of automorphisms
of T .
2. Maps
Here we sketch the algebraic theory of maps on surfaces. For further details see [3,14,15,22,23,25].
Let θ : Γ → SymΩ be a transitive permutation representation of the group
Γ = ⟨r0, r1, r2 | r20 = r21 = r22 = (r0r2)2 = 1⟩ (2.1)
on a set Ω . We can construct a map M from θ as follows. For each α ∈ Ω we take a triangle ∆α
with vertices labelled vi (i = 0, 1, 2) and their opposite sides labelled si. Whenever α and β are
elements ofΩ transposed by some ri we join∆α and∆β by identifying their sides si and their vertices
vj for each j ≠ i. The result of these identifications is a surface S = ∪α∈Ω ∆α which is connected,
possibly non-orientable and possibly with boundary. We define the vertices of M to be the points
on S labelled v0: each of these is incident with the triangles ∆α where α ranges over an orbit of the
infinite dihedral subgroup ⟨r1, r2⟩ ofΓ onΩ , so the vertices correspond bijectively to these orbits. The
relation (r0r2)2 = 1 guarantees that the points labelled s2 on S form line segments, and we take these
to be the edges ofM; these edges correspond to the orbits of the Klein four-group ⟨r0, r2⟩ on Ω , or
equivalently to the points labelled v1, called edge centres. These vertices and edges form a connected
graph embedded in S, and the faces ofM are the connected components of the complement of this
graph: each face contains a single point labelled v2 (the face centre), surrounded by the triangles ∆α
where α ranges over an orbit of ⟨r0, r1⟩.
Wewill refer to the triangles∆α as the blades ofM, each representing a local flag (mutually incident
vertex, edge and face) in a small neighbourhood of a vertex. Fig. 1 shows an edge, two vertices, and
four incident blades. (Note that because an edge e or a face f may meet a vertex v more than once, a
global flag (v, e, f ) ofM may give rise to several blades, at either end or on either side of e.)
An alternative construction is to take an ideal right-angled triangle ∆ in the hyperbolic plane H2,
with a vertex p1 inH2 and vertices p0, p2 on the boundary ∂H2, so that∆has internal angles 0, π/2 and
0 at p0, p1 and p2. Then Γ can be identified, via an isomorphism ri → Ri, with the group generated
by the reflections Ri of H2 in the sides of ∆ opposite pi for i = 0, 1, 2. The images of ∆ under Γ
tessellate H2, and the images of p0 and of p0p1 form the vertices and edges of the universal map on H2,
with automorphism group Γ . Given a transitive permutation representation θ of Γ , the quotient of
this map by a point stabiliser in Γ is isomorphic to the mapM constructed above, but with the extra
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Fig. 2. Free and boundary edges.
ingredient of a geometric structure inherited from H2. For a more detailed description of a similar
construction, see Section 5.
This process of constructing maps from permutation representations can be reversed: given any
connected mapM, its barycentric subdivision B decomposes the underlying surface into a set Ω of
triangles; we attach labels vi (i = 0, 1, 2) to the vertices ofB as they are vertices, edge centres or face
centres ofM, and we define ri to be the permutation ofΩ which transposes pairs of triangles which
meet across sides opposite their vertices vi.
This gives a bijective correspondence between isomorphism classes of connected mapsM and of
transitive permutation representations θ ofΓ , or equivalently conjugacy classes of subgroupsH ≤ Γ ;
these are the stabilisers of elements α ∈ Ω , known as map subgroups. Compact maps correspond to
finite permutation representations, that is, to conjugacy classes of subgroups of finite index in Γ . The
boundary ∂S of S is the union of the sides labelled si in triangles ∆α where ri fixes α, so ∂S = ∅ if
and only if each ri is fixed-point-free on Ω; in this caseM is orientable if and only if H is contained
in the even subgroup Γ + of index 2 in Γ , consisting of the elements of even length in the generating
set {r0, r1, r2}. Compact orientable maps without boundary play an important role in Grothendieck’s
theory of dessins d’enfants, as explained in comments at the end of Section 5.
The monodromy group M = MonM of a mapM is the group θ(Γ ) of permutations ofΩ induced
by Γ . This is isomorphic to Γ /H∗, where H∗ = ker θ is the core of H in Γ , the intersection of the
conjugates of H in Γ . The automorphism group A = AutM ofM is the group of all permutations of
Ω commuting with r0, r1 and r2, or equivalently the centraliser ofM in the symmetric group SymΩ .
SinceM acts transitively onΩ , A acts semiregularly. As an abstract group, A is isomorphic toNΓ (H)/H ,
where NΓ (H) denotes the normaliser of H in Γ . We define M to be regular (in the category of all
maps) if A acts transitively (and hence regularly) onΩ , so thatM is as symmetric as possible; this is
equivalent to H being a normal subgroup of Γ , in which case A andM are isomorphic to Γ /H , and can
be identified with the left and right regular representations of this group.
Inclusions H1 ≤ H2 of map subgroups correspond to coveringsM1 → M2 of the corresponding
maps, with the number of sheets of the covering equal to the index |H2 : H1|; normal inclusions
correspond to regular coverings, induced by the quotient group H2/H1 acting as automorphisms of
M1.
In addition to loops and multiple edges, the embedded graph ofMmay contain free edges, namely
line segments incident with a vertex ofM at only one end. Because these will play an important role
in some of the maps we will consider, we need to distinguish carefully between the three possible
types of free edges:
• If some α ∈ Ω is fixed by r0 and r2 then the side s2 of∆α is a boundary free edge, lying along ∂S;• If some α ∈ Ω is fixed by r0r2 but not by r0 or r2 then the side s2 of∆α is an interior free edge, lying
in the interior of S;
• If some α ∈ Ω is fixed by r0 but not by r2 then the side s2 of ∆α is a transverse free edge, lying in
the interior of S except for its free end-point v1 which is in ∂S.
We also need to define a fourth type of edge, which is not a free edge but is nevertheless exceptional:
• If some α ∈ Ω is fixed by r2 and is transposed by r0 with β then the sides s2 of∆α and∆β form a
boundary edge, lying along ∂S.
These four types of edges are illustrated in Fig. 2, where the dotted line represents part of the boundary
∂S. The vertices incident with the interior and transverse free edges could be in the interior or on the
boundary of S.
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Fig. 3. Generators of Grigorchuk’s group G acting on T .
3. Grigorchuk’s group
Let T be the binary rooted tree whose vertex-set is the set X∗ of words w of length n ≥ 0 in the
binary alphabet X = {0, 1}, with eachw adjacent towi for i = 0, 1. For each wordw ∈ X∗ we define
Tw to be the subtree spanned by the vertices with prefix w; there is an isomorphism Tw → T given
by wv → v. For each m ≥ 0 we define T (m) to be the subtree Tw where w = 11 . . . 10 = 1m0; in
particular, T (0) = T0, and T1 contains the disjoint union of the subtrees T (m) for m ≥ 1. We define
automorphisms a, b, c, d of T as follows:
• a transposes T0 and T1 by transposing pairs of vertices 0w and 1w;
• b acts on each T (m) for m ≡ 0, 1 mod (3) as a acts on T (using their isomorphisms with T ), and b
fixes the rest of T , so it transposes pairs 1m00w and 1m01w wherem ≡ 0, 1 mod (3);
• c acts on each T (m) for m ≡ 0, 2 mod (3) as a acts on T , and fixes the rest of T , so it transposes
pairs 1m00w and 1m01w wherem ≡ 0, 2 mod (3);
• d acts on each T (m) for m ≡ 1, 2 mod (3) as a acts on T , and fixes the rest of T , so it transposes
pairs 1m00w and 1m01w wherem ≡ 1, 2 mod (3).
These automorphisms of T are illustrated in Fig. 3. We define Grigorchuk’s group to be the subgroup
G = ⟨a, b, c, d⟩ ≤ Aut T generated by a, b, c and d. For further details of its construction and
properties, see [5,7–9,12], and for awide-ranging survey of generalisations to branch groups, see [10].
4. The Grigorchuk map
By inspection, the generators of G satisfy
a2 = b2 = c2 = d2 = bcd = 1. (4.1)
By comparing these relations with the presentation of Γ in (2.1), we see that there is an epimorphism
θ : Γ → G given by r0 → b, r1 → a and r2 → c , so that r0r2 → d. This shows that G is the
automorphism group of a regular map G, for which the map subgroup is the normal subgroup ker θ
of Γ . We will call G the Grigorchuk map. There are, in fact six regular maps naturally associated with
G, corresponding to the six epimorphisms Γ → G obtained by mapping r1 to a and r0 and r2 to any
two of b, c and d. The outer automorphism group OutΓ of Γ is isomorphic to the symmetric group
S3, represented by the six permutation of {r0, r2, r0r2}, and changing the epimorphism by an element
of OutΓ has the effect of applying one of the six map operations described in [15,26] to G, permuting
vertices, faces and Petrie polygons (closed zig-zag paths). For instance, transposing r0 and r2 yields
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the dual map of G, while transposing r0 and r0r2 yields the Petrie dual: this has the same vertices and
edges as G, but has new faces bounded by the Petrie polygons of G.
The group G is not finitely presented, but Lysionok [16] has found the following recursive
presentation. Letw0 = ad, and for each k ≥ 1 letwk be the word in a, b, c and d obtained by applying
the substitution
a → ca, b → d, c → b, d → c
towk−1, sow1 = cac = (ac)2,w2 = (cab)2 = (acab)2, and so on. Then the equations
w4k = (wkwk+1)4 = 1 (k = 0, 1, 2, . . .), (4.2)
together with those in (4.1), form a set of defining relations for G. These relators all have even length
in the generating set {a, b, c}, so ker θ ≤ Γ + and hence G is an orientable map without boundary, as
are the five other maps obtained by applying map-operations to G.
In any map without boundary, the valencies of the vertices are the lengths of the cycles of r1r2 on
Ω , and in the case of a regular map these are all equal to the order of the permutation induced by this
element. Here, θ sends r1r2 to ac , which has order 8: the fact that (ac)8 = 1 follows immediately from
the relation w41 = 1, and one can use the definitions of a and c as automorphisms of T to verify that
(ac)4 ≠ 1. It follows that the vertices of G all have valency 8. Similarly, the faces of G are all 16-gons,
since this is the order of the image ba in G of r0r1, so G has type {16, 8} in the notation of Coxeter and
Moser [6, Chapter 8]. The Petrie polygons have length equal to the order of the image of r0r1r2; this
is bac , of order 4, so G is a quotient of the map {16, 8}4, the universal map of type {16, 8}with Petrie
length 4 [6, Section 8.6].
5. Growth of groups and maps
Grigorchuk’s group was the first example of a finitely generated group of intermediate growth.
Our aim is to extend the concept of growth to maps, such as G, but first we need to discuss some basic
ideas about growth functions in graphs and groups.
The vertex set of any connected graph C can be made into a metric space by defining the distance
dC (v,w) between two vertices v and w to be the least number of edges in any path between them.
Choosing a base vertex v1 in C , we define γC,v1(n) to be the number of vertices v with dC (v, v1) ≤ n.
If C is vertex-transitive this is independent of the choice of v1, and we write simply γC (n), calling γC
the growth function of C; otherwise, we have γC,v1(n) ≤ γC,v2(n+ d)where d = dC (v1, v2).
IfG is any groupwith a finite generating set S = S−1 we define the Cayley graph C ofGwith respect
to S to be the graphwith vertex set G, and with an edge labelled s between g and gs for each g ∈ G and
s ∈ S. This graph is connected and vertex-transitive, so we can define dS and γS to be the distance and
growth functions for C; thus dS(g, h) is the minimum word length of h−1g as a product of elements
of S, and γS(n) is the number of elements of G which have word length at most n, that is, the size of
the ball of radius n centred at 1 in C . The growth function γS depends on the choice of S, but if S ′ is
another inverse-closed finite generating set for G, then by rewriting the elements of each generating
set in terms of the other, we see that there are constants c, c ′ such that
dS(g, h) ≤ cdS′(g, h) and dS′(g, h) ≤ c ′dS(g, h).
For each n, the γS′(n) elements g ∈ G satisfying dS′(g, 1) ≤ n also satisfy dS(g, 1) ≤ cn, so
γS′(n) ≤ γS(cn) and similarly γS(n) ≤ γS′(c ′n).
We define two functions f , f ′ : N → N to be equivalent, written f ∼ f ′, if there are constants c, c ′
such that f ′(n) ≤ f (cn) and f (n) ≤ f ′(c ′n) for all sufficiently large n. Thus if G is a finitely generated
group, the equivalence class of a growth function γS for G depends only on G, and not S; we call this
class the growth type of G, denoted by γG.
A graph or group is said to have polynomial or exponential growth if some (and hence every)
associated growth function is bounded above by apolynomial function and, or belowby an exponential
function bn where b > 1. Otherwise it has intermediate growth. For instance, free abelian groups have
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polynomial growth, of degree equal to their rank, while non-abelian free groups have exponential
growth. In 1968 Milnor [18] asked whether every finitely generated group has either polynomial or
exponential growth. He and Wolf [17,27] proved this for solvable groups, and in 1981 Gromov [11]
showed that a finitely generated group has polynomial growth if and only if it is virtually nilpotent
(i.e., has a nilpotent subgroup of finite index). In 1983 Grigorchuk [8] showed that his group G, defined
in Section 3, has intermediate growth, and since then further examples have been found.
An equivalent interpretation of Grigorchuk’s result is that the Cayley graphs of G with respect to
its finite generating sets have intermediate growth. In particular, the Cayley graph C of Gwith respect
to S = {a, b, c} has this property, and we will deduce from this that the map G also has intermediate
growth.
The 1-skeleton M1 of a map M is the graph formed by its vertices and edges. This is connected,
so we can define the distance function dM on the vertex-set ofM to be that associated withM1. If
this graph is vertex-transitive (for instance, ifM is vertex-transitive, and in particular ifM is regular),
we similarly define the growth function γM for M to be that for M1. The concepts of polynomial,
intermediate and exponential growth can then be defined forM as above.
Theorem 5.1. A regular map of finite valency has polynomial, intermediate or exponential growth if and
only if its automorphism group has this property.
Proof. LetM be a regular map of finite valency q, let s0, s1 and s2 be the images in A = AutM of the
generators ri of Γ , and let C be the Cayley graph for A with respect to S = {s0, s1, s2}. The dual of
the barycentric subdivision B ofM is a Cayley map C for A, embedding C in the underlying surface
ofM. The vertices of C correspond to the faces of B and thus to the blades ofM, and the edges of
C are labelled with the generators si. Each vertex ofM is a vertex vF in a 2q-gonal face F of C with
boundary edges alternately labelled s1, s2, the vertices of F forming a coset of the subgroup ⟨s1, s2⟩ of
A. Each edge ofM joins a pair of vertices vF and vF ′ through F , E and F ′ where E is a 4-gonal face of C,
with edges alternately labelled s0, s2, having edges in common with 2q-gonal faces F and F ′. In C we
choose the base vertex corresponding to the identity element 1 ∈ A, and inM we choose the vertex
v1 in the 2q-gonal face of C incident with 1.
If a vertex v = vF ofM satisfies dM(v, v1) ≤ n then each of 2q vertices w of C incident with F
satisfies dC(w, 1) ≤ n + q(n + 1) = (q + 1)n + q. This is because a shortest path inM from v1 to v
can be converted into a path in C from 1 to w by replacing each of its at most n edges with a parallel
edge of C labelled s0, and using at most q edges of C alternately labelled s1 or s2 to travel around each
of the at most n + 1 vertices ofM in the path. It follows that 2qγM(n) ≤ γS((q + 1)n + q), where
γS is the growth function of Awith respect to S. Conversely, one can reverse this process to convert a
shortest path in C from 1 to w into a path inM from v1 to v, without increasing the path length, so
2qγS(n) ≤ γM(n). These two inequalities give the required result. 
Example 1. LetM be a regular map of finite type {p, q} on a compact orientable surface S of genus
g ≥ 1, and letM′ be the homology cover ofM. This is the maximal regular abelian covering ofM
of type {p, q}, corresponding under covering space theory to the commutator subgroup π1(S)′ of the
fundamental groupπ1(S) of S. Its automorphism group has a normal subgroup isomorphic to the first
integer homology group H1(S; Z) ∼= π1(S)/π1(S)′ of S, with quotient isomorphic to the finite group
AutM. Now H1(S; Z) is a free abelian group of rank 2g , so AutM′ and hence M′ have polynomial
growth, of degree 2g .
Example 2. LetM be as in Example 1, and letM′′ be themaximal regularmetabelian covering ofM of
type {p, q}, corresponding to the second commutator subgroup π1(S)′′ of π1(S). The automorphism
groupAutM′′ ofM′′ is an extension of a normal subgroupπ1(S)/π1(S)′′ byAutM. Nowπ1(S)/π1(S)′′
is solvable, but it is not virtually nilpotent if g ≥ 2, so by the theorems of Milnor, Wolf and
Gromov mentioned earlier it has exponential growth. It follows that AutM′′ and henceM′′ also have
exponential growth.
Example 3. The Grigorchuk map G has intermediate growth. This follows immediately from
Theorem 5.1 and the fact that G is a regular map of valency 8 with automorphism group G of
intermediate growth.
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The combinatorial concepts of distance and growth discussed here can be reinterpreted
geometrically. LetM be a regular map of finite type {p, q} with automorphism group A, let T be the
sphere, euclidean plane or hyperbolic plane as (p− 2)(q− 2) < 4,= 4 or> 4 respectively, and let∆
be the extended triangle group
∆[q, 2, p] = ⟨R0, R1, R2 | R2i = (R1R2)q = (R0R2)2 = (R0R1)p = 1⟩,
the group of isometries of T generated by reflections Ri in the sides pjpk (j, k ≠ i) of a triangle in T
with internal angles π/q, π/2 and π/p at its vertices p0, p1 and p2. The images of this triangle under
∆ tessellate T , and the images of p0 and p0p1 form the 1-skeleton of the universalmapU of type {p, q}
on T , with automorphism group∆.
The epimorphism θ : Γ → A considered in Section 2 is the composition of the epimorphism
φ : Γ → ∆ given by ri → Ri and the epimorphism ψ : ∆ → A given by Ri → si, where s0, s1
and s2 are the generators of A discussed earlier. The elements of ∆ with fixed points in T are the
conjugates of the powers of the elements Ri and RiRj (i ≠ j), and since each Ri or RiRj is sent to an
element in A of the same order, it follows that K := kerψ acts fixed-point-freely on T . The projection
T → S := T /K is thus a smooth covering, so S inherits the structure of a Riemannian 2-manifold
from its universal covering space T , with a metric which we shall denote by d. The mapU/K on this
surface is isomorphic to M, so we can identify these two maps, with ∆/K acting by isometries of
S as the automorphism group A. The edges ofM are geodesic line segments, all of the same length
l = 2d(p0, p1) (=2 cosh−1(cos(π/p)/ sin(π/q)) in the hyperbolic case, see [2, Theorem 7.11.3(i)]),
since they are permuted transitively by A. We define the geometric growth function gM forM by letting
gM(n) be the number of vertices v ofM such that d(v, v1) ≤ n, where v1 is an arbitrarily chosen base
vertex; sinceM is regular this function is independent of v1.
Theorem 5.2. If M is a regular map of finite type then γM ∼ gM .
Proof. Each edge ofM has length l, so d(v, v1) ≤ ldM(v, v1) for each vertex v ofM. On the other
hand, there is a constant k such that dM(v, v1) ≤ kd(v, v1) for each v: a geodesic in S from v1 to v can
be partitioned into finitely many segments, each crossing a face F ofM; projecting each segment onto
∂F multiplies lengths by a uniformly bounded factor, since the faces are congruent and have compact
boundaries, so removing any backtracking gives awalk inM from v1 to vwith atmost kd(v, v1) edges,
for some constant k independent of v. As before, these two inequalities prove the equivalence. 
These two growth functions for M are related to the rate of growth of the area αS(r) of a
neighbourhood N(r) = {s ∈ S | d(s, v1) ≤ r} of v1 of radius r in S. Each of the gM(n) vertices v
ofM with d(v, v1) ≤ n lies in a face F ′ of the dual mapM′ on S. Ifm denotes the maximum distance
d(p0, p2) from v to a point in F ′, then the union of these faces contains N(n− m) and is contained in
N(n+m). It follows that if a denotes the area of each face F ′ then
αS(n−m) ≤ agM(n) ≤ αS(n+m).
This shows that the function αS has polynomial, intermediate or exponential growth if and only if
gM (or equivalently γM) has. For instance, a disc of radius r in the euclidean or hyperbolic plane has
area πr2 or 4π sinh2(r/2) ∼ πer respectively [2, Theorem 7.2.2(i)], so the universal map U of type
{p, q} has polynomial or exponential growth as (p − 2)(q − 2) = 4 or>4. On the other hand γG has
intermediate growth, and hence so has the area function for its underlying surface.
Throughout this section we have concentrated on counting vertices in maps, but there are similar
results for counting edges, and also faces or Petrie polygons provided they have finite type.
As a brief digression,wenote thatS inherits fromT , via the projectionT → S described above, the
structure of a Klein surface, and if S is orientable and without boundary then this becomes a Riemann
surface. In Grothendieck’s theory of dessins d’enfants, the compact Riemann surfaces obtained in this
way frommaps are precisely those defined as projective algebraic curves over the field Q of algebraic
numbers, and the absolute Galois group GalQ/Q has a faithful induced action on the corresponding
maps: see, for instance, Grothendieck’s 1984 Esquisse d’un Programme, reprinted with an English
translation in [20], and numerous related papers in [19–21].Wewill discuss some examples, obtained
as quotients of G, in Section 9.
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6. Finite quotient maps Gn
In addition to having intermediate growth, Grigorchuk’s group G has a number of other interesting
properties, which are reflected in similar properties of G. For example, it is known that G is just
infinite, meaning that although it is infinite, every non-trivial normal subgroup has finite index [12,
Section VIII.D]. This implies that although G is not compact, all of its proper regular quotients are
compact. SinceG is residually finite (see the next section),G can be regarded as a limit of these compact
maps, so it is useful to study them in order to gain some understanding of G.
One can show by induction on n that G acts transitively on the set Xn of vertices at level n in T ,
that is, the binary words of length n. By composing this action with the epimorphism θ : Γ → G
we obtain a transitive action of Γ on Xn, and hence a map Gn whose blades can be identified with
the words in Xn. If we define Gn to be the subgroup of index 2n in G fixing the word 1n ∈ Xn, then
Gn = G/Gn, and the index 2 inclusions G = G0 > G1 > G2 > · · · give rise to 2-sheeted regular
coverings · · · → G2 → G1 → G0, where G0 is the trivial map with one blade. The maps Gn are
illustrated in the next section for n = 1, . . . , 5, but first we will consider their general construction.
For small n, the action of G on Xn is as follows (we include any fixed points in permutations, in
order to help in identifying boundary blades). When n = 1 we have a → (0, 1) and b, c → (0)(1).
When n = 2 we have a → (00, 10)(01, 11) and b, c → (00, 01)(10)(11). When n = 3 we have
a → (000, 100)(001, 101)(010, 110)(011, 111),
b → (000, 010)(001, 011)(100, 101)(110)(111),
c → (000, 010)(001, 011)(100)(101)(110)(111).
When n = 4 we have
a → (0000, 1000)(0001, 1001)(0010, 1010)(0011, 1011)
(0100, 1100)(0101, 1101)(0110, 1110)(0111, 1111),
b → (0000, 0100)(0001, 0101)(0010, 0110)(0011, 0111)
(1000, 1010)(1001, 1011)(1100)(1101)(1110)(1111),
c → (0000, 0100)(0001, 0101)(0010, 0110)(0011, 0111)
(1100, 1101)(1000)(1001)(1010)(1011)(1110)(1111).
It follows from the definitions of a, b and c that they commute with the involution zn ∈ Sym Xn
which transposes pairs ofwordsw0 andw1. Indeed, zn generates the centre Zn ∼= C2 of the imprimitive
permutation group S2 ≀ · · · ≀S2 ≤ S2n (an iterated wreath product) containing Gn. It follows that Zn acts
as a group of automorphisms of Gn, and by mapping each cycle (w0, w1) of zn to the wordw ∈ Xn−1
we obtain the regular covering Gn → Gn/Zn ∼= Gn−1.
If n ≡ 0 mod (3) then the pair 1n−200 and 1n−201, transposed by zn, are also transposed by b
and d and are fixed by c; the corresponding blades therefore lie on a boundary edge of Gn, and zn is a
reflection of Gn in an axis transverse to this edge. These two blades map to a blade 1n−20 in Gn−1 fixed
by b, c and d, corresponding to a boundary free edge of Gn−1.
If n ≡ 1 or 2 mod (3) then 1n−200 and 1n−201 are respectively transposed by c and d and fixed by
b, or are transposed by b and c and fixed by d; the corresponding blades therefore lie on a transverse
or an interior free edge of Gn, and zn is a reflection of Gn in an axis along this edge. In each case these
two blades map to a blade on a boundary free edge of Gn−1.
One can reverse this process to obtain Gn as a double covering of Gn−1, and thus to give a recursive
construction of this sequence ofmaps, startingwith the trivial mapG0. One can regardGn as a union of
two isomorphic copies G0n−1 and G
1
n−1 of Gn−1, with blades respectively w0 and w1 where w ∈ Xn−1.
These copies are joined wherever a generator ri of Γ (or equivalently, a generator a, b or c of G)
transposes two blades u0 and v1 of G0n−1 and G
1
n−1. Now the element a never does this, except in
the case n = 1, when it transposes 0 and 1. The only instances of b, c or d doing this are when they
transpose 1n−200 and 1n−201 for n ≡ 0, 2 mod (3), or for n ≡ 1, 2 mod (3), or for n ≡ 0, 1 mod (3)
respectively, as described above. It follows that for n ≡ 0, 1 or 2 mod (3), Gn is formed as the union
of G0n−1 and G
1
n−1, identifying a pair of boundary intervals so that the blades 1n−200 and 1n−201, on
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boundary free edges of G0n−1 and G
1
n−1, form a boundary edge, a transverse free edge, or an interior
free edge of Gn.
Since the surface underlying G0 is topologically a closed disc D, with each vertex on the boundary
∂D, it follows by induction on n and from the above construction that each Gn has these properties.
The embedded graph contains a proper subinterval of ∂D, together with (for n ≥ 2) a number of
non-boundary free edges; when n ≥ 4 some of these are transverse free edges, reaching across the
interior to meet ∂D at single points in the complementary subinterval. The automorphism zn of Gn is
a reflection of D in a diameter, and the 2-sheeted branched covering Gn → Gn−1 = Gn/⟨zn⟩ is thus
obtained by folding D along this diameter. See Figs. 5 and 6 in Section 7 for examples with n ≤ 5.
7. Encoding of Gn
One can describe the structure of each Gn by means of a word
Σn = w1x1w2x2 . . . wN−1xN−1wN ,
where N = 2n, the words w1, . . . , wN are the elements of Xn, starting with w1 = 1n, and each
xi = a, b′, c ′ or d′. The interpretation of each subword wixiwi+1 of Σn is as follows: xi = a if and
only if wi and wi+1 are transposed by a (equivalently, they differ in only their first symbols), so the
corresponding blades enclose a corner of a face; xi = b′, c ′ or d′ if and only if wi and wi+1 are in
different cycles of a and form an orbit of {1, b, c, d} fixed by b, c or d, so they are transposed by
the complementary pair of involutions in this Klein four-group, and the corresponding blades form a
transverse free edge, a boundary edge, or an interior free edge respectively. For example,
Σ1 = 1a0, Σ2 = 11a01d′00a10, Σ3 = 111a011d′001a101c ′100a000d′010a110,
Σ4 = 1111a0111d′0011a1011c ′1001a0001d′0101a1101b′
1100a0100d′0000a1000c ′1010a0010d′0110a1110,
and so on.
One can constructΣn+1 fromΣn as follows. Let
Σ1n = w11x1w21x2 . . . xN−2wN−21xN−1wN1
be the word formed fromΣn by replacing each subwordwi ∈ Xn inΣn withwi1 ∈ Xn+1, and let
Σ0n = wN0xN−1wN−10xN−2 . . . w20x1w10
be formed by writing the subwordsw1, x1, w2, . . . , wN−1, xN−1, wN ofΣn in reverse order (note that
the subwordswi themselves are not reversed), and then replacing eachwi ∈ Xn withwi0 ∈ Xn+1. The
recursive construction of the maps Gn described earlier shows that
Σn+1 = Σ1n xΣ0n
where
x =
b
′ if n ≡ 0 mod (3),
d′ if n ≡ 1 mod (3),
c ′ if n ≡ 2 mod (3).
(7.1)
There is a connection here with Gray codes, which are Hamiltonian paths in the n-cube Qn (see [4,
Section 11.6], for instance). This graph has vertex-set Xn, with two vertices adjacent if and only if they
differ in one symbol. Since each of a, b and c changes only one symbol in any word w ∈ Xn, their
2-cycles correspond to edges of Qn, and the sequence Σn represents a Hamiltonian path in Qn from
1n to 1n−10. Our recursive construction ofΣn is an analogue of the standard recursive construction of
Gray codes.
The word Σn contains redundant information: for instance, given the sequence of symbols
x1, . . . , xN−1 in Σn one can reconstruct the sequence of blades w1, . . . , wN by starting with w1 =
1n and successively applying the transpositions represented by the symbols x1, . . . , xN−1: thus b′
represents the transposition induced by c and d, and so on. An even more concise description of Gn
can be given by simply recording the sequence of types of successive vertices along the boundary ∂D.
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Fig. 4. Vertices of types 1, 2, 3 and 4.
Fig. 5. Gn for n = 1, 2, 3 and 4.
Fig. 6. G5 .
The subwords of Xn separated by successive symbols c ′ represent the orbits of ⟨a, c⟩ on Xn, that is, the
vertices of Gn; the first and last elementswi ∈ Xn of such a subword represent boundary blades, since
they are fixed by c , so each vertex is on the boundary.
For n ≥ 1 there are just four types of vertex that can occur in Gn:
• type 1, corresponding to a subword c ′wiawi+1c ′ in Σn, incident with two boundary edges (such a
vertex occurs only in G1);• type 2, corresponding to a subword c ′wiawi+1d′wi+2awi+3c ′, incident with two boundary edges
and an interior free edge;
• type 3, corresponding to c ′wiawi+1d′wi+2awi+3d′wi+4awi+5d′wi+6awi+7c ′, incident with two
boundary edges and three interior free edges;
• type 4, corresponding to c ′wiawi+1d′wi+2awi+3b′wi+4awi+5d′wi+6awi+7c ′, incident with two
boundary edges, two interior free edges and (between them) a transverse free edge.
These are illustrated in Fig. 4, where dotted lines represent parts of ∂S, whichmay ormay not carry
edges.
For instance G1 and G2 each have a single vertex of type 1 and 2 respectively on ∂D, while G3 has
two vertices of type 2 joined by a boundary edge. Let σn denote the sequence of types of successive
vertices of Gn, starting with the vertex incident with the blade 1n. Then for n ≤ 4 we have
σ1 = 1, σ2 = 2, σ3 = 22, σ4 = 242.
The corresponding maps Gn are illustrated in Fig. 5, with the disc D represented for convenience as a
rectangle in each case.
By induction on n, using the recursive construction (7.1) ofΣn, we see that if n ≥ 2 then the word
σn starts and ends with a symbol 2, and that one can obtain σn+1 from the word σnσn by replacing the
middle two symbols 22 of σnσn according to the substitution
22→
 4 if n ≡ 0 mod (3),
3 if n ≡ 1 mod (3),
22 if n ≡ 2 mod (3).
(7.2)
(Strictly speaking, the second copy of σn in σnσn should be reversed, by analogy with the construction
ofΣn+1 from two copies ofΣn, but since σn is a palindrome for all n one can omit this reversal.) Thus
σ5 = 24342, σ6 = 2434224342, σ7 = 2434224344434224342,
and so on. The map G5 is shown in Fig. 6.
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The fact that each σn is a palindrome corresponds to the existence of the reflection zn ∈ AutGn.
Since Gn has just two blades 1n−10 and 1n fixed by b, c and d, corresponding to the two boundary free
edges, Gn has at most two automorphisms and hence AutGn = Zn = ⟨zn⟩. Indeed, since Gn is a normal
subgroup of Gn−1, it follows that NG(Gn) = Gn−1 and Gn/AutGn ∼= Gn−1.
The four operations on maps, other than duality and the identity, usually change the underlying
surface of a map. In the case of Gn, however, it is easily seen from the above encodings that all
six operations result in maps on the disc. As shown in [15], these operations are induced by the
outer automorphism group OutΓ permuting conjugacy classes of map subgroups. Now OutΓ ∼= S3,
represented by the permutations of the involutions r0, r2 and r0r2, so each map operation ω can be
realised by permuting the corresponding images b, c and d in G. Any such permutation induces a
permutation of the symbols xi = b′, c ′ and d′ appearing in Σn, and the resulting word Σωn encodes
the image Gωn of Gn under ω. For instance the Petrie operation ω, which transposes faces and Petrie
polygons of a map while preserving the embedded graph, is induced by transposing r0 and r0r2, or
equivalently b and d; thus interior free edges of Gn are converted into transverse free edges of Gωn , and
vice versa, so a description of Gωn can immediately be deduced from the word σn.
8. Combinatorial properties of Gn
One can use σn to deduce combinatorial properties of Gn. The number vn of vertices of Gn is equal
to the length of the word σn, so (7.2) gives
vn+1 =

2vn − 1 if n ≡ 0 or 1 mod (3),
2vn if n ≡ 2 mod (3),
and hence
vn =
8vn−3 − 6 if n ≡ 0 mod (3),
8vn−3 − 5 if n ≡ 1 mod (3),
8vn−3 − 3 if n ≡ 2 mod (3).
Solving these three recurrence relations, with initial values v1 = v2 = 1 and v3 = 2, we have
vn =

(2n + 6)/7 if n ≡ 0 mod (3),
(2n + 5)/7 if n ≡ 1 mod (3),
(2n + 3)/7 if n ≡ 2 mod (3),
or more simply
vn =

2n/7

where ⌈x⌉ denotes the least integer i ≥ x.
By (7.2) the number τn of vertices of type 2 in Gn satisfies
τn+1 =

2τn − 2 if n ≡ 0 or 1 mod (3),
2τn if n ≡ 2 mod (3),
giving
τn =
8τn−3 − 12 if n ≡ 0 mod (3),
8τn−3 − 10 if n ≡ 1 mod (3),
8τn−3 − 6 if n ≡ 2 mod (3).
Thus
τn =
(2
n−2 + 12)/7 if n ≡ 0 mod (3),
(2n−2 + 10)/7 if n ≡ 1 mod (3),
(2n−2 + 6)/7 if n ≡ 2 mod (3),
or more simply
τn = 2

2n−3/7

.
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Similarly the number θn of vertices of type 3 in Gn satisfies
θn+1 =

2θn + 1 if n ≡ 1 mod (3),
2θn if n ≡ 0 or 2 mod (3),
giving
θn =
8θn−3 + 2 if n ≡ 0 mod (3),
8θn−3 + 4 if n ≡ 1 mod (3),
8θn−3 + 1 if n ≡ 2 mod (3).
Thus
θn =
(2
n−2 − 2)/7 if n ≡ 0 mod (3),
(2n−2 − 4)/7 if n ≡ 1 mod (3),
(2n−2 − 1)/7 if n ≡ 2 mod (3),
so
θn =

2n−2/7

.
Finally the number φn of vertices of type 4 in Gn satisfies
φn+1 =

2φn + 1 if n ≡ 0 mod (3),
2φn if n ≡ 1 or 2 mod (3),
giving
φn =
8φn−3 + 4 if n ≡ 0 mod (3),
8φn−3 + 1 if n ≡ 1 mod (3),
8φn−3 + 2 if n ≡ 2 mod (3).
Thus
φn =
(2
n−1 − 4)/7 if n ≡ 0 mod (3),
(2n−1 − 1)/7 if n ≡ 1 mod (3),
(2n−1 − 2)/7 if n ≡ 2 mod (3),
so
φn =

2n−1/7

.
As a check, note that τn + θn + φn = vn, the total number of vertices in Gn.
There are 2n blades in Gn, and each edge is incident with exactly two blades, with the exception of
two boundary free edges incident with one blade each (namely 1n−10 and 1n), so the total number of
edges in Gn is 2n−1 + 1. The non-free edges of Gn are the boundary edges forming a path joining
successive vertices, so the number of these is vn − 1 =

2n/7
 − 1. It follows that there are
2n−1 − 2n/7 + 2 = ⌊5.2n−1/7⌋ + 2 free edges, of which two are boundary free edges. Among
the remainder, the number of transverse free edges is equal to the number φn = ⌊2n−1/7⌋ of symbols
4 in σn, so the number of interior free edges is ⌊5.2n−1/7⌋ − ⌊2n−1/7⌋ = ⌊2n+1/7⌋.
The faces of Gn correspond to subwords of σn separated by successive symbols 4, so the number
of faces is fn = φn + 1 = ⌊2n−1/7⌋ + 1 = ⌈2n−1/7⌉. Note that fn = vn−1: this raises the question of
whether there is a natural bijection between the faces of Gn and the vertices of Gn−1.
9. Coverings of Gn
The canonical double coverG+n ofGn is themapG/G+n corresponding to the subgroupG+n = Gn∩G+
of G, where G+ = θ(Γ +) is the even subgroup of index 2 in G, consisting of all elements of even length
in the generating set {a, b, c}. This is a map on the sphere, the union of two copies of Gn with their
boundaries identified. The vertices of G+n can be identified with those of Gn, each vertex of type 1, 2, 3
or 4 in Gn lifting to a vertex of valency 2, 4, 8 or 8 respectively in Gn. Similarly, each face of G+n is
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the union of two copies of a face of Gn. Each boundary edge of Gn lifts an an edge of G+n , and each
boundary, interior or transverse free edge lifts to an interior free edge, two interior free edges, or a
loop. The enumerative results in Section 8 therefore allow these various objects in G+n to be counted,
and thewordsΣn andσn considered in Section7 canbeused to describe their incidenceproperties. The
reflection zn ofGn, which induces the foldingGn → Gn−1, lifts to an automorphismofGn corresponding
topologically to a half-turn of the sphere; this induces a 2-sheeted coveringGn → Gn−1, branched over
two points, corresponding to the index 2 inclusion G+n < G
+
n−1.
The canonical regular cover of Gn is the regular mapKn = G/Kn corresponding to the kernel Kn of
the action of G on Xn. According to [5], this normal subgroup of G has index
|G : Kn| =

2 for n = 1,
23 for n = 2,
25·2
n−3+2 for n ≥ 3.
(9.1)
The permutation group Gn = G/Kn induced by G on Xn is isomorphic to the automorphism group
AutKn of Kn and to the monodromy group MonGn of Gn. When n = 1 we have K1 = G1 and so
K1 = G1, a map on the disc as described earlier. If n ≥ 2 then a, b and c all induce non-identity
permutations on Xn, so the generators ri of Γ act without fixed points on the blades ofKn, which is
therefore amapwithout boundary. For example K2 = G+2 , givingK2 = G+2 , amap of type {4, 4} on the
sphere with one vertex, one face and four interior free edges; its automorphism group is the dihedral
group D4 of order 8.
For each n ≥ 2we haveGn ≤ Gn−1, so Kn ≤ Kn−1 and hence there is a regular coveringKn → Kn−1
induced by the action of Kn−1/Kn onKn. This group acts faithfully on Xn, leaving each pair {w0, w1}
invariant, so it is an elementary abelian 2-group; by (9.1) its rank is 2 (when n = 2), 4 (when n = 3)
or 5 · 2n−4 (when n ≥ 4). Since Kn ≤ K2 ≤ G+ we see thatKn is orientable and without boundary
for all n ≥ 2. In fact, the inclusion Kn ≤ G+ shows that Kn is the core of G+n , so Kn is the canonical
regular cover of G+n , as well as of Gn, for n ≥ 2. The orientation-preserving subgroup G+n = G+/Kn of
index 2 in Gn = AutKn is the monodromy group of the 2n-sheeted branched covering G+n → G+0 of
the sphere by itself.
Continuingwith our examples, themapG+3 has type {8, 4} in thewider sense that the least common
multiples of the valencies of its faces and its vertices are 8 and 4, soK3 also has type {8, 4}, with all its
faces and vertices having valency 8 and 4 respectively. Having |G : K3| = 27 blades,K3 has 27/8 = 16
vertices, 27/4 = 32 edges and 27/16 = 8 faces, so it has characteristic−8, and being orientable it has
genus 5; in fact it is the Petrie dual of the torus map {4, 4}4,0 = {4, 4 | 4} described in [6, Sections 8.3,
8.5] and formed by identifying opposite sides of a 4× 4 chess board. The map G+4 has type {8, 8}, and
hence so hasK4; having 212 blades,K4 has 28 vertices, 210 edges and 28 faces, so it has characteristic
−29 and genus 1 + 28 = 257. If n ≥ 5 then since Kn has type {16, 8} with 25·2n−3+2 blades, it has
25·2n−3+2/32 = 25·2n−3−3 faces, 25·2n−3+2/4 = 25·2n−3 edges and 25·2n−3+2/16 = 25·2n−3−2 vertices, so
it has characteristic
25·2
n−3−2 − 25·2n−3 + 25·2n−3−3 = −5 · 25·2n−3−3
and hence genus 1 + 5 · 25·2n−3−4. For instance, K5 has genus 327681, while K6 has genus
343597383681. Similarly if n ≥ 4 then the Petrie dual ofKn has type {4, 8} and genus 1+ 25.2n−3−3.
Each of themapsG+n (n ≥ 0) andKn (n ≥ 2), being compact, orientable andwithout boundary, has
a natural structure as a projective algebraic curve defined over Q, as explained at the end of Section 5.
Having genus 0, eachG+n can be identifiedwith the complex projective line P1(C), so that the coverings
G+n → G+n−1 are quadratic rational functions. It would be interesting to determine the curvesKn and
their corresponding coveringsKn → Kn−1.
10. Ends of T
Ends e of T can be identified with infinite sequences e1e2e3 . . . where ei ∈ X = {0, 1}, each end
regarded as a path in T passing through the vertices corresponding to successive initial segments
e1 . . . en ∈ Xn of e. The setXω of ends of T is permuted transitively byAut T . Herewewill use the action
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Fig. 7. Initial segment of GΦ
of G on Xω to obtain further examples of maps. First we need the following rather straightforward
facts:
Proposition 10.1. (i) G has uncountably many orbits on ends, all countably infinite. (ii) Two ends are
in the same orbit of G if and only if they differ in finitely many places. (iii) Distinct ends have distinct
stabilisers in G.
Proof. (i) Since G is countable, whereas Xω is uncountable, it has uncountably many orbits. The
stabiliser Ge of an end e = e1e2 . . . is the subgroup ∩∞n=1 Ge1...en fixing the initial segment e1 . . . en
of e for each n. Since |G : Ge1...en | = 2n this subgroup has infinite index in G, so each orbit of G on Xω
is infinite.
(ii) This condition is necessary since each generator a, . . . , d of G changes at most one symbol ei in
each end e, and it is sufficient since G acts transitively on Xn for each n.
(iii) If ends e and e′ differ first at their mth symbols, then by the transitivity of G on Xm+1 we may
assume that e = 1m0 . . ., so that e′ = 1m−10 . . .; then d, c or b fixes e and moves e′ as m ≡ 0, 1 or 2
mod (3), so in each case Ge ≠ Ge′ . 
Since each orbit Ω of G on Xω is infinite, the corresponding map GΩ = G/Ge (e ∈ Ω) is non-
compact. Since Kn is the core of Ge1...en and ∩∞n=1 Kn = 1, G acts faithfully on Ω and so the canonical
regular cover of GΩ is G. By (iii), distinct orbitsΩ of G on Xω correspond to distinct conjugacy classes
of stabilisers Ge, so by (i) there are uncountably many such conjugacy classes, and hence uncountably
many non-isomorphic maps GΩ , one for each orbit.
Example 1. Let Ω be the orbit Φ containing the end e = 111 . . . with each ei = 1. By
Proposition 10.1(ii) the ends e′ ∈ Φ are those with e′i = 1 for all sufficiently large i. The subgroup of G
fixing e isGe = ∩∞n=0 Gn, whereGn is the subgroup of index 2n fixing 1n, and themapGΦ corresponding
to Φ can be regarded as the inverse limit lim← Gn of the compact maps Gn corresponding to these
subgroups. The underlying surface of GΦ is homeomorphic to a closed half-plane, and it is convenient
to take this to be the infinite strip [ 12 ,+∞)×[0, 1] ⊂ R2, with the vertices on the boundary atN×{0}.
The successive types of vertices are given by an infinite sequence σΦ , which can be regarded as the
limit of the sequence of words σn defined in Section 7: for each k, the first k symbols of σΦ are the
same as those of each σn of length greater than k (this is well-defined since all such words σn have the
same first k symbols). For instance, σ7 = 2434224344434224342, of length ⌈27/7⌉ = 19, giving the
first 18 symbols of
σΦ = 243422434443422434 . . . .
A vertex of type 4 at a point (j, 0) is joined by a transverse free edge to a boundary point, for instance
by a vertical line segment to (j, 1). There is a unique boundary free edge in GΦ , incident with the
vertex of type 2 at (1, 0), unlike the quotient maps Gn which have two such edges. This implies that,
also unlike each Gn, the map GΦ has a trivial automorphism group. This map, part of which is shown
in Fig. 7, can be reconstructed by attaching labels a, b, c, d appropriately to the edges of the Schreier
coset diagram forΦ in [1, Fig. 16(b)].
The orbitΦ is, in fact, exceptional, the reason being that the blade of Gn represented by the initial
segment 1n of e = 111 . . . ∈ Φ carries a boundary free edge for all n, so this behaviour is preserved
in the limit, giving a boundary free edge of GΦ corresponding to e. The only other boundary free edge
of Gn corresponds to 1n−10, and the limit of this as n → ∞ is also e, so GΦ has no other boundary
free edges. For any other orbit Ω ≠ Φ of G on Xω , the underlying surface of GΩ is a doubly-infinite
closed strip such as R× [0, 1], with vertices on one of the boundary components, say at Z× {0}. If we
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choose a specific end e = e1e2 . . . ∈ Ω , and place the incident vertex of GΩ at (0, 0), then GΩ can be
represented by a doubly-infinite sequence
σΩ = . . . t−2t−1t0t1t2 . . .
(or equivalently the reverse sequence), where each tj = 2, 3 or 4, denoting the type of the vertex at
(j, 0). Each successive pair of vertices are joined by a boundary edge along R×{0}, and a vertex of type
4 at (j, 0) is incident with a transverse free edge meeting the other boundary component R × {1} at
(j, 1). For any k, the central block t−k . . . t0 . . . tk of 2k+1 symbols in σΩ is the same (up to reversal) as
that in σn around the vertex of Gn incident with e1 . . . en for all sufficiently large n. This makes sense,
since an end e′ is in the same orbit Ω of G as e if and only if, for all sufficiently large n, the blades
e1 . . . en and e′1 . . . e′n are at constant distance apart in Gn, so that the intervening vertices of Gn have
constant type as n → ∞ (but they may be reversed for successive n). Moreover, since Ω is not the
orbitΦ considered earlier, e1 . . . en is at unbounded distance from the terminal blades 1n and 1n−10 of
Gn as n →∞, so we can take k to be arbitrarily large. This shows that σΩ is infinite in both directions,
so that GΩ has no boundary free edges and instead its embedded graph extends infinitely far in both
directions. Replacing the end e with another end e′ ≠ e in the same orbitΩ simply translates σΩ by
changing the choice of the central symbol t0, so it gives rise to an isomorphic map, whereas an end
from a different orbit gives a non-isomorphic map. The maps GΩ forΩ ≠ Φ can all be reconstructed
from the Schreier coset diagram in [1, Fig. 16(a)] by attaching edge-labels.
Example 2. Let Ω be the orbit Ψ containing the end e = 000 . . ., consisting of those ends e′ for
which e′i = 0 for all sufficiently large i. In Gn the blade 0n is incident with vertices of types 1, 2, 2
and 4 for n = 1, 2, 3 and 4, and hence of type 4 for all n ≥ 4, so t0 = 4. To find further symbols tj
in σΨ we consider σn for some sufficiently large n. For instance σ7 = 2434224344434224342, with
the underlined symbol 4 indicating the vertex incident with the blade 07. It follows from the recursive
construction of thewordsσn in Section 7 that for any n ≥ 7 the surrounding block of eleven symbols of
σn is 34443422434 or its reverse, as n is odd or even: recall that adding a final digit en = 0 reverses the
surrounding symbols in σn. For instance σ8 = 2434224344434224343434224344434224342, which
contains this block in reverse and in fact gives the central 23 symbols
. . . 22434343422434443422434 . . .
of σΨ .
11. Self-replication
The subgroup G1 of index 2 in G fixing the vertices 0 and 1 of T leaves invariant the subtrees T0 and
T1. For each i = 0, 1 and g ∈ G1, let φi(g) be the automorphism g induces on Ti, transferred back to T
by the isomorphism Ti → T , iw → w. The Reidemeister–Schreier process shows that G1 is generated
by b, c, d, ba, ca and da, and by inspection these act as follows:
g = b c d ba ca da
φ0(g) = a a 1 c d b
φ1(g) = c d b a a 1.
This shows that each φi is an epimorphism G1 → G but not a monomorphism. (This fact has been
exploited in [13] to show that each G/ kerφi is a non-regular map with isomorphic automorphism
and monodromy groups, a phenomenon which is impossible for compact maps.) However, the
homomorphism ψ = (φ0, φ1) : G1 → G × G given by g → (φ0(g), φ1(g)) is a monomorphism
since G1 acts faithfully on T0 ∪ T1. The following result is proved in [5, Section 2.8]:
Lemma 11.1. The image ψ(G1) has finite index in G× G.
Proof. We will show that ψ(G1) contains a specific subgroup of finite index in G× G, namely N × N
where N is the normal closure of b in G. To show that ψ(G1) contains N × 1 it is sufficient to show
that it contains (bg , 1) for each g ∈ G. Since φ0 is an epimorphism, there is some g0 ∈ G1 such that
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φ0(g0) = g , so ψ(G1) contains the element h = ψ(g0) = (g, φ1(g0)). Then (bg , 1) = (b, 1)h, and this
is an element ofψ(G1) since (b, 1) = ψ(da) is. A similar argument shows thatψ(G1) contains 1× N ,
so it contains N×N . Now adding b = 1 to the presentation for G in Section 4 yields a presentation for
the dihedral group of order 8, so |G : N| = 8 and hence ψ(G1) has finite index in G× G. (In fact, it is
known to have index 8.) 
This shows that G is commensurable with its direct square, in the sense that G and G × G
have isomorphic subgroups of finite index. Using a totally different method, Tyrer-Jones [24] has
constructed a non-trivial finitely generated group which is isomorphic to its direct square. It would
be interesting to combine the properties of these two groups as follows:
Conjecture. There is a non-trivial epimorphic image of Γ which is isomorphic to its direct square.
If such a group exists, the correspondingmap is a direct product of two regularmaps, all three non-
isomorphic but having isomorphic automorphism groups. Analogous results for the groups C2 ∗ C∞,
C2 ∗ C2 ∗ C2 or F2 would give corresponding constructions for oriented maps, hypermaps, or oriented
hypermaps.
12. Generalised Grigorchuk groups
Grigorchuk’s group G is just one of an infinite set of groups with similar properties, introduced
in [9], and here we briefly outline how some of the preceding ideas can be extended to apply to them.
The generalisedGrigorchuk groups are subgroups of Aut T generated by four automorphisms a, b, c
and d. The definition of a is as in Section 3, transposing pairs of vertices 0w and 1w. The definitions of
b, c and d are similar to those in Section 3, except that the congruence conditions onm are weakened:
specifically, for each m ≥ 0, one element of {b, c, d} is chosen to fix T (m), while the other two act
on T (m) as a acts on T , by transposing pairs 1m00w and 1m01w. Vertices 11 . . . 1 not in any T (m) are
fixed by b, c and d. There are thus three choices for each m, so this construction defines uncountably
many groups Gτ = ⟨a, b, c, d⟩, one for each ternary sequence τ ∈ {b, c, d}ω . For instance, choosing
d, c and b to fix T (m) as m ≡ 0, 1 or 2 mod (3), so that τ = (d, c, b, d, c, b, . . .), yields the original
Grigorchuk group G defined in Section 3. On the other hand, choosing a constant sequence gives an
infinite dihedral group.
It is easy to check that the generators of Gτ satisfy (4.1), so as in Section 4 there is an epimorphism
θτ : Γ → Gτ giving rise to a regularmapGτ withmap subgroup ker θτ . SinceGτ acts transitively on Xn
for each n, we obtain a sequence · · · → Gτ ,2 → Gτ ,1 → Gτ ,0 of corresponding compact quotientmaps
Gτ ,n of the non-compact map Gτ ; each of these maps is a double covering of its successor, induced by
its automorphism group which is generated by the involution zn transposing pairsw0 andw1. Using
the fact that each blade is fixed by at least one of b, c and d, one can show that each Gτ ,n is a map
on the disc D, with all its vertices on ∂D, and zn is induced by a reflection of D. It follows that Gτ ,n
can be encoded by means of a word Στ ,n as in Section 7, with the successive terms of the sequence
τ determining the doubling steps corresponding to (7.1) in its recursive construction. A more concise
encoding uses a word στ ,n which describes successive vertices along the boundary. As in Section 9, by
taking limits as n → ∞ we obtain non-compact maps Gτ ,Ω corresponding to the orbits Ω of Gτ on
Xω; these can all be drawn on a strip, infinite in one direction for the orbit containing the end 111 . . .,
and in both directions for all other orbits.
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