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SUBALGEBRAS AND FREE PRODUCT STRUCTURES OF A
GRAPH W ∗-PROBABILITY SPACE
ILWOO CHO
Abstract. Let G be a countable directed graph. Then we can construct the
graph W ∗-algebra W ∗(G) and its diagonal subalgebra DG. By defining the
conditional expectation E : W ∗(G)→ DG, we have the grarphW
∗-probability
space over DG, (W
∗(G), E) , as an amalgamated W ∗-probability space over
DG. The amalgamated freeness on (W
∗(G), E) is defined in the sense of Spe-
icher. In this papaer, we will define the DG-semicircular system and DG-
valued R-diagonal system. If the graph G contains N-mutually diagram-
distinct loops, then we can construct the DG-semicircular system LN in
(W ∗(G), E) and the DG-semicircular algebra W
∗(LN ,DG) generated by LN
and DG, characterized by (W
∗(LN ,DN ), EN )⊗ (DG,1) , where DN ≤ DG is
a subalgebra determined by LN . If we have N-mutually distinct finite paths
w1, ...,wN /∈ loop(G), then we can construct the DG-valued R-diagonal system
R = {Lw1 , L
∗
w1
, ..., LwN , L
∗
wN
} satisfying that {Lw1 , L
∗
w1
}, ..., {LwN , L
∗
wN
}
are DG-free from each other. The subalgebra W
∗(R,DG) is observed. Pre-
cisely, we show that the graph W ∗-algebra W ∗(G) is the DG-free product of
DG-free building blocks DG and W
∗({Le}, DG), for all e ∈ E(G). So, we can
observe the DG-free product structure of (W
∗(G), E) by these building blocks.
Also, we can see that
(W ∗(G), E) = (DG,1) ∗DG ( ∗DG
e∈E(G)
(W ∗({Le}, DG), E))
In [16], we constructed the graphW ∗-probability spaces. The graphW ∗-probability
theory is one of the good example of Speicher’s combinatorial free probability the-
ory with amalgamation. In [16], we observed how to compute the certain operator-
valued moments and cumulants of an arbitrary operator-valued random variables
in the graph W ∗-probability space and observed the amalgamated freeness on the
graph W ∗-probability space, with respect to the given conditional expectation.
Also, in [17], we consider certain operator-valued random variables of the graph
W ∗-probability space, for example, semicircular elements, even elements and R-
diagonal elements. This shows that the graph W ∗-probability spaces contain the
rich free probabilistic objects.
Throughout this paper, let G be a countable directed graph and let F+(G) be
the free semigroupoid of G, in the sense of Kribs and Power. i.e., it is a collection
of all vertices of the graph G as units and all admissible finite paths, under the
admissibility. The admissible product between two elements in the set F+(G) is
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the binary operation on F+(G). As a set, the free semigroupoid F+(G) can be
decomposed by
F+(G) = V (G) ∪ FP (G),
where V (G) is the vertex set of the graphG and FP (G) is the set of all admissible
finite paths. Trivially the edge set E(G) of the graph G is properly contained in
FP (G), since all edges of the graph can be regarded as finite paths with their length
1. Kribs and Power defined the graph Hilbert space HG = l
2 (F+(G)) with its
Hilbert basis {ξw : w ∈ F
+(G)}. In [16] and [17], we defined the creation operator
Lw by the multiplication operator with its symbol ξw and its adjoint L
∗
w, the
annihilation operator on HG. They have the following relation; if w = v1 w v2 in
F+(G) with v1, v2 ∈ V (G), then
(i) Lw = Lv1LwLv2
(ii) LwL
∗
w = Lv1 and L
∗
wLw = Lv2
(iii) L2w = Lw = L
∗
w, if w = www ∈ V (G)
(iv) LwL
∗
wLw = Lw, if w ∈ FP (G).
We define a graph W ∗-algebra of G by
W ∗(G)
def
= C[{Lw, L∗w : w ∈ F+(G)}]
w
.
Notice that the creation operators induced by vertices are projections and the
creation operators induced by finite paths are partial isometries. We can define the
W ∗-subalgebra DG of W ∗(G), which is called the diagonal subalgebra by
DG
def
= C[{Lv : v ∈ V (G)}]
w
.
Then each element a in the graph W ∗-algebra W ∗(G) is expressed by
(0.1) a =
∑
v∈V (G)
pvLv +
∑
w∈FP (G)
(pwLw + p
∗
wL
∗
w) ,
for pv, pw, p
∗
w ∈ C. Here, p
∗
w is just a complex number. Remark that p
∗
w is
not a conjugate pw of pw in C. The above expression of a is said to be the Fourier
expansion of a. Define the support F+(G : a) of a by
F
+(G : a) = V (G : a) ∪ FP (G : a)
where
V (G : a) = {v ∈ V (G) : pv 6= 0 in (0.1)}
and
FP (G : a) = {w ∈ FP (G) : pw 6= 0 in (0.1)}
∪ {w′ ∈ FP (G) : p∗w 6= 0 in (0.1)}.
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Notice that if V (G : a) 6= ∅, then
∑
v∈V (G:a)
pvLv is contained in the diagonal
subalgebra DG. Thus we have the canonical conditional expectation E :W
∗(G)→
DG, defined by
E (a) =
∑
v∈V (G:a)
pvLv,
for all a in W ∗(G) with its Fourier expansion (0.1). Then the algebraic pair
(W ∗(G), E) is aW ∗-probability space with amalgamation over DG (See [16]). This
structure is called the graphW ∗-probability space over its diagonal subalgebra DG,
and all elements in (W ∗(G), E) are said to be DG-valued random variables. It is
easy to check that the conditional expectation E is faithful in the sense that if
E(a∗a) = 0DG , for a ∈W
∗(G), then a = 0DG .
In [16] and [17], we computed the DG-valued moments and cumulants of an ar-
bitrary DG-valued random variable a having its Fourier expansion (0.1). In partic-
ular, by using the DG-cumulant formula, we got the DG-valued mixed cumulants of
DG-valued random variables a1 and a2 and then we could find theDG-freeness char-
acterization which is so abstract to use. However, by using this characterization,
we can characterize the DG-freeness of generators Lw’s (w ∈ F+(G)) DG-freeness
condition;
Lw1 and Lw2 are free over DG in (W
∗(G), E)
⇐⇒ w1 and w2 in F+(G) are diagram-distinct,
in the sense that w1 and w2 have different diagram on the graph G, graphically.
Based on this DG-freeness condition, in this paper, we will observe the DG-free
structure of the given graph W ∗-algebra W ∗(G).
Define the subset loop(G) of FP (G), by the collection of all loop finite paths in
FP (G). We will consider the family in loop(G)
F = {lj ∈ loop(G) : mutually diagram-distinct}Nj=1
and construct the corresponding DG-semicircular system
LN =
{
Llj + L
∗
lj
: lj ∈ F
}
.
Indeed, the elements in LN are free from each other over DG, by the diagram-
distinctness of F and they are all DG-semicircular, by [17]. So, the family LN is the
DG-semicircular system in (W
∗(G), E) . We show that the free product structure
of the W ∗-subalgebra W ∗(LN , DG) generated by the DG-semicircular system LN
and the diagonal subalgebra DG ;
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(W ∗(LN , DG), E) ≃ (W ∗(LN , DN )⊗DG, EN ⊗ 1)
≃ (W ∗(LN , DN ), EN )⊗ (DG,1)
=
N
∗DG
j=1
(
(W ∗({Llj}, DN), EN )⊗ (DG,1)
)
where DN = C[Lvj : lj = vj ljvj , lj ∈ F ]
w
, EN = E
DG
DN
◦ E, and 1 is the identity
map on DG.
Also we define a new family
R = {Lwj , L
∗
wj
: wj ∈ loopc(G)}Nj=1,
where loopc(G) = FP (G) \ loop(G). Then since the distinctness of non-loop
finite paths is the diagram-distinctness on them, {Lwj , L
∗
wj
}’s, for j = 1, ..., N, in
R are free from each other over DG. Moreover, by [17], Lwj and L
∗
wj
are DG-valued
R-diagonal. We call this family R, the DG-valued R-diagonal system. Similar to
the DG-semicircular system case, we will define a W
∗-subalgebra W ∗(R, DG) of
the graph W ∗-algebra W ∗(G), called the R-diagonal subalgebra of (W ∗(G), E) .
We can see that
(W ∗(R, DG), ER) =
(
N
∗DR
j=1
(
W ∗({Lwj}, DR), E
DG
DR
◦ E
))
⊗ (DG,1) ,
where DR = C[{Lv1 , Lv2 : wj = v1wjv2}]
w
and ER = E |W∗(R,DG) .
We will also define the DG-free building blocks of the graph W
∗-algebraW ∗(G)
and we prove that
(W ∗(G), E) = (DG, E)
∗DG
(
∗DG
l∈Loop(G)
(W ∗({Ll}, DG), E)
)
∗DG
(
∗DG
w∈loopc(G)
(W ∗({Lw}, DG), E)
)
,
where Loop(G) is the set of all basic loops in loop(G). A loop l is basic if there is
no loop w and a natural number k ∈ N \ {1} such that l = wk. This free product
structure of (W ∗(G), E) is nice for studying the subalgebras of W ∗(G).
Finally, by considering the subalgebra inclusion, we can get the following free
product structure of (W ∗(G), E) ,
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(W ∗(G), E) = (DG, E) ∗DG
(
∗DG
e∈E(G)
(W ∗({Le}, DG), E)
)
.
1. Semicircular System
1.1. The DG-Semicircular System. In this chapter, we will consider the amalga-
mated semicircular system observed by Shlyaktenko (See [10]), in our graph struc-
ture. Throughout this chapter, letG be a countable directed graph and (W ∗(G), E),
the graph W ∗-probability space over the diagonal subalgebra DG.
Definition 1.1. Let B be a von Neumann algebra and A, a von Neumann al-
gebra over B and let F : A → B be a conditional expectation. Then (A, F ) is
the amalgamated W ∗-probability space over B. The B-valued random variable x ∈
(A, F ) is said to be a B-semicircular element if x is self-adjoint and if the only
nonvanishing B-cumulant of x is the second B-cumulant of x. Let x1, ..., xs be
self-adjoint B-valued random variables in (A, F ), where s ∈ N. We say that the set
S = {x1, ..., xs} is a B-semicircular family if all xj’s are B-semicircular, for
j = 1, ..., s. The B-semicircular family S is said to be a B-semicircular system
if x1, ..., xs are free from each other over B, in (A, F ). The algebra generated by a
B-semicircular system and B is called the B-semicircular (sub)algebra of A.
Assume that we have a one-vertex directed graph H. Then the diagonal subal-
gebra DH = C. So, in this case, the DH -semicircularity is same as the Voiculescu’s
semicircularity. We will define the lattice path model LP ∗n ,
LP ∗n = {L : lattice path having the ∗-axis-property}
(See [16] and [17]). Take L ∈ LP ∗n . Then we have a (non-unique) corresponding
lattice path lu1,...,unw1,...,wn of the DG-valued random variable L
u1
w1
... Lunwn , where uj ∈
{1, ∗}, in some graph W ∗-probability space (W ∗(G), E) over DG.
Theorem 1.1. (See [17]) The DG-valued random variables al = Ll + L
∗
l are DG-
semicircular, for all l = vlv ∈ loop(G), with v ∈ V (G). In particular, we have
that
kn (al, ..., al) =


2Lv if n = 2
0DG otherwise,
and
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E (anl ) =


cn
2
· (2Lv)
n
2 if n is even
0DG if n is odd,
for all n ∈ N, where ck =
1
k+1
(
2k
k
)
is the k-th Catalan number. 
We will consider the DG-semicircular family {a1, ..., aN}, for N ∈ N. Let lj =
vj ljvj ∈ loop(G), for j = 1, ..., N , with vj ∈ V (G). Assume that loops l1, ..., lN are
mutually diagram-distinct. Define DG-valued random variables a1, ..., aN ,
aj
def
= Llj + L
∗
lj
, for all j = 1, ..., N.
Again, remark that we assumed that lj ’s are mutually diagram-distinct. So,
a1, ..., aN are free from each other over DG in (W
∗(G), E) and hence the DG-
semicircular family {a1, ..., aN} is a DG-semicircular system in (W ∗(G), E). So,
we have the DG-semicircular system, in W
∗(G), induced by the mutually diagram-
distinct loops in FP (G). i.e., the set
LN = {aj : lj’s are diagram-distinct in loop(G)}Nj=1
is the DG-semicircular system in (W
∗(G), E).
1.2. DG-Semicircular Subalgebra of (W
∗(G), E).
Now, we will construct the DG-semicircular algebra W
∗ (LN , DG) , as a W ∗-
subalgebra of the graph W ∗-algebra, generated by LN and DG. Let
F = {lj ∈ loop(G) : j = 1, ..., N}
be a collection of mutually diagram-distinct loops in FP (G) and let
LN = {aj = Llj + L
∗
lj
: lj ∈ F}.
Then the family LN is a DG-semicircular system in (W ∗(G), E) and the W ∗-
subalgebra W ∗ (LN , DG) is the DG-semicurcular subalgebra of W ∗(G). The DG-
semicircular subalgebra W ∗ (LN , DG) have the following free product structure
which is very natural by the very definition.
Lemma 1.2. Let (W ∗(G), E) be a graph W ∗-probability space over the diagonal
subalgebra DG and let
LN = {aj = Llj + L
∗
lj
: lj’s are diagram-distinct in loop(G)}Nj=1.
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Then the W ∗-subalgebra W ∗ (LN , DG) of W ∗(G) is a DG-semicircular algebra
satisfies that
W ∗ (LN , DG) ≃
N
∗DG
j=1
W ∗(aj , DG).

Let LN be give as above. Assume that lj = vj ljvj , for vj ∈ V (G). (It is possible
that vi = vk, for some i, k in {1, ..., N}.) Define the subalgebra DN of the diagonal
subalgebra DG by
DN = C[{Lvj : j = 1, ..., N}]
w
.
Trivially, DN ≤ DG, as von Neumann algebras.
Proposition 1.3. (Also See [18]) Let LN be the given DG-semicircular system and
let DN be defined as above. As amalgamated W
∗-probability spaces,
(W ∗ (LN , DG) , E) ≃ (W ∗ (LN , DN )⊗DG, EN ⊗ 1)
≃ (W ∗(LN ), EN )⊗ (DG,1) ,
where EN :W
∗ (LN )→ DN is the conditional expectation defined by EN = EDGDN
◦ E and 1(d) = d, ∀ d ∈ DG.
Proof. As W ∗-algebras, W ∗(LN , DG) ≃ W ∗(LN , DN ) ⊗DG. Indeed, without loss
of generality, take a ∈ W ∗(LN , DG) by
a = d1a
k1
li1
d2a
k2
li2
...dna
kn
lin
and alj = Llj + L
∗
lj
where d1, ..., dn ∈ DG, k1, ..., kn ∈ N and (i1, ..., in) ∈ {1, ..., N}n, n ∈ N. Observe
that, for any j ∈ {1, ..., N}, we have that
aklj =
(
Llj + L
∗
lj
)k
= Llk
j
+ L∗
lk
j
+Q
(
Llj , L
∗
lj
)
,
where Q ∈ C[z1, z2]. Also, observe that L
k1
lj
L∗ k2lj , for any k1 , k2 ∈ N, satisfies
that
Lk1lj L
∗ k2
lj
= L
l
k1
j
L∗
l
k2
j
=


L
l
k1−k2
j
= LvjLlk1−k2
j
if k1 > k2
L∗
l
k2−k1
j
= LvjL
∗
l
k2−k1
j
if k1 < k2
Lvj if k1 = k2,
and similarly,
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L∗ k1lj L
k2
lj
= L∗
l
k1
j
L
l
k2
j
=


L∗
l
k1−k2
j
= LvjL
∗
l
k1−k2
j
if k1 > k2
L
l
k2−k1
j
= LvjLlk2−k1
j
if k1 < k2
Lvj if k1 = k2.
So,
Q(Llj , L
∗
lj
) = Lvj
(
Q(Llj , L
∗
lj
)
)
Lvj ,
for all j = 1, ..., N. Thus
(1.1) aklj = Lvja
k
lj
= Lvja
k
lj
Lvj , for all j = 1, ..., N.
Now, consider that
dj = d
N
j + d
′
j , ∀j = 1, ..., N.
where dNj =
∑N
j=1 LvjdjLvj and d
′
j = dj − d
N
j in DG. So, we can rewrite that
a =
(
dN1 + d
′
1
)
ak1li1
(
dN2 + d
′
2
)
ak2li2
...
(
dNn + d
′
n
)
aknlin
= dN1 a
k1
li1
dN2 a
k2
li2
...dNn a
kn
lin
+ d′1a
k1
li1
d′2a
k2
li2
...d′na
kn
lin
= dN1 a
k1
li1
dN2 a
k2
li2
...dNn a
kn
lin
,
by (1.1). This shows that a = a⊗ 1 ∈W ∗(LN , DN)⊗ 1 and
E (a) = EDGDN ◦ E(a) = EN (a) = EN ⊗ 1(a⊗ 1).
Trivially, if a ∈ DG ⊂ W ∗(LN , DG), then a = 1 ⊗ a ∈ 1 ⊗ DG. Futhermore, if
a ∈ DG in W ∗(LN , DG), then
E(a) = a = 1⊗ a = EN ⊗ 1(1⊗ a).
Now, consider W ∗(LN , DN). By the previous lemma, similarly, we have that
(1.2) W ∗(LN , DN) =W ∗({a1}, DN) ∗DN ... ∗DN W
∗({aN}, DN).
Indeed, the DG-semicircular elements ai and aj in LN are free over DN in
W ∗(LN , DN ). Clearly, since DN ⊂ DG and since ai and aj are free over DG,
they are free over DN . Therefore, the formula (3.1.2) holds true with respect to the
(compressed) conditional expectation
EN = E |W∗(LN ,DN )= E
DG
DN
◦ E,
on W ∗(LN , DN ).
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Corollary 1.4. Let F = {lj : lj = v0ljv0}Nj=1 be a family of mutually diagram-
distinct loops in loop(G), where v0 ∈ V (G). If the collection
LN = {
1√
2
alj : lj ∈ F}
is a DG-semicircular system induced by the family F , then
(W ∗ (LN , DG) , E) ≃ (L(FN ), tr)⊗ (DG, 1) ,
in the sense of Voiculescu, where tr is the canonical II1-trace of the free group
factor L(FK), ∀ K ∈ N, and where 1(d) = d, ∀ d ∈ DG. 
By the previous proposition and corollary, we can have the following fact ;
Theorem 1.5. Let F = {lk1, ..., lknk : lkj = vklkjvk, j = 1, ..., nk}
N
k=1 be the collec-
tion of
∑N
k=1 nk-mutually diagram-distinct loops in FP (G). Assume that vk1 6= vk2 ,
for all pair (k1, k2) ∈ N
2. If
L = { 1√
2
alkj : j = 1, ..., nk}
N
k=1
and
DL = C[{Lvk : k = 1, ..., N}]
w
are the corresponding DG-semicircular system and the subalgebra of DG by L,
respectively, and
EL = EDGDL ◦ E,
then
(W ∗(L, DG), E) ≃
(
N
∗DL
k=1
((L(Fnk), tr)⊗ (DL,1))
)
⊗ (DG,1) .

Corollary 1.6. Let F1 = {l11, ..., l
1
N : l
1
j = v1l
1
jv1} and F2 = {l
2
1, ..., l
2
N : l
2
j =
v2l
2
jv2} be the N -mutually diagram-distinct families of loops in FP (G), where v1 6=
v2 ∈ V (G) are fixed. Let
L1 =
{
ak =
1√
2
(
Ll1
k
+ L∗
l1
k
)
: k = 1, ..., N
}
and
L2 =
{
bk =
1√
2
(
Ll2
k
+ L∗
l2
k
)
: k = 1, ..., N
}
be the corresponding DG-semicircular systems, respectively. Then two DG-semicircular
subalgebras (W ∗(L1, DG), E) and (W ∗(L2, DG), E) are free over DG and they are
isomorphic, as amalgamated W ∗-probability spaces. 
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The above corollary shows us how to construct the isomorphic semicircular sub-
algebras in the graph W ∗-probability space from two vertices having the same
number of loops. (Assume that the vertex v1 has its loops l
1
1, ..., l
1
n1
and v2 has its
loops l21, ..., l
2
n2
and suppose that n1 < n2. Then we can choose n1-loops of v2, l
2
i1
,
..., l2in1 . And then we can apply the above corollary for them.)
One of the most interesting example of DG-semicircular subalgebra is as follows
;
Example 1.1. Let G be a directed graph with
V (G) = {v} and E(G) = {l1, ..., lN : lj = vljv}.
Note that DG = ∆1 = C. Also, note that the projection Lv = 1DG = 1C = 1
∈ C. We have the graph W ∗-probability space (W ∗(G), E) over C. Consider the
W ∗-subalgebra W ∗ (LN , DG) = W ∗(LN ), where
LN =
{
1√
2
aj : aj = Llnj
j
+ L∗
l
nj
j
}N
j=1
,
where nj ∈ N, j = 1, ..., N. Then LN is a DG-semicircular system, too. Definitely
it is a DG-semicircular family. Since F = {l
nj
j : j = 1, ..., N} is consists of mutually
diagram-distinct loops in FP (G), aj’s are free from each other and hence LN is a
DG-semicircular system. We have that
k2
(
1√
2
aj ,
1√
2
aj
)
= 12k2 (aj , aj)
= 12 k2
(
L
l
nj
j
+ L∗
l
nj
j
, L
l
nj
j
+ L∗
l
nj
j
)
= 12
∑
(r1,r2)∈{1,∗}2
k2
(
Lr1
l
nj
j
, Lr2
l
nj
j
)
= 12
(
µ1,∗
l
nj
j
,l
nj
j
·E
(
L
l
nj
j
, L∗
l
nj
j
)
+ µ∗,1
l
nj
j
,l
nj
j
·E
(
L∗
l
nj
j
, L
l
nj
j
))
= 12 (Lv + Lv) =
1
2 · 2 = 1,
for all j = 1, ..., N. So, we can get that
(W ∗(LN ), E) = (W ∗ (LN , DG) , E)
= (W ∗ (LN , DN ) , EN )⊗ (DG,1)
= (W ∗(LN ), EN )⊗ (C,1)
= (L(FN ), tr) ,
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where tr : L(FN )→ C is the canonical II1-trace on the free group factor L(FK),
∀K ∈ N. So, the graph W ∗-probability space (W ∗(G), E) contains the free group
factor L(FN ) which is isomorphic to the DG-semicircular subalgebra W
∗(LN ), gen-
erated by LN .
2. R-diagonal Systems
In this chapter, similar to Chapter 2, we will consider the specialW ∗-subalgebra
of the graphW ∗-probability space (W ∗(G), E) over the diagonal subalgebraDG. As
we defined the DG-semicircular systems in W
∗(G), we will define the (DG-valued)
R-diagonal systems in W ∗(G). Recall that if w ∈ loopc(G) is a (non-loop) finite
path in F+(G), then the DG-valued random variables Lw and L
∗
w are R-diagonal
over DG (See [17]). Take a finite family
F = {wj : wj ∈ loopc(G)}Nj=1, N ∈ N.
Define a (DG-valued) R-diagonal family induced by F by
R = {Lw, L∗w : w ∈ F}.
Notice that, by the (diagram-)distinctness of wj ’s in F , the subfamilies {Lw1 , L
∗
w1
},
..., {LwN , L
∗
wN
} are free from each other over DG in (W ∗(G), E) . We will observe
that the R-diagonal subalgebra W ∗(R,DG) satisfies that
(W ∗(R,DG), E) =
N
∗DR
j=1
((
W ∗({Lwj}, DR), ER
)
⊗ (DG,1)
)
,
where DR is the subalgebra generated by the projections
{Lv1 , Lv2 : w = v1wv2, ∀w ∈ F}.
and ER = E |W∗({Lwj }Nj=1, DR) is the restricted conditional expectation onto DR.
2.1. DG-valued R-diagonal Systems.
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Let G be a countable directed graph and (W ∗(G), E), the graph W ∗-probability
space over the diagonal subalgebra DG. Throughout this section, we will fix the
following finite family,
F = {wj : wj ∈ loopc(G)}Nj=1 ⊂ FP (G),
where N ∈ N. Notice that all elements in the family F are non-loop finite
paths and hence the corresponding DG-valued random variables are DG-valued
R-diagonal elements (See [17]).
Definition 2.1. Let a ∈ (W ∗(G), E) be a DG-valued random variable. The DG-
valued random variable is said to be an (DG-valued) R-diagonal element if it has
the only nonvanishing DG-valued cumulants having their forms of
kn (a, a
∗, ..., a, a∗) and kn (a∗, a, ..., a∗, a) ,
for all n ∈ 2N (See [19] and [17]). Clearly, if a is a R-diagonal, then automati-
cally a∗ is R-diagonal. (In other words, the pair (a, a∗) is a DG-valued R-diagonal
pair. Also, see [19].) Suppose we have a collection
R = {a1, ..., aN : aj is R-diagonal over DG}.
Then the family R is called the (DG-valued) R-diagonal system. The subalge-
bra W ∗(R,DG) is called the (DG-valued) R-diagonal subalgebra, induced by R in
(W ∗(G), E) .
In [17], we showed the following theorem;
Theorem 2.1. Let w ∈ FP (G). Then the DG-valued random variables Lw and L∗w
are R-diagonal over DG in (W
∗(G), E) . 
Notice that all DG-semicircular elements are R-diagonal, by definition. But we
will restrict our interests to the R-diagonal systems consisting of the non-loop finite
paths. Recall that if w1 6= w2 ∈ loopc(G), then the DG-valued R-diagonal elements
Lw1 and Lw2 are free over DG, in (W
∗(G), E) , since the distinctness of non-loop
finite paths is equivalent to the diagram-distinctness of them.
2.2. DG-valued R-diagonal Subalgebras.
In this section, we will consider theDG-valued R-diagonal subalgebras ofW
∗(G),
generated by the fixed R-diagonal systems and DG. As before, let F be a finite
family consisting of N -mutually diagram-distinct non-loop finite paths and let R =
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{Lw : w ∈ F}. As we saw in the previous section, the family R is the R-diagonal
system in (W ∗(G), E) . Therefore, we can get the following result ;
Proposition 2.2. Let F and R be given as before and let W ∗(R,DG) be the R-
diagonal subalgebra of W ∗(G). Then
(W ∗(R,DG), ER) =
N
∗DG
j=1
(
W ∗({Lwj}, DG), Ej
)
,
where ER = E |W∗(R,DG) and Ej = E |W∗({Lwj },DG), for all j = 1, ..., N. 
Similar to the previous chapter, we will define
DR
def
= C[{Lv1 , Lv2 : w = v1wv2, w ∈ F}]
w
.
Notice that, for the given R-diagonal system R, the von Neumann algebra DR
should not be C, because F is consists of all non-loop finite paths which are mutually
distinct. For example, if the family F = {w0 = v1 w0 v2}, where v1 6= v2 in V (G),
and R = {Lw0 : w0 ∈ F}. Then
DR = C[{Lv1 , Lv2}]
w
≃ ∆2,
where ∆2 is the subalgebra of the matricial algebra M2(C) generated by all
diagonal matrices. Notice that, for the inclusion DR ⊂ DG, there exists the well-
determined canonical conditional expectation EDGDR : DG → DR. Also, notice that
DR ⊂ W ∗(R).
Proposition 2.3. Let F and R be given as before and let W ∗(R,DG) is the R-
diagonal subalgebra of W ∗(G). Then
(W ∗(R,DG), ER) =
(
W ∗(R,DR), EDGDR ◦ E
)
⊗ (DG,1) ,
where ER = E |W∗(R,DG) and 1 is the identity map on DG.
Proof. Let a ∈ (W ∗(R,DG), ER) be the nonzero DG-valued random variable such
that
a = d1L
r1
wi1
d2L
r2
w2
...dnL
rn
wn
or a ∈ DG,
where d1, ..., dn ∈ DG, r1, ..., rn ∈ {1, ∗} and (i1, ..., in) ∈ {1, ..., N}
n, n ∈ N.
Let dj =
∑
vj∈V (G:dj)
qvjLvj , for all j = 1, ..., n. Then
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a =
∑
(v1,...,vn)∈Πnj=1V (G:dj)
(
Πnj=1qvj
) (
Lv1L
r1
wi1
Lv2L
r2
w2
...LvnL
rn
wn
)
=
∑
(v1,...,vn)∈Πnj=1V (G:dj)
(
Πnj=1qvj
) (
Πnj=1δ(vj ,xj,yj :rj)
)
(
Lr1wi1L
r2
w2
...Lrnwn
)
,
where δ(vj ,xj ,yj:rj) = δvj ,xj if rj = 1 and δ(vj ,xj ,yj:rj) = δvj ,yj if rj = ∗. Now,
assume that there exists at least one j ∈ {1, ..., n} such that vj /∈ DR. Then
δ(vj ,xj,yj :rj) = 0, where either rj = 1 or rj = ∗. So, to make a be nonzero, the
elements d1, ..., dn should be chosen in DR ⊂ DG. This shows that the arbitrary
element x in the R-diagonal subalgebra W ∗ (R,DG) , we have that
x = x⊗ 1 ∈ W ∗(R,DR)⊗ 1
or x = 1⊗ a ∈ 1⊗DG
or x = x1 ⊗ x2 ∈W ∗(R,DR)⊗DG.
Also, if a = d1L
r1
wi1
d2L
r2
w2
...dnL
rn
wn
∈ W ∗(R,DR), in W ∗(R,DG), for d1, ..., dn ∈
DR, then
ER
(
d1L
r1
wi1
d2L
r2
w2
...dnL
rn
wn
)
= EDGDR ◦ E
(
d1L
r1
wi1
d2L
r2
w2
...dnL
rn
wn
)
= EDGDR ◦ E
(
d1L
r1
wi1
d2L
r2
w2
...dnL
rn
wn
)
.
Trivially, if a ∈ DG in W ∗(R,DG), then
ER(a) = E(a) = a = 1(a),
where 1 is the identity map on DG.
By the above proposition, we can conclude this section by the following theorem
;
Theorem 2.4. Let F and R be given as before and letW ∗(R,DG) be the R-diagonal
subalgebra of W ∗(G). Then
(W ∗(R,DG), ER) =
(
N
∗DR
j=1
(
W ∗({Lwj}, DR), E
DG
DR
◦ E
))
⊗ (DG,1) .
Proof. Notice that if two DG-valued random variables x and y are free over DG
in (W ∗(G), E) , then they are free over DR, since DR ⊂ DG. i.e.e, since all mixed
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DG-valued cumulants of p(x, x
∗) and q(y, y∗) vanish, for all p, q ∈ C[z1, z2], all their
mixed DR-valued cumulants vanish, again. Thus, we have that
(
W ∗(R,DR), EDGDR ◦ E
)
=
N
∗DG
j=1
(
W ∗({Lwj}, DG), E
DG
DR
◦ E
)
.
Therefore, by the previous proposition, we can get that
(W ∗(R,DG), ER) =
(
W ∗(R,DR), EDGDR ◦ E
)
⊗ (DG,1)
=
(
N
∗DR
j=1
(
W ∗({Lwj}, DR), E
DG
DR
◦ E
))
⊗ (DG,1) .
Now, we will provide the following fundamental examples ;
Example 2.1. Let G be a directed graph with V (G) = {v1, v2} and E(G) = {e =
v1ev2}. Let
F = {e} and R = {Le, L∗e}.
We can construct the R-diagonal subalgebra W ∗(R,DG). It is easy to check that
W ∗ (R,DG) =W ∗ ({Le, L∗e}, DG)
=W ∗ ({Le, L∗e}, DR)⊗DG
=W ∗ ({Le, L∗e, Lv1 , Lv2}) .
By the result from the final chapter, later, we can conclude that W ∗(R,DG) =
W ∗(G). So, the graph W ∗-algebra W ∗(G) is same as the R-diagonal subalgebra
W ∗(R,DG) of it, where R is consists of all generators of W ∗(G) induced by the
edge.
Example 2.2. Let G be a directed graph with V (G) = {v1, v2} and E(G) = {ej =
v1ejv2}Nj=1. Let n ≤ N. Then we have a R-diagonal system,
R = {Le1 , L
∗
e1
, ..., Len , L
∗
en
}, ∀n ≤ N.
The R-diagonal subalgebra W ∗(R,DG) is trivially a W ∗-subalgebra of W ∗(G).
Also,
(W ∗(R,DG), ER) =
n
∗DG
j=1
(
W ∗({Lej}, DG), Ej
)
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=
(
n
∗DR
j=1
(
W ∗({Lej}, DR), Ej
))
⊗ (DG,1) .
Example 2.3. Let G be a directed graph with V (G) = {v1, v2, v3} and
E(G) = {ej = v1ejv2, e′k = v2e
′
kv3
: j = 1, ..., n & k = 1, ...,m}.
Take
F = F1∪F2,
where
F1 = {e1, ..., en} and F2 = {e′1, ..., e
′
m}.
If we construct the R-diagonal systems R1 and R2, induced by F1 and F2, re-
spectively, then R1 and R2 are free over DG in (W
∗(G), E) , because they are totally
disjoint (See [16]). Therefore, the R-diagonal subalgebra generated by R1 ∪R2 is
W ∗ (R1 ∪R2, DG) =W ∗(R1, DG) ∗DG W
∗(R2, DG)
=
((
n
∗DR1
j=1
(
W ∗({Lej}, DR1), Eej
))
⊗ (DG,1)
)
∗DG
((
m
∗DR2
j=1
(
W ∗({Le′
j
}, DR2), Ee′j
))
⊗ (DG,1)
)
.
3. Free Product Structures of (W ∗(G), E)
Throughout this chapter, let G be a countable directed graph and (W ∗(G), E) ,
the graph W ∗-probability space over the diagonal subalgebra DG. In this chapter,
we will consider the building blocks of W ∗(G). Notice that if w1 6= w2 ∈ FP (G)
and if w1w2 ∈ F+(G), then we can construct the DG-valued random variable Lw1w2
which is same as Lw1Lw2 . Also notice that Lw1 and Lw2 are not free over DG, in
general. But under the diagram-distinctness of w1 and w2, Lw1 and Lw2 are free
over DG.
3.1. The DG-Free Product Structures of (W
∗(G), E) I..
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In this section, we will consider the DG-semicircular algebras and DG-valued
R-diagonal algebras in W ∗(G), more in detail. Recall that the loop l is basic if
there is no other loop w such that l = wk, for some k ∈ N \ {1}. Define
Loop(G)
def
= {l ∈ loop(G) : l is basic}.
The following lemma is easily proved, by the very definition of basic loops ;
Lemma 3.1. Let w ∈ loop(G) with w = lk, for some l ∈ Loop(G) and k ∈ N \ {1}.
Then
W ∗({Lw}, DG) ≤W ∗({Ll}, DG).

Remark that since w and l are not diagram-distinct, Lw and Ll are not free
over DG in (W
∗(G), E) . In fact, W ∗({Ll}, DG) contains all W ∗({Lw}, DG), if l ∈
Loop(G) and w = lk, ∀ k ∈ N.
Proposition 3.2. (W ∗ ({Ll : l ∈ loop(G)}, DG) , E) = ∗DG
l∈Loop(G)
(W ∗({Ll}, DG), E) .
Proof. Let
L = {Ll : l ∈ loop(G)},
Ll = {Llk : l ∈ Loop(G), k ∈ N}
and
L0 = {Ll : l ∈ Loop(G)}.
Then
L = ∪
l∈Loop(G)
Ll = ∪
Ll∈L0
(
∪∞k=1{L
k
l }
)
.
Thus
(W ∗ ({Ll : l ∈ loop(G)}, DG) , E) = (W ∗(L, DG), E)
=
(
W ∗( ∪
l∈Loop(G)
Ll, DG ), E
)
=
(
W ∗( ∪
Ll∈L0
(
∪∞k=1{L
k
l }
)
, DG ), E
)
= ∗Dg
Ll∈L0
(
W ∗(
(
∪∞k=1{L
k
l }
)
, DG ), E
)
by the fact that if Ll1 6= Ll2 in L0, then they are free over DG, by the diagram-
distinctness of l1 6= l2 ∈ Loop(G)
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= ∗Dg
Ll∈L0
(W ∗( ({Ll}) , DG ), E) ,
since W ∗(
(
∪∞k=1{L
k
l }
)
, DG) =W
∗( ({Ll}) , DG ). Therefore,
(W ∗ ({Ll : l ∈ loop(G)}, DG) , E) = ∗Dg
l∈Loop(G)
(W ∗( ({Ll}) , DG ), E) .
Finally, we can have the DG-free product structure of the graph W
∗-probability
space (W ∗(G), E) over its diagonal subalgebra DG. By considering the DG-freeness
of generators ofW ∗(G), we can characterize the free product structure of (W ∗(G), E) .
Theorem 3.3. Let G be a countable directed graph and (W ∗(G), E) , the graph
W ∗-probability space over its diagonal subalgebra DG. Then
(W ∗(G), E) = (DG, E)
∗DG
(
∗DG
l∈Loop(G)
(W ∗({Ll}, DG), E)
)
∗DG
(
∗DG
w∈loopc(G)
(W ∗({Lw}, DG), E)
)
.
Proof. Recall that DG-valued random variables Lw1 and Lw2 are free over DG in
(W ∗(G), E) if and only if w1 and w2 are diagram-distinct. So, for any loop l and
non-loop finite path w, Ll and Lw are free over DG. So,
W ∗ ({Ll : l ∈ loop(G)}, DG)
and
W ∗ ({Lw : w ∈ loopc(G)}, DG)
are free over DG in (W
∗(G), E) . Denote the above subalgebras by L and R,
respectively. Therefore, we have that the free product space
DG ∗DGW
∗ ({Ll : l ∈ loop(G)}, DG)
∗DGW
∗ ({Lw : w ∈ loopc(G)}, DG)
is contained in W ∗(G). Since the generators of W ∗(G) and those of DG ∗DG L
∗DGR are same, we can conclude that
(W ∗(G), E) = (DG ∗DG L ∗DG R , E) .
But, by the previous proposition, we obtained that
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(L , E) = ∗DG
l∈Loop(G)
(W ∗({Ll}, DG), E) .
Now, we will observe that
(R , E) = ∗DG
w∈loopc(G)
(W ∗({Lw}, DG), E) .
Assume that Lw1 , Lw2 ∈ (R , E) are the generators. Then
W ∗ ({Lw1 , Lw2}, DG) =W
∗({Lw1}, DG) ∗DG W
∗({Lw2}, DG).
Therefore, we can get
(R , E) ≤ ∗DG
w∈loopc(G)
(W ∗({Lw}, DG), E) .
The subalgebra inclusion “≥” is clear. So,
(W ∗(G), E) = (DG ∗DG L ∗DG R , E)
= (DG, E) ∗DG (L, E) ∗DG (R , E)
= (DG, E) ∗DG
(
∗DG
l∈Loop(G)
(W ∗({Ll}, DG), E)
)
∗DG
(
∗DG
w∈loopc(G)
(W ∗({Lw}, DG), E)
)
.
3.2. DG-Free Building Blocks of (W
∗(G), E).
In this section, we will construct the DG-free building blocks of the graph W
∗-
probability space (W ∗(G), E) over its diagonal subalgebra DG. Recall that
(W ∗(G), E) = (DG, E)
∗DG
(
∗DG
l∈Loop(G)
(W ∗({Ll}, DG), E)
)
∗DG
(
∗DG
w∈loopc(G)
(W ∗({Lw}, DG), E)
)
,
20 ILWOO CHO
where Loop(G) is the collection of all basic loops contained in loop(G). Notice
that, even though we have a finite directed graph, Loop(G) and loopc(G) may con-
tain countably many elements. So, (W ∗(G), E) is, in general, the DG-free product
of infinitely many DG-free W
∗-subalgebras. But, in the final chapter, we will show
that this infinite free product of algebras can be contained in the finite free product
of algebras.
Definition 3.1. Let G be a countable directed graph and let W ∗(G) be the graph
W ∗-algebra. The diagonal subalgebra DG and W ∗-subalgebras, W ∗({Ll}, DG) and
W ∗({Lw}, DG) for all l ∈ Loop(G) and w ∈ loopc(G) are DG-free building blocks
of W ∗(G).
As we observed in Chapter 1 and Chapter 2, we have that if l is a loop, then
(3.1) (W ∗({Ll}, DG), E) = (W ∗({Ll}), tr)⊗ (DG,1) ,
where tr = E |W∗({Ll}) is a tracial linear functional on W
∗({Ll}). We also have
that if w is a non-loop finite path, then
(3.2) (W ∗({Lw}, DG), E) = (W ∗({Lw}, Dw), E2)⊗ (DG,1) ,
where Dw = C[{Lv1 , Lv2 : w = v1wv2}]
w
is the W ∗-subalgebra of DG and E2 =
EDGDw ◦ E. By (3.2), we can get the following proposition which shows us the vector
space property of the non-loop DG-free building blocks of W
∗(G).
Proposition 3.4. Let w ∈ loopc(G) be a non-loop finite path and letW ∗({Lw}, DG)
be the corresponding free building block. Then, as a topological vector space,
W ∗({Lw}, DG) = C{d, p(Lw, L∗w) : d ∈ DG, p ∈ C1[z1, z2]}
w
,
where
C1[z1, z2]
def
= {p ∈ C[z1, z2] : p(z1, z2) = α0 + α1z1 + α2z2},
for α0, α1, α2 ∈ C. 
Proof. In general, if w ∈ FP (G) is a finite path, then the free building block
W ∗({Lw}, DG) is a W ∗-subalgebra of the graph W ∗-algebra W ∗(G) such that
W ∗({Lw}, DG) = span{d, p(Lw, L∗w) : d ∈ DG, p ∈ C[z1, z2]}
w
,
as a topological vector space. Let w ∈ loopc(G) be a non-loop finite path. Then
wk /∈ F+(G), for all k ∈ N \ {1}. In other words, if k 6= 1, then wk is not a
admissible finite path of the graph G. Thus Lkw = L
∗ k
w = 0DG , for all k ∈ N \ {1}.
Therefore, if q ∈ C1[z1, z2], then
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q (Lw, L
∗
w) =
{
q1(Lw, L
∗
w) or
α ∈ C,
in general, where q1 ∈ C1[z1, z2]. i.e.e,
(i) if q(z1, z2) = α0 +
∑∞
k=2
(
α1kz
k
1 + α
2
kz
k
2
)
, then
q (Lw, L
∗
w) = α0.
(ii) if q(z1, z2) = α0 +
∑∞
k=1
(
α1kz
k
1 + α
2
kz
k
2
)
, then
q (Lw, L
∗
w) = α0 +
(
α11Lw + α
2
1L
∗
w
)
.
So, if we define q1 ∈ C1[z1, z2] by
q1(z1, z2) = α0 +
(
α11z1 + α
2
1z2
)
,
then
q (Lw, L
∗
w) = q1 (Lw, L
∗
w) .
3.3. The DG-Free Product Structure of (W
∗(G), E) II..
By Section 3.1 and by (3.1) and (3.2), we can get the following theorem;
Theorem 3.5. Let G be a countable directed graph and (W ∗(G), E) , the graph
W ∗-probability space over its diagonal subalgebra DG. Then
(W ∗(G), E) = DG
∗DG
(
∗DG
l∈Loop(G)
((W ∗({Ll}), trl)⊗ (DG,1))
)
∗DG
(
∗DG
w∈loopc(G)
((W ∗({Lw}, Dw), Ew)⊗ (DG,1))
)
,
where trl = E
DG
Dl
◦E is a trace on W ∗({Ll}) and Ew = EDGDw ◦E is a conditional
expectation from W ∗(G) onto Dw (EAB means the conditional expectation from A
onto B) and
Dl = C[{Lv : l = vlv}]
w
= C
and
Dw = C[{Lv1 , Lv2 : w = v1wv2}]
w
= ∆2.
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
4. More About the Free Product Structure of (W ∗(G), E)
In this chapter, we will complete to observe the free product structure of the
graphW ∗-probability spaces. LetG be a countable directed graph and let (W ∗(G), E)
be the graph W ∗-probability space over its diagonal subalgebra DG. In Chapter 3,
we showed that
(W ∗(G), E) = (DG,1)
∗DG
(
∗DG
l∈Loop(G)
((W ∗({Ll}), tr)⊗ (DG,1))
)
∗DGDG
(
∗DG
w∈loopc(G)
((W ∗({Lw}, Dw), Ew)⊗ (DG,1))
)
.
In the previous chapter, we emphasize the roles of free building blocks and
tried to consider each free building block. By using the characterization of the
free building blocks, we could get the above free product structure of the graph
W ∗-probability space (W ∗(G), E) . Without considering the structure of each free
building blocks of (W ∗(G), E) , by Section 3.1, we can rewrite the above formula as
(4.1)
(W ∗(G), E) = (DG, E)
∗DG
(
∗DG
l∈Loop(G)
(W ∗({Ll}, DG), E)
)
∗DG
(
∗DG
w∈loopc(G)
(W ∗({Lw}, DG), E)
)
.
In this chapter, we will show that
(4.2)
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(W ∗(G), E) = (DG, E)
∗DG
(
∗DG
l∈ELoop(G)
(W ∗({Ll}, DG), E)
)
∗DG
(
∗DG
w∈Eloopc(G)
(W ∗({Lw}, DG), E)
)
.
where
ELoop(G)
def
= E(G) ∩ Loop(G)
and
Eloopc(G)
def
= E(G) ∩ loopc(G).
Equivalently, we will show that
(4.3) (W ∗(G), E) = (DG,1) ∗DG
(
∗DG
e∈E(G)
(W ∗({Le}, DG), E)
)
.
First, we will concentrate on proving the formula (4.1) is equivalent to the for-
mula (4.2). For the convenience, define
Ledge(G)
def
= ∗DG
l∈ELoop(G)
W ∗({Ll}, DG),
Lcedge(G)
def
= ∗DG
w∈Eloopc(G)
W ∗({Lw}, DG),
L(G)
def
= ∗DG
l∈Loop(G)
W ∗({Ll}, DG),
and
Lc(G)
def
= ∗DG
w∈loopc(G)
W ∗({Lw}, DG).
Theorem 4.1. Let G be a countable directed graph and let (W ∗(G), E) be the graph
W ∗-probability space over its diagonal subalgebra DG. Then
(W ∗(G), E) = (DG, E) ∗DG (Ledge(G), E) ∗DG
(
Lcedge(G), E
)
.
Proof. Let ELoop(G) = E(G) ∩ Loop(G) and Eloopc(G) = E(G) ∩ loopc(G). By
(4.1),
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(W ∗(G), E) = (DG, E) ∗DG (L(G), E) ∗DG (L
c(G), E) .
Since Eloop(G) ⊂ Loop(G) and Eloopc(G) ⊂ loopc(G), we have that
Ledge(G) ≤ L(G) and Lcedge(G) ≤ L
c(G).
Therefore, we have the following subalgebra inclusion “≥” ;
(4.4) (W ∗(G), E) ≥ (DG, E) ∗DG (Ledge(G), E) ∗DG
(
Lcedge(G), E
)
.
So, it suffices to show that we have the reverse subalgebra inclusion “≤”.
(Case I) Assume that l ∈ Loop(G). If l ∈ ELoop(G), then
(4.5) W ∗({Ll}, DG) < Ledge(G).
If l = e1, ..., en with e1, ..., en ∈ E(G), such that ej ∈ Eloopc(G), for all j =
1, ..., n, n > 1, then we have that
W ∗({Ll}, DG) ≤
n
∗DG
j=1
W ∗({Lej}, DG).
Therefore, by the assumption that ej ∈ Eloopc(G), we have that
(4.6) W ∗ ({Ll}, DG) < Lcedge(G).
By (4.5) and (4.6), we can conclude that if l ∈ Loop(G), then the subalgebra
W ∗({Ll}, DG) of W ∗(G) is the subalgebra of Ledge(G) ∗DG L
c
edge(G). i.e.,
(4.7) (W ∗({Ll}, DG)) ≤ (Ledge(G), E) ∗DG
(
Lcedge(G), E
)
,
for all l ∈ Loop(G). Therefore,
(4.8) (L(G), E) ≤ (Ledge(G), E) ∗DG
(
Lcedge(G), DG
)
.
(Case II) Now, assume that w ∈ loopc(G). Suppose that w ∈ Eloopc(G). Then,
clearly,
(4.9) W ∗({Lw}, DG) < Lcedge(G).
Now, assume that w = e1...ek ∈ loopc(G) with e1, ..., ek ∈ E(G) are edges
satisfying that the initial vertex of e1 and the final vertex of ek are different. Then
(4.10) W ∗({Lw}, DG) ≤
k
∗DG
j=1
W ∗({Lej}, DG).
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This also shows that
(4.11) W ∗ ({Lw}, DG) < Lcedge(G).
By (4.10) and (4.11), we can conclude that if w ∈ loopc(G), then the subalgebra
W ∗({Lw}, DG) of W ∗(G) is the subalgebra of Lcedge(G). i.e.,
(4.12) (W ∗({Lw}, DG), E) ≤
(
Lcedge(G), E
)
,
for all w ∈ loopc(G). Therefore, we have that
(4.13) (Lc(G), E) ≤
(
Lcedge(G), E
)
.
As we considered in the previous two cases, we can get that
(4.14) L(G) ∗DG L
c(G) ≤ Ledge(G) ∗DG L
c
edge(G).
Therefore, by the relation (4.14), we can conclude that
(W ∗(G), E) ≤ (DG, E) ∗DG (Ledge(G), E) ∗DG
(
Lcedge(G), E
)
.
The above theorem provides us that
(W ∗(G), E) = (DG, E)
∗DG
(
∗DG
l∈E(G)∩Loop(G)
(W ∗({Ll}, DG), E)
)
∗DG
(
∗DG
w∈E(G)∩loopc(G)
(W ∗({Lw}, DG), E)
)
.
Therefore, we can get the following simple free product structure of a graph
W ∗-probability space (W ∗(G), E) ;
Corollary 4.2. Let G be a countable directed graph and let (W ∗(G), E) be the
graph W ∗-probability space over its diagonal subalgebra DG. Then (W ∗(G), E) has
the following free product structure ;
(W ∗(G), E) = (DG, E) ∗DG
(
∗DG
e∈E(G)
(W ∗({Le}, DG), E)
)
.
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Proof. Notice that the edge set E(G) of the graph G satisfies that
E(G) = (E(G) ∩ Loop(G)) ∪ (Eloopc(G)) .
Assume that if e ∈ E(G) is a loop-edge in loop(G), then e is a basic loop in
Loop(G). i.e.e,
E(G) ∩ Loop(G) = Eloop(G).
Thus we have that
E(G) = (E(G) ∩ Loop(G)) ∪ (E(G) ∩ loopc(G))
= (E(G) ∩ loop(G)) ∪ (E(G) ∩ loopc(G))
= E(G) ∩ (loop(G) ∪ loopc(G))
= E(G) ∩ FP (G) = E(G).
The above theorem and corollary shows us that the free product structure of a
graph W ∗-probability space (W ∗(G), E) is totally depending on the admissibility
on edges of the graph G.
In the rest of this section, we will consider the several examples ;
Example 4.1. Let G be a directed one-vertex graph with V (G) = {v} and E(G) =
{l1, ..., lN}, where lj’s are all loop edges, j = 1, ..., N. Then, by the previous theo-
rem, we can have that
(W ∗(G), E) = (DG, E) ∗DG
(
N
∗DG
j=1
(
W ∗({Lej}, DG), E
))
.
Notice that DG = C and E = tr, where tr is the canonical trace, induced by the
given conditional expectation. Therefore,
(W ∗(G), tr) =
N
∗DG
j=1
(
W ∗({Lej}), tr
)
.
Trivially, it contains the free group factor (L(FN ), τ ) , where τ = tr |A, where
A =W ∗
(
{Lej + L
∗
ej
: j = 1, ..., N}
)
.
Example 4.2. Suppose that we have a directed graph G with
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V (G) = {v1, v2} and E(G) = {l11, l
1
2, l
2
1, l
2
2, l
2
3, e},
where
l1j = v1l
1
jv1, for j = 1, 2, e = v1ev2
and
l2j = v2l
2
jv2, for j = 1, 2, 3.
Then DG = ∆2 ⊂M2(C) and
(W ∗(G), E) = DG ∗DG
(
2
∗DG
i=1
(
W ∗({Ll1i })⊗DG, tr ⊗ 1
))
∗DG
(
3
∗DG
j=1
(
W ∗({Ll2
j
})⊗DG, tr ⊗ 1
))
∗DG ((W
∗({Le},∆2), E2)⊗ (DG,1)) .
This shows that our graph W ∗-probability space (W ∗(G), E) contains free group
factors
L(F2) ≤ ∗2i=1
(
W ∗({Ll1
i
}), tr
)
and
L(F3) ≤ ∗3j=1
(
W ∗({Ll2
j
}), tr
)
(See Section 4.1). Notice that these free group factors L(F2) and L(F3) are
free over DG in (W
∗(G), E) . Therefore, (W ∗(G), E) contains L(F2) ∗DG L(F3).
Remark that
L(F2) ∗DG L(F3) 6= L(F2) ∗ L(F3) = L(F5).
Example 4.3. Let CN be the circular graph with V (CN ) = {v1, ..., vN} and
E(CN ) = {ej : ej = vjejvj+1, j = 1, ..., N − 1, eN = vNeNv1}.
Then DG = ∆N . Thus we have that
Loop(G) = {l := e1...eN}
equivalently,
loopc(G) = {w ∈ FP (G) : w 6= lk, k ∈ N}.
So, for the canonical conditional expectation E, we have that
(W ∗(CN ), E) = (∆N ,1)
∗∆N (W
∗({Ll})⊗∆N , E ⊗ 1)
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∗∆N
(
∗DG
w∈loopc(G)
(W ∗({Lw},∆2)⊗∆N , E2 ⊗ 1)
)
= (∆N , E) ∗∆N
(
N
∗∆N
j=1
(
W ∗({Lej},∆N ), E
))
.
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