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Abstract: Using an approach based on the techniques of FBI transforms, we give
a new simple proof of the global subelliptic estimates for non-selfadjoint non-elliptic
quadratic differential operators, under a natural averaging condition on the Weyl
symbols of the operators, established by the second author [18]. The loss of the
derivatives in the subelliptic estimates depends directly on algebraic properties of
the Hamilton maps of the quadratic symbols. Using the FBI point of view, we also
give accurate smoothing estimates of Gelfand-Shilov type for the associated heat
semigroup in the limit of small times.
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1 Introduction and statement of results
There has recently been a large number of new developments for non-selfadjoint
quadratic differential operators. Here some of the motivation comes from the analy-
sis of second-order operators of Kramers-Fokker-Planck type, where non-selfadjoint
non-elliptic quadratic operators often arise as local models via harmonic oscillator
approximation, [6], [7], [9], [15]. The recent results in the quadratic case include
precise bounds on the resolvent and spectral projections, [12], [24], determination of
spectra for partially elliptic operators [8], as well as smoothing and decay estimates
for the corresponding semigroup in the limit of large times, [8], [16], [1], [4]. Of
particular relevance for the present paper is the work [18] by the second author,
where global subelliptic estimates are established for the class of non-selfadjoint
non-elliptic quadratic differential operators, whose Weyl symbols enjoy certain dy-
namical averaging properties, studied in [8]. The purpose of this work is to develop
a new time-dependent approach to the results of [18]. When doing so, we shall also
establish a precise form of the Gelfand-Shilov regularizing property for the associ-
ated quadratic semigroup, in the small time limit. Let us proceed now to describe
the assumptions, state the results, and outline the main ideas of the proofs.
Let q be a complex valued quadratic form on the phase space,
q : Rnx ×R
n
ξ → C, (x, ξ) 7→ q(x, ξ). (1.1)
We shall assume throughout the following discussion that the quadratic form Re q
is positive semi-definite,
Re q(x, ξ) ≥ 0, (x, ξ) ∈ R2n. (1.2)
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Associated to q is the Hamilton map,
F : C2n → C2n, (1.3)
defined by the identity
q(X, Y ) = σ(X,FY ), X, Y ∈ C2n. (1.4)
Here σ is the complex symplectic form on C2n and the left hand side is the polariza-
tion of q, viewed as a symmetric bilinear form on C2n. We notice that the Hamilton
map F is skew-symmetric with respect to σ.
Following [8], [18], let us introduce the so called singular space associated to q,
S =
( 2n−1⋂
j=0
Ker
[
Re F (Im F )j
])⋂
R2n. (1.5)
As established in [8, Section 2], an equivalent description of the linear subspace
S ⊂ R2n can be given as follows,
S =
{
X ∈ R2n; HkIm qRe q(X) = 0, k ∈ N
}
. (1.6)
Here Hf = f
′
ξ ·∂x−f
′
x ·∂ξ is the Hamilton vector field of a function f ∈ C
1(R2nx,ξ;R).
Throughout this work, it will be assumed that the singular space of q is trivial,
S = {0}. (1.7)
It was shown in [8, Proposition 2.0.1] that the assumption (1.7) implies that for each
T > 0, the quadratic form
R2n ∋ X 7→
∫ T
0
Re q (exp (tHIm q)(X)) dt
is positive definite.
In view of (1.7), we may introduce 0 ≤ k0 ≤ 2n− 1 to be the smallest integer such
that ( k0⋂
j=0
Ker
[
Re F (Im F )j
])⋂
R2n = {0}. (1.8)
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Let us recall from [8, Section 2], [9] that (1.8) implies the following subelliptic
condition for the quadratic symbol q: for each 0 6= X ∈ R2n, there exists an integer
j ∈ {0, . . . , k0} such that
Re q (exp (tHIm q)(X)) = at
2j +O(t2j+1), t→ 0, (1.9)
where a = (H2jIm qRe q)(X)/(2j)! > 0.
The following result was established in [18], where we write
qw(x,Dx)u(x) =
1
(2pi)n
∫∫
ei(x−y)·ξq
(
x+ y
2
, ξ
)
u(y) dy dξ, u ∈ S(Rn), (1.10)
for the Weyl quantization of q. Before stating it, let us introduce the unbounded
selfadjoint operator
〈(x,Dx)〉
r =
(
1 + x2 +D2x
)r/2
, r > 0,
defined in terms of the functional calculus for the selfadjoint operator D2x + x
2 on
L2(Rn). Here Dx = i
−1∂x.
Theorem 1.1 Let q : Rnx ×R
n
ξ → C be a quadratic form with Re q ≥ 0, such that
(1.7) holds. Let k0 ∈ {0, . . . , 2n− 1} be the smallest integer such that
( k0⋂
j=0
Ker
[
ReF (ImF )j
])⋂
R2n = {0}.
Then there exists C > 0 such that for all u ∈ S(Rn), we have
|| 〈(x,Dx)〉
2/(2k0+1)u ||L2(Rn) ≤ C
(
|| qw(x,Dx)u ||L2(Rn) + || u ||L2(Rn)
)
. (1.11)
The global subelliptic estimate (1.11) has turned out to be crucial in [16], in par-
ticular, when deriving sharp resolvent estimates for qw(x,Dx) in suitable parabolic
neighborhoods of the imaginary axis and when showing the exponential rate of con-
vergence to equilibrium for the associated semigroup. The proof of Theorem 1.1
given in [18] is quite technical and is based on a delicate construction of a bounded
real multiplier G ∈ C∞(R2n) ∩ L∞(R2n) such that
Re q(X) +
1
C
HIm qG(X) + 1 ≥
1
C
〈X〉
2
2k0+1 , X ∈ R2n.
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Here 〈X〉 =
(
1 + |X|2
)1/2
. We remark that the existence of the multiplier G has
been a key ingredient in the proof of subelliptic estimates for some classes of non-
selfadjoint h-pseudodifferential operators with double characteristics in [9].
In this paper, we shall give a new and simple proof of Theorem 1.1, based on
the study of the heat semigroup generated by the quadratic differential operator
qw = qw(x,Dx), viewed as a Fourier integral operator with a quadratic complex
phase. Indeed, rather than studying the semigroup directly, following [7], [8], [23],
we first perform a metaplectic FBI transform and consider the semigroup generated
by the holomorphic quadratic operator Q, obtained by conjugating qw(x,Dx) by the
inverse of the FBI transform. We may then view the operator e−tQ as a quadratic
Fourier integral operator in the complex domain [19], [2], which is bounded between
weighted spaces of holomorphic functions,
e−tQ : HΦ0(C
n)→ HΦt(C
n), 0 ≤ t ≤ t0 ≪ 1.
Here Φ0 is a strictly plurisubharmonic quadratic form on C
n and
HΦ0(C
n) = Hol(Cn) ∩ L2(Cn; e−2Φ0 L(dx))
is the image of L2(Rn) under the FBI transform, with L(dx) standing for the
Lebesgue measure on Cn. The space HΦt(C
n) is defined similarly, for the quadratic
form Φt ≤ Φ0, whose time evolution is governed by a real Hamilton-Jacobi equation
— see the discussion in Section 2. In [8] we established, as a consequence of (1.7),
that for all t > 0 small enough, we have the strict inequality Φt < Φ0 on C
n \ {0}.
Here, crucially, we are able to sharpen this bound and to show that the assumption
(1.7) actually implies that
Φt(x) ≤ Φ0(x)−
t2k0+1
C
|x|2 , x ∈ Cn, (1.12)
for all t ≥ 0 small enough. The estimate (1.12) is established here very much follow-
ing the techniques of [23], developed when studying subelliptic resolvent estimates
for non-selfadjoint h-pseudodifferential operators of principal type. In particular,
rather than working directly with the Hamilton-Jacobi equation for Φt, as was done
in [8], following [23], we apply the inverse of the canonical transformation associated
to the FBI transform, to replace the Hamilton-Jacobi equation for Φt by another,
closely related, one, which becomes easier to handle. Let us also mention that for
the quadratic Kramers-Fokker-Planck operator, where we have k0 = 1, the estimate
(1.12) has been proved in [7, Section 11].
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With the estimate (1.12) available, the proof of Theorem 1.1 may be completed by
writing
(Q− z)−1 =
∫ ∞
0
e−t(Q−z) dt, Re z < 0, (1.13)
and observing that the smoothing properties for the resolvent (Q− z)−1, equivalent
to (1.11), may be derived from (1.12), via (1.13), essentially by carrying out the
t-integration.
It turns out that the new method of proof of Theorem 1.1 leads also to some accurate
smoothing estimates for the contraction semigroup e−tq
w
, t ≥ 0, in the limit of small
times. Specifically, let us recall from [8, Theorem 1.2.1] that under the assumptions
(1.2) and (1.7), we have for any t > 0,
e−tq
w
: L2(Rn)→ S(Rn).
Here S(Rn) is the Schwartz space. The behavior of the Schwartz seminorms of
e−tq
w
u, for u ∈ L2(Rn), as t→ 0+, is given in the following result.
Theorem 1.2 Let q : Rnx ×R
n
ξ → C be a quadratic form with Re q ≥ 0, such that
(1.7) holds and let us define the integer k0 ∈ {0, . . . 2n − 1} as in Theorem 1.1.
There exist C > 0 and t0 > 0 such that for all t ∈ (0, t0], and all N ∈ N, we have
|| (D2x + x
2)Ne−tq
w
||L(L2(Rn),L2(Rn)) ≤
CN+1N !
t(2k0+1)N
. (1.14)
Furthermore, there exist C > 0 and t0 > 0 such that for all u ∈ L
2(Rn), all
µ, ν ∈ Nn, and all t ∈ (0, t0], we have
|| xµ∂νxe
−tqwu ||L∞(Rn) ≤
C1+|µ|+|ν| (µ!)1/2 (ν!)1/2
t
(2k0+1)
2
(|µ|+|ν|+2n+s)
|| u ||L2(Rn). (1.15)
Here s > n/2 is a fixed integer.
Theorem 1.2 implies that for any t > 0 and u ∈ L2(Rn), the function e−tq
w
u belongs
to the Gelfand-Shilov space S
1/2
1/2(R
n), with the precise control of the Gelfand-Shilov
seminorms, as t → 0+, described by the bounds (1.15). Here, following [14], we
recall that a function f ∈ C∞(Rn) belongs to the Gelfand-Shilov space Spq (R
n),
with p, q > 0, p+ q ≥ 1, if there exists a constant C ≥ 1 such that for all µ, ν ∈ Nn,
we have
|| xµ∂νxf ||L∞(Rn) ≤ C
1+|µ|+|ν| (µ!)q (ν!)p .
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We refer to [14] and the references given there for a detailed discussion of the
Gelfand-Shilov regularity theory. In the work [10], prepared simultaneously with
the present one, using direct methods, we carry out a more detailed study of the
smoothing properties of the semigroup e−tq
w
in the small time limit, depending on
phase space directions. Comparing Theorem 1.2 with Corollary 1.2 in [10], we ob-
serve that the former result is sharper, since it provides an O(t−
(2k0+1)
2
(|µ|+|ν|+2n+s))
control for the Gelfand-Shilov seminorms of e−tq
w
u in the space S
1/2
1/2(R
n), whereas
Corollary 1.2 in [10] gives a control in t−
(2k0+1)
2
(|µ|+|ν|+s) for the Gelfand-Shilov semi-
norms in the space S
2k0+1
2
2k0+1
2
(Rn).
The plan of the paper is as follows. In Section 2, we study the semigroup generated
by qw on the FBI transform side and establish the estimate (1.12). Representing
the resolvent of qw as the Laplace transform of the semigroup and making use of
some further direct arguments on the FBI transform side, we complete the proof
of Theorem 1.1 in Section 3. In Section 4, we establish Theorem 1.2, relying upon
(1.12), essentially by comparing the semigroup generated by qw with that of the
harmonic oscillator.
Acknowledgements. We are very grateful to Johannes Sjo¨strand for helpful dis-
cussions. The first author would like to thank the Centre Henri Lebesgue at the
University of Rennes 1 for the kind hospitality in June 2015, where part of this
project was conducted. The research of the second and third authors is supported
by the ANR NOSEVOL (Project: ANR 2011 BS0101901).
2 The heat semigroup on the FBI transform side
We shall view qw(x,Dx) as a closed densely defined operator on L
2(Rn), equipped
with the domain
D(qw) = {u ∈ L2(Rn); qw(x,Dx)u ∈ L
2(Rn)}, (2.1)
and let us recall from [13, Section 4] that the operator qw(x,Dx) agrees with the
graph closure of its restriction to S(Rn),
qw(x,Dx) : S(R
n)→ S(Rn).
It follows, as observed in [13, Section 4], that the operator qw(x,Dx) is maximal
accretive and generates, in view of the Hille-Yosida theorem, a strongly continuous
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contraction semigroup
e−tq
w
: L2(Rn)→ L2(Rn), t ≥ 0. (2.2)
In our proof of Theorem 1.1, following [7], [8], [23], we shall be concerned with the
small time behavior of the semigroup (2.2) on the FBI transform side. Let
Tu(x) = C
∫
eiϕ(x,y)u(y) dy, x ∈ Cn, C > 0, (2.3)
be a metaplectic FBI-Bargmann transform, see [22], [11]. Here ϕ is a holomorphic
quadratic form on Cnx ×C
n
y , such that
detϕ′′xy 6= 0, Imϕ
′′
yy > 0.
Associated to T there is a complex linear canonical transformation
κT : C
2n ∋ (y,−ϕ′y(x, y)) 7→ (x, ϕ
′
x(x, y)) ∈ C
2n. (2.4)
We recall from [22, Proposition 1.1], [11, Theorem 1.3.3] that if C > 0 is suitably
chosen in (2.3), then T is unitary,
T : L2(Rn)→ HΦ0(C
n), (2.5)
where
HΦ0(C
n) = Hol(Cn) ∩ L2(Cn, e−2Φ0(x)L(dx)), (2.6)
with
Φ0(x) = sup
y∈Rn
(−Imϕ(x, y)) (2.7)
and L(dx) being the Lebesgue measure on Cn. Let us also recall from [22, Sec-
tion 1], [11, Proposition 1.3.2] that the real quadratic form Φ0 in (2.7) is strictly
plurisubharmonic on Cn.
We have the exact Egorov property, [22, Proposition 1.4], [11, Theorem 1.4.2],
Tqw(y,Dy)u = q˜
w(x,Dx)Tu, u ∈ S(R
n), (2.8)
where q˜ is a quadratic form on C2n given by
q˜ = q ◦ κ−1T . (2.9)
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We refer to [22, Section 1], [11, Section 1.4] for a discussion of the Weyl quantization
in quadraticHΦ–spaces. Let us also recall from [22, Section 1], [11, Proposition 1.3.2]
that the canonical transformation κT maps R
2n bijectively onto
ΛΦ0 =
{(
x,
2
i
∂Φ0
∂x
(x)
)
; x ∈ Cn
}
. (2.10)
Here the real linear subspace ΛΦ0 ⊂ C
2n is I-Lagrangian and R-symplectic, and
in particular, it is maximally totally real. The holomorphic quadratic form q˜ is
therefore uniquely determined by its restriction to ΛΦ0, and we may notice, in view
of (1.2) and (2.9), that
Re q˜
(
x,
2
i
∂Φ0
∂x
(x)
)
≥ 0, x ∈ Cn. (2.11)
Let us simplify the notation and write in what follows, Q = q˜w(x,Dx). The operator
Q is a holomorphic quadratic differential operator and we would like to study the
unbounded operator etQ on HΦ0(C
n), for 0 ≤ t ≤ t0, with t0 > 0 sufficiently small,
see also [1]. To that end, let us consider the evolution problem
(∂t −Q) u(t, x) = 0, u|t=0 = u0 ∈ HΦ0(C
n), (2.12)
for t ∈ [0, t0], which we can solve by a geometric optics construction. Let φ(t, x, η)
be the holomorphic quadratic form on Cnx ×C
n
η , depending smoothly on t ∈ [0, t0],
with t0 > 0 sufficiently small, and satisfying the Hamilton-Jacobi equation,
i∂tφ(t, x, η)− q˜ (x, ∂xφ(t, x, η)) = 0, φ(0, x, η) = x · η. (2.13)
From the general Hamilton-Jacobi theory [3, Chapter 1], we know that for t ∈
[0, t0], with t0 > 0 small enough, the quadratic form φ(t, x, η) can be obtained as a
generating function for the complex linear canonical transformation
exp (itHq˜) : C
2n ∋ (∂ηφ(t, x, η), η) 7→ (x, ∂xφ(t, x, η)) ∈ C
2n. (2.14)
Here, when f is a holomorphic function on C2n = Cnx × C
n
ξ , the Hamilton vector
field Hf of f is a holomorphic vector field given by the usual formula,
Hf =
n∑
j=1
(
∂f
∂ξj
∂
∂xj
−
∂f
∂xj
∂
∂xj
)
.
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It follows that for 0 ≤ t ≤ t0 ≪ 1, the solution operator e
tQ to (2.12) is given by the
following quadratic Fourier integral operator in the complex domain,
etQu(x) =
1
(2pi)n
∫∫
Γ(x,t)
ei(φ(t,x,η)−y·η)a(t) u(y) dy dη, u ∈ HΦ0(C
n). (2.15)
Here the amplitude a(t), depending smoothly on t, with a(0) = 1, is obtained
by solving a suitable transport equation, which we need not specify here. When
explaining the choice of the contour of integration Γ(x, t) in (2.15), we shall follow
the discussion in Appendix B of [2], which in turn can be viewed as a linear version
of the general theory described in [19, Chapters 3,4]. Let Φt be a real strictly
plurisubharmonic quadratic form on Cn, depending smoothly on t ∈ [0, t0], for
t0 > 0 small enough, such that if we set
ΛΦt =
{(
x,
2
i
∂Φt
∂x
(x)
)
; x ∈ Cn
}
(2.16)
then
ΛΦt = exp
(
tĤiq˜
)
(ΛΦ0). (2.17)
Here, when ν is a vector field of type (1, 0) on C2n, we let ν̂ = ν + ν be the corre-
sponding real vector field. An application of [2, Proposition B.1] and [2, Proposition
B.2] allows us to conclude that the plurisubharmonic quadratic form
Cn ×Cn ∋ (y, η) 7→ −Im (φ(t, x, η)− y · η) + Φ0(y)
has a unique critical point (yc(x, t), ηc(x, t)) for each x ∈ C
n and t ∈ [0, t0], which is
non-degenerate of signature (2n, 2n). Furthermore, we have
Φt(x) = vcy,η (−Im (φ(t, x, η)− y · η) + Φ0(y)) ,
where the general notation vcy,η (. . . ) stands for the critical value with respect to y
and η of (. . . ). The contour Γ(x, t) ⊂ C2ny,η in (2.15) is a so called good contour [19,
Chapter 3], which is an affine subspace of C2n of real dimension 2n, passing through
the critical point (yc(x, t), ηc(x, t)), and along which we have
−Im (φ(t, x, η)− y · η) + Φ0(y)− Φt(x) ≍ −
(
|y − yc(x, t)|
2 + |η − ηc(x, t)|
2) .
Applying [2, Proposition B.3], we conclude that we have a bounded operator
etQ : HΦ0(C
n)→ HΦt(C
n), 0 ≤ t ≤ t0 ≪ 1, (2.18)
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where similarly to (2.6), we set
HΦt(C
n) = Hol(Cn) ∩ L2(Cn, e−2Φt(x)L(dx)).
Associated to the function Φ(t, x) = Φt(x) is the manifold
τ =
∂Φ
∂t
, ξ =
2
i
∂Φ
∂x
,
in R2t,τ ×C
2n
x,ξ, which is Lagrangian with respect to the real symplectic form
dτ ∧ dt− Im σ, (2.19)
where
σ =
n∑
j=1
dξj ∧ dxj,
is the complex symplectic (2, 0)–form on C2n = Cnx × C
n
ξ . Let us also recall the
general relation [8],
Ĥiq˜ = H
−Im σ
−Re q˜ , (2.20)
where H−Im σg is the Hamilton vector field of a function g ∈ C
1(C2n,R), computed
with respect to the real symplectic form −Im σ. The Hamilton-Jacobi theory applied
with respect to the real symplectic form in (2.19) tells us therefore that the function
Φ(t, x) satisfies the real Hamilton-Jacobi equation,
∂Φ
∂t
(t, x)− Re q˜
(
x,
2
i
∂Φ
∂x
(t, x)
)
= 0, Φ(0, ·) = Φ0, (2.21)
for x ∈ Cn, 0 ≤ t ≤ t0 ≪ 1. See also [20, Section 3] and [8, Section 3].
Now (2.20) implies that the function Re q˜ is constant along the flow of the Hamilton
vector field Ĥiq˜, and it follows from (2.11) and (2.17) that Re q˜|ΛΦt ≥ 0. Using (2.21)
we conclude that
∂Φ
∂t
(t, x) ≥ 0,
so that the function t 7→ Φt(x) is increasing.
Remark. Let us consider estimates for the operator norm of
etQ ∈ L(HΦ0(C
n), HΦt(C
n)),
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for 0 ≤ t ≤ t0. When doing so, let us set
L2Φ0(C
n) = L2(Cn; e−2Φ0L(dx)),
and let u ∈ HΦ0(C
n) be such that
〈x〉Nu ∈ L2Φ0(C
n), (2.22)
for all N ∈ N. We recall from [22] that functions in HΦ0(C
n) satisfying (2.22) are
precisely those for which T−1u ∈ S(Rn), and in particular, such functions are dense
in HΦ0(C
n). Let us differentiate the scalar product
(etQu, etQu)HΦt = (u(t), u(t))HΦt
with respect to t. We get
d
dt
(u(t), u(t))HΦt =
(Qu(t), u(t))HΦt + (u(t), Qu(t))HΦt − 2
∫
|u(t)|2 e−2Φt(x)
∂Φt
∂t
(x)L(dx).
Here the first two terms in the right hand side can be simplified by means of the
quantization-multiplication formula [21, Theorem 1.2], [11, Proposition 1.4.4], which
becomes exact in the present quadratic case,
(Qu(t), u(t))HΦt =
∫
q˜
(
x,
2
i
∂Φt
∂x
(x)
)
|u(t)|2 e−2Φt(x) L(dx)+b(t)|| u(t) ||2HΦt , (2.23)
where b ∈ C∞([0, t0]). We refer to [1, Section 2] for an explicit computation of Φt
and b(t), in a particular FBI representation. Combining (2.23) with its analog for
(u(t), Qu(t))HΦt and using (2.21) we obtain that
d
dt
|| u(t) ||2HΦt = (2Re b(t)) || u(t) ||
2
HΦt
.
Setting B(t) =
∫ t
0
Re b(s) ds ∈ C∞([0, t0]), we conclude that the operator
e−B(t)etQ : HΦ0(C
n)→ HΦt(C
n), 0 ≤ t ≤ t0, (2.24)
is an isometry. As we shall discuss in the next section, it follows from the general
theory [19, Chapters 3,4] that it is necessarily a bijection, and therefore the map
(2.24) is unitary.
Let us recall that the integer 0 ≤ k0 ≤ 2n − 1 has been introduced in (1.8). The
following is the main result of this section.
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Theorem 2.1 There exist t0 > 0 and C > 0 such that for all t ∈ [0, t0] we have
Φt(x) ≥ Φ0(x) +
t2k0+1
C
|x|2 , x ∈ Cn. (2.25)
When proving Theorem 2.1, we shall follow the arguments of [23] closely, and indeed,
the following discussion can be viewed as a straightforward adaptation of the analysis
of [23, Sections 2,3] to the quadratic case. Let us introduce a C∞–family of linear
I-Lagrangian R-symplectic manifolds Λt, given by
Λt = κ
−1
T (ΛΦt) ⊂ C
2n, t ∈ [0, t0], 0 < t0 ≪ 1. (2.26)
Using (2.9) and (2.17), we can write
Λt = κ
−1
T ◦ exp (itHq˜)(ΛΦ0) = κ
−1
T ◦ exp (itHq˜) ◦ κT
(
R2n
)
= exp (itHq)
(
R2n
)
.
Here we have identified the flow exp (tĤiq˜) of the real vector field Ĥiq˜ with the
holomorphic flow of the holomorphic vector field Hiq˜, restricted to small positive
t ∈ R. The I-Lagrangian manifold Λt ⊂ C
2n
x,ξ is an O(t)–perturbation of R
2n in the
sense of linear subspaces, and the real 1-form Im (ξ · dx) is closed, and hence exact,
on Λt. It follows that there exists a unique real-valued quadratic form Gt on R
2n,
depending smoothly on t ∈ neigh(0, [0,∞)), such that G0 = 0 and
Λt = κ
−1
T (ΛΦt) = {X + iHGt(X); X ∈ R
2n}. (2.27)
Here HGt is the Hamilton vector field of Gt.
Example. Let q : Rnx × R
n
ξ → R be real-valued and positive semi-definite. Then,
using the fact that Hq = 2F is real, we write for small t ∈ R,
Λt = exp (itHq)
(
R2n
)
= {X + itan(2tF )X ; X ∈ R2n},
where tan(2tF ) = sin(2tF ) (cos(2tF ))−1. Observing that cosF is symmetric and
sinF is skew-symmetric with respect to the symplectic form σ, we see that the
bilinear form
R2n ×R2n ∋ (X, Y ) 7→ σ(X, tan (2tF )Y )
is symmetric. It follows that the quadratic form Gt in (2.27) is given by
Gt(X) =
1
2
σ(X, tan (2tF )X).
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In [23, Proposition 2.1], it is explained how to recover the quadratic form Φt in
(2.16) from Gt, and we recall from this result that
Φt(x) = vc(y,η)∈Cn×Rn (−Imϕ(x, y)− η · Im y +Gt(Re y, η)) . (2.28)
Here ϕ(x, y) is the phase of the FBI-Bargmann transform in (2.3). For the conve-
nience of the reader, we shall now discuss briefly the derivation of the formula (2.28),
following [23]. When doing so, let us observe that the point (y, η) ∈ Cn ×Rn is a
critical point of the function
Cn ×Rn ∋ (y, η) 7→ −Imϕ(x, y)− η · Im y +Gt(Re y, η)
precisely when we have
Im y = ∇ηGt(Re y, η),
∂
∂Re y
Imϕ(x, y) = ∇yGt(Re y, η), (2.29)
and
∂
∂Im y
Imϕ(x, y) + η = 0. (2.30)
In view of the Cauchy-Riemann equations, we can write
∂
∂Re y
Imϕ(x, y) = Imϕ′y(x, y),
∂
∂Im y
Imϕ(x, y) = Reϕ′y(x, y),
and therefore, (2.29), (2.30) can equivalently be stated as follows,
(y,−ϕ′y(x, y)) = (Re y, η) + iHGt(Re y, η).
We conclude that the critical value in (2.28) is attained at a unique critical point
(y, η) = (y(x, t), η(x, t)) ∈ Cn ×Rn, which is determined by the condition that the
linear canonical transformation κT in (2.4) maps the point
(Re y, η) + iHGt(Re y, η) ∈ Λt = κ
−1
T (ΛΦt) (2.31)
to the point (x, ϕ′x(x, y)), situated above x ∈ C
n. As verified in [23], the critical
point is non-degenerate, and in order to complete the proof of (2.28), it suffices to
observe that if Φt(x) stands for the critical value in (2.28), we have, using that Φt
is a critical value,
2
i
∂Φt
∂x
(x) =
2
i
∂
∂x
(−Imϕ(x, y)) = ϕ′x(x, y),
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where (y, η) is the corresponding critical point.
Continuing to follow [23], from [23, Proposition 2.4], let us also recall the following
inversion formula for (y, η) ∈ R2n,
Gt(y, η) = vc(x,θ)∈Cn×Rn (Imϕ(x, y + iθ) + η · θ + Φt(x)) . (2.32)
Using that Φt ≥ Φ0 we conclude as in [23, Section 2], that Gt ≥ 0 for all t ∈ [0, t0],
for t0 > 0 sufficiently small.
We shall next show, following [23, Section 3], that the real Hamilton-Jacobi equation
(2.21) for Φt implies a similar equation for Gt. To this end, let (x(t, y, η), θ(t, y, η))
be the critical point in (2.32), and let us write, using the fact that Gt is the critical
value in (2.32) together with (2.21),
∂Gt
∂t
(y, η) =
∂Φt
∂t
(x(t, y, η)) = Re q˜
(
x,
2
i
∂Φt
∂x
(x)
) ∣∣∣∣
x=x(t,y,η)
.
Now as discussed above, the critical points in (2.28) and (2.32) are related to κT , so
that (
x(t, y, η),
2
i
∂Φt
∂x
(x(t, y, η))
)
= κT ((y, η) + iHGt(y, η)) .
We obtain therefore the following equation for the smooth family of quadratic forms
Gt,
∂Gt
∂t
(y, η) = Re (q((y, η) + iHGt(y, η))) , (2.33)
which we state as an initial value problem, for X ∈ R2n and t ∈ [0, t0], for t0 > 0
small enough,
∂Gt
∂t
(X)− Re (q (X + iHGt(X))) = 0, G0 = 0. (2.34)
Using the fact that q is quadratic, we write
Re (q (X + iHGt(X))) = Re q(X) +HIm qGt(X)− Re q(HGt(X)), (2.35)
and the equation (2.34) becomes
∂Gt
∂t
(X)−HIm qGt(X) + Re q(HGt(X)) = Re q(X), G0 = 0. (2.36)
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Here, as we have already observed, the quadratic form Gt ≥ 0 is nonnegative, and
therefore, for some constant C > 0, we have for all t ∈ [0, t0],
0 ≤ Re q(HGt(X)) ≤ O(1) |∇Gt(X)|
2 ≤ CGt(X). (2.37)
We get, using (2.36) and (2.37),
∂Gt
∂t
(X)−HIm qGt(X) + CGt(X) ≥ Re q(X), G0 = 0. (2.38)
Considering (2.38) as a differential inequality along the integral curves of H−Im q and
using Gronwall’s lemma we see that for all t ∈ [0, t0] and X ∈ R
2n, we have for some
C > 0,
Gt(exp (tH−Im q)(X)) ≥
1
C
∫ t
0
Re q (exp (sH−Im q)(X)) ds. (2.39)
Let us put
J(t, X) =
∫ t
0
Re q (exp (sHIm q)(X)) ds, t ∈ [0, t0], X ∈ R
2n, (2.40)
so that 0 ≤ J(t, X) is a quadratic form on R2n with C∞ dependence on t ∈ [0, t0].
From [8, Proposition 2.0.1], let us recall that for each t > 0, the quadratic form
X 7→ J(t, X) is positive definite on R2n. The following result, which is an analog of
[23, Proposition 3.2], is a sharpening of this basic observation.
Proposition 2.2 There exist t0 > 0 and C > 0 such that for all t ∈ [0, t0] we have
J(t, X) ≥
t2k0+1
C
|X|2 , X ∈ R2n. (2.41)
Proof: We proceed similarly to the proof of Proposition 3.2 in [23]. Let X ∈ R2n be
such that |X| = 1 and let j ∈ N, 0 ≤ j ≤ k0, be such that
Re q (exp (tHIm q)(X)) = at
2j +O(t2j+1), t→ 0, (2.42)
where a > 0. Here we use the property (1.9). We claim that there exist CX > 0,
tX ∈ (0, 1), and a neighborhood VX of X in S
n−1 such that for all t ∈ (0, tX ] and all
Y ∈ VX , we have
J(t, Y ) ≥
t2j+1
CX
. (2.43)
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Seeking a contradiction, let us assume that (2.43) does not hold. Then there exist
sequences 0 < tν → 0, Yν ∈ S
n−1, Yν → X such that
J(tν , Yν)
t2j+1ν
→ 0, ν →∞. (2.44)
Using the fact that the function t 7→ J(t, X) is increasing, we get from (2.44),
sup
0≤t≤tν
J(t, Yν)
t2j+1ν
→ 0. (2.45)
A Taylor expansion gives that
J(t, Yν) = a
(0)
ν + a
(1)
ν t+ . . . + a
(2j+1)
ν t
2j+1 +O(t2j+2), t→ 0, (2.46)
and let us define
0 ≤ uν(s) =
J(tνs, Yν)
t2j+1ν
, 0 ≤ s ≤ 1,
so that according to (2.45), we have
sup
0≤s≤1
uν(s)→ 0, ν →∞. (2.47)
On the other hand, using (2.46), we write
uν(s) = pν(s) +O(tνs
2j+2), (2.48)
where pν is a polynomial of degree 2j + 1 given by
pν(s) =
a
(0)
ν
t2j+1ν
+
a
(1)
ν
t2jν
s+ . . . + a(2j+1)ν s
2j+1.
It follows from (2.47) and (2.48) that pν → 0 uniformly on [0, 1] as ν → ∞, and
since all norms on a finite-dimensional vector space are equivalent, we see that the
coefficients of pν all tend to 0 as ν →∞. In particular,
a(2j+1)ν =
1
(2j + 1)!
(
∂2j+1t J
)
(0, Yν)→ 0.
On the other hand, (2.42) shows that
∂2j+1t J(0, X) = (2j)!a > 0,
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and this contradiction establishes the claim. In particular, we see that for all t ∈
[0, tX ] and all Y ∈ VX we have
J(t, Y ) ≥
t2k0+1
CX
.
Covering the compact set Sn−1 by finitely many open neighborhoods of the form
VX1 , . . . VXN and letting C = max1≤j≤NCXj , t0 = min1≤j≤NtXj > 0, we conclude
that for all Y ∈ Sn−1, we have
J(t, Y ) ≥
t2k0+1
C
, 0 ≤ t ≤ t0.
Using the fact that Y 7→ J(t, Y ) is quadratic, we conclude the proof. ✷
Coming back to (2.39), we observe that the conclusion of Proposition 2.2 remains
valid also for the function
J˜(t, X) =
∫ t
0
Re q (exp (sH−Im q)(X)) ds.
Indeed, the Hamilton map of the quadratic form X 7→ q(X) is the complex conju-
gate F of the Hamilton map F of q, and it follows therefore that the assumptions
of Theorem 1.1 are also valid for q, with the same value of k0. Combining this
observation with (2.39) we obtain that there exist C > 0 and t0 > 0 such that the
following estimate holds,
Gt(X) ≥
t2k0+1
C
|X|2 , t ∈ [0, t0], X ∈ R
2n. (2.49)
We next observe that, as explained in [23, Section 2], the inequality (2.49) together
with (2.28) shows that
Φt(x) ≥ Ψt(x), x ∈ C
n, t ∈ [0, t0], (2.50)
where
Ψt(x) = vc(y,η)∈Cn×Rn
(
−Imϕ(x, y)− η · Im y +
t2k0+1
C
|(Re y, η)|2
)
. (2.51)
The unique critical point in (2.51) satisfies
y(x, t) = yc(x) +O(t
2k0+1 |x|), η(x, t) = −ϕ′y(x, yc(x)) +O(t
2k0+1 |x|),
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where yc(x) ∈ R
n is the unique point such that
Φ0(x) = −Imϕ(x, yc(x)).
Thus, yc(x) is the unique critical point of the function
Rn ∋ y 7→ −Imϕ(x, y),
so that ϕ′y(x, yc(x)) is real. From [19, Chapter 7], [11, Section 1.3] we also recall that
the map Cn ∋ x 7→ (yc(x),−ϕ
′
y(x, yc(x))) ∈ R
n ×Rn is a real linear isomorphism.
It follows that
Ψt(x) = Φ0(x) +
t2k0+1
C
∣∣(yc(x),−ϕ′y(x, yc(x)))∣∣2 +O(t4k0+2 |x|2)
≥ Φ0(x) +
t2k0+1
O(1)
|x|2 , 0 ≤ t ≤ t0 ≪ 1, x ∈ C
n. (2.52)
In view of (2.50) and (2.52), the proof of Theorem 2.1 is complete.
Remark. For future reference, let us notice that the arguments developed in this
section apply equally well to the bounded operator
e−tQ : HΦ0(C
n)→ HΦ0(C
n), t ≥ 0,
and allow us to conclude that for all t ∈ [0, t0], with t0 > 0 sufficiently small, the
operator e−tQ is bounded,
e−tQ : HΦ0(C
n)→ HΦ˜t(C
n), (2.53)
where Φ˜t is a real strictly plurisubharmonic quadratic form on C
n, depending
smoothly on t ∈ [0, t0], such that
Φ˜t(x) ≤ Φ0(x)−
t2k0+1
C
|x|2 , x ∈ Cn, t ∈ [0, t0], (2.54)
for some constant C > 0. This result can be viewed as a sharpening of [8, Lemma
3.1.2].
3 Subelliptic estimates
In this section, we shall complete the proof of Theorem 1.1, relying crucially on
the estimate (2.25). When doing so, let us recall from [8, Theorem 1.2.2] that the
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spectrum of the closed densely defined quadratic operator Q : HΦ0(C
n)→ HΦ0(C
n)
is discrete, contained in the open right half plane {z ∈ C; Re z > 0}. Here the
domain of Q is given by
D(Q) = {u ∈ HΦ0(C
n);Qu ∈ HΦ0(C
n)}.
We shall be concerned with deriving estimates for the bounded operator
Q−1 : HΦ0(C
n)→ HΦ0(C
n),
and in doing so we write
Q−1 =
∫ ∞
0
e−tQ dt. (3.1)
Here
e−tQ : HΦ0(C
n)→ HΦ0(C
n), t ≥ 0,
is the strongly continuous contraction semigroup generated by Q, and from [8, The-
orem 1.2.3] we recall that the norm of e−tQ on HΦ0(C
n) decays exponentially as
t→ +∞, so that the integral in (3.1) converges in L(HΦ0(C
n), HΦ0(C
n)).
Let t0 > 0 be small enough fixed and observe that using the semigroup property we
can write,
Q−1 =
∫ t0
0
e−tQ dt+
∫ ∞
t0
e−tQ dt =
∫ t0
0
e−tQ dt+ e−t0QQ−1. (3.2)
It follows from [8], see also (2.53), (2.54), that there exists η > 0 such that the
operator e−t0Q is bounded,
e−t0Q : HΦ0(C
n)→ HΦ0−η|x|2(C
n),
and we shall therefore begin by discussing estimates for the first term in the right
hand side of (3.2), given by the operator
R =
∫ t0
0
e−tQ dt : HΦ0(C
n)→ HΦ0(C
n).
Let u, v be holomorphic functions on Cn, such that
〈x〉Nu, 〈x〉Nv ∈ L2Φ0(C
n),
20
for all N ∈ N. Consider the scalar product
(Ru, v)HΦ0 =
∫∫
1[0,t0](t)(e
−tQu(x))v(x)e−2Φ0(x) L(dx) dt, (3.3)
which can be written as follows,
(Ru, v)HΦ0 =
∫ t0
0
(e−tQu, v)HΦ0 dt =
∫ t0
0
(e−tQ/2u, e−tQ
∗/2v)HΦ0 dt. (3.4)
Here we have used the semigroup property of e−tQ and the fact that the adjoint
semigroup of e−tQ is generated by the adjoint Q∗ of Q in HΦ0(C
n), see [17, Corollary
1.10.6]. From [13, Section 4], [9, Section 3], we recall that Q∗ is a closed densely
defined holomorphic quadratic differential operator on HΦ0(C
n) such that
Q∗ = Tqw(y,Dy)T
−1,
where the domain of qw(y,Dy) is given by {u ∈ L
2(Rn); qw(y,Dy)u ∈ L
2(Rn)}.
Furthermore, as already observed in Section 2, the quadratic form X 7→ q(X) also
satisfies the assumptions of Theorem 1.1, with the same value of k0.
Using (3.4), we get
(Ru, v)HΦ0 =
∫∫
1[0,t0](t)
(
e−tQ/2u(x)
)
(e−tQ∗/2v(x))e−2Φ0(x) L(dx) dt, (3.5)
and by the Cauchy-Schwarz inequality, we conclude that∣∣(Ru, v)HΦ0 ∣∣2
does not exceed the product(∫∫
1[0,t0](t)
∣∣e−tQ/2u(x)∣∣2 e−2Φ0(x) L(dx) dt)×(∫∫
1[0,t0](t)
∣∣e−tQ∗/2v(x)∣∣2 e−2Φ0(x) L(dx) dt) . (3.6)
When estimating (3.6), we observe that according to the discussion in Section 2, we
have a bounded quadratic elliptic Fourier integral operator in the complex domain,
etQ/2 : HΦ0(C
n)→ HΦt/2(C
n), 0 ≤ t ≤ t0, (3.7)
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where the strictly plurisubharmonic quadratic form Φt is given by (2.17), (2.21). An
application of [2, Proposition B.4] allows us to conclude that the operator in (3.7)
has a continuous two-sided inverse,
e−tQ/2 : HΦt/2(C
n)→ HΦ0(C
n), 0 ≤ t ≤ t0, (3.8)
with the operator norm || e−tQ/2 ||L(HΦt/2(C
n),HΦ0 (C
n)) uniformly bounded, for t ∈
[0, t0]. Let us write, when t ∈ [0, t0], with t0 > 0 sufficiently small,∫ ∣∣e−tQ/2u(x)∣∣2 e−2Φ0(x) L(dx) ≤ C(t0) ∫ |u(x)|2 e−2Φt/2(x) L(dx), (3.9)
for some constant C(t0) > 0. Integrating (3.9) with respect to t ∈ [0, t0] and using
Theorem 2.1, we conclude that the first factor in (3.6) does not exceed a constant
times ∫∫
1[0,t0](t) |u(x)|
2 e−2Φ0(x)e−t
2k0+1|x|2/C L(dx) dt, (3.10)
for some C > 0. Here we can carry out the t–integration first, and to this end, we
observe that ∫ t0
0
e−t
2k0+1|x|2/C dt = O(1), for |x| ≤ 1,
while for |x| ≥ 1, we get by a change of variables,∫ t0
0
e−t
2k0+1|x|2/C dt ≤
1
(2k0 + 1) |x|
2/(2k0+1)
∫ ∞
0
e−y/Cy
−
2k0
2k0+1 dy.
Therefore, ∫ t0
0
e−t
2k0+1|x|2/C dt ≤
O(1)
(1 + |x|2)1/(2k0+1)
, x ∈ Cn, (3.11)
and combining (3.10) and (3.11), we obtain the following bound for the first factor
in (3.6),∫∫
1[0,t0](t)
∣∣e−tQ/2u(x)∣∣2 e−2Φ0(x) L(dx) dt
≤ O(1)
∫
(1 + |x|2)−1/(2k0+1) |u(x)|2 e−2Φ0(x) L(dx). (3.12)
To estimate the second factor in (3.6), we observe that all of the analysis developed
in Section 2 can be applied also to the operator etQ
∗
, and in particular, we have the
bounded operator
etQ
∗
: HΦ0(C
n)→ HΦ̂t(C
n), 0 ≤ t ≤ t0, (3.13)
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where, similarly to (2.25), the quadratic form Φ̂t satisfies
Φ̂t(x) ≥ Φ0(x) +
t2k0+1
C
|x|2 , x ∈ Cn, t ∈ [0, t0]. (3.14)
Combining (3.5), (3.6), (3.12), as well as the analog of the latter estimate involving
e−tQ
∗/2, we obtain the estimate∣∣(Ru, v)HΦ0 ∣∣ ≤ C|| 〈x〉−δu ||L2Φ0 || 〈x〉−δv ||L2Φ0 , (3.15)
where
δ =
1
2k0 + 1
. (3.16)
Coming back to (3.2), we shall next consider the contribution of the term e−t0QQ−1,
and to that end we write as before,
(e−t0QQ−1u, v)HΦ0 = (e
−t0Q/2Q−1u, e−t0Q
∗/2v)HΦ0 = (Q
−1e−t0Q/2u, e−t0Q
∗/2v)HΦ0 ,
(3.17)
using also the fact that the bounded operators e−tQ and Q−1 commute. Applying
the Cauchy-Schwarz inequality and the fact that Q−1 is bounded on HΦ0(C
n), we
get ∣∣(e−t0QQ−1u, v)HΦ0 ∣∣ ≤ O(1)|| e−t0Q/2u ||HΦ0 || e−t0Q∗/2v ||HΦ0 . (3.18)
An application of (3.8) together with Theorem 2.1, along with their natural analogs
for the adjoint semigroup e−tQ
∗
, see (3.13), (3.14), allows us then to conclude that∣∣(e−t0QQ−1u, v)HΦ0 ∣∣ ≤ O(1)|| ue−η|x|2 ||L2Φ0 || ve−η|x|2 ||L2Φ0 , (3.19)
for some η > 0. Combining (3.2), (3.15), and (3.19), we obtain the basic estimate∣∣(Q−1u, v)HΦ0 ∣∣ ≤ C|| 〈x〉−δu ||L2Φ0 || 〈x〉−δv ||L2Φ0 , (3.20)
where the factor 0 < δ < 1 has been defined in (3.16). Let us also recall that here
u, v are holomorphic and such that 〈x〉Nu, 〈x〉Nv ∈ L2Φ0(C
n) for all N ∈ N.
Next, we shall pass to Toeplitz operators, and to that end we would like to replace
〈x〉−δu in (3.20) by Π
(
〈x〉−δu
)
, and similarly for 〈x〉−δv, where
Π : L2Φ0(C
n)→ HΦ0(C
n)
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is the orthogonal projection. Here, given q ∈ L∞(Cn), we introduce the Toeplitz
operator with the symbol q, acting on HΦ0(C
n), see [22, Section 1], [25, Chapter
13],
Top(q)u = Π(qu), u ∈ HΦ0(C
n). (3.21)
It will be convenient to rewrite (3.20) as follows,∣∣(Q−1u, v)HΦ0 ∣∣ ≤ C(λ)|| (λ+ |x|2)−δ/2u ||L2Φ0 || (λ+ |x|2)−δ/2v ||L2Φ0 , (3.22)
where λ ≥ 1 is to be chosen sufficiently large but fixed, and the constant C(λ) > 0
depends on λ. Using that Πu = u, we get
|| (λ+ |x|2)−δ/2u ||L2Φ0
≤ ||Π(λ+ |x|2)−δ/2u ||HΦ0 + || [Π, (λ+ |x|
2)−δ/2]u ||L2Φ0
. (3.23)
Here we can write Π(λ+ |x|2)−δ/2u = Top((λ+ |x|2)−δ/2)u, see (3.21). We next claim
that
K := [Π, (λ+ |x|2)−δ/2](λ+ |x|2)(δ+1)/2 = O(1) : L2Φ0(C
n)→ L2Φ0(C
n), (3.24)
uniformly in λ ≥ 1. When verifying the claim, let us recall from [22, Section 1], [11,
Proposition 1.3.4], that the operator Π is given by
Πu(x) = C
∫
e2ψ0(x,y)u(y)e−2Φ0(y) L(dy), C > 0,
where ψ0(x, y) is the unique holomorphic quadratic form on C
n
x × C
n
y , such that
ψ0(x, x) = Φ0(x). We have the basic property,
2Reψ0(x, y)− Φ0(x)− Φ0(y) ∼ − |x− y|
2 , (3.25)
on Cnx × C
n
y , reflecting the strict plurisubharmonicity of Φ0, see [11, Section 1.3].
Letting Π(x, y) stand for the integral kernel of Π, we have therefore,
|Π(x, y)| eΦ0(y)−Φ0(x) ≤ O(1)e−|x−y|
2/C , C > 0. (3.26)
The integral kernel of the operator K in (3.24) is given by
K(x, y) = Π(x, y)
(
(λ+ |y|2)−δ/2 − (λ+ |x|2)−δ/2
)
(λ+ |y|2)(δ+1)/2, (3.27)
and when estimating it, we observe that∣∣(λ+ |y|2)−δ/2 − (λ+ |x|2)−δ/2∣∣ ≤ O(1) |x− y|∫ 1
0
dt(
λ+ |tx+ (1− t)y|2
)(δ+1)/2 ,
(3.28)
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where O(1) is uniform in λ ≥ 1. The standard inequality
1 + |x|
1 + |y|
≤ 1 + |x− y|
shows next that uniformly in t ∈ [0, 1] and λ ≥ 1, we have(
λ+ |y|2
λ+ |tx+ (1− t)y|2
)1/2
≤ 2 (1 + |x− y|) . (3.29)
Combining (3.26), (3.28), and (3.29), we conclude that the absolute value of the
reduced kernel e−Φ0(x)K(x, y)eΦ0(y) of the operator K in (3.24) does not exceed
O(1)e−|x−y|
2/C |x− y| (1 + |x− y|)δ+1 ,
uniformly in λ ≥ 1. An application of Schur’s lemma shows that (3.24) holds.
Combining (3.23) and (3.24), we get
|| (λ+ |x|2)−δ/2u ||L2Φ0
≤ ||Top((λ+ |x|2)−δ/2)u ||HΦ0 +O(λ
−1/2)|| (λ+ |x|2)−δ/2u ||L2Φ0
,
and choosing λ > 1 sufficiently large but fixed, we conclude that
|| (λ+ |x|2)−δ/2u ||L2Φ0
≤ O(1)||Top((λ+ |x|2)−δ/2)u ||HΦ0 . (3.30)
The parameter λ will be kept fixed from now on and the dependence on λ will not
be indicated explicitly. Injecting the estimate (3.30) back into (3.22), we obtain that∣∣(Q−1u, v)HΦ0 ∣∣ ≤ C||Top((λ+ |x|2)−δ/2)u ||HΦ0 ||Top((λ+ |x|2)−δ/2)v ||HΦ0 . (3.31)
We shall now return to the real side by undoing the FBI transform. When doing
so, let us recall from [22, Section 1] as well as from [25, Theorems 13.9, 13.10], that
there exists a ∈ C∞(R2n) such that for all α ∈ N2n, we have
∂αa(X) = Oα(1)m(X), m(X) = 〈X〉
−δ, (3.32)
and such that
Top((λ+ |x|2)−δ/2) = Taw(y,Dy)T
−1. (3.33)
Indeed, it follows from [22, Section 1] that we have (3.33) with a = b ◦ κT , where
b ∈ S(ΛΦ0) is such that
b
(
x,
2
i
∂Φ0
∂x
(x)
)
=
(
exp
(
1
4
(∂x∂x¯Φ0)
−1 ∂x · ∂x¯
)
q
)
(x), q(x) = (λ+ |x|2)−δ/2.
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It follows that when u, v ∈ S(Rn), we get from (3.31),∣∣((qw)−1u, v)L2∣∣ ≤ C|| aw(x,Dx)u ||L2|| aw(x,Dx)v ||L2. (3.34)
It will be convenient to rewrite (3.34) using the positive selfadjoint operator Λ =
(1 + x2 +D2x)
1/2
on L2(Rn), defined by means of the functional calculus for the
harmonic oscillator. To that end, let us set
Γ =
dx2 + dξ2
〈X〉2
, X = (x, ξ) ∈ R2n,
and introduce the corresponding symbol class
S(〈X〉m,Γ) = {a ∈ C∞(R2n); |∂αa(X)| ≤ Cα〈X〉
m−|α|, α ∈ N2n}, m ∈ R.
Let us recall from [5, Theorem 1.11.1] that
Λr ∈ Opw (S(〈X〉r,Γ)) , r ∈ R. (3.35)
Using (3.32), (3.35), and the Caldero´n-Vaillancourt theorem, we conclude that the
operator
aw(x,Dx)Λ
δ : L2(Rn)→ L2(Rn)
is bounded. We get therefore from (3.34), for u, v ∈ S(Rn),∣∣((qw)−1u, v)L2∣∣ ≤ C||Λ−δu ||L2||Λ−δv ||L2. (3.36)
Using that Λδ is a bijection on S(Rn) and rewriting (3.36) in the form∣∣((qw)−1u,Λδv)L2∣∣ ≤ C||Λ−δu ||L2|| v ||L2, u, v ∈ S(Rn), (3.37)
we observe that (3.37) extends to all u ∈ L2(Rn) and v ∈ D(Λδ) ⊆ L2(Rn), since
S(Rn) is dense in D(Λδ) with respect to the graph norm. The estimate∣∣((qw)−1u,Λδv)L2∣∣ ≤ C||Λ−δu ||L2|| v ||L2, u ∈ L2(Rn), v ∈ D(Λδ)
implies that D(qw) ⊂ D(Λδ), with
||Λδ(qw)−1u ||L2 ≤ C||Λ
−δu ||L2, u ∈ L
2(Rn). (3.38)
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Using the bound (3.38), it is now easy to conclude the proof of Theorem 1.1. It
follows from (3.38) that
||Λδv ||L2 ≤ C||Λ
−δqwv ||L2, v ∈ S(R
n), (3.39)
and taking v = Λδu, u ∈ S(Rn), we obtain in view of (3.39),
||Λ2δu ||L2 ≤ C
(
|| qwu ||L2 + ||Λ
−δ[qw,Λδ]u ||L2
)
≤ C (|| qwu ||L2 + || u ||L2) . (3.40)
Here we have used that since q is quadratic, the Weyl symbol of the operator [qw,Λδ]
is of the form i−1Hqb ∈ S(〈X〉
δ,Γ), for some b ∈ S(〈X〉δ,Γ), and therefore the
operator Λ−δ[qw,Λδ] ∈ Opw(S(1,Γ)) is bounded on L2(Rn). The proof of Theorem
1.1 is complete.
Remark. The arguments developed in this section allow us to establish the following
subelliptic resolvent estimate, generalizing (3.40): there exists a constant C > 0
such that for all u ∈ D(qw) and all λ ∈ R, we have
||Λ2δu ||L2 ≤ C (|| (q
w − iλ)u ||L2 + || u ||L2) . (3.41)
Indeed, in order to obtain (3.41), we inspect the arguments of the present section,
concluding that everything works as above, leading to (3.41), provided that we take
as our starting point the representation of the resolvent along the imaginary axis as
the Fourier transform of the semigroup,
(Q− iλ)−1 =
∫ ∞
0
e−t(Q−iλ) dt, λ ∈ R,
and observe that thanks to the exponential decay of the norm of the semigroup e−tQ,
as t→∞, established in [8, Theorem 1.2.3], we have
|| (Q− iλ)−1 ||L(HΦ0(Cn),HΦ0 (Cn)) ≤ O(1),
uniformly in λ ∈ R. As explained in [15, Section 3] and [16, Subsection 3.2], the
subelliptic estimate (3.41) leads directly to some accurate resolvent estimates for
qw, in parabolic regions near the imaginary axis.
4 Smoothing estimates for the semigroup
In this section, we shall establish Theorem 1.2. When doing so, we shall first continue
to work on the FBI transform side, and let us recall from (2.53), (2.54), that we
have a bounded operator
e−tQ : HΦ0(C
n)→ HΦ˜t(C
n), (4.1)
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for all t ∈ [0, t0], with t0 > 0 sufficiently small, with the operator norm in (4.1)
being bounded uniformly in t ∈ [0, t0]. Here Φ˜t is a real strictly plurisubharmonic
quadratic form on Cn such that
Φ˜t(x) ≤ Φ0(x)−
t2k0+1
C
|x|2 , x ∈ Cn, t ∈ [0, t0]. (4.2)
Let p0(x, ξ) = x
2 + ξ2 be the symbol of the harmonic oscillator, and as in (2.9), set
q0 = p0 ◦ κ
−1
T . In what follows, we shall rely only on the observation that q0 is a
holomorphic quadratic form on C2n such that its restriction to ΛΦ0 is real positive
definite. Let us set Q0 = q
w
0 (x,Dx). The quadratic differential operator Q0 is
selfadjoint on HΦ0(C
n), with the domain
D(Q0) = {u ∈ HΦ0(C
n); (1 + |x|2)u ∈ L2Φ(C
n)}.
Proceeding similarly to the discussion in Section 2, we shall now consider the oper-
ator esQ0, for s ∈ [0, s0], with s0 > 0 small enough, acting on HΦ˜t(C
n). Studying
the evolution problem
(∂s −Q0)u(s, x) = 0, u|s=0 = u0 ∈ HΦ˜t(C
n),
and arguing as in Section 2, we see that for s ∈ [0, s0], with s0 > 0 small enough,
and all t ∈ [0, t0], the operator e
sQ0 is bounded
esQ0 : HΦ˜t(C
n)→ HΦ˜t,s(C
n). (4.3)
Here Φ˜t,s is a strictly plurisubharmonic quadratic form on C
n, depending smoothly
on t ≥ 0 and s ≥ 0 small enough, such that
∂Φ˜t,s
∂s
(x)− Re q0
(
x,
2
i
∂Φ˜t,s
∂x
(x)
)
= 0, Φ˜|t,s=0 = Φ˜t. (4.4)
It follows that
Φ˜t,s(x) = Φ˜t(x) +O(s |x|
2), (4.5)
uniformly for t ∈ [0, t0], with t0 > 0 sufficiently small. Choosing
s = s(t) =
t2k0+1
C0
, (4.6)
where the constant C0 is large enough, we conclude, in view of (4.2), (4.3), and (4.5),
that for all t ∈ [0, t0], the operator e
s(t)Q0 is bounded,
es(t)Q0 : HΦ˜t(C
n)→ HΦ0(C
n). (4.7)
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Combining this observation with (4.1), we conclude that for all t ∈ [0, t0], the
composition
es(t)Q0e−tQ : HΦ0(C
n)→ HΦ0(C
n), (4.8)
is bounded, with the operator norm being bounded uniformly, for t ∈ [0, t0]. For
future reference, coming back to the real side, let us summarize the discussion so
far in the following result.
Proposition 4.1 Let q : Rnx × R
n
ξ → C be a quadratic form with Re q ≥ 0, such
that (1.7) holds, and let us define k0 ∈ N as in (1.8). There exist C0 > 0 and t0 > 0
such that for all t ∈ [0, t0], we have a bounded operator
e
t2k0+1
C0
(D2x+x
2)
e−tq
w
: L2(Rn)→ L2(Rn),
with the norm in L(L2(Rn), L2(Rn)) bounded uniformly, for t ∈ [0, t0].
Remark. The discussion in Section 2 shows that the analogs of (4.1), (4.2) are also
valid for the adjoint semigroup,
e−tQ
∗
: HΦ0(C
n)→ HΦ0(C
n), t ∈ [0, t0],
for t0 > 0 small enough, and therefore, an application of Proposition 4.1 shows that
we have a bounded operator
e
t2k0+1
C0
(D2x+x
2)
e−tq
w
: L2(Rn)→ L2(Rn),
uniformly for t ∈ [0, t0]. Let us introduce the domain D = D(e
t2k0+1
C0
(D2x+x
2)
) ⊆
L2(Rn) of the unbounded selfadjoint operator e
t2k0+1
C0
(D2x+x
2)
on L2(Rn), and notice
that v ∈ L2(Rn) belongs to D precisely when
(v, ψα)L2 exp
(
2t2k0+1
C0
|α|
)
∈ l2(Nn).
Here ψα are the Hermite functions, see (4.12) below. In particular, we notice that D
is dense in L2(Rn), since it contains all finite sums of the Hermite functions. When
u ∈ L2(Rn) and v ∈ D, we write for t ∈ [0, t0],∣∣∣∣(e t2k0+1C0 (D2x+x2)e−tqwu, v)L2∣∣∣∣ ≤ O(1)|| u ||L2|| v ||L2. (4.9)
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The scalar product in the left hand side in (4.9) is equal to
(u, e−tq
w
e
t2k0+1
C0
(D2x+x
2)
v)L2,
and therefore we get
|| e−tq
w
e
t2k0+1
C0
(D2x+x
2)
v ||L2 ≤ O(1)|| v ||L2, t ∈ [0, t0].
Using the density ofD in L2(Rn), we conclude that the following operator is bounded
on L2(Rn), uniformly for t ∈ [0, t0],
e−tq
w
e
t2k0+1
C0
(D2x+x
2)
: L2(Rn)→ L2(Rn).
Returning to (4.8), we shall now estimate the norm of the operator QN0 e
−tQ, viewed
as a bounded operator on HΦ0(C
n), when N ∈ N. Writing
QN0 e
−tQ = QN0 e
−s(t)Q0es(t)Q0e−tQ,
where the operators involved are quadratic Fourier integral operators in the complex
domain, and recalling the uniform boundedness of (4.8), we obtain that there exists
a constant C > 0 such that for all t ∈ [0, t0] we have
||QN0 e
−tQ ||L(HΦ0(Cn),HΦ0 (Cn)) ≤ C||Q
N
0 e
−s(t)Q0 ||L(HΦ0(Cn),HΦ0 (Cn)). (4.10)
By the selfadjoint functional calculus, we have
||QN0 e
−s(t)Q0 ||L(HΦ0(Cn),HΦ0 (Cn)) ≤ supλ≥0
(
λNe−s(t)λ
)
≤
N !
s(t)N
, (4.11)
and we get the smoothing estimate
||QN0 e
−tQ ||L(HΦ0(Cn),HΦ0 (Cn)) ≤
CN+1N !
t(2k0+1)N
, 0 < t ≤ t0,
valid for some C > 0 and all N ∈ N. Undoing the FBI transform and coming back
to the L2(Rn)–side, we see that we have proved the bound (1.14) in Theorem 1.2.
Remark. The work [1] also examines the semigroup e−tq
w
on the FBI transform side,
but focusing on a particular FBI transform and an FBI-side harmonic oscillator P0
adapted to the symbol q. Combining Theorems 2.10, 3.8, and 4.8 in [1] gives a result
similar to Proposition 4.1, which reads that
e
t2k0+1
C0
P0e−tQ ∈ L(HΦ0(C
n), HΦ0(C
n)), t ∈ [0, t0], 0 < t0 ≪ 1,
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and that P0 may be replaced by the usual harmonic oscillator on the real side. Ex-
amining the proof of Theorem 2.10 shows that the operator norm of this composition
is O(1), for t ≥ 0 sufficiently small.
It remains for us to finish the proof of Theorem 1.2, by deriving the Gelfand-Shilov
bounds (1.15) on the heat semigroup e−tq
w
. When doing so, we shall combine Propo-
sition 4.1 with some arguments of [14]. Let us write P = D2x+x
2 on L2(Rn), and let
us recall that the spectrum of P is given by the eigenvalues λα = 2 |α|+ n, α ∈ N
n,
and the corresponding eigenfunctions are the Hermite functions,
ψα(x) = Hα(x)e
−x2/2, α ∈ Nn, (4.12)
forming an orthonormal basis of L2(Rn). Here the Hermite polynomials Hα(x)
satisfy
Hα(x) =
n∏
j=1
Hαj (xj).
Let u ∈ L2(Rn). Setting u(t) = e−tq
w
u, t ≥ 0, we can write
u(t) =
∑
α
aα(t)ψα, aα(t) = (u(t), ψα)L2 . (4.13)
An application of Proposition 4.1 shows that∑
α
|aα(t)|
2 e
2t2k0+1
C0
λα ≤ O(1)|| u ||2L2(Rn),
for all t ∈ [0, t0], so that for all α ∈ N
n, we have
|aα(t)| ≤ O(1)e
−
2t2k0+1|α|
C0 || u ||L2(Rn). (4.14)
Using [14, Lemma A.1], we observe next that there exists a constant C > 0 such
that for all ε ∈ (0, 1/2) and all µ, ν ∈ Nn, we have
|| xµ∂νxψα ||L2(Rn) ≤ C
1+|µ|+|ν| (µ!)1/2 (ν!)1/2
eε|α|
ε(|µ|+|ν|)/2
. (4.15)
Combining (4.13), (4.14), and (4.15), we get
|| xµ∂νxu(t) ||L2(Rn) ≤
C1+|µ|+|ν| (µ!)1/2 (ν!)1/2
ε(|µ|+|ν|)/2
∑
α
exp
(
ε |α| −
2t2k0+1
C0
|α|
)
|| u ||L2(Rn).
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Choosing
ε =
t2k0+1
C0
,
we conclude that with a new constant C,
|| xµ∂νxu(t) ||L2(Rn) ≤
C1+|µ|+|ν| (µ!)1/2 (ν!)1/2
t
(2k0+1)
2
(|µ|+|ν|)
F
(
t2k0+1
C0
)
|| u ||L2(Rn), 0 < t ≤ t0,
(4.16)
for t0 > 0 sufficiently small. Here
F (y) =
∑
α
e−y|α|, y > 0.
When estimating F (y) as y → 0, we notice that
F (y) =
1
(n− 1)!
∞∑
m=0
(m+1) . . . (m+n−1)e−ym ≤ Cn
(
1 +
∞∑
m=0
mn−1e−ym
)
, (4.17)
where the constant Cn > 0 depends on n only. Here
∞∑
m=0
mn−1e−ym =
(
−
d
dy
)n−1 ∞∑
m=0
e−ym =
(
−
d
dy
)n−1
ey
ey − 1
,
and an elementary argument allows us therefore to conclude that
F (y) ≤ On(1)y
−n, 0 < y ≤ 1. (4.18)
Combining (4.16) and (4.18), we get
|| xµ∂νxu(t) ||L2(Rn) ≤
C1+|µ|+|ν| (µ!)1/2 (ν!)1/2
t
(2k0+1)
2
(|µ|+|ν|+2n)
|| u ||L2(Rn), 0 < t ≤ t0. (4.19)
To pass to the L∞–norms, it suffices to apply the Sobolev embedding theorem,
|| xµ∂νxu(t) ||L∞(Rn) ≤ O(1)
∑
|α|≤s
||Dα (xµ∂νxu(t)) ||L2(Rn), (4.20)
where s > n/2 is an integer. The estimate (1.15) follows from (4.19) and (4.20), and
this completes the proof of Theorem 1.2.
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