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Abstract
Characterising causal structure is an activity that is ubiquitous across the sciences. Causal mod-
els are representational devices that can be used as oracles for future interventions, to predict
how values of some variables will change in response to interventions on others. Recent work has
generalised concepts from this field to situations involving quantum systems, resulting in a new
notion of quantum causal structure. A key concept in both the classical and quantum context
is that of an intervention. Interventions are the controlled operations required to identify causal
structure and ultimately the feature that endows causal models with empirical meaning. Although
interventions are a crucial feature of both the classical and quantum causal modelling frameworks,
to date there has been no discussion of their physical basis. In this paper, we consider interventions
from a physical perspective and show that, in both the classical and quantum case, they are con-
strained by the thermodynamics of measurement and feedback in open systems. We demonstrate
that the perfect “atomic” or “surgical” interventions characterised by Pearl’s famous do-calculus
are physically impossible, and this is the case for both classical and quantum systems.
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I. INTRODUCTION
Causal reasoning is indispensable in science, medicine, economics, and many aspects of
every day life. Identifying when one event is the cause of another and how intervening can
modify future events are activities that move beyond mere statistical prediction [1–3].
The task of identifying causal relations directly from empirical data has received much
attention in recent decades [4]. Economists, computer scientists, statisticians, and philoso-
phers have all contributed to the modern field of causal inference, where the overarching
goal is to produce so-called causal models, graphical devices that can be used to support
causal queries about various phenomena of interest. Much of the work in this field is fo-
cused on identifying situations where we can build such causal models in the absence of any
information gained directly via interventions. However, all causal models ultimately gain
empirical meaning in virtue of the fact that one can in principle test their implications via
local interventions.
In the last few years, physicists have begun to consider the implications this modern
approach to causality may have for specifically quantum phenomena. The goals of this recent
work are diverse, and the fruits of labour varied, including foundational implications for our
understanding of causation [5–14], new insights into non-Markovian quantum dynamics [15–
17] and practical quantum advantages for certain causal identification tasks [18, 19].
A primitive assumption of all these works is the possibility of local interventions [1, 3],
controlled operations that can be used to probe and define the causal structure of interacting
physical systems. To date there has been little to no engagement with this aspect of the
formalism beyond (i) identifying classical interventions with the setting of a classical random
variable to a specific value (so-called “atomic” or “surgical” interventions) and (ii) identi-
fying quantum interventions with quantum instruments (formally, completely positive trace
preserving maps). It is therefore interesting to ask if there are specific physical constraints
that determine whether a given controlled operation can uncover causal structure.
In this paper, we approach this question by considering the abstract notion of an in-
tervention from a physical perspective. Using examples from both classical and quantum
mechanics, we ask whether thermodynamic principles place any constraints on the nature
of local interventions.
In Section II, we summarise the concept of an intervention introduced by Pearl and the
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causal modelling community. In order to apply this rather abstract definition to mechanical
systems, we define interventions in terms of stochastic control theory based on measurement.
This raises the question of what kinds of interventions are allowed by the laws of physics and
the question of an optimal intervention. In Section III, we show how to describe open sys-
tems in classical mechanics in terms of Markov maps. This makes dynamics irreversible and
identifies the source of causal asymmetry as unmodelled noise. In Section IV, we show how
to define interventions as a control process based on measurement, also described in terms
of a Markov map. The intervention cuts the dynamical chain between pre-intervention and
post-intervention states, identifying an alternative source of causal asymmetry for causal
models. In Section V, we discuss the thermodynamics of interventions as control processes.
We define the efficiency of a classical intervention thereby showing that perfect classical
interventions are in fact impossible. In Section VI, we turn to the quantum case. We first
review the theory of generalised measurements in quantum mechanics and highlight the
role of entanglement for quantum open systems. We show, using a simple example of a
two-particle collision, how entanglement prevents us from making time reversal transforma-
tions on the sub-system. In Section VII, we define interventions in the quantum case as a
control process described in terms of a completely positive map. Finally, in Section VIII,
we consider thermodynamic constraints for quantum interventions. Using the example of
coarse-grained position measurements on a thermalised simple harmonic oscillator we show
how the uncertainty principle determines the thermodynamic costs of an intervention on a
quantum system. We finish with a discussion.
II. INTERVENTIONS AND CAUSAL PROCESSES
Whilst statistical information can tell us when two variables are correlated, we require
explicitly causal information to explain how one variable will change in response to changes
in another. Imagine we make many measurements of two variables, X and Y , and see that
they are strongly correlated. Without further assumptions, it is impossible to predict what
will happen if we intervene and set X to a particular value. One can see that we can explain
the correlation between X and Y via three causally distinct hypotheses: X causes Y , Y
causes X, or X and Y are both effects of a common cause Z, see Figure 1.
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FIG. 1: Three ways to graphically represent a causal structure that captures the correlation between
two variables X and Y .
Without the means to distinguish between these three options, it is impossible to make a
predictive statement about what will happen following an intervention that directly sets the
value of X. What this means in reality will depend very much on the nature of the variables
involved. It is the purpose of this paper to define interventions for mechanical systems and
the physical constraints that control them.
Pearl [1] defines interventions in a highly abstract way as a ‘surgery on equations’. Sup-
pose experiments reveal statistical correlations among a set of variables Xi and a putative
graphical representation is given for the causal connections between the variables, as in Fig-
ure 1. The parents of a variable Xi refers to a subset of variables PAi say{X1, X2, . . . Xi−1}
such that
P (xi|pai) = P (xi|x1, . . . , xi−1). (1)
Each child–parent family is to be represented by a mechanism, or functional relationship,
xi = fi(pai, ui), where ui are independent random disturbances. According to Pearl [1]:
The simplest type of external intervention is one in which a single variable, say
Xi, is forced to take on some fixed value, xi. Such an intervention, which we call
atomic, amounts to lifting Xi from the influence of the old functional mechanism
xi = f(pai, ui), and placing it under the influence of a new mechanism that sets
the value of xi, while keeping all other mechanisms unperturbed.
The first question we need to answer is as follows: in a mechanical system of interacting
particles, what is meant by ‘forced’? More significantly, is it possible to satisfy the condition
‘while keeping all other mechanisms unperturbed’ for mechanical systems? In the quantum
case, the uncertainty principle may raise some doubts.
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The relevant variables of mechanical systems are physical quantities such as position,
momentum, energy, etc. We cannot change a physical variable unless we know how much
to change it by and that requires making a measurement and then acting, conditionally,
with a physically allowed operation on the space of states. Physically allowed means that
the mathematical description must correspond to an operation consistent with the laws of
physics, including thermodynamics. We thus define interventions in mechanical systems in
terms of measurement and control. This necessarily requires us to consider open systems
subject to dissipation, noise, and measurement. Causal interventions assume that an agent
is acting upon an open subsystem of the world. This helps explain the asymmetrical nature
of causal relations in a world in which the global laws of physics are time reversal invariant.
III. CLASSICAL STOCHASTIC DYNAMICS OF OPEN SYSTEMS
In classical mechanics, the state of a perfectly closed system at any time is given by the
position, q(t) = (q1(t), q2(t), . . . , qN(t)), and momenta, p(t) = (p1(t), p2(t), . . . , pN(t)), of all
the particles in the system. The dynamics is determined by a real valued scalar function of
all the position and momenta, H(q,p), the Hamiltonian, using the Poisson bracket operation
and Hamilton’s equations:
q˙i =
∂
∂pi
H(q,p) ; p˙i = − ∂
∂qi
H(q,p). (2)
The dynamics is entirely deterministic: Given the Hamiltonian, if we know the position
and momenta of every particle at any time (qk(t0), pk(t0)), we can determine the position
and momenta of every particle at any point in the future or the past of t0. (Although generic
dynamical systems are chaotic and determinism does not necessarily imply predictability.)
As Laplace captured in his famous statement of classical determinism, a complete description
of classical dynamics requires global knowledge, in fact knowledge of the entire universe.
This is never available for any finite agent embedded in the world. How then does one arrive
at knowledge regarding universal laws? It is typically gained in a piecemeal fashion, via
local experiment and observation. Causal models are explicitly designed to mirror exactly
such local experiments. Such situations are ‘small worlds’, not only open, but requiring the
inclusion of an experimenter, or control system, to execute the relevant observations and
interventions. The key assumption is that such local experiments give us epistemic access
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to situations where we do not have control, including closed systems, in order to make
causal inferences.
We can illustrate the two complimentary pictures, closed and open, by considering a
simple example: the head-on collision of two particles with identical mass. To begin we
will assume point particles. If the degrees of freedom of the two-particle system are isolated
from the environment (which could include internal degrees of freedom, here excluded by
the assumption of point particles), Newton’s laws of motion tell us that the values of the
momenta of each particle are simply exchanged. In this scattering problem, the initial and
final momenta are related by pa,f = pb,i and pb,f = pa,i.
If one particle is stationary before the collision, it is moving after the collision. It is
tempting to say that the moving particle was the cause, and the change in the motion of the
stationary particle the effect. There is a natural objection to calling this “causation” [20]
as we can swap the labels i, f on each side of the scattering equations and nothing changes.
We could just as well say that the final motion is the cause of the earlier motion. Newton’s
laws are deterministic and reversible: systems can be perfectly isolated.
Even if no external forces act on the two-particle system and total momentum is con-
served, there is the possibility that, if we drop the idealisation of point particles, we need
to take into account internal degrees of freedom. These degrees of freedom describe the
reversible effects of the internal forces of restitution in the deformation of elastic bodies in
collision [21]. The momentum difference of the two particles,  = pb,i − pa,i, becomes corre-
lated with the internal degrees of freedom of each particle. Thus, while the internal degrees
of freedom of each particle are uncorrelated (by assumption) before collision, they are nec-
essarily correlated after the collision. At the collision, the internal degrees of freedom apply
an equal and opposite impulse to each particle: an impulse  to particle a and an impulse
− to particle b. This changes the momenta of the particles to pa,f = pb,i and pb,f = pa,i.
This description remains time reversal invariant so long as we include both the external and
internal degrees of freedom of each particle.
Real experimental systems are, of course, never completely isolated, and measurements
are never arbitrarily accurate. This is true of both classical and quantum systems. This
is not just a question of practical considerations. As we will explain, it is a consequence
of the laws of thermodynamics. In any experiment, a decision must be made as to which
degrees of freedom are to be fully accounted for and which are to be treated as unknown,
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environmental systems. In some cases, as we show, these unknown degrees of freedom may
in fact be internal degrees of freedom that constitute the coarse-grained macroscopic degrees
of freedom under experimental control.
Let us consider the first fact: experimental systems are never isolated. The standard
way to describe this situation is to embed the system of experimental interest into a larger
system, called the environment, and then to engineer the situation so that the energy of
interaction between the system and the environment is small on the energy scales relevant for
the experimental system itself. As, by explicit arrangement, we have little or no knowledge
of the microscopic state of the environment, we average over these degrees of freedom to
get a statistical (non deterministic) description of the experimental system of interest. In
most situations, we assume that the environment is in thermal equilibrium. The net result
is that the effect of the environment on the system remains only as a source of dissipation
(friction) and small rapidly fluctuating forces. A controlled mechanical experiment will try
to partition the world in such a way that the system-plus-environment approach cuts the
world at the relevant degrees of freedom for the experimental investigation by a suitable
arrangement of energy scales. It is a remarkable feature of the physical world that this is
possible.
Once we have moved to the system-plus-environment picture, we can no longer specify the
state of a physical system as entirely deterministic functions of time, (qi(t), pi(t)). Instead
there are two completely equivalent ways to proceed. We can describe the system dynamics
in terms of stochastic functions of time (the ‘Langevin picture’) or we can give a description
in terms of a probability density on phase space P(qi, pi, t), such that P(qi, pi, t)dqidpi is the
probability to find the dynamical state in a small phase space volume centred on (qi, pi).
We will refer to this as the ‘Einstein picture’, recalling Einstein’s approach to diffusion in
terms of probability densities. Physical state transformations correspond to Markov maps
defined by a Markov kernel as [22, 23].
P (qi, pi, tf ) =
∫
dp′idq
′
iK(qi, pi, tf − ti)|p′i, q′i)P(p′i, q′i, ti). (3)
The kernel, K, has an interpretation as a conditional probability.
Using the model with the auxiliary system, we can write
Pf (pa, pb) =
∫ ∞
−∞
dδ(− (pb − pa))Pa,i(pa + )Pb,i(pb − ). (4)
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The underlying reversible Newtonian dynamics is reflected in the delta function. This
immediately suggests the generalisation.
Pf (pa, pb) =
∫
dP(− (pa − pb))Pa,i(pa + )Pb,i(pb − ) (5)
where P() = P (−) represents intrinsic initial fluctuations of the internal degrees of freedom.
In this case, the transformation from initial to final distributions is no longer reversible.
To see this, we can easily show that, while mean values are swapped at the collision,
E(pa,f ) = E(pb,i) and E(pb,f ) = E(pa,i) as we have assumed P() = P(−), the variances
are related by V (pa,f ) = V ((pb,i) + V () and V (pb,f ) = V ((pa,i) + V (). The interaction
with unknown internal degrees of freedom always adds noise, which makes the two-particle
dynamics irreversible if the auxiliary system is regarded as part of the environment and
never observed. While we may continue to regard the final momentum of particle b as
the effect that is caused by particle a, the process is no longer time reversal invariant. In
this picture, we see that the source of causal asymmetry is simply our ignorance of the
unmodelled internal degrees of freedom.
We turn now to consider the concept of an intervention for causal relations in a classical
mechanical setting. We show that an intervention is constrained by the thermodynamics of
measurement and feedback in open systems.
IV. CLASSICAL INTERVENTIONS
We take interventions to characterise the act of setting a system to a particular state. This
is necessarily a two-stage process: we must first measure the system and then implement a
controlled operation that is conditioned on the outcome of this measurement. More simply,
in order to set a variable to a particular state, one must first know its current state, and one
can then determine the requisite control map. Thus, we will need labels to specify the kind
of measurement and the measurement result, as well as labels to specify the type of control
map. Intervention thus defined is necessarily asymmetric as the control map must act after
the measurement.
The measurement result is generically denoted by x (which could stand for multiple
real variables), and k characterises the kind of measurement and the nature of the inter-
vention. A simultaneous measurement of position and momentum as well as a conditional
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displacement in system momentum might be labelled. Thus, a control map is a Markov map
denoted Sxk . That is to say x1, x2, . . . are the measurement results for the corresponding
measurement-control maps k = 1, 2, . . .. Of course, the measurement results need not be
canonical variables. For example, we may choose to measure only the kinetic energy of a
mechanical system, which is a quadratic function of momentum. However, as all measure-
ments may be regarded as simultaneous measurements of position and momentum followed
by some sort of coarse graining, we restrict our attention to such canonical variables.
The measurement is completely characterised by a measurement kernel M(x|q, p), where
x are the results of the measurement and (q, p) are the canonical coordinates of the system.
The probability density for the measurement result, and thus for the intervention itself, is
given by
P(x) =
∫
dqdpM(x|q, p)Ps(q, p) (6)
where Ps(q, p) is the state of the system prior to the intervention.
The conditional state of the system, given the measurement result, x, is
Ps(q, p|x) = M(x|q, p)P
s(q, p)
P(x)
. (7)
We define a conditional control map by the Markov map with the stochastic kernel
C(q, p, |q′, p′, x). The conditional system state, after the intervention, is given by
Psc(q, p|x) = (P(x))−1
∫
dq′dp′ C(q, p|q′, p′, x)M(x|q′, p′)Ps(q′, p′) (8)
Thus, the intervention is completely characterised by the stochastic kernels C(q, p|q′, p′, x)
and the measurement kernel M(x|q′, p′) corresponding to the control map and the measure-
ment map respectively. The probability distribution for the intervention P(x) is given by
P(x) =
∫
dqdpdq′dp′C(q, p|q′, p′, x)M(x|q′, p′)Ps(q′, p′) (9)
=
∫
dqdpdq′dp′S(q, p|q′, p′, x)Ps(q′, p′) (10)
= ||SxPs|| (11)
with the L1 norm on phase space.
Finally, to complete the description, we can compute the unconditional system state after
the intervention:
P¯s(q, p) =
∫
dxdq′dp′ C(q, p|q′, p′, x)M(x|q′, p′)Ps(q′, p′). (12)
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In general, the intervention takes many system states to one particular unconditional
system state. If we keep a record of both the measurement result and the control map
applied, then the intervention is reversible. Typically, however, interventions are labelled
only by the final desired state. In this sense, the intervention is irreversible: we cannot
determine what state we started with after the intervention has taken place if we discard
the measurement result. The intervention removes correlations between the system after the
intervention and earlier states. This arises due to the act of measurement itself which requires
that the system be strongly coupled to a low entropy apparatus. Our ignorance of the pre-
intervention state of the system is itself due to unmodelled features of the environment
(internal or external) as suggested in Section III.
V. THERMODYNAMICS OF INTERVENTIONS IN CLASSICAL MECHANICS
We take the view that a control map, taking a conditional state resulting from a measure-
ment to the desired state after the intervention, must also be implemented in a completely
mechanical fashion by acting on the system with mechanical forces. Given this constraint,
it is clear that an intervention can be regarded as a problem in classical stochastic control.
Once this is realised, the question of optimality can be considered.
Two distinct intervention maps Sx and Rx such that∫
dq′dp′S(q, p|q′, p′, x)Ps(q′, p′) =
∫
dq′dp′R(q, p|q′, p′, x)Ps(q′, p′) (13)
are equivalent. Note that, if two interventions are equivalent, then
||SxPs|| = ||RxPs|| = P(x). (14)
Thus, if two interventions are equivalent, the corresponding conditional states they result
in are identical.
Is there any way to choose between equivalent interventions? In real physical systems,
some may be more difficult to implement than others. Indeed, some may be impossible.
How can we quantify the difficulty (or even the feasibility) of achieving a given intervention?
We shall approach this question by considering if there are any important thermodynamic
constraints on possible interventions.
As an example, consider interventions on a single free particle in thermal equilibrium.
The mathematical details of this example are given in Appendix ??, where we give an
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explicit model of a measurement on a free particle in terms of its interaction with another
physical system, the apparatus. The state of the apparatus is assumed to be entirely under
our control, while the state of the system is unknown. Here we summarise those results.
The intervention objective is to control the momentum so that it is highly localised on
p = 0. We will assume that initially the particle is in thermal equilibrium at temperature
T so that the state is given by a Gaussian distribution in momentum with mean zero
and variance ∆ = kBT . Suppose now we make a measurement of momentum, with a
Gaussian measurement kernel with momentum variance σ. As shown in Appendix ??, this
uncertainty is determined by the uncertainty in the state of the apparatus. Let the result
of the measurement be x. The conditional state of the system, given x, is a Gaussian with
mean E(p|x) = x(C − 1)/C and variance V (p|x) = ∆/C, where C = 1 + ∆/σ. For a
very accurate measurement, σ << ∆ so that C >> 1. In fact, with the limit of no added
measurement noise, σ → 0 and C → ∞; the uncertainty in the system momentum in the
conditional state vanishes, resulting in a perfectly accurate measurement. In other words, in
order to make the measurement, an agent must prepare the entropy of the apparatus to be
much less than the entropy of the system to be measured (Appendix ??). This asymmetry
is required for an accurate measurement.
A simple intervention protocol is obvious: subject the particle to an impulsive force to
shift the mean momentum by p0 = −x(C − 1)/C. The final state is a Gaussian, with mean
momentum zero and a variance of ∆/C. The average energy of the displaced state is due
entirely to the momentum fluctuations and is ∆/(2mC).
The intervention comes with an energy cost. The work done by the control protocol is
p20/2m. This is a random variable as the result of the measurement is a random variable.
The average work done on the system over a large number of trials is
W¯ =
∆
2m
(
C
C − 1
)
, (15)
and the change of the average energy of the system, after the intervention, is
∆U¯ = − ∆
2m
(
C − 1
C
)
. (16)
As C = 1 + ∆/σ, this is negative. In the case of a perfect intervention, C → ∞ and
∆U¯ = −W¯ .
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We define the efficiency of the intervention as
η =
|∆U¯ |
W¯
. (17)
In the Gaussian model we are considering, the efficiency is given by
η =
(
C − 1
C
)2
, (18)
which is always less than unity and tends to unity in the limit of C → ∞ for perfect
interventions.
In general, this is an upper bound as the control process that shifts the momentum may
add noise unlike the simple conservative displacement we have assumed above. This could
occur if the memory that stores the measurement result is subject to errors through its
interaction with an unknown environment. If the shift increases the variance, along with a
systematic reduction in the kinetic energy, the intervention effectively heats the system and
does work on it.
In the previous model, a perfect intervention is only possible if the entropy of the appa-
ratus is zero, σ → 0, prior to measurement. This means that the measurement apparatus
(and its memory which stores the measurement to enable an intervention) must have had
zero entropy prior to the intervention [24]. In other words, the measurement apparatus must
have been cooled using a zero temperature heat bath. In reality we do not have access to
a zero temperature heat bath, and we must prepare the state of the measurement appara-
tus (including the memory) by a finite process that reduces its entropy as best as we can.
The measurement result has a finite probability of being in error even if the interaction
between the system and apparatus is perfectly reversible. Interventions are necessarily irre-
versible process as far as the sub-system intervened upon is concerned. This kind of causal
asymmetry, the asymmetry introduced by interventions, is underwritten by the third law of
thermodynamics and clearly physically unavoidable.
The change in entropy between the final and initial system distributions is
∆S = −1
2
ln(C) , (19)
which is negative. On the other hand, the average mutual information is
I¯ =
1
2
ln(C) . (20)
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We can put these results into a more general context for a classical feedback processes
by using the stochastic thermodynamics with feedback considered by Sagawa and Ueda [25,
26]. After the measurement, we let the system return to thermal equilibrium at the initial
temperature. In this example, we find that the change in free energy of the system
∆F = − ∆
2m
(
C − 1
C
)
+
kBTs
2
ln(C). (21)
During this process, we can extract work W¯ext such that
W¯ext ≤ −∆F + kBTsI¯ = ∆
2m
(
C − 1
C
)
. (22)
If we compare this to the average work done on the system by the intervention, we see
that, in general, W¯ext ≤ W¯ with equality only in the case of a perfect intervention C →∞.
Let us return to the question of an optimal intervention starting with an initial thermal
momentum distribution. These two interventions are equivalent:
• A Gaussian measurement that reduces the momentum variance to ∆ followed by a
conservative shift to average zero momentum.
• A more accurate Gaussian measurement that reduces the momentum variance to ∆−
µ followed by a noisy shift that increases the variance to ∆ and shifts the average
momentum to zero.
The corresponding intervention kernels are
S1(q, p|q′, p′, p0) = δ(p′ − p− p0)M1(p0|p′) (23)
S2(q, p|q′, p′, p0) = (2piµ)−1/2e−(p′−p−p0)2/2µM2(p0|p′) (24)
where the measurement kernels are defined by
Mk(p0|p) = (2piσk)−1/2e−p2/2σk (25)
where
σ1 =
[
1
∆
− 1
mkBT
]−1
(26)
σ2 =
[
1
∆− µ −
1
mkBT
]−1
. (27)
However, the second intervention requires more energy on average by the intervention
control process, so the corresponding intervention map is less efficient than the first. See
Appendix ??.
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VI. QUANTUM OPEN SYSTEMS
We now consider causal interventions in the quantum case. As with the classical case,
we first consider the source of causal asymmetry in the absence of interventions. Let us
return to the simple collision model in a quantum description. There are two equivalent
ways to proceed: via the Heisenberg picture or via the Schro¨dinger picture. This mirrors
the Langevin versus the Einstein picture in the classical case. We will begin with the
Schro¨dinger picture.
The quantum scattering theory for a two particle collision of this kind is known, but we
do not need it here. A simple model that captures the key features of the classical collision
can be defined using a quantum variant of the classical model with elastic internal degrees
of freedom, called the auxiliary system. The initial state is taken as
|Ψi〉 = |ψ〉a ⊗ |φ〉b ⊗ |0〉c (28)
where |ψ〉a and |φ〉b are arbitrary single particle states, and |0〉c is a fiducial initial state
for the auxiliary system. We define the interaction between the particles and the auxiliary
system by the pair of unitaries
U = exp[
i
~
Qˆ(pˆb − pˆa)] (29)
V = exp[− i
~
Pˆ (qˆb − qˆa)] (30)
where Qˆ, Pˆ are operators on the auxiliary system such that [Qˆ, Pˆ ] = i~. We will now define
the fiducial state |0〉c in the diagonal basis of Pˆ :
|0〉c =
∫ ∞
−∞
dA()|〉c (31)
where Pˆ |〉c = |〉c.
The total state after the interaction is defined by |Ψ〉f = V U |Ψ〉i and can be shown to
be
|Ψf〉 =
∫ ∞
−∞
d dpdp′A(− (p′ − p))ψ(p+ )φ(p′ − )|p〉a ⊗ |p′〉b ⊗ |〉c, (32)
assuming A() = A(−). It is easily seen that this model conserves total momentum of
particle a and particle b.
A special case occurs for A(− (p′− p)) = δ(− (p′− p)). Integrating over , we see that
the state of the two particles factors out as
|ψf〉ab = |φ〉a ⊗ |ψ〉b. (33)
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This is a perfect state swap and of course it is unphysical as it requires preparing the
auxiliary system in an eigenstate of Pˆ , which is physically impossible; a consequence of
the uncertainty principle for Qˆ and Pˆ . In the physically realistic case, the two particles
remain entangled with the auxiliary system after the interaction. The degree of entanglement
depends on the extent of delocalisation of the initial wave-function A(), equivalently, how
well defined the variable Qˆ is in the initial state. The fact that the final total physical
state is bi-partite entangled (two-particle system × internal system) implies that we cannot
reverse time on the two-particle subsystem alone and maintain positivity of the total state,
as this is equivalent to partial transposition on the two-particle subsystem [27]. Only global
time reversal is physically permitted. This would suggest, when we limit our focus to the
two particle sub-system, it is not only our ignorance of the state of the unmodelled internal
degrees of freedom but also the uncertainty principle that serves as the source of causal
asymmetry in the quantum case.
We can calculate the reduced state of the two-particle system by tracing out the auxiliary
system. This is given by
ρab,f =
∫ ∞
−∞
d e−i(qˆb−qˆa)/~Aˆ(− (pˆb − pˆa)) ρab,i Aˆ†(− (pˆb − pˆa))ei(qˆb−qˆa)/~ (34)
where in this case the initial pure state is ρab,i = |ψ〉a〈ψ| ⊗ |φ〉b〈φ|. This has a direct
interpretation as a measurement and control operation on the two-particle system: the
internal degree of freedom is first coupled via Uˆ , Pˆ is measured, and the momentum difference
between the two particles is then shifted using Vˆ by the measured result.
We can also interpret this model in the Heisenberg picture in which states are unchanged
and operators are transformed by U †V †AˆV U . For example, pˆa,f = pˆb,i+ Pˆi. If we choose the
state of the auxiliary system so that 〈Pˆi〉 = 0, then, on average, 〈pˆa,f〉 = 〈pˆb,i〉, as we expect
from the classical analogy. On the other hand, the auxiliary system always adds noise as we
see by calculating the variances
〈∆pˆ2a,f〉 = 〈∆pˆ2b,i〉+ 〈∆Pˆ 2i 〉. (35)
Only in the unphysical case of the auxiliary system prepared in an eigenstate of Pˆi are
the states completely swapped between input and output.
In the quantum case, the probability distribution for measurement results x ∈ < are
given by
P (x) = tr[ρEˆ(x)] (36)
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with ρ the density operator representing the state of the particle and Eˆ(x) is a positive
operator such that
∫∞
−∞ dxEˆ(x) = 1. We can thus write
Eˆ(x) = Υˆ†(x)Υˆ(x). (37)
The conditional state of the particle after measurement, given the result x, is
ρ|x =
Υˆ(x)ρΥˆ†(x)
P (x)
, (38)
while the unconditional state of the measured particle is given by
ρ′ =
∫ ∞
−∞
dxΥˆ(x)ρΥˆ†(x). (39)
An example for the case of position measurements is given in [28].
VII. QUANTUM INTERVENTIONS
The simplest intervention is a quantum version of the measure and control protocol of
the classical case. Given the measurement result x, we apply a conditional unitary to the
measured system. Thus, the system state after the control intervention is given by
ρ|x =
U(x)Υˆ(x)ρΥˆ†(x)U †(x)
P (x)
. (40)
The corresponding unconditional state is
ρ′ =
∫
dxU(x)Υˆ(x)ρΥˆ†(x)U †(x). (41)
Note that the order of the conditional unitary and the measurement operator is important
as they may not commute and it is essential that the feedback control term acts after
the measurement result. An example of this is the two-particle model described in the
previous section, as is evident from Equation (34). In a more general setting, the control
transformations are not necessarily unitaries but any CPTP map so that
ρ|x = E(x)
[
Υˆ(x)ρΥˆ†(x)
P (x)
]
. (42)
For example, after the measurement, the system may be permitted to come into thermal
equilibrium with a reservoir at a temperature that depends on x.
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In analogy with the classical case, we will define an intervention map by the completely
positive one-parameter map:
S(x)ρ = E(x)
(
Υˆ(x)ρΥˆ†(x)
)
(43)
where x is a real valued random variable and the corresponding probability of this particular
intervention is
P(x) = tr[S(x)ρ]. (44)
This is the quantum analogue of Equation (9).
VIII. THERMODYNAMICS OF QUANTUM INTERVENTIONS
A quantum intervention as we have defined it is constrained by the thermodynamics of
measurement and feedback [25, 26, 29]. As an example, we will consider a binary measure-
ment on a simple harmonic oscillator.
First, consider a measurement that simply asks if a particle moving in a quadratic po-
tential, centred on the origin, is on the left of the origin or on the right? This kind of
measurement is used in the Szilard engine model for a gas in a cylinder.
Such a measurement can be described by the measurement operators [30]:
Mˆ± =
1
2
[
1∓ i (λ+ iqˆ)√
λ2 + qˆ2
]
(45)
where the parameter λ controls how closely this corresponds to a measurement of the sign of
the displacement (see below). The probabilities of the measurement results are determined
by
P(±) = Tr[Mˆ †±Mˆ±ρ] (46)
where
Mˆ †±Mˆ± =
1
2
[
1± qˆ√
λ2 + qˆ2
]
. (47)
In the limit λ→ 0, this approaches a measurement of the sign of the displacement from
equilibrium. Clearly Mˆ †+Mˆ+ + Mˆ
†
−Mˆ− = 1.
It is easy to see that, when acting on energy eigenstates,
Mˆ±|n〉 = 1
2
(|n〉 ± |ψn〉) ≡ 1√
2
|φ±n 〉 (48)
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where |ψn〉 is a parity eigenstate with eigenvalue (−1)n+1; that is to say, it has the opposite
parity to |n〉, and the unitary parity operator is defined Πˆ = e−ipia†a, with a, a† the usual
raising and lowering operators for the oscillator. Thus, |n〉 and |ψn〉 are orthogonal for every
n. The states, |φ±n 〉, are not orthogonal, as
〈φ+m|φ+n 〉 = δm,n + gn(λ)(δm,n+1 + δm,n−1) (49)
where gn(λ) = 〈n|[µ2 + (a + a†)2]−1/2|n〉 and µ = λ/
√
∆0, and ∆0 constitutes the rms
fluctuations of position in the oscillator ground state.
The average displacement in the conditional states, |φ±n 〉, is given by
〈φ+n |qˆ|φ+n 〉 = −〈φ−n |qˆ|φ−n 〉 =
1
2
(〈n|qˆ|ψn〉+ 〈ψn|qˆ|n〉). (50)
The conditional states are located on opposite sides of the origin as expected. The average
energy in the conditional states is
~ω〈φ±n |a†a|φ±n 〉 =
~ω
2
(n+ 〈ψn|a†a|ψn〉). (51)
Thus, the measurement on average adds energy, ∆En = 〈ψn|a†a|ψn〉, to the measured
system. This is a direct consequence of the uncertainty principle as the conditional states
have reduced uncertainty in displacement. This energy is supplied by the measurement
apparatus itself or, more precisely, by the classical field that controls the coupling of the
apparatus to the system.
If the harmonic oscillator is initially in a thermal state at temperature T , the uncondi-
tional state after the measurement is
ρ′ =
1
2
∞∑
n=0
pn[|φ+n 〉〈φ+n |+ |φ−n 〉〈φ−n |], (52)
with pn = (1+n¯)
−1[n¯/(1+n¯)]n and the average excitation number for an oscillator in thermal
equilibrium with a bath at temperature T is n¯ = (exp(β~ω)− 1)−1, where β−1 = kBT . This
is an equal mixture of two states which each separately have the same entropy equal to the
thermal Shannon entropy H(pn). As one bit is required to specify the components of the
mixture, the total entropy of the unconditional state is S(ρ′) = H(pn) + kB ln 2. The extra
bit of information is the mutual information between the system and the memory.
As an example of an intervention we will use the unity parity operator as the feedback
operator: if the result of the measurement is +, do nothing; else apply the parity operator.
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The state after the intervention is thus
ρf =
∞∑
n=0
pn|φ+n 〉〈φ+n |, (53)
which has one bit of entropy less than the post-measurement unconditional state, while one
bit of entropy is stored in the control apparatus. As the parity operator simply represents
free evolution of the oscillator over one period, the feedback does not change the average
energy of the state. Thus, after the intervention the change in the average energy of the
state due to the intervention is simply
∆E =
∞∑
n=0
∆En (54)
where ∆En = 〈ψn|a†a|ψn〉.
This additional energy can be estimated using the uncertainty principle. The average
energy of a simple harmonic oscillator is bounded by the variance of the canonical variables,
E¯ ≤ V (pˆ)
2m
+
mω2
2
V (qˆ) (55)
where m is the mass of the particle and ω the frequency of oscillator. For a thermal state,
this becomes an equality
E¯ = (2n¯+ 1)~ω/2 (56)
where n¯ is the average thermal population of the oscillator energy eigenstates. A measure-
ment of which side of the origin the particle is on will reduce the variance in position by a
factor of γ < 1. The variance in momentum will necessarily increase by at least a factor of
1/γ. Thus, the energy bound increases to
E¯ ≤ (2n¯+ 1)~ω
2
(γ +
1
γ
). (57)
Supposing that γ < 1/2, we see that, after the intervention, the average energy increase
of the oscillator is
∆E ≤ (2n¯+ 1)~ω
4
. (58)
At high temperatures, this becomes ∆E ≤ kBT/2 ≤ kBT ln 2.
We now ask for the change in free energy when the state ρf is allowed to return to thermal
equilibrium by interacting with a heat-bath at temperature T . This is described by the CP
map
E(ρ) =
∞∑
n=0
σ†nρσn (59)
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where the set of lowering operators is defined, for each n, by σn = |n〉〈ψn|. The entropy is
unchanged and the energy of the system changes by −∆E. Thus, the change in free energy
of the system is ∆Fs = −∆E. The maximum amount of work, Wext, that can be extracted
during this thermalisation is constrained by Wext ≤ ∆E. As in the classical case, the amount
of work that can be extracted is less than the amount of energy supplied by the intervention.
However, in this case, this energy is required by the uncertainty principle that links the
accuracy of a coarse-grained measurement of position of the system to the uncertainty in
momentum of the system. At high temperatures, the uncertainty principle argument of the
preceding paragraph shows that Wext ≤ kBT ln 2. That is to say, the maximum amount
of work that can be extracted by letting the system, post-intervention, return to thermal
equilibrium is bounded by the erasure cost of the memory of the intervention. We could
simply have extracted work by letting the memory return to thermal equilibrium instead.
IX. CONCLUSIONS
We have defined an intervention for both classical and quantum systems in terms of a
stochastic control operation. Necessarily this requires that an agent partitions the world
into system of interest and everything else (internal or external) which is to be treated as
an environment. If such interventions are used to discover causal relations, the causal data
in both the classical and quantum context have the same status: they are experimental
measurement data. In both the classical and quantum case, we have argued that no mea-
surement can be perfectly accurate as no laboratory system can ever be completely isolated
from its environment. Using simple, but physically reasonable examples, we have illustrated
that the known thermodynamics of control operations constrains possible interventions in
both the classical and the quantum case. In particular, we have shown how unique quantum
features such as entanglement and the uncertainty principle ensure that these constraints
are satisfied in the quantum case.
Our work highlights a possible answer to an interesting question: is the source of causal
asymmetry between cause and effect simply the act of intervention itself? Intervention based
on measurement and control requires a local low-entropy agent. The reversibility of dynam-
ical laws suggests the possibility that agent-based interventions are required to endow a
causal model with directionality. Indeed, many philosophers would consider that causation
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should be regarded as an explicitly agent-dependent notion: without interventions, causal-
ity simply disappears, leaving only the temporally symmetric dynamical laws in play. An
alternative perspective, however, states that physical systems can possess causal properties
in the absence of the interventions used to reveal them [1]. Our view is somewhere between
these two extremes: it is the temporally symmetric laws of physics that underwrite the
agent-based interventions through which asymmetric causal relations are discovered.
While we have focussed exclusively on causal interventions, our approach indicates a
feature of causal relations in general. The description of general measurements suggests
that the relation between system and apparatus is analogous to that between cause and
effect. Given that all physical interactions are reciprocal, what distinguishes the system
and apparatus is the lower entropy of the apparatus. For an accurate measurement to be
possible, the a priori entropy of the apparatus must be less than that of the system. This
suggests that causal relations built on reversible physical interactions require a local entropy
gradient between cause and effect prior to interventions. This latter conjecture lends support
to the hypothesis that causal structure is an agent-independent but contingent property of
the world, and interventions merely provide the epistemic route to causal discovery. This
challenges accounts of causation that prefer to reduce causation to agency.
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Appendix A
In this appendix, we give an explicit example of a measurement based intervention for
Gaussian states. In the case of one degree of freedom, these take the form
P(q, p) =
(
4pi2 det ∆
)−1/2
exp
[
−1
2
(~u− ~u0)∆−1(~u− ~u0)T
]
(60)
where we have defined the vector ~u = (q, p) and ~u0 = (E(q), E(p)), while the covariance
matrix, ∆, is defined by ∆ij = E(uiuj)−E(ui)E(uj) for simplicity let us assume that there
are no correlations between position and momentum E(qp)− E(q)E(p) = 0.
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For the measurement model discussed in Section IV, we only require the marginal dis-
tributions for the momentum canonical variable. We thus take the system state before the
measurement to be
Psi (p) =
∫
dqP si (q, p)dp = (2pi∆)
−1/2 exp
[
−(p− p0)
2
2∆
]
, (61)
while for the apparatus we take
Pia(x) = (2piσ)
−1/2 exp
[
−x
2
2σ
]
. (62)
The total system-apparatus marginal distribution after the measurement can be defined
by a shift map on the apparatus as
Ps,a = Pia(x− µp)Psi (p). (63)
This describes a conservative interaction between system and apparatus. Thus, the mea-
surement kernel is M(p|x) = Pia(x− µp).
The reduced state of the apparatus after the interaction with the measurement apparatus
is then given by a Gaussian with mean
E(x) = µp0 (64)
and variance
V (x) ≡ E(x2)− E(x)2 = σ + µ2∆. (65)
Thus, the mean of this distribution is proportional to the mean of the prior distribution
for the system momentum, while the variance is the sum of the variance in the apparatus
state and a rescaled variance of the prior system momentum variance. If the prior state of
the meter is well defined so that σ → 0, the measurement statistics are the same as the
prior momentum distribution of the system with a rescaling by µ. We can thus regard σ
as the noise added by the measurement apparatus. This is an important point: to effect a
good measurement, the entropy of the apparatus must be much less than the entropy of the
measured system. This asymmetry is explicitly introduced by whatever agent is preparing
the apparatus prior to making the measurement.
The marginal distribution of the system momentum for the conditional state of the sys-
tem, given a measurement record x, is also a Gaussian with mean and variance given
E(p|x) = p0 + C − 1
C
(x/µ− p0) (66)
V (p|x) = ∆/C (67)
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where
C = 1 +
µ2∆
σ
. (68)
Note that the variance changes in a deterministic way while the change in the average is
a random variable, as x, the measurement result, is a random variable. As C > 1, we see
that the variance of the momentum in the conditional system state of the system is always
reduced. In the limit of no added measurement noise, σ → 0 and C →∞; the uncertainty in
the system momentum in the conditional state vanishes: a perfectly accurate measurement.
The average mutual information between the apparatus and the system is defined by
I¯ =
∫
dpP(p)
∫
dxP(x|p) ln
(
P(x|p)
P(p)
)
. (69)
Using
P(x|p) = (2piσ)−1/2e−(x−p)2/2σ (70)
P(x) = (2pi(∆ + σ))−1/2e−x
2/(2(σ+∆)) (71)
P(p) = (2pi∆)−1/2e−p
2/2∆, (72)
we find that I¯ = 1
2
lnC.
Appendix B
We define a noisy shift in momentum is defined by a convolution kernel. Let the initial
distribution be a Gaussian conditionally centred on the measurement result p0:
Pi(p|p0) = (2pi∆)−1/2e−(p−p0)2/2∆. (73)
After the noisy shift, the final distribution is
Pf (p) =
∫ ∞
−∞
(2piµ)−1/2e(p
′−p−p0)2/2µPi(p′|p0). (74)
This is a Gaussian with zero mean and variance ∆ + µ.
In this case, the intervention must not only change the average momentum of the particle
but must ‘heat’ it so as to increase the variance in momentum. Thus the change in energy
of the system is
∆E =
p20
2m
+
µ
2m
. (75)
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