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CHAPTER 1 ~ INTRODUCTION 
1.1 ABSTRACT 
actile therapies such as reflexology and acupuncture pose a scientific 
conundrum.  Although, they are ancient medical techniques, predating nearly all 
current medical treatments, to this day very little is understood about how, or 
even if, they work.  The majority of the western scientific and medical world is sceptical, 
yet the public embraces these modalities in ever increasing numbers.  These dichotomies 
make it an area worthy of study and this research investigates innovative scientific 
methods which may eventually lead to these modalities being better understood. 
For both modalities, stimulation (either tactile pressure or a needle piercing the surface of 
the skin) is applied to a precise location on the body and it is believed that this ‘activates’ 
a particular organ elsewhere in the body.  Complex acupuncture and reflex pressure point 
maps have been developed over the centuries that directly relate stimulation of a bodily 
point to an organ or disease elsewhere in the body.  One theory regarding how 
reflexology and acupuncture work, suggests that stimulation of the nervous system leads 
to activation of a particular organ.  If this is the case then the brain is an obvious 
thoroughfare through which such messages could be sent.  Therefore, this research begins 
with the question; can a localised, single stimulation of sensory nervous tissue in the body 
be detected in the brain? 
Currently, the answer is no.  Of all brain scanning techniques available today, only 
Electroencephalography (EEG) offers the temporal resolution (in the order of 
milliseconds) to pick out single events.  However, EEG signals from the brain are so tiny 
(in the order of microvolts) and so shrouded in ongoing background EEG activity that 
many repeated stimulations are necessary to detect a signal – a technique known as 
averaging of Evoked Potentials (EP).  Also, the spatial resolution of EEG is poor, 
although advances in high resolution EEG are helping to mitigate this drawback.  This 
research looks at EPs and investigates ways in which a localised, single stimulation may 
be detected.  Evoked Potentials are studied rather than acupuncture or reflexology directly 
because evoked potentials offer more efficient and controllable stimuli than these 
modalities.  Once developed for evoked potentials, these techniques may then be applied 
to investigate therapeutic modalities such as acupuncture and reflexology in future 
research. 
T 
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The analysis of Evoked Potentials is a rich area of research study and various different 
approaches are discussed in more detail in Chapter 2. It is noted that these different 
techniques tend to emphasize features in one domain at the expense of features in other 
domains.  In this way the Fourier Transform will yield excellent spectral information but 
all temporal information is lost in the process.  The identifiable domains described in this 
research are temporal (time), spectral (frequency/scale), spatial (space) and epoch 
(multiple events).  The epoch domain is not a truly independent domain since it provides 
a repetition of the event and so is made up of time, frequency and spatial components. 
However, it does add to the overall information content and analysis techniques will 
impact how information may be observed in the epoch domain. 
Useful information may be detected in each of these domains.  The extent of this research 
is to examine the temporal, spectral and epoch domains.  It does not extend to including 
the spatial domain; although it is possible to include spatial domain analysis in future 
research.  From this approach, a proposition is suggested.  Is it possible to detect features 
across different domains, a true multi-domain analysis, and yet retain features in other 
domains at the same time?  The aim of this research is to use multi-domain analysis of 
electroencephalographic evoked potential data to elicit a better understanding of evoked 
potential data.  This research attempts to steer a course along a path where detecting the 
response of the brain to a localised, single stimulation to the body is the ultimate 
destination.   
The implications for making real strides along such a path go far beyond a mechanism for 
better understanding complementary therapies.  It could form a foundation for new brain-
computer interface (BCI) techniques.  This is a fast developing area of research where 
signals from the brain are interpreted to allow control over external devices.  
Decomposing brain signals into constituent parts is of foremost importance in this field of 
study.  It is only by separating components and identifying those associated with sense or 
motor control that genuine and reliable communication channels can be opened between 
brain and computer.  For example, some Brain-Computer Interface applications utilize 
averaged evoked potentials to interpret intention from a subject.  By reducing the number 
of averages necessary, it is possible to speed up the interface reaction time. 
It is proposed that investigation in this area may also elucidate the area of mesoscopic 
brain dynamics.  The microscopic view of the brain encompasses the field of 
neuroanatomy – the function and behaviour of individual neurons and other cells in the 
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nervous system.  The behaviour of individual cells is well understood.  At the other end of 
the scale, macroscopic brain dynamics investigates broad areas of the brain as one and 
how coordinated groups act together.  Functional Magnetic Resonance Imaging is one 
technology that provides very useful information in this domain.  However, there is no 
unifying theory to explain behaviour at both scales – i.e. how neurons organise 
themselves into the complex processing required by the brain is not understood. Thus 
investigation in the intermediate mesoscopic brain dynamic field is most important.  
Decomposing detected peaks is one level down from the existing macroscopic view. 
A broader discussion of this topic is presented in the rest of the introduction chapter and 
the research questions arising are posed.  Methods of identifying and characterising the 
peaks and troughs of evoked potentials are investigated and the Discrete Dyadic Wavelet 
Transform is chosen.  By using this transform to characterise each peak, a dataset is 
decomposed into a set of discrete peaks. Each peak is describable in any domain and 
hence may be analysed in different domains.  There is also an inherent traceability where 
any observation may be traced back to particular peaks.  The complexity of analysing 
across multiple domains requires some simplification and so grouping of similar type 
peaks is performed.  The analytical problem of examine massive amounts of data in 
multiple domains is transformed into a much simpler classification problem.  A clustering 
analysis technique is employed to better isolate commonly observed evoked potentials 
components.  The results provide additional information about evoked potential signals 
which is useful to clinicians.  This is achieved by providing a breakdown of the 
components that make up an evoked potential. 
1.2 COMPLEMENTARY AND ALTERNATIVE MEDICINES 
1.2.1 A Pressing Issue 
Tactile complementary and alternative medicine (CAM) therapies such as reflexology and 
acupuncture are becoming more prevalent in modern western society.  It is estimated that 
over 8 million U.S. adults have had acupuncture treatment, with over 2 million receiving 
acupuncture treatment in 2001 alone [8].  These therapies generally predate modern 
conventional medicine (CM) techniques yet despite a great wealth of knowledge into the 
exact methods involved and how to apply them; they have lagged conventional medicine 
in understanding of the mechanisms by which they may work.  Studies in allied 
techniques such as chiropractic care and massage treatment report very high patient 
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satisfaction [9].  Practise of CAM therapies has grown significantly mostly outside the 
conventional health care system based on patient demand.  Private health insurance funds 
have, in recent years, helped to bring such modalities into the mainstream by offering 
coverage of such services.  This coverage tends to be based on meeting customer 
expectations rather than scientific proof of the efficacy of the modality.  There is also 
evidence to suggest that high-technology medical equipment and high development cost 
pharmacological drugs, which are favoured in the western medical system, do not 
necessary yield the best patient outcomes [14].  The follow-on suggestion is that perhaps 
more low-tech, low-cost complementary and alternative solutions could have a larger role 
to play.  
While much research continues to try to draw CAM and CM together, with an emphasis 
on clinical trials; very little is understood regarding how these techniques actually work.  
As the use of these techniques becomes more widespread, the lack of broad acceptance 
within western conventional medicine becomes more of an issue.   
 
 
1.2.2 How Might They Work? 
Acupuncture is by far the most studied and accepted CAM modality.  There are 
considerably less formal studies into reflexology and other tactile therapies.  The purpose 
of this research is to identify techniques that may be applied in the future to acupuncture, 
reflexology and perhaps other tactile therapies.   
Many studies offer no rationale as to how acupuncture may work and those that do tend 
of offer a brief hypothesis which is not tested in the rest of the study [10].  The dominant 
theory regarding how acupuncture may work is described by the National Center for 
Complementary and Alternative Medicine (NCCAM) which is part of the National 
Institute of Health in the United States of America.  
“Preclinical studies have documented acupuncture’s effects, but they have 
not been able to fully explain how acupuncture works within the framework 
of the Western system of medicine that is commonly practiced in the United 
States.  It is proposed that acupuncture produces its effects through 
regulating the nervous system, thus aiding the activity of pain-killing 
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biochemicals such as endorphins and immune system cells at specific sites 
in the body.  In addition, studies have shown that acupuncture may alter 
brain chemistry by changing the release of neurotransmitters and 
neurohormones and, thus, affecting the parts of the central nervous system 
related to sensation and involuntary body functions, such as immune 
reactions and processes that regulate a person’s blood pressure, blood flow, 
and body temperature.” [11] 
A recent review of acupuncture clinical trial groups acupuncture theory into five major 
theories [10]: 
1. Acupuncture stimulates  the release of neurochemicals usually endogenous 
opioids, 
2. Acupuncture has a segmented effect known as “gate theory”.  This theory 
postulates that pain is blocked by sensory input due to acupuncture, 
3. Acupuncture has a modulating effect on the autonomic nervous system, 
4. Acupuncture has a local effect on tissues, nerve or immune function, 
5. Acupuncture can cause specific functional effects in the brain. 
The nervous system is strongly favoured as the mechanism by which acupuncture may 
work.  The human nervous system provides the sensory hardware and communications 
network that is capable of recognising both endogenous pain and exogenous stimulation 
and also, triggering a corrective response in another area of the body.   
1.2.3 Difficulties Faced 
It is notoriously difficult to prove the efficacy of complementary and alternative medicine 
techniques and invariably most formal trials in the past have suffered in some deficiency 
such as a compromised test procedure or lack of a viable placebo.  Those trials that 
appear of sufficient scientific standard don’t usually offer glowing proof of these 
methods.  In a nutshell, practitioners and patients appear much more convinced than the 
mainstream scientific community.   
The placebo response or placebo effect is described as a positive therapeutic effect in 
response to a sham therapy or inactive medication.  This effect has been observed for 
hundreds of years and in 1955 Henry Beecher published ‘The Powerful Placebo’ which 
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brought it to the forefront or modern scientific research.  Since this time it has become the 
mainstay of modern clinical trials by virtue of the fact that most clinical trials split 
subjects into a test group and a control group. The test group will receive the treatment 
under trial; the control group will receive an apparently identical treatment but without 
the active agent.  Hence if a pharmacological drug is under trial they will receive a sugar 
pill instead.  Only if the results for the test group are significantly better than the control 
group can the treatment be classified as effective.  The implication from this rationale is 
that the sham treatment is expected to demonstrate some patient amelioration and only if 
the genuine treatment is significantly higher than this can a genuine therapeutic effect of 
the test treatment be asserted.   
There are many studies proving the presence of a placebo response.  For example, one 
study showed that depressed patients who responded to placebo treatment exhibited 
significant changes in pre-frontal cerebral blood flow [12]. While another review paper 
argues that up to 75% of the effectiveness of anti-depressant medication may be 
attributable to the placebo response instead of the treatment itself [13].   
Understanding the body’s placebo response is important since it can be used to effect 
improvement in a subjects underlying condition.  In the majority of cases there is no 
intermediate measurable quantity between the therapeutic treatment and the subjective 
response of the patient.  Developing an intermediate detection technique would allow an 
objective measure to be taken and perhaps assist in delineating between true therapeutic 
improvement and a placebo response. 
Since the interaction between therapeutic effect and placebo effect is difficult to separate, 
the trend in western communities is more and more towards acceptance of 
complementary therapies even without formal scientific acceptance.   
Reflexology and acupuncture are based on the premise that stimulation of particular 
localised areas of the body causes organs located elsewhere to be beneficially affected.  
How is this possible and what pathways might be implicated?   It is acknowledged that 
the philosophy attached to these techniques usually employed generic ‘energy shift’ 
descriptions outside conventional scientific understanding.  However, this study 
particularly wanted to try to understand these techniques within conventional scientific 
wisdom and so it is hypothesised that the brain may the sensory conduit through which 
such messages may be sent.  Is it possible to apply a particular stimulation to the body 
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such as from reflexology or acupuncture and observe a response from the brain?  If so, 
can the response from the brain be linked to any currently known brain processing 
function associated with the organ expected to be affected from reflexology or 
acupuncture methods?  These are the follow-on questions that arise from this research.   
1.3 THE NERVOUS SYSTEM 
1.3.1 A Little History 
The earliest recorded mention of the brain was recorded in the 
Edwyn Smyth Surgical Papyrus written in the 17th century BC 
and credited to the Egyptian high priest Imhotep.  The 
hieroglyphic for brain (Fig 1.1) occurs eight times in the 
description of the symptoms, diagnosis and prognosis of two patients with compound 
skull fractures.  The first detailed view on the nature of the brain is recorded by the 
ancient Greeks.  It was Alcmaeon in the 5th century BC who first considered the brain to 
be the place where the mind was located.  He is recorded as the first to link the brain to 
the sense organs.  In the 4th century BC Hippocrates declared the brain to be the seat of 
intelligence.  Aristotle meanwhile believed the heart was the seat of intelligence and the 
brain was a cooling mechanism for the blood.  He reasoned that humans were more 
rational than animals because their larger brain helped cool their hot-headedness.   
In the 2nd century BC, Herophilis together with Erasistratus made great advances in the 
medical understanding of the brain.  The former recognised the brain as the centre of the 
nervous system and distinguished nerves from blood vessels and motor and sensory 
nerves.  Interestingly, Herophilis is credited with being one of the first scientists, in the 
modern sense of the word.  He introduced experimental method to medicine using 
empirical evidence for his findings. As such his legacy lives on in the scientific rigour 
applied in this thesis [1]. 
Recorded history regarding the brain from the ancient Greeks up to the time of Descartes 
in the 17th century focuses on the so-called mind-body problem.  That is the delineation 
between the physical brain and the higher cognitive processes assigned to the mind.  It 
was Galvani in the 18th century who introduced the electrical theory of the brain.   He 
electrically stimulated the sciatic nerve of a frog causing it to move.   The techniques of 
observing responses in the brain to particular stimuli have evolved greatly in the 
Fig. 1.1: Hieroglyphic for the
word brain (c. 1700 BC) [1] 
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intervening years, yet a huge mass of research continue to revolve around this very topic.  
Stimulus and response experiments remain at the heart of our search to understand 
ourselves. 
1.3.2 Matter Over Mind 
The nervous system is divided into the Central Nervous System (CNS) made up of the 
brain and the spinal cord and the Peripheral Nervous System (PNS) made up of all nerve 
tissue outside the brain and spinal cord.  The PNS is further divided into the Somatic 
Nervous system which sensory signals to the CNS and conducts motor signals from the 
CNS to the skeletal muscles and the Autonomic Nervous system which regulates the 
internal organs of the body relaying sensory information from the organs to the CNS and 
motor signals from the CNS to the organs.  Fig. 1.2 graphically represents some of the 
higher level divisions of the nervous system.  The path highlighted in blue illustrates the 
path of interest in this research.  This is the path taking sensory information from the 
outside world and sending this information to the brain.  It includes the 5 typical senses of 
sight, hearing, smell, taste and touch.  Acupuncture and Reflexology fit under the sense of 
touch, known as the somatosensory system  
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1.3.3 Mind Over Matter 
Consider the advancement of our species and the planet we inhabit; complex societies, 
engineering feats, scientific understanding, creative arts, and even wilful destruction. The 
common thread in all these facets is the human brain and one can only marvel at its 
omnipotent influence on our lives and our planet.  In comparing our physiology with 
other creatures in the animal kingdom, it is our brain which sets us apart.  Our 
achievements as a species by any measure are outstanding.  The correlation between mind 
and brain is not a simple matter.  Physical aspects and simpler functions tend to be 
ascribed to the brain.  Complex, higher reasoning tends to be ascribed to the mind. Are 
they the same?  It is clear that if the answer is not known now, then the only way it will 
be found is by more advanced study of the brain and its functions. We must use the brain 
to study the brain to understand the brain.  Since the first semi-quantitative measurement 
of brain activity by Hans Berger in 1924, the workings of the brain have been gradually 
unravelled and our understanding improved.  However, this one organ still retains more 
Nervous System 
 
Central Nervous  
System (CNS) 
Peripheral Nervous
System (PNS) 
Spinal Cord Autonomic 
 Nervous System 
Somatic 
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Motor  
Nerves 
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Fig. 1.2: Divisions of the Nervous System. Boxes indicate hierarchical nomenclature given to the separate parts.  
Arrows indicate the direction of flow of information.  For example, the information flow for a Somatosensory 
Evoked Potential is illustrated by the blue shading.  In this case, an electrical stimulus is detected by the sensory 
nerves in the somatic nervous system, typically in the hard or foot, and travels along neural pathways until it 
reaches the primary sensory cortex of the brain. Evoked Potentials are measured at this point.  There are several 
items of note in this situation.  There is an aggregation of sensory information along this path particularly once the 
signal enter the brain which makes a 1 to 1 mapping of stimulus and cortex response more difficult.  Secondly, the 
arrival of the observable response at the primary sensory cortex is not the endpoint of the signal.  This information 
may be relayed to the secondary sensory area and further integrated with other sensory information in the 
association area and if a physical response is then initiated the motor area is activated and a new signal is sent along 
the motor path back to the relevant organ. (Adapted from [3]) 
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secrets as to its understanding than any other organ in the body due to its massive 
complexity for which our technology and comprehension cannot yet match.   
1.4 FUNCTIONAL NEUROIMAGING 
1.4.1 Neuroimaging Techniques 
In order to understand brain activity, it is first necessary to measure it in some way.  
Functional neuroimaging describes a range of techniques that measure brain activity and 
then relate it to certain mental functions.  Electroencephalography (EEG) measures tiny 
electrical fields detectable on the surface of the scalp.  A pair of EEG electrodes creates a 
loop which measures the potential difference between these electrodes.  It is believed that 
EEG is mostly detecting coherent firing of post synaptic potentials in many nerve cells 
located in the cerebral cortex [6].  EEG is the technique that most directly measures nerve 
cell activity as both nerve cells are electrical conductors.  Magnetoencephalography 
(MEG) measures the magnet field that is associated with the electrical field produced by 
groups of nerve cells.  It has a similar good temporal resolution and poor spatial 
resolution as EEG.   
Functional Magnetic Resonance Imaging (fMRI) uses a rotating magnetic field and radio 
waves to detect changes in blood flow.  When nerve cells are activated, they use oxygen. 
This in turn triggers blood to flow to replenish the deoxygenated blood. This is known as 
the hemodynamic response. fMRI can detect this blood flow.  As it is an indirect measure 
of nerve activity there is an intrinsic delay between activity and observed response which 
limits the temporal resolution of this device to the order of seconds.  However, it has 
excellent spatial resolution to the order of 1-2mm and can provide highly detailed 
structural and functional images of the brain and its activity.  Other techniques such as 
Computed Tomography (CT) and Positron Emission Tomography (PET) use different 
principles but provide similar results to fMRI i.e. excellent spatial resolution but poor 
temporal resolution.   
Each of the currently available techniques varies in principle, resolution and level of 
invasiveness. A comparison is illustrated in Table 1.1 with a more detailed discussion on 
the analytical aspects provided in Chapter 2.  Currently there is no method to overcome 
the temporal limitations of fMRI, PET and CT techniques although there are gradual 
incremental improvements being developed.  The spatial limitation of EEG can to some 
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extent be overcome by using a high density array of electrodes.  This yields an interpreted 
set of discrete measurements in space which may be interpolated to yield an improved 
spatial resolution.  Higher density MEG is more difficult to achieve due to the high cost 
of MEG electrodes and their bulkiness.  Therefore, in this research, it was decided that 
EEG would provide the most suitable measurement technique from which to investigate 
the brains response to single stimuli. 
Technique Principle Spatial Resolution Temporal Resolution Invasive 
EEG Electric Field Poor but improving 
~2-3cm 
Excellent  
~1ms 
Subject can be 
mobile and remote 
MEG Magnetic Field Poor Excellent 
 ~1ms 
Laboratory only, 
stationary subject 
fMRI Changes in 
Blood flow 
Excellent  
~2-3mm 
Poor but improving 
~1-2s 
Laboratory only, 
stationary subject 
PET Radioactive 
Emissions 
Poor Poor ~1-2s Lab only, stationary 
& ingested dye 
CT X-ray Good Poor Laboratory only, 
stationary subject 
Table 1.1:  Brief comparison of the major neuroimaging techniques, their ability to resolve in both the space and 
time domain and the level of invasiveness for the subject. 
1.4.2 EEG Techniques 
There are many analytical techniques associated with EEG studies. In Electric Fields of 
the Brain, Paul Nunez discusses the appropriateness of using our own predictions in 
relation to dynamic measures of complex systems such as the brain.   
“…. By transforming raw data in ways suggested by our guesses about EEG 
properties, we attempt to establish new relationships between the 
transformed data and brain state that would be difficult or impossible with 
only the raw data.” [6] 
From the myriad of analysis techniques just a few are discussed here as being perhaps the 
most utilised or illuminating of the dynamic properties of the brain.  These are Spectral 
Analysis, Averaging, Coherence, Principle Component Analysis (PCA), Independent 
Component Analysis (ICA) and Dipole Source Modelling.  These methods are described 
and compared in chapter 2.  Essentially, they all transform data into a single domain or 
two domains at most – i.e. temporal, spectral, epoch or spatial, at the expense of the data 
contained in the other domain.  Loss of data is critical in complex systems such as the 
brain. Thus this research focuses on retaining as much information across domains as 
possible.   By developing techniques to retain and then cross-analyse this information, 
correlations between individual responses to individual events may be investigated.  In 
acknowledging that this goal, if achievable, would be a major scientific advancement, it is 
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also a goal in this research to determine how far along this path it is possible to go and to 
highlight new insights observed along the way.   
1.4.3 Evoked Potentials & Averaging 
Cortical electric potentials that could be related to particular brain events are of most 
interest in this research; hence it was decided to study Evoked Potentials.  Evoked 
Potentials are a type of Electroencephalograph (EEG) response, where the response is not 
triggered endogenously by the natural processes of the brain but exogenously by an 
external trigger.  Typical external triggers include visual, auditory or somatosensory 
stimuli.  These stimuli are presented to a subject at a known instant in time and the EEG 
response is then related to the stimuli.  Even with such precise time scale for the input 
stimuli, in virtually all cases, it is still impossible to clearly discern any individual brain 
wave pattern which directly correlates to a single stimulus.  Again, the complexity of the 
brain function means a transformation method is applied in order to observe a direct link.   
For evoked Potentials, the simplest and most effective transform is to average the 
response in the time domain.  So instead of a single stimulus being presented to a subject, 
perhaps 500 stimuli are presented, then the individual responses for these 500 stimuli are 
added together and divided by the number of stimuli yielding a response which has a 
characteristic response over certain response time areas due to the additive effect of the 
coherent response of the brain caused by the presence of the stimuli.  While this method 
gives a very good guide to the integrity of the neurological pathways between sensory 
organ and the brain, it is a cumulative response to 500 stimuli and not due to a single 
stimulus.  Also, there is no traceability to show the effect of individual responses to the 
overall response i.e. it is not an invertible transform.   
1.5 RESEARCH APPROACH 
1.5.1 From Background to Foreground 
Having outlined some of the background to this area of research, here we focus on the 
techniques utilised in the research in order to elucidate the problem of single sample 
evoked potentials.    
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1.5.2 Wavelet Transform & Singularity Detection 
A wavelet is a time domain wave which is localised, oscillatory and with zero average.  
The Wavelet Transform compares a time scale waveform to a particular wavelet and 
highlights areas of similarity in both the temporal and spectral domain.  The output of this 
transform is a set of coefficients along the time axis for each scale factor.  Coefficient 
values are larger where the signal more closely approximates the particular scale of the 
wavelet at that particular time. Equally, where there is little or no ‘fit’, coefficient values 
tend towards zero. It is this specificity in both the temporal and spectral domain which 
makes the Wavelet Transform most attractive for the purposes of this research.   The 
Wavelet Transform is a relatively modern analytical technique that has been used in EEG 
research before.  Typically it is applied as a means of noise reduction or spike detection.   
In this research, it is the singularity detection property of the Wavelet Transform that is 
most relevant.  Singularity Detection in the Wavelet Transform was first described by 
Stephane Mallat in 1989 [14].  A singularity is a mathematical term to describe a sharp, 
irregular transition within a signal.  It may also be applied to peaks and troughs typical of 
EEG signals.  By choosing a wavelet that was the derivative of a smoothing function, 
such as the quadratic spline wavelet of degree two, Mallat and Hwang [14] proved that 
the evolution of the local maxima of the wavelet transform modulus across scales could 
be used to detect local singularities.  The detail components, taken from the “algorithme à 
trous” method, yield a set of coefficients for each scale. At a point of singularity, there is 
a linear relationship between log2 of the modulus maxima response and its associated 
scale j – a concept known as Lipschitz regularity. By selecting only the modulus maxima 
values that fitted the linear relationship, Mallet and Hwang simplified the large set of 
wavelet coefficients into a much smaller discrete set of coefficients grouped per 
singularity.  
This is a powerful step forward in the characterisation of a signal into a group of 
singularities.  Mallet and Hwang did not further analyse individual singularities but did 
demonstrate an inverse discrete wavelet transform that showed that the selected 
singularity coefficients still approximated the original signal well.  
1.5.3 Peak Detection 
This research takes this concept one step further and postulates that if a group of discrete 
singularities can be used to characterize a signal, then it may be possible to automatically 
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group these singularities into singularity sets that characterize each individual peak. By 
analyzing in terms of peaks we retain both the temporal and spectral aspects of the signal 
and can then summate these peaks to recover the original signal.  Moreover, this 
characterization of separate individual discrete peaks can be analysed in novel way in 
both the temporal and spectral (and epochal) domain.  The process of characterizing a 
signal into a set of peaks constitutes a major portion of this research.  A set of algorithms 
were developed in the Matlab environment.  These algorithms automatically characterize 
a signal into a set of discrete peaks using the singularity detection wavelet transform 
methodology.  This algorithm had to be robust and accurately characterize the original 
signal.  The large size of the datasets also meant that it was necessary for the algorithm to 
perform automatically. 
1.5.4 Peak Characterisation 
Having characterized the EEG signal into set of peaks, it then remains to identify 
meaningful ways to classify this data and several methods are investigated.  Discrete 
independent parameters were identified that could uniquely define each detected peak.  
Typical parameters include peak time location, peak width, peak height, area under the 
peak and the number of similar peaks across epochs.  The parameters chosen encode 
aspects from different domains.   
1.5.5 Peak Clustering 
A novel clustering technique was applied to a subset of these parameters in order to 
identify areas of higher parameter concentration.    In the results section, it is 
demonstrated that these high concentration areas are directly related to the components of 
evoked potential.  They also represent a discrete and meaningful decomposition of the 
evoked potential response.  The evoked response is decomposed into a discrete group of 
peaksets. Peaksets are locations where similar peak shapes overlap in sufficient numbers 
to be elevated above the average expected concentration at that location.  By identifying 
these peaksets and using them to reconstruct an approximation of the evoked response, a 
new expression for evoked potentials is generated; one which provide neurological 
experts significant extra details regarding the evoked response. 
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CHAPTER 2 ~ LITERATURE REVIEW 
2.1  OVERVIEW 
hapter 1 described how an initial concept of trying to understand acupuncture 
and reflexology evolved into examining how to detect individual neural signals 
in the brain.  This chapter elaborates on this idea and reviews various 
approaches to addressing this problem.  This process gives perspective to the work from 
which further advances are investigated.    
There are four major sections within this chapter.  The first (Section 2.2) describes our 
understanding of the mechanics or physiology of the functioning brain and, in particular, 
its interaction with the senses.  Here the basics of electricity in the body are explained and 
special focus is given to the topic of Visual Evoked Potentials (VEP).  Readers familiar 
with this area may wish to skim-read or skip this section.   
The next section (Section 2.3) summarizes the current brain imaging techniques available 
and evaluates their suitability with regard to detecting single event responses to known 
stimuli. From this review it becomes clear that Electroencephalography currently offers 
the best combination of excellent temporal resolution and adequate and improving spatial 
resolution with which to approach this topic.  This leads to the next section (Section 2.4); 
a review of the main methods of EEG analysis.  Applicability to the area of identifying 
single trial evoked potentials is highlighted.  This forms the crux of the body of 
knowledge that currently exists and how it related to this research.   
The last section (Section 2.5) investigates ideas to extend the boundaries of understanding 
in these areas and focuses attention on the areas that concern this research.  Out of this 
discussion, relevant research questions are posed that form the basis this doctoral study 
and which are elaborated upon in the remaining chapters.  
2.2  NEUROPHYSIOLOGY 
When considering how the brain functions, it is first necessary to ask from what 
perspective you wish to view.  The massive complexity of the brain prevents any simple 
model from fully describing its functions completely.  The neuron is the basic building 
block for all brain activity.  For the purposes of this review, processes within the brain are 
C
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broken into three viewpoints and related to the neuron in each viewpoint. These 
viewpoints form the microscopic, mesoscopic and macroscopic view.  
2.2.1 Microscopic viewpoint 
This nerve cell or neuron is the essential building block of the entire central and 
Peripheral nervous system.  Fig. 2.1 illustrates the main components of the neuron which 
are [3, 15]: 
soma: the cell body and metabolic centre of the neuron.  At the centre is the nucleus 
which contains the genetic material.  
dendrites: numerous short branch-like strands extending from the soma whose primary 
purpose is to receive data from other neurons. 
axon: single long fibre that conducts neural signals from the cell body to other parts of the 
nervous system.  The axon hillock is formed where the axon meets the cell body and 
aggregates all the received action potentials.  The axon ends at the pre-synaptic terminal 
which is connected to the dendrite(s) of another neuron via the synaptic cleft. 
To understand the functioning of a neuron, one must examine the electrochemical 
properties of the neuron.  A voltage difference is observed across the cell membrane of all 
cells. Neurons are excitable which means that the cell membrane can produce 
electrochemical impulses and conduct them along the membrane [16]. 
The cell membrane encloses the nerve cell.  The cell membrane is formed by a lipid bi-
layer of specialized cells. Cells in each layer have a head made from fatty acids which is 
hydrophilic and a tail made from hydrocarbon chains which is hydrophobic.  These cells 
are aligned in two layers of cells where the cells are orientated tail-to-tail.  
Macromolecular pores (ion channels) within the cell membrane then allow ions such as 
sodium, potassium and chloride to flow through the membrane leading to the bioelectric 
phenomena of neurons.  Most of these ion channels in the dendrite and cell body are 
chemically gated while those in the axon are voltage gated. 
At rest, the permeability of cell membrane to the K+ ion is greatest and so K+ diffuses 
out of the neuron into the extracellular space.  The anionic proteins are unable to diffuse 
also and this leads to a voltage gradient across the cell membrane.  The voltage gradient 
balances the chemical gradient preventing further K+ diffusion out of the neuron and 
leads to the equilibrium potential or resting potential for the neuron which is of the order 
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of -75mV [16].  This equilibrium potential or transmembrane potential is defined as the 
potential of the inner surface relative to the outer surface of the membrane [15]. 
 
Fig. 2.1: Nerve Cell or Neuron.  The three main parts are illustrated – the soma, dendrites and axon. Connection 
from one neuron to another is shown.  In this way millions of millions of neurons are interconnected to form the 
neurology of the brain. 
There are certain normal fluctuations around this level due to internal cell potentials, 
synaptic potentials and generator and receptor potentials. Receptors in the dendrites and 
to some extent the cell body are activated by other neurons and sensors.  These potentials 
conduct through the soma and yield a cumulative potential signal at the axon hillock.  
However, it is only if the transmembrane potential at the axon hillock rises above the 
threshold voltage that a characteristic electric impulse is produced.  This is called the 
nerve impulse or action potential.  The size of the action potential is not related to the size 
of the stimulus across the transmembrane potential.  It follows the all-or-nothing rule.  If 
the threshold is reached then the nerve impulse is produced (‘all’).  If the threshold is not 
reached then there is no nerve impulse (‘nothing’).   
Activation occurs because once the transmembrane potential rises above the threshold of 
about 20mV above its resting level, the sodium (Na+) and potassium (K+) ionic 
permeabilities of the membrane change. Fast moving Na+ ions flood into the nerve cell 
through the macromolecular pores (ionic channels), increasing the transmembrane 
potential to an absolute value > 0mV.  Then as time progresses the slower moving K+ 
 
body of the cell (soma) 
axon 
dendrites 
synaptic cleft 
nucleus 
axon hillock 
pre-synaptic terminal 
Figure 1: Nerve Cell or Neuron 
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ions exit the nerve cell through these same 
pores and reduce the transmembrane 
potential back to the resting potential.  
Over time, the concentrations of Na+ and 
K+ return to their equilibrium 
concentrations without any resting 
potential variation. 
Action potentials propagate along the 
axon membrane in a similar fashion to how it was generated.  Depolarization of 
membrane adjacent to the activated membrane occurs due to the regenerative opening of 
sodium channels with a resultant action potential. A refractory period before which 
reactivation is possible prevents bi-directional propagation of action potentials.   Hence 
action potentials are first seen in the root of the axon near the soma and propagate along 
the axon until it reaches the pre-synaptic terminal.  Once the action potential reaches the 
synapse, it causes depolarization of the nerve terminal.  Ionic channels open allowing the 
entry of a chemical transmitter (Ca+) into the nerve terminal. These Ca+ ions fuse with 
the vesicles in the membrane causing the vesicles to open up and release neurotransmitter 
into the synaptic cleft.  The neurotransmitter crosses the synaptic cleft and binds to the 
receptors one the post-synaptic membrane.  The post-synaptic membrane is typically 
located on the dendrite of the next neuron in the chain.  Binding to the receptor causes the 
opening of the membrane ionic channels generating a postsynaptic activation potential.   
Receptor activation of the nerve may be excitatory or inhibitory.  Excitatory behaviour is 
characterized by a change in potential inside the cell relative to the outside positively and 
so represents a decrease in the normally negative resting potential.  These are known as 
excitatory post-synaptic potentials (EPSP), refer to Fig. 2.2. Inhibitory behaviour is 
characterized by a change in potentials inside the cell relative to the outside negatively 
and so represents an increase in the normally negative resting potential.  These are known 
as inhibitory post-synaptic potentials (IPSP). 
Inhibitory and excitatory synapses potentials cause local current sources and sinks 
respectively.  The local current source generates an electric field and forms a closed loop 
system in order to satisfy current conservation.  This is achieved by creating a current 
sink at the dendrites for every source at the soma in a single neuron.  This source-sink 
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Fig. 2.2: Excitatory post-synaptic potentials produced by 
synaptic transmission.  Threshold is reached so action
potentials are present. 
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combination with a specific separation is directly analogous with a dipole source in a 
uniform conductor.  This process is pictorially described in Fig. 2.3.     
This review of neuronal generation gives a brief description of the electrical properties 
and function of the most basic building block in a functioning brain – the neuron.  We get 
a sense of the flow of information in terms of transitory electrical pulses.  Individual 
neuronal activity can be measured by applying microelectrodes to specific neurons in the 
brain. However, it is not possible to directly or consistently relate this activity to the 
macroscopic patterns observed generally over the surface of the scalp.   
2.2.2 Macroscopic Viewpoint 
The very first electrical measurements observed from the human brain were taken by 
Hans Berger in 1929.  He called this study Electroencephalography (EEG) and for nearly 
80 years scientists have probed the limits of this technique to try to understand the 
workings of the brain in ever more refined terms. 
EEG potentials are believed to be mostly generated in the cerebral cortex of the brain [6].  
This is the convoluted surface of the brain whose surface area has increased to such a 
degree that it folds in upon itself to the extent that much of the human cerebral cortex is 
invisible from external examination and allows the surface area to grow to about 1600-
 
IPSP 
Current  
Sources 
Cortical Surface 
Potential Difference
Current Lines
Fig. 2.3: Synaptic potentials (IPSP) give rise to current source (or sink) at the soma whose counterpart becomes a 
current sink (or source) at the dendrites.   Current conservation is preserved.   The potential difference at two points 
on the cortical surface measure the relative difference in current field strength in the neighbourhood of the electrode. 
Adapted from [6]. 
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4000cm2. The cerebrum or cerebral cortex extends about 2-5mm into the brain surface 
and is made up of soma, dendrites and unmyelinated axons and known as grey matter due 
to the grey colour of unmyelinated axons.  Beneath this is white matter or sub-cortical 
brain which includes soma, dendrites and myelinated axons.  Myelinated axons are white 
in colour.  
The way that neurons are arranged in the brain is not random. If, for example, neurons 
formed a mish-mash spaghetti shaped arrangement then it is likely that measuring EEG at 
the surface of the skull would be fruitless and potential differences from individual 
neurons would cancel out due to the random nature of the arrangement.  However, this is 
not the case.  In the cerebral cortex, neurons are organized in a linear fashion with the 
dendritic arborization near the surface and the soma and axon hillock in the deeper layers.  
This creates a columnar organization perpendicular to the cerebral cortex surface.  This 
arrangement means that when local dendritic populations fire, a measurable and 
cumulative electrical potential is observable on the surface of the cortex.  This signal may 
be measured with micro electrodes on the cortex surface and is known as 
Electrocorticography.  When measured at the scalp, it is called Electroencephalography.   
The cerebral cortex is divided in empirical areas called lobes which are mirrored on each 
side of the brain, refer to Fig. 2.4.  Across the cortex surface, certain functional processes 
have been linked to particular areas of the brain.    Hence the occipital area of the cortex 
is linked with the processing of visual information from the eyes. 
To illustrate the pathways followed from organ to brain and onwards, let us describe the 
flow of information that occurs in the human visual system, refer to Fig. 2.5.  Light enters 
the eye and strikes the retina at the back of the eyeball.  The visual receptors in the retina 
Fig. 2.4:  Functional areas of left side of cerebral cortex.  Equivalent areas for the right side are not shown.  
These areas are essentially empirically chosen based on the architecture of the brain (position of the clefts or 
gyri) and observation (correlation with observed sensory or cognitive processes). Adapted from [4]. 
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are stimulated by light and produce signals conducted through the optic nerve to the optic 
chiasm where signals from the optic nerve from the other eye meet.  Half the optic nerve 
axons cross over to the other side of the brain and half do not. These nerve bundles now 
known as the optic tract.  They enter either side of the brain at the lateral geniculate 
nucleus. These thalamic nuclei relay the visual information from the optic tract to the 
primary visual cortex via the optic radiations. 
The primary visual cortex makes up most of the occipital area of the brain although much 
of the cortex is hidden from view in the longitudinal fissure. It is described as the gateway 
of visual input from the thalamus to the cerebral cortex [3].  From the primary visual 
cortex, visual signals are distributed to other associated areas of the cortex, known as 
secondary visual cortex.   
Each secondary area contains a complete retinotopic map of the contralateral visual field 
and is associated with processing different features of the visual system such as colour, 
form or motion [3].  Secondary visual cortex areas are located in the pre-striate cortex and 
the infero-temporal cortex and generally follow either the dorsal route or ventral route 
respectively.    
 
retina 
optic chiasm 
optic tract 
optic nerve 
eye 
lateral geniculate 
nucleus 
optic radiations 
primary visual cortex 
Fig. 2.5:  Sensory pathway for the human visual system from eye to primary visual cortex in 
the occipital area of the brain. Adapted from [3]. 
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The dorsal route then leads to the posterior parietal cortex which is an area of association 
cortex that processes both somatosensory and auditory input as well as visual input - refer 
to Fig. 2.6.  It is believed the dorsal route deals with perception of location and motion – 
where things are going and the ventral route deals with perception of colour and form – 
what things are.   
By this example, we get a high-level overview of the pathways involved in processing 
visual information. The detail of exactly how these processes operate is not well 
understood particularly at the cortex surface.  It is possible to design experiments and 
demonstrate a particular area of association cortex is responding to some visual stimulus 
but this is by cause and effect without understanding the processes along the way that 
produce this response or indeed the set of interactions that have to occur to make this 
happen [17]. 
2.2.3 Mesoscopic Viewpoint 
In this section we consider the role of the neuron within the architecture of the brain at a 
local level.  We are looking at more than one neuron but less than a whole brain.  We are 
heading towards the theory of what are the generators that cause EEG signals. It is clear 
that EEG does not represent a measure of all brain function but measures some of the 
activity of a particular portion of the brain at a particular time. It is important to focus on 
what activity (and, in particular, what is meant by activity) is believed to be measured.  
Only then is it possible to postulate a theory by which our experiments may be tested. 
Fig. 2.6: Apparent dispersion pattern for processing of visual information. Adapted from [3, 4]. 
prestriate cortex 
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Earlier we discussed two mechanisms that cause neurons to be observed as electrically 
active, namely action potentials and post-synaptic potentials.  There are other 
mechanisms but these are not believed to contribute towards observed EEG signals [16].  
There is believed to be in the order of 1010 discrete neurons in the brain and for every 
major cortical neuron there are perhaps 104 to 105 synapses transmitting to other cortical 
neurons.   In examining the contribution of both action potential and synaptic potential, 
the vast majority of signals observed using EEG seem to be caused by synaptic potentials.  
Using microelectrodes and ECoG, it is possible to confirm individual neurons exhibit 
dipole pair behaviour [6].  Using volume conduction models to predict the equivalent 
observed potentials at a distance from the cortex surface, i.e. at the scalp, we would 
expect the potential to fall off in inverse square proportion to the distance.  So the 
observed potential at the scalp 1cm from the cortex would be approximately one 
hundredth of the cortical potential.  The observed scalp potential is actually one-half to 
one-fifth of the cortical potential that is much higher than would be expected.   The 
reason for this increase is that the source of the potential is not a single dipole potential 
but a parallel and synchronous set of many neuronal dipoles.  The overall cortical 
potential in the area covered by the synchronous set of neurons is the sum of the 
individual dipole potentials.   It is said that the minimum area of cortex required to fire 
synchronously in order for an observed EEG response to be detected at the scalp is 6cm2 
[16]. 
The concept of cell assemblies was introduced by Donald Hebb in 1949. The phrase cell 
assembly denotes “a diffuse cell group capable of acting briefly as a single structure” [6]. 
By this we allow for cooperative behaviour within the cell assemblies without describing 
the interaction mechanisms.  This is described by Nunez [6]: 
 “Cell assemblies are pictured as embedded within synaptic and action potential fields.  
Electric and magnetic fields (EEG and MEG) provide large-scale short-time measures of 
the modulations of the synaptic and action potential field around their background levels.  
These synaptic fields are analogous to common physical fields…. Dynamic brain 
behaviours are conjectured by many Neuroscientists to result from the interaction of 
neurons and assemblies of neurons that form at multiple spatial states …” 
It is precisely this cooperative behaviour together with the perpendicular orientation of 
cortical neurons to the scalp which leads to EEG measurements being observed at all. 
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2.2.4 Cortical versus Scalp Potentials 
Electrocorticography (ECoG) employs intracranial electrodes to measure the potentials 
arising at the surface of the brain as described in the previous section.  This highly 
invasive procedure requires the brain to be exposed and so is usually restricted to subjects 
already undergoing brain surgery for some pre-diagnosed brain condition.  ECoG 
potentials are particularly localized as they are able to measure both membrane potentials 
(intracellular) and neuronal potentials (extracellular).  While useful for single neuronal 
understanding, this scale is too local for observing overall brain processes. A comparison 
may be drawn in putting your eye as close as possible to a television screen as possible 
and focusing on a single screen pixel.  You may be able to definitely identify the colour 
of that pixel but in doing so, you cannot observe the overall picture on the screen. 
ECoG is not a feasible technique for large scale studies due to the ethical implications 
involved.  In requiring a readily usable technique to measure potentials from the brain, it 
is necessary to “move away from the television screen”, so to speak and observe the 
potentials arising on the surface of the scalp rather than the surface of the neocortex.   
In moving the detecting electrode from cortex surface to scalp surface you have moved 
from the micro-meso scale to the meso-macro scale.  The potentials observed represent 
not individual neurons or small groups of neurons physically located under the electrode 
but at the scalp they represent the cumulative current field strength due to the probably 
numerable cell assembly groups firing in the area of the scalp electrode.   The upside is 
that coherent cell assembly firing is potentially more useful than individual neuronal 
firing.  The downside is that the process of the current field strength through the layers of 
skin, bone and cerebrospinal fluid reduce and smear the detected signal with summation 
and cancellation with other detected cell assemblies adding to the complexity of the 
observed signals. 
2.3  NEUROIMAGING TECHNIQUES 
2.3.1 Electroencephalography 
The electroencephalogram (EEG) is a record of the oscillations of brain electric potential 
recorded from electrodes on the human scalp [6].  Electroencephalograph signals are tiny 
non-stationary electrical potentials that are emitted from the brain and can be detected on 
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the surface of the scalp.  From their first detection, brain electric potentials have been 
easy to detect but difficult to interpret due to the complexity of the brain and it’s 
functioning.  Numerous mathematical analysis techniques have been used over the last 80 
years and there is no doubt that many meaningful interpretations of brain electric 
potentials have been developed. However, the basic correlation of a single brain-wave 
peak to a specific brain event has remained elusive [18-22]. 
There are in the order of a million million neurons in the brain and groups of these 
neurons firing coherently can be measured.  The purpose of measuring such signals is to 
be able to correlate the signals to particular brain function and so gleam an objective 
measure of brain performance.  Primarily, this process has developed empirically.  At the 
microscopic level, the action of neurons and synapses in generating electric potentials is 
well understood.  However, at the macroscopic level, how the brain integrates all the 
neurons and synapses together to form a coherent efficient machine is much more 
nebulous. Other electrical systems in the body are more fully understood in terms of cell 
(microscopic) to organ (macroscopic) activity. Hence, the Electrocardiograph (ECG) 
signals measured are explainable by the cell electrochemical properties and the 
physiology of the heart. The heart is essentially a mono-functional system and the 
electrical signal of interest is much easier to detect and isolate.  The complexity of the 
brain makes it much more difficult to isolate individual events. In the brain relationships 
between scalp potentials and function have evolved empirically.  Hence a typical auditory 
evoked potential response will contain at least 15 reproducible components in humans.  
An abnormal delay of any component may indicate reduced axon propagation speed in 
the auditory nerve demyelination (indicating multiple sclerosis) [6].  Many such 
correlations have been identified and used.  
As neurological activity is electrical in nature, EEG is the only neuroimaging technique 
that directly measures this activity. The time resolution of the measured activity is 
excellent down to sub millisecond level.  However, the spatial resolution is poor as a 
separate channel (or electrode) is required for each measurement point.  EEG is only truly 
an imaging technique when multi-channel or high-density EEG is measured.   The 
spectral properties of EEG signals are well understood leading to four major types of 
continuous sinusoidal activity to be identified – labelled alpha, beta, theta and delta 
activity. 
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Evoked Potentials (EP) and Event Related Potentials (ERP) are sub-classes of EEG.  Both 
relate repeated controlled stimuli to the EEG response and endeavour to identify a 1:1 
relationship between stimuli and response.  Evoked Potentials are concerned with the 
direct physiological response to exogenous sensory stimulation such as visual, auditory or 
somatosensory stimulation.  Event Related Potentials endeavour to identify a secondary 
endogenous cognitive response to a particular stimulation.  Hence, in a typical oddball 
paradigm experiment, a subject would be requested to observe a changing checkerboard 
pattern and when a particular pattern is onscreen, they are asked to count the number of 
times that it appears.  The cognitive counting exercise may be measured with the EEG 
data.  EP and ERP require many repetitions and processing with averaging in order to 
separate the stimulus response from the background ongoing EEG signal. 
EEG requires precise setup in the application of electrodes to the scalp.  However, once 
applied, it is quite robust and can be recorded on patients in their normal everyday 
environment.   
2.3.2 Magnetoencephalography 
Magnetoencephalography (MEG) measures extremely small magnetic fields produced by 
electrical activity in the brain [6].   During synaptic transmission between neurons, ionic 
currents flow.  Applying Maxwell’s equations, any electric current will have an 
associated orthogonally orientated magnetic field. It is this field that is measured by MEG 
[1].  Approximately 50,000 concurrent active neurons are required to fire in order to be 
detected by MEG.  Although EEG and MEG are measuring different manifestations of 
the same phenomena, they yield different data.  MEG and EEG are preferentially 
sensitive to different cortical sources.  Thus EEG is more sensitive to sources in cortical 
gyri, while MEG is more sensitive to sources in cortical sulci [6].  
MEG has a similar high temporal resolution a low spatial resolution as EEG.  The 
superconducting quantum interference devices (SQUIDs) required for measuring these 
tiny magnetic fields make MEG a very expensive technique to use, particularly when 
compared to EEG.  MEG signals are not distorted by the intervening head layers.  
However this benefit is somewhat negated by the fact that MEG sensors are located about 
twice as far as EEG sensors.  MEG is not invasive but the subject must be still and 
precisely locate within a large piece of equipment in a laboratory environment. 
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2.3.3 Functional Magnetic Resonance Imaging: 
Active nerve cells consume oxygen in the form of haemoglobin in red blood cells. The 
response to this is a flow of blood in the around the deoxygenated blood. This is called 
the hemodynamic response.  Functional Magnetic Resonance Imaging (fMRI) produces 
high quality slices of brain structure using a combination of magnetic fields and radio 
waves without the use of ionisation radiation (X-rays) or radioactive tracers.  A large 
cylindrical magnet creates a magnetic field around the head of the patient. Radio waves 
transmitted and received inside the chamber have a unique radio frequency from which a 
detailed picture of the medium (in this case the brain) is computed. It is the paramagnetic 
property of oxygenated and deoxygenated blood that is being measured. 
fMRI is highly sensitive to blood flow with a resolution of about 2-3mm limited by the 
spatial response of the hemodynamic response to neural activity.  However, the temporal 
response is of the order of seconds due to the nature of the property being measured. The 
hemodynamic response takes a few seconds to occur.  Evoked Potential studies 
demonstrate a response time of the order of several hundred milliseconds.  Therefore 
fMRI is not suitable as a measure of the unique response to a single event. 
2.3.4 Positron Emission Tomography: 
Positron Emission Tomography (PET) works by detecting the emission of positrons from 
radioactive metabolically active chemicals (called radiotracers) injected into the 
bloodstream.  Sensors in the PET scanner detect the radioactivity as the compound 
accumulates in different regions of the brain [1]. The data gathered is typically converted 
into a 2-dimensional slice or with more advanced processing a 3-dimensional image.  
Different tracers can show blood flow, oxygen and glucose metabolism in the tissues of 
the brain, reflecting a measure of the brain activity.  PET scans have improved resolution 
over CT scans but are inferior to fMRI scans.  The temporal resolution is still in the order 
of seconds and so it is not suitable for measuring responses in the order of milliseconds.  
The use of radiotracers means this technique is invasive.  Also, the radioactive decay is 
rapid and so testing is limited to short tasks.  PET scanning is still widely used for the 
diagnosis of brain disease such as tumours, strokes and dementia where great change in 
brain metabolism is apparent.  
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2.3.5 Computed Tomography 
Computed Tomography is a brain scanning technique where a series of X-rays are taken 
axially around a subject and these X-ray slices are used to generate a 3-dimensional 
representation of the various structures of the body.  Separation of different bodily tissue 
is observed by the ability of different tissue to block the X-ray beam.  It has a great 
advantage over traditional x-rays in that data can be viewed at any axial angle or in 3-
dimensions.  CT scans are very good at measuring anatomical features but they are not 
applicable in measuring brain activity. 
2.4 EEG ANALYSIS TECHNIQUES 
So far the process of understanding brain activity from single neuron potentials to EEG 
scalp potentials has been described.   Relating the macroscopic measurements to either 
localized brain function or cognitive understanding is a vast body of brain research.  The 
complexity of the brain and its working have necessitated the transformation and effective 
simplification of information detected in order to pick out one perceived relevant facet 
which can be meaningfully interpreted.  Here we describe some common EEG analysis 
techniques and draw attention to their merits and drawbacks with regard to the problem 
described here, namely the detection of single event features in the brain.  
A summary of the different approaches together with the associated techniques is 
illustrated in Fig.  2.8.  It should be noted that some techniques do overlap different 
approaches and that in such cases the most applicable approach for the technique is 
chosen.  Fig.  2.8 provides a hierarchical view of these techniques.  There then follows a 
detailed discussion of these methods with specific cited articles. At the end of this section 
a domain view of these techniques is presented which emphasizes the perspective of these 
techniques in terms of the temporal, spectral, spatial and reiterative (or epoch) domains. 
This is shown in Fig. 2.10.     
At the end of the discussion for each technique, a representative formula is presented to 
illustrate the relationship between the input variables and output variables of the 
examined domains for each transformation technique.  This notation is expressed in the 
form, 
  
The domain variables are 
Therefore the input signal (
variables has a characteristic transformation (
will again be a function of a probably different su
transformation, T is not necessarily a simple relat
an illustrative mechanism to assert the input domain v
together with the output domain variables.  This yi
mechanism for examining the interrelations between 
domain variables.  The variables of the output, 
Fig. 2.10. 
2.4.1 Visual Inspection
The mainstay of interpretation of EEG data in clini
interpretation of the data by Electroencephalographers.  This is base
acute visual inspection skills.  The data is presen
representation of the variation in potential differ
electrode.  Over the years, meaningful interpretation has been app
This process is exceedingly hard to automate as it 
experience rather than theoretical laws which may b
intuitive analyse performed by skilled Electroencephal
spectral domain analysis.  
Fig. 2.7: Sample of stripchart EEG display. The horizontal axis 
difference in µV. Two separate recording channels are shown. This is 
recordings published in 1929 and reprinted in 1969 
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f for frequency, t for time, s for space and 
x) which is a function of some subset of these domain 
T) applied to it yielding an output (
bset of the same domain variables. The 
ionship but this notation is intended as 
ariables to the described technique, 
elds a powerful comparative 
techniques in terms of output 
y correspond to the domain intersects in 
 
cal situations has been the visual 
d on experience and 
ted in strip form 
ence between active and reference 
lied to certain patterns.  
is based on empirical observation and 
e programmed into a computer.  The 
ographers is really temporal and 
is time and the vertical axis is Potential 
taken from Hans Berger’s original EEG 
[23]. 
(eq 2.1) 
e for epoch.  
y) which 
– a time domain 
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Visual inspection is important in the understanding
experience, different patterns of spikes and sharp 
to define different seizure pathologies and so helped to diagn
involved.  EEG is also invaluable in pinpointing th
These methods are very good for diagnosis of a part
any understanding is gained about what is actually happ
activity.  
Visual inspection is important for distinguishing b
artefact.  While quicker automated techniques have 
identification, clinical neurophysiologists still o
stripchart.  
2.4.2 Fourier Methods
2.4.2.1 Fourier Analysis 
From an early stage of EEG study, it was observed i
cyclical near-sinusoidal patterns were present. Fourier analysis 
quantify and describe these patterns.  A crude fore
counting the number of zero crossing in certain par
digital data acquisition improved and analysis tech
computers, the Fourier Transform was used to repres
sine waves with different discrete frequencies.  Th
frequency filter of EEG signals.  The most widely u
Transform (FFT). 
In order to calculate the FFT of a signal, a finite
frequencies within this interval that forms the out
the input, x is a function of time, 
frequency , f and the epoch domain, 
represent the fast Fourier transform, then we may e
 
Fourier analysis is the most widely used analytical
early on, certain frequency patterns were observed in the amplitude s
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 of seizure disorders.  From 
waves at particular location have come 
ose the type of seizure 
e position of anomalous activity.  
icular patient.  However, very little if 
ening to a person during a seizure 
etween genuine EEG and extraneous 
now been developed for
bserve valuable insights directly from the 
 
n the stripchart that certain repetitive 
can be employed to 
runner of Fourier analysis consisted of 
ts of the stripchart 
niques became easier to implement by 
ent the EEG time series as a su
e Fourier transform is essentially a 
sed implementation is the Fast Fourier 
 interval is required. It is the range of 
put of the FFT. In mathematical terms, 
t the output, y or amplitude spectrum is a function of 
e and spatial domain, s are constant. If we let 
xpress this relation as,
     
 method applied to EEG data.   From 
 artefact 
[6].  However, as 
m of 
T 
 
(eq 2.2) 
pectrum.  These 
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patterns tended to be localized and showed a fair degree of repeatability across subjects.  
Out of these empirical observations certain frequency band were grouped and labelled as 
shown in Fig. 2.9(a).  These bands must be interpreted carefully for actual EEG is 
composed of multiple EEG components which may be seen in Fig. 2.9(b). 
Interpretation of the amplitude spectrum must always be relative to some normative 
standard.   Typically, any well designed study shall observe a sample of typical EEG 
activity, then provide some interaction which is hope will cause typical EEG pattern to 
shift in some way.  Then by measuring the frequency strength under the new conditions, a 
significant shift between the typical EEG and the ‘interaction’ EEG may be observed.  
The reasoning is then that the shift in frequency spectrum power gives a measure of the 
interaction.  Statistical analysis of the results must be carried out to confirm that the shift 
is statistical significant and not the results of some anomalous or spurious effect. 
This type of analysis has been particularly useful in many areas.  Polysomnography or the 
study of EEG during sleep is well suited to this type of analysis.  Examining the 
frequency spectrum gives a good measure of frequency content over a period of time and 
not instantaneously.  In sleep studies you are concerned with the shifting EEG patterns 
over the course of the sleeping period which is probably a number of hours.  The 
particular changes from second to second are not so important but broader shifts over the 
course of many minutes or even hours are much more significant and can come to define 
the type of sleep being observed based on comparisons of other previous norms. 
Therefore sleep studies have defined different sleep stages by the relative content of the 
above frequency band.  For example, deeper stages of sleep are characterized by slower 
Fig. 2.9:  (a) EEG frequency band names and ranges. (b) A sample output of FFT (Fast Fourier Transform) of 
typical ongoing EEG activity. Frequency bands are colour coded.  Note the presence of the alpha rhythm at 
about 10Hz. 
(a) (b)  
Band  Range 
(Hz) 
Delta δ  1 – 4 
Theta θ  5 – 9 
Alpha α  9 – 13 
Beta β  14 – 20 
Gamma γ  >20 
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 wave activity, “Stage 4 sleep is characterized by p
delta range” [16].  
2.4.2.2 Time Domain Spectral Analysis
Experimental EEG may be viewed as one realisation o
process) [6].  Spectral analysis permits the statistical proper
frequency bands to be examined.  The amplitude spec
FFT to a single EEG epoch. However this one realisa
stochastic process itself.   By taking an ensemble 
statistical estimate of the power spectrum (also kn
function) of an EEG signal.  One important assumpti
underlying process is stationary.  This implies tha
shifts in time.  Therefore, this analysis is more s
such as eyes closed or different sleep stages as op
responses such as the responses to external stimuli
 
2.4.2.3 Spatial Spectral Analysis
Spatial spectral analysis is identical to temporal 
EEG signal replaced by an EEG signal taken along an equidistan
electrodes. An epoch of time sequence data is repla
sequential electrodes.  The sampling rate is replac
power spectral density is then calculated across many such epoch
representation of the underlying stochastic process
domains for this technique includes a measure of th
is a measure of the rate of change of EEG signals across electro
 
Again it is worth noting that the output is a densi
many epochs and so the individual epoch data is not
This technique has been used to estimate an ideal i
capturing non-local EEG components located on gyri 
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f a random process (or stochastic 
ties of oscillations in different 
trum is obtained by applying the 
tion is insufficient to represent t
of K observations, we may make a 
own as the power spectral density 
on in spectral density is that th
t the power spectrum is invariant to 
uited to detecting longer term brain states 
posed to the shorter
 that form the basis of this research.
     
 
spectral analysis with the time domain 
ced by an epoch of 1
ed by the inter-electrode distance.  The 
 in the brain.   The representation of 
e spatial frequency (denoted 
des. 
    
ty function which is an aggregate of 
 extractable from the final output
nter-electrode distance of 1cm for 
[24]. 
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(eq 2.3) 
t array of EEG 
-dimensional 
s to give a 
 which 
(eq 2.4) 
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 2.4.2.4 EEG Coherence 
Coherence is the linear correlation coefficient rep
phase synchronisation between any two data channels
coherence and covariance are large scale measures o
pairs of neocortical regions 
or sensorial activity.  Covariance is calculated in the ti
to evoked or event-related potentials.  The cross
calculated in the frequency domain.  The coherence 
calculated by normalising the square magnitude of the cross
spectrum of each channel.  EEG data is divided into
different location and then compared together to de
is present.   It is this synchrony that is used to demonstra
mechanisms being studied.  Coherence is relatively 
between the two examined channels. 
Again, this method employs the Fourier Transform al
characteristics to be investigated but discarding t
peaks are lost in the transform and what becomes im
the individual. Increasing the number of epochs inc
coherence between the channels.   Spatial analysis 
compared; however, this binary spatial analysis (de
separate complete analysis is required 
investigation. 
 
2.4.2.5 QEEG  
Quantitative EEG is measured by calculating various
different band of the frequency response for a sing
measure called cordance has been shown to have a be
cerebral perfusion than more traditional power meas
studies to compare the general state of EEG week
[12].  The spatial resolution is limited to selected el
and is not an imaging technique as such.  Also, the
individual events makes it an unsuitable technique 
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 [6].  Scalp recorded EEG 
f functional interrelations between 
[25].  They can often be correlated to cognitive, behav
me domain and is usually applied 
-spectrum is a similar metric but 
between two data channels is 
-spectrum by the power 
 subsets of epoch data recorded in 
termine whether a spectral synchrony 
te the link between the two 
sensitive to the relative phase 
 
lows fr
he temporal domain data.  Individual 
portant is the population rather than 
reases the confidence in any observed 
is introduced in that 2 channels are 
noted ) is highly restrictive in that a 
for every pair of electrode locations under 
       
 power measurements across 
le epoch of EEG data. One partic
tter relationship to underlying 
urements [26].  It has been used in 
-to-week over the course of a treatment 
ectrodes or local groups of electrodes 
 lack of specificity in relation to 
for this research. 
ioural 
equency domain 
(eq 2.5) 
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2.4.3 Source Localisation
In section 2.2 we discussed the origins of EEG pote
uniform conductor electric field theory, this phen
conduction modelling.   Calculating the electric fi
vector is known as the forward problem
field is known as the inverse problem
the inverse problem since we measure the field usin
source. The solution to the inverse problem is non
sources that can generate any one 
field is on the surface only (scalp) and not throug
Hence additional constraints are necessary to provi
these constraints, which may be based on reasonable physiological interpre
utilize independent anatomical data (e.g. MRI or PE
a) Limiting the number of dipole source
b) Assuming all sources are located in neocortical tis
of cortical gyri. 
c) Applying spatial smoothness criteria to the source 
d) Applying temporal smoothness criteria to the source
Source localisation is concerned with fitting a mea
model - a model which has assumption
model or broad spatial view but with a broad spatia
are a number of analytical techniques that have bee
2.4.3.1 Scalp Current Density (SCD)
The collective firing of cortical generators with a perpendicular orienta
surface generates a directional current source.  Si
space, the current source cannot penetrate the scal
current sink if generated elsewhere inside the head.  Thi
representing current generators as dipoles.  At the
electric field emanating from the scalp surface.  E
field at the scalp surface.  Studies have shown tha
35 
     
 
ntials in terms of dipole pairs.  In 
omenon may be described using volume 
eld given the dipole source strength and 
.  Trying to estimate the source given the electric
.  In EEG studies, we are primarily concerned with 
g EEG and wish to determine its 
-unique - there are multiple possible 
observed field. This is due to the fact that the kn
hout the volume concerned (cortex).  
de a particular solution.  Examples of 
T) include [6]: 
s to one or a few. 
sue of more specifically crowns 
[27]. 
. 
sured field distribution to a particular 
s and generalizations.  It provides a ‘whole
l resolution.   Within this field there 
n developed.  
 
nce the head is ostensibly an enclosed 
p surface and so an equal and opposite 
s has lead to the theory of 
 scalp surface there is an associated 
EG represents a measure of this elect
t modelling dipole source and using a 3 
(eq 2.6) 
 
own 
tations or 
-head’ 
tion to the scalp 
ric 
 concentric spherical shell head model leads to real
[29].   
This technique requires known recorded EEG from mul
geometry and a mapping from the scalp to the scalp current de
second spatial derivative of scalp potential.  The 
generate a smooth surface constrained through known
smoother the surface.  Spatiotemporal source analysis t
Source Analysis (BESA) perform source localisation 
information is not used.  I provides excellent spat
imaging with the ability to present different time s
[30]. 
 
2.4.3.2 Surface Laplacian
The surface Laplacian of scalp potential (or second
coordinates) is an estimate of current density ente
local region of the skull [6]
good spatial resolution, high resolution EEG sampli
It can be shown that the surface Laplacian algorithm act
tends to isolate effects due to sources localized i
resolution is in the range of 2
 
2.4.3.3 Dura Imaging 
An application of Poisson’s equation is Dura Imagin
are projected onto the dura surface.  There
the inner surface of the skull can be estimated dir
volume conductor model of the skull 
different physical quantities 
respectively.   
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and source imaging.  Spectral 
ial presentation of data and genuine 
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 spatial derivative in two surface 
ring (or exiting) the scalp through a 
.  Only the outer volume shape must be specified.  
ng, of 64-128 electrodes, is required.  
s as a band-pass spatial filter that 
n the superficial cortex 
-3cm for surface tangential directions.  
     
g where measured scalp potentials 
fore, with some assumptions, the potential on 
ectly from the scalp potential, given a 
[6].  Dura imaging and surface Laplacians estimate 
– dura potentials and radial skull current density, 
     
[28] 
(eq 2.7) 
To obtain 
[6].  Typically 
(eq 2.8) 
(eq 2.9) 
 2.4.3.4 LORETA 
Low Resolution Electromagnetic Tomography (LORETA) 
distribution throughout the whole head. It does not
point sources nor a distribution on a given known surf
solution, it does assume neighbouring neurons are s
activated.  It gives a genuine 3
dipole sources although the spatial resolution is l
potentials data but individual epochs are not extra
another estimation algorithm where analysis is perf
individual   
  
2.4.4 Wavelet Methods
The origins of Wavelet theories began in the field 
Gabor [31] in 1946. He “defined elementary time
have minimum spread in the time
such elementary atomic waveforms and demonstrated t
perceive sound.  Nearly 40 years later and working 
reflection seismology respectively, Grossmann and Morlet 
wavelet transform.  By the early 1990’s a variety o
been developed by Daubechies 
During the 1990’s, many researchers began to apply 
application. Unser’s review 
multi-scale matched filters, time
then describes the biomedical areas in which there 
CT, MRI, PET and fMRI. Early studies concentrated o
transform and the wavelet transform and highlighted
gave better results.  However Unser also describes 
this research, 
“The benefit of these techniques is a possible redu
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2.4.5 Averaging Methods
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added linearly in time and then divided by the number of epochs.  A response linked to 
the stimulus will hopefully occur with identical latency in each epoch and so will add to 
the average signal.  However background EEG which is stochastic or random in nature 
will tend to average towards zero as more and more epochs are added to the average 
response.  By definition, an Evoked Potential signal is the averaged EEG response to 
multiple repeated trials.  The individual trials are explicitly stated, such as single trial 
evoked potentials signal.   
In practice, the stimulus response is not always present in every epoch and is subject to a 
certain amount of variation [48] [49].  Some of the factors of variability associated with 
evoked potentials and thus associated with averaging are [50]: 
Non-Evoked Potential variability: Factors of variability that arise but are not due to the 
stimulus we wish to measure are: 
• On-going EEG activity: As background EEG signal are the same order of 
magnitude as the evoked potential signal, summation of all ongoing activity may 
obliterate the evoked potential for a particular epoch. 
Intra-individual variability:  Between each consecutive trial on a single individual, 
considerable variation is observed. 
• Changes in attention and alertness: EPs vary with the alertness of the subject. 
• Habituation:  As more stimuli are presented to the subject, the measured response 
may decrease over time as the subject becomes habituated to the stimuli.  This can 
be more of a problem in Event-Related Potentials as we are dealing with late 
cortical peaks associated with a cognitive response to the stimuli as opposed to 
Evoked Potentials which mostly deal with an earlier physiological response. 
• Heart Rate and Blood Pressure:  Changes in these parameters may affect the 
evoked response. 
• Time between Averages:  sequential average tests performed on the one day will 
show less variability over averaging tests performed over the course of weeks or 
months. 
• Age:  A person’s evoked potential response will vary considerably over their life 
cycle with most variability in infant years which will settle to a more stable level 
in adult years with some higher variability in older years occurring. 
 Inter-individual variability:
EPs from different subjects is observed.
• Non-brain physiology:
peripheral sensory receptors and neuroanatomy will 
• Brain physiology:
potential is a very important variability factor. 
• Skull physiology:  
introduce variability.
Laboratory variability: The highly se
laboratories with different equipment and different
further variability factor. 
However, despite these variability mechanisms, a ty
seen in Visual Evoked Potentials, Somatosensory Evo
Evoked Potentials, amongst others.  The epoch domai
an output. Hence the averaged output yields excelle
spectral or epoch information.
   
2.4.5.2 Selective Wavelet Averaging
Some techniques have been investigated to selective
evoked potential. One such technique selects epochs
evoked potentials [19].  In this case multi
evoked potential response and the individual epochs
whose wavelet coefficients match or are similar to 
while those that do not match are discarded.  A new
potential signal is calculated from the remaining e
selective averaging of ERP’s, 28% of target sweeps 
characteristic P300 component 
characterising the P300 component using wavelet coe
epochs which contained the P300 response from those
by averaging both the epochs with the response and 
response.  One drawback with this approach is that 
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evoked potential epochs prior to averaging can be c
work of our research. 
   
2.4.6 Multivariate Methods
One of the major difficulties with representing mul
the human brain cannot visualise data in more than 
techniques are not restricted in this way.  However
the results, it still becomes necessary to reduce t
dimensions.  Multivariate statistics describes a ra
number of dimensions to an interpretable amount yet
perspective and insight of the original data. 
2.4.6.1 Principle Component Analysi
Principle Component Analysis (PCA) is a linear, mul
that was first proposed in the 1960’s 
variance patterns for a given set of EP or ERP wave
decomposed into components (known as factor loading
as factor scores). These are interpreted as observa
[52].  Throughout the eighties PCA found much favour in
waveforms.  However, by the end of the eighties sev
appropriate technique for EP/ERP 
limitations of PCA was the p
era, this limitation has been overcome and research
EP/ERP analysis [52, 55].  
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 2.4.6.2 Independent Component Analysis
Independent Component Analysis is a more recent tec
data into activation maps due to temporally indepen
classical example to demonstrate the use of ICA is 
many conversations are occurring at one time in one
very adept at being able to focus on one particular
background other conversations. However, separating
electronically is quite a different matter.  Place 
room recording the same hubbub of conversation and 
statistically independent; it is possible to get an
room.  This is Independent Component Analysis. 
problem in that there are many interfering signals 
manner which are spatial separate.  Hence ICA has b
signals and localise the source of the si
artefacts from EEG and MEG data. Methods such as Fa
quasi-stationary components with EEG signals 
presence of certain regular frequency com
considered non-stationary.  The localisation achieved in ICA is in
domain.   
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Fig. 2.10: This Edwards Venn diagram presents 4 different domains in which analysed EEG output may 
be viewed.   The typical well known domains of time (temporal), frequency (spectral) and space (spatial) 
are joined by the ‘Reiterative domain’ which is denoted as epoch domain.  This is not a true domain 
type; rather it represents the technique of measuring a repeated EEG event and the additional test data 
to pinpoint the event.  The additional data is still in the temporal-spectral-spatial domain; however, for 
the purposes of the above illustration, it may be viewed as a domain. 
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2.5  FOCUS OF THIS RESEARCH 
2.5.1 Comparison of Methods 
Each of the methods described in the previous section transforms the original EEG data 
by some expressed technique and so elicits some new observation.  Even in the case of 
the basic stripchart, although trained Electroencephalographers can interpret the peaks 
and troughs often without additional calculation or visual aids, the techniques they are 
using are merely manual observational transforms which focus on certain aspects and 
disregard others. 
The important aspect from the point of view of this research is to examine the variables of 
each particular technique.  The variables within any technique define the domains in 
which analysis occurs.  For example, standard EP averaging requires a dataset in the time 
domain and multiple epochs of data.  Hence the input variables to this technique are time 
and epoch.  However, the output variable is time alone as the epoch data has been lost.  
Therefore the output of the averaging technique has a single domain – with variability in 
the temporal domain alone.  
Fig. 2.10 pictorially represents the different EEG methods and the domains in which their 
output operates.  There are 4 output domains indicated and so an Edwards Venn Diagram 
is utilized to describe all the possible combinations that could occur.  Note that a 
particular technique will fit in a particular domain only if the output of that technique is 
variable in that domain.  Variability in any one domain implies that the output of the 
technique yields a range of values across the particular output domain from which 
interpretation at a particular point (or points) may then be inferred.  There are usually 
additional domains that provide variability at the input side.   
Three of the domains indicated are intuitive i.e. the temporal, spectral and spatial 
domains.  EEG has excellent resolution in the time domain (greatly surpassing MRI and 
PET) but poor resolution in the spatial domain (inferior to MRI and PET).  High 
resolution EEG has improved spatial domain over the last few years with the advent of a 
reliable 100-200 electrode headcap.  However, this is still not near MRI or PET standard. 
The fourth domain is the reiterative domain, labelled as ‘epoch’.  It is not a true domain.  
It represents additional discrete EEG samples taken which are believed to characterize or 
represent the same EEG event under examination.  The most common examples are 
evoked potentials or event-related potentials where a repeated stimulus triggers the same 
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EEG response which may be observed by averaging many EEG trials together.  The 
repeated trials yield a new set of temporal-spectral-spatial EEG data however, it is the 
trial-to-trial variable which is of interest and so this is described as the ‘epoch’ domain in 
Fig. 2.10.  It is interpreted here as a domain because it presents another perspective by 
which additional information regarding the nature of EEG may be investigated.  
Therefore, existing EEG methods are labelled in the appropriate segments of Fig. 2.10 
depending on the domain(s) that there output operates in.   
One important insight to observe is that there is no one best method of analysis for EEG 
signals.  The type of method to use really depends on the question you are interesting in 
answering.  At the highest level, one may argue that all these methods are concerned with 
understanding the meaning and workings of the brain.  However, this unified broad aim 
of all researchers breaks down into many different possible questions once a more 
specific view is taken.  Some of the questions that the methods described here seek to 
answer include:  What is the source of EEG signals inside the brain?   Are there inherent 
resonance patterns in the brain?  How long does it take messages to get sent from the 
senses to the brain?  Can we understand the cognitive messages within the brain?  Are 
there common brain patterns that foretell a person’s behaviour and nature?  It is also 
apparent that the field of EEG analysis is shared between many scientific disciplines from 
Biomedical Engineering to Clinical Neuroscience, from Cognitive Psychology and the 
Medical Profession.   
2.5.2 Towards the Single Trial Holy Grail 
Different techniques emphasize different domains at the expense of other domains (refer 
to Fig. 2.10).  It is apparent that useful information may be obtained in all domains and so 
this research aims to study the interaction of different domains with the goal of extracting 
novel useful EEG by maximizing the retained inter-domain information. 
The question raised in this research is: can a localised, single stimulation of sensory 
nervous tissue in the body be detected in the brain?  It is clear that this question has been 
asked before and various different approaches have been investigated.  Evoked potentials 
and event-related potentials offer the best method for identifying single-trial activity since 
the origin, timing and nature of the stimulus is well known.  The classical averaging 
algorithm emphasizes data in a single domain – the time domain.  It is an excellent and 
simple method for observing the evoked potential signal across multiple epochs.  It is not 
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possible to detect single-trial responses with this method, only multiple trial responses.  
Nevertheless, most single-trial approaches begin with the averaging method and add 
another domain from which to garner additional data from which single-trial information 
is hoped to be detected.  These double-domain methods retain the temporal domain 
variability but add either spectral, spatial of epoch domain information.  They also 
introduce exclusivity to the analysis where, for example, a spectral-temporal analysis will 
not be able to analyse any spatial or epoch information.   
Fig. 2.11 illustrates this idea graphically.  The various approaches attempted by 
researchers from which to attain single-trial EEG are shown.  Each method shows merit 
in moving towards a single-trial EEG understanding but none are there yet as indicated by 
Rodionov et al [60]: 
“Recent studies have shown that background activity and single trial 
response are interrelated with each other …. Consequently, it would be 
advantageous to use the same methods for processing and analysing both 
aspects (responses and background) of the recorded activity.  However, the 
problem of differentiation of single trial evoked responses from the 
background EEG activity has yet to be solved, and reliable methods for the 
analysis of EP and background variability are needed.” 
The approach by these authors examines characteristics of the “positive and negative time 
deflections”, called peaks in our research, into time and amplitude distributions.  
Examination of these distributions leads to recognizing time locations where the number 
of positive peaks is significantly greater than the number of negative peaks.  Although the 
authors use peak characteristics to segregate background EEG from evoked response, in 
rebuilding the evoked response from a reduced dataset, they use the entire epoch. 
Standard averaging is the mainstay of the temporal approach to EP analysis.  This 
singular domain approach cannot achieve single-trial EEG results.  Efforts in this field 
have focussed on noise separation, filtering and selective averaging techniques.  There is 
no doubt that standard averaging detects synchronous stimulus response activity.  The 
latency of this response is consistent enough to allow interpretation in a clinical setting 
[61, 62].  The assumption that the stimulus response is stationary amongst background 
stochastic process has been strongly questioned [63, 64].   
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“More specifically, each time a stimulus is applied, the specific response of 
the brain or evoked potential changes.  It therefore behoves the investigator 
to take into account this behaviour of the data.” [64] 
 
 
 
Several papers apply methods that overlap in this research.  Arikidis et al [65] developed 
a time-frequency analysis method based on examining the progression of wavelet 
modulus maxima coefficients across scales.  This was used to differentiate between 
neuropathy and myopathic abnormalities in the electromyogram (EMG) interference 
pattern (IP).   This theory is based on singularity detection which was developed by 
Stephane Mallat and is discussed in greater depth in the next chapter [32]. The advantage 
of this technique is that is can retain a perspective in both the temporal and spectral 
domains which is important in our application. 
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Fig. 2.11: An illustration of the different approaches to reaching the goal of 
understanding single-trial EEG. Each approach which emphasizes a different domain 
has merit and so it is observed that each domain is seen to contribute to reaching this 
goal.  Traditionally, the exclusivity of each method i.e. one domain is emphasized at the 
expense of another has limited this progression.  It follows that developing a method that 
allows analysis in multiple domains may have merit and is worth investigating.    
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2.5.3 Research Aims 
Each of the approaches outline in Fig. 2.11 emphasizes a domain to the exclusion of other 
domains.  If each domain can provide useful information towards a single-trial evoked 
potential EEG understanding, then it is worth attempting a multi-domain approach where 
as many domains as possible are retained in the analysis.  This is the focus of this 
research:   
• Can a multi-domain single-trial evoked potential EEG analysis technique be 
identified and developed? 
• How close to a single-trial evoked potential EEG understanding does this 
technique bring us?    
In order to describe an evoked potential signal in multiple domains, it is first necessary to 
decompose it into its lowest level constituent parts.  At the level of EEG recording, the 
lowest level this signal can be decomposed into is its set of peaks and troughs.  Each peak 
or trough may and usually does represent summed cortical activity, however that is at the 
sub-EEG detection level.  Hence, this research looks to decompose evoked potential data 
into discrete sets of peaks and troughs.  It is apparent that for multi-domain 
representations to be most effective that inevitability is an important property to retain 
throughout the analysis.  The method of decomposing EP signals into sets of peaks is 
discussed in Chapter 3 in full detail.  For the moment, let us examine the possible benefits 
of such a representation and its applicability in this research.  
An individual peak can be uniquely characterised in all of the domains of interest: 
Temporal: It has a unique time location centred about the peak maximum 
Spectral:  Typically, spectral properties refer to the frequency of stationary signals.  EEG 
and EP signals are generally non-stationary with some semi-stationary subcomponents. 
An individual peak has a breadth or scale that, if repeated, would be consistent with it 
frequency value.  Hence the breadth of the peak is characteristic of the frequency (or 
scale) of the signal. 
Spatial:  It is apparent that the location of the EEG electrode uniquely defines the position 
of the signal relative to other recording sites. 
Epoch:  It is also equally apparent that the particular epoch or reiteration number is also 
uniquely defined in a particular signal. 
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Therefore, it is observed that a set of peaks decomposed from an EP signal can uniquely 
represent both the original EP signal and still retain a characterisation in the four domains 
discussed.  This is the first major step towards a new analysis technique.   
In Fig. 2.10 the bolded labels refer to those new methods that are developed in this study.  
This research focuses on the area labelled as Epoch Decomposition. A natural extension 
of the techniques devised for this research is to apply them to Spatial Decomposition.  
The combination of the two methods has the potential to offer new insights into the single 
stimulus response paradigm for EEG while retaining perspective in all four domains.  
This has been labelled ‘Full Decomposition’ and is located in the red highlighted segment 
representing the intersection of all 4 domains in Fig. 2.10.  
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 CHAPTER 3 ~
3.1 INTRODUCTION
his chapter details the theoretical basis of the re
into five major sections. Firstly, a discussion of 
wavelet transform is given for continuous func
signals dealt with in this research are discrete, i
using continuous functions first and then, the seco
concepts translate to the discrete signal d
the third major section which is transient signal a
describes theoretical concepts already published, h
outline the concepts on which the
For readers already familiar with these well known 
major section which describes the peak detection me
this research.  By the end of this se
been outlined as a means of decomposing data into c
demonstrated that this decomposition is an extensio
resolution wavelet analysis th
a new representation of evoked potential data but i
insight. 
The fifth and last major section describes the tech
peak detected signals which potentially provides new insight 
signal. A novel clustering method is described and 
techniques. 
Finally, a summary of the important concepts raised
3.2 CONTINUOUS FUNCTIONS
3.2.1 Fourier Transform
The Fourier Transform decomposes a function into a continuous sp
frequency components, and the inverse transform synthesizes a function 
spectrum of frequency components
eigenvectors :  
T 
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search undertaken.  It is divided 
the Fourier transform and the 
tions.  Although the real life 
t is more intuitive to describe the theory 
nd major section describes how these 
omain. Once these basics are in place, we look at 
nalysis. These first three sections 
owever this review is necessary to 
 novel aspects of this research are based.  
concepts, they may skip to the fourth 
thod devised during the course of 
ction a proposed novel peak detection technique has
onstituent parts or peaks.   It is 
n of singularity detection and multi
eory described by Mallat. The peak detection method
n itself does not provide particular 
niques to be employed to analyse these 
into this particular class of 
compared to standard clustering 
 in this chapter is provided.
 
 
 [1].  A signal f is decomposed into a sum of sinusoidal 
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If f has finite energy then the theory of Fourier integr
each sinusoidal wave 
 
For linear time-invariant signal processing, the Fourier Transform 
important technique because sinusoidal waves 
operators and a linear time
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Applying the operator to f and inserting the eigenv
 
The operator L is a frequency filter of 
component  of f by 
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Gabor developed the Windowed Fourier Transform to a
A real and symmetric window 
u and modulated by the frequency 
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als proves that the amplitude 
 is the Fourier transform of f : [32] 
 
has become the most 
 are eigenvectors of time
-invariant operator L is entirely specified by the eigenvalues
 
ector expression gives:
 
f – attenuating or amplifying each sinusoidal 
.   is then the transfer function.  Depending on its 
-pass filter.  The Fourier transform is a 
wever for transient phenomena, it is 
ddress this difficulty in 1946 
g(t) = g(-t) is translated by 
: 
 
 so that  for any 
S) of  is given by: 
 
Fig. 3.1 : Sample
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1 (middle). The same wavelet 
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Eq. 3.1  
f() of 
Eq. 3.2 
-invariant 
Eq. 3.3 
 
Eq. 3.4 
[31]. 
Eq. 3.5 
Eq. 3.6 
 
 wavelet –  a 
cale of 
 The multiplication by 
. 
3.2.2 Wavelet Transform
As discussed in Chapter 2, in order to characterise
EEG, it is not sufficient to transform a signal into a single 
yields no data regarding the scale or breadth of in
analysis (Fourier transform) yields no data regardi
the time domain.  The wavelet transform provides a 
both the temporal and spectral properties of a sign
A wavelet is a time domain wave which is localised,
Fig. 3.1 shows a sample wavelet 
expressed in terms of a scale or dilation factor, 
expands the wavelet shape and a translation factor,
along the axis (in this case time axis
the peaks we wish to detect insofar as they have la
time changes.   
Integrating a wavelet function, 
zero average condition): 
  
The wavelet function is then dilated by the scale p
follows: 
 
The nomenclature for the wavelet transfor
[33].  The continuous wavelet transform 
scale s may be defined in terms of the inner product of 
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 localizes the Fourier integral in the neighbourhood
 
 individual transient signals such as 
domain. The time domain 
dividual peaks while frequency domain 
ng the relative position of transients in
suitable starting point for examining 
al simultaneously. 
 oscillatory and with zero average.  
– the quadratic spline [32].  A wavelet 
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 u that physically shifts the wavelet 
).  Wavelets are observed to have similar propertie
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Eq. 3.7 
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Eq. 3.9 
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 This wavelet integral expression measures the varia
whose size is proportional to 
terms of u and s which are used to characterise the signal
rewritten as a convolution product as follows:
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of the windowed Fourier transform and the wavelet tran
3.2.3 Time-Frequency Localisation
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57 
 
for  far from the frequency abscissa , then the above equation proves that γφ,f  
reveals the properties of fˆ  in the neighbourhood of  [32]. 
3.2.3.2 Heisenberg Uncertainty 
There is a trade-off between resolution in the time and frequency domains which is 
underpinned by the Heisenberg uncertainty principle.  In quantum physics, this principle 
is very important in describing the uncertainty between the momentum and position of a 
free particle.  One example in the temporal-spectral domain is the dirac function which 
has a unique location in time, but when Fourier transformed has energy uniformly spread 
over all frequencies. If you scale a function in time to reduce the time spread, you will 
find that when the function is Fourier transformed, its frequency spread is dilated by the 
same scale factor.  What you gain in one domain, you lose in the other domain.  More 
generally, it can be shown that the temporal variance and the frequency variance of 
)(2 ℜ∈ Lf  satisfies [66], 
 
4
122 ≥ωσσ t
 Eq. 3.15 
where 22 ωσσ t  is the variance. Essentially there is an inverse relationship between the 
energy spread in each domain.  The narrower the energy spread in the time domain, the 
broader it is in the frequency domain and vice-versa. 
The windowed Fourier transform localizes both in the time domain, u and the frequency 
domain, .  It can be shown that the time spread around both u and  expressed in terms of 
their variances 2tσ  and 
2
ωσ  is independent of both u and  [32].  This may be visually 
described in the time-frequency plane using Heisenberg boxes which plot a box centred at 
a particular time-frequency position with box widths determined by the tσ and ωσ  
parameters.  For the windowed Fourier Transform, the size of the Heisenberg boxes are 
independent of the position of (u,), which means that a windowed Fourier transform has 
the same resolution across the time-frequency plane.  
In the case of the wavelet transform, it may be shown that the location and size of the 
Heisenberg boxes are scaled the scale factor, s.  Smaller scales decrease the time spread 
but increase the frequency support, which is shifted to higher frequencies [32]. 
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3.3 DISCRETE FUNCTIONS     
3.3.1 Discrete Signals 
3.3.1.1 Why Discrete Signals 
Time varying analogue signals carry information within the peaks and troughs that 
characterize its nature.  In natural systems such as EEG data, the generators underlying 
the observed signals are complex and not fully determinable.  Thus the ability to apply 
meaningful interpretations to such signals constitutes a complex signal processing 
conundrum and is the subject of much study. 
The prevalence of analogue signal processing has waned in recent years as digital signal 
analysis methods have taken over.  Traditionally analogue signals could be analysed 
using electronic circuits more quickly than digital algorithms analysed using 
microprocessors [32].  However, once the operational performance of a microprocessor 
improves to the point where the data can be digitized and analysed in real time, then 
digital signal processing has taken over for that application.  Digital processing is more 
precise and more flexible.  Examples of this evolutionary process are the transition from 
Long Play Records to Compact Discs and the conversion to Digital Television.  In EEG 
analysis, this transition began in the 1980’s when pen and trace records were gradually 
replaced with digital amplifiers.  However it is only really in the last decade that 
microprocessor speeds have increased dramatically to the point where EEG signal 
processing can achieve far more complex analyses. 
3.3.1.2 Digitization 
In order to apply computer methods to analyse analogue real world signals, it is first 
necessary to digitize the signal into a sequence of discrete points.  Fig. 3.2 illustrates the 
digitization process where an analogue signal is represented by a set of discrete periodic 
samples. 
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Mathematically, an analogue signal f is discretized into a set of sample values { } ZnnTf ∈)(  
measured at intervals T.   By interpolating these samples an approximation of f(t) at any 
ℜ∈t
 is found.  It is possible to express a discrete representation fd of an analogue signal 
f as a weighted sum of Dirac functions (t-nT) uniformly sampled at nT expressed as 
follows [32]: 
 

+∞
−∞=
−=
n
d nTtnTftf )()()( δ
 Eq. 3.16 
The Fourier transform of (t-nT) is e-nT so the Fourier transform of fd is a Fourier series 
 

+∞
−∞=
−
=
n
Tni
d enTff ωω )()(ˆ
 Eq. 3.17 
Since each Dirac is zero outside each t=nT, fd may be rewritten as multiplication of the 
function with a dirac comb c(t), 
 
)()()()()( tctfnTttftf
n
d =−= 
+∞
−∞=
δ
 Eq. 3.18 
The Fourier transform of fd(t) is then given by, 
 
)(ˆˆ
2
1)(ˆ ω
pi
ω cffd ∗=
 Eq. 3.19 
The Poisson formula proves the Fourier transform of a Dirac comb is given by 
 

∞
−∞=






−=
k T
k
T
c
pi
ωδpiω 22)(ˆ
 Eq. 3.20 
t 
T 
1   2   3   … N 
Fig. 3.2:  Continuous irregular analogue signal f  (          ) is discretized into a set of N samples (        ).  The sample 
rate, r, in Hertz is related to the sampling interval, T,  via r=1/T. 
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Substituting eq 3.18 into eq 3.17 yields, 
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∞
−∞=
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



−=
k
d T
kf
T
f piωω 2ˆ1)(ˆ
 Eq. 3.21 
This expression shows sampling f at intervals T is the same as making its Fourier 
Transform 2/T periodic by summing all its translations.  This leads to the Shannon-
Whittaker sampling theorem which states, if the support of fˆ is included in [-/T, /T] 
then, 
 

∞
−∞=
−=
n
T nTthnTftf )()()(
 Eq. 3.22 
with 
T
t
T
t
T th pi
pi )sin()( = = sinc )( Ttpi  Eq. 3.23 
Imposing the condition that support of f is included in [-/T, /T], guarantees that f has no 
extreme variations between consecutive samples, and therefore may be recovered with a 
smooth interpolation.  The sinc function, hT, is an ideal low pass filter in the frequency 
domain and it acts to remove the periodic frequency domain repetitions introduced by the 
discretizing process.  The discretizing and forward and inverse Fourier transform flow is 
illustrated in Fig. 3.3. 
3.3.1.3 Aliasing 
If frequencies higher than [-/T, /T] are present in the signal then overlapping of 
periodic Fourier transform means that the original signal will not be recoverable.  This 
phenomenon is known as aliasing.   In accordance with the Nyquist criterion, the 
sampling rate must be at least twice the highest frequency of interest within the signal to 
prevent aliasing.   Aliasing occurs when a higher frequency signal component is digitized 
as a lower frequency signal component due to under-sampling of the signal.  The filtering 
of f by hT prevents aliasing occurring by removing any frequency larger than /T.  In this 
way, we observe that an analogue to digital filter is composed of a low-pass filter with 
band [-/T, /T] followed by uniform sampling at intervals T. 
Scalp voltages are continuous varying time signals localised in space.  
Electroencephalographic equipment measures these voltages at a discrete specified 
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sampling rate.  This discrete time varying signal is the input for all EEG signal processing 
methodologies. 
3.3.1.4 Reconstruction 
Mallet demonstrates that the Whittaker sampling theorem can be interpreted as signal 
decomposition in an orthogonal basis in order to yield a sufficient condition for 
reconstructing a signal from its samples. 
Taking eq 3.21 then { } ZnT nTth ∈− )( is an orthogonal basis of the space UT of functions 
whose Fourier transforms have a support included in [-/T, /T].  If  f ∈UT then 
 
)(),(1)( nTthtf
T
nTf T −=
 Eq. 3.24 
3.3.2 Discrete Fourier Transform 
It can be shown that the following family is an orthogonal basis of the space of signals of 
period N[17], 
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 Eq. 3.25 
Expressing eq 3.4 for discrete signals of period N gives 
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 Eq. 3.26 
The definition of the discrete Fourier transform of f is, 
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 Eq. 3.27 
3.3.3 Time-Invariant Filters 
3.3.3.1 Finite Impulse Response Filters 
Classical discrete signal processing algorithms are mostly based on time-invariant linear 
operators [32].  An operator is time-invariant if a delay to its inputs produces an equal 
delay at the output. Stated mathematically, for samples values, f[n], across a normalised 
sampling interval, T=1, a linear discrete operator, L, is time-invariant if the input f[n] 
delayed by Zp ∈ , fp[n] = f[n-p] produces an output delayed by p: 
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 Eq. 3.28 
The discrete Dirac is demoted by: 
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 Eq. 3.29 
Any discrete signal f[n] may be expressed as a sum of shifted discrete Diracs: 
 

∞
−∞=
−=
p
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 Eq. 3.30 
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h[n] = L[n] is called the discrete impulse response. Since the operator L is linear and 
time-invariant, it follows that, 
 

∞
−∞=
∗=−=
p
nhfpnhpfnfL ][][][][
 Eq. 3.31 
Hence a discrete linear time-invariant operator if computed with a discrete convolution.  
Eq. 3.31 may be calculated with a finite number of operations if h[n] has finite support.  
These are Finite Impulse Response (FIR) filters.  Infinite impulse response (IIR) filters 
are calculated with a finite number of operations and are expressed as a recursive 
equation. 
Fig. 3.3:  Graphical illustration of the Fourier transform and the inverse Fourier transform for a discrete signal. 
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3.3.3.2 Finite Signals 
So far, the signals examined have been infinite, defined for all Zn∈ .  However, 
practically, our discrete signal is known over a finite range Nn <≤0 .  As we are dealing 
with convolutions, there will then be border effects at n=0 and n=N-1.  The approach 
used to solve this problem is to extend the function of N samples by making it periodic 
such that, 
 
]mod[~][,]mod[~][ NnhnhNnfnf ==
 Eq. 3.32 
where f~  and h~  are signals of N samples.  The circular convolution operator, L, of two 
such signals, both with period N, is defined over their period [32]: 
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 Eq. 3.33 
The output of Eq. 3.33 is also a signal of period N.  The eigenvectors of a of a circular 
convolution operator are the discrete complex exponentials 
3.3.4 Discrete Wavelet Transform 
3.3.4.1 Frames 
Frame theory provides a formalism to analyse the completeness, stability and redundancy 
of linear discrete signal representations [32].  A frame is a family of vectors { } Γ∈nnφ  that 
are said to characterise any signal f from its inner products{ } Γ∈nnf φ, .  In other words, 
one can recover a vector f in a Hilbert space H from its inner products with the frame 
vectors.   
The definition for a frame is as follows:  The sequence { } Γ∈nnφ  is a frame of H if there 
exists two constants A>0 and B>0 such that for any ∈f H 
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, fBffA n
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φ
 Eq. 3.34 
Where A = B the frame is said to be tight.  If the frame condition is satisfied then the 
frame operator U is defined by 
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 Eq. 3.35 
 When the frame vectors are normalised 
measured by A and B.  If 
 
BA ≤≤1
 
A frame is an orthonormal basis if and only if A = 
3.3.4.2 Wavelet Frames 
By sampling the time and scale parameters of a continuous wavelet transfo
frames are constructed.  A real continuous wavelet 
inner product with a wavelet as in eq 3.7,
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1=nφ , the redundancy of the frame bounds is 
{ } Γ∈nnφ  are linearly independent then it has been proved th
1 = B. 
transform f is generated by taking its 
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 Then Daubechies [34] proved that the frame bounds must satisfy,
 
B
au
C
A
e
≤≤
log0
ψ
   
 
{ }
u
A ≤−ℜ∈∀ ,0ω
The frame is an orthonormal basis is and
 
log0
===
au
C
BA
e
ψ
 
 
 
 
 
 
 
 
 
 
3.3.4.3 Dyadic Wavelet Transform
It is important for pattern recognition application
invariant, i.e. patterns are translated by the proc
wavelet transform is a translation invariant repres
however uniform sampling of the translation paramet
dyadic wavelet transform is a translation
discretized but not the translation parameter 
sequence   which simplifies the numerical calculations.  The d
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completely with Heisenbe
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3.3.4.4 Scaling Function 
When Wf(u,s) is known only for s<s0, we need a ‘complement of information’ 
corresponding to Wf(u,s) for s>s0 in order to recover the original function f.  This is 
achieved by defining the scaling function φ  as an ‘aggregation of wavelets at scales 
larger than 1 [32].  The modulus of the Fourier transform is defined by 
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The complex plane of )(ˆ ωφ  can be chosen arbitrarily.  It may be verified that 1=φ
 
and 
the admissibility condition is derived 
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 Eq. 3.47 
The scaling function may be interpreted as the impulse response of a low pass filter. 
Using the following notation for φ s(t), 
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then the low frequency approximation of f at the scale s is, 
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3.3.4.5 Spline Dyadic Wavelets 
A box spline of degree m is a translation of m+1 convolutions of 1[0,1] with itself [32].  It 
is centred at 21=t  if m is even and at t=0 if m is odd.  Its Fourier transform is given by, 
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so the FIR filter )(ˆ ωh is given by 
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We can choose a wavelet which has one vanishing moment by )(ˆ ωg =O() in the 
neighbourhood of =0. An example of this would be, 
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The Fourier transform of the resulting wavelet is, 
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This is a first derivative of a box spline of degree m+1 centred at 41 ε+=t .  The 
expressions for the case of m=2 are known as the quadratic spline wavelet.  Fig 3.6 
illustrates the quadratic spline wavelet and scaling function.  In order to design dual 
scaling functions φ~  and dual wavelet functions ψ~  which are quadratic splines, we 
choose hh ˆ~ˆ = .  Consequently, φφ ~= and using the reconstruction condition, yields, 
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 Eq. 3.54 
It turns out that a discrete dyadic wavelet transform can be computed efficiently with a 
fast filter bank algorithm if the wavelet has appropriate properties.  The quadratic spline 
wavelet is one such appropriately designed wavelet.  The filter coefficients may be 
calculated from their transfer functions given in Eq. 3.51, Eq. 3.52 and Eq. 3.54 and are 
shown in Table 3.1. 
  
 n 
-2 
-1 
0 
1 
2 
3 
Table 3.1
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The time domain shape of the quadratic spline wavel
function are illustrated in Fig. 3.
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Take a continuous time signal f(t) which may be sampled N time at a sampling spacing of  
N-1 over the interval [0,1].  The dyadic wavelet transform of this signal may only be 
calculated at scales 121 −≥> Nj .  For simplicity of the filter bank algorithm, the distance 
between samples may be set to 1 by letting  
 
)()( 1tNftf −= 
 Eq. 3.55 
Applying a change of variable to the dyadic wavelet transform integral show that, 
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N
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 Eq. 3.56 
This allows us to concentrate on calculating the dyadic wavelet transform of f(t) as we 
can easily derive )(tf  from f(t). Now we may express samples a0[n] of the input discrete 
signal are not equal to the equivalent value at n, that is f(n), but are equal to a local 
average of f in the neighbourhood of t=n.  This local average representation is typical of 
actual real life digital signal acquisition for EEG or other digital systems.  Therefore, the 
samples are written as averages of f(t) now weighted by the scaling kernels thus: 
 

+∞
∞−
−=−= dtnttfnttfna )()()(),(][0 φφ
 Eq. 3.57 
For any 0≥j , we denote 
)(),(][ 2 nttfna jj −= φ
 with 





= jj
t
tj 22
1)(2 φφ  Eq. 3.58 
and compute the dyadic wavelet coefficients for j>0 over the integer grid, 
 
)(),()2(,][ 2 nttfWfnd jjj −== ψ
 Eq. 3.59 
Now take any filter x[n] and denote by xj[n] the filters obtained by inserting 2j-1 zeros 
between each sample of x[n].  Its Fourier transform becomes )2(ˆ ωjx .  By inserting zeros 
in the filter, we are effectively creating ‘holes’. In French this is ‘trous’, hence the name 
algorithme à trous.  Now let ][][ nxnx jj −= .  Using this notation, Mallet proved that the 
dyadic wavelet transform may be computed from a digital filter cascade using 
convolution formulae [32]: 
For any j>0, 
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][][1 nhana jjj ∗=+
 Eq. 3.60 
 
][][1 ngand jjj ∗=+
 Eq. 3.61 
The dyadic wavelet transform of the original discrete signal a0 is defined as the set of 
wavelet coefficients us to a scale 2J plus the remaining low-frequency information aj: 
 [{ } JJjj ad ,1 ≤≤ ] Eq. 3.62 
An example of a typical representation of the dyadic wavelet transform is illustrated in 
Fig. 3.9 which shows the original signal and the detail coefficients dj and the low-
frequency approximation coefficients aJ.  This representation is calculated using Mallat’s 
filter bank algorithm of Eq. 3.60 and Eq. 3.61.  A block diagram of this filter bank 
representation is illustrated in Fig. 3.6. 
 
3.3.5.2 Wavelet Synthesis 
The detail and approximation coefficients of eq 3.48 and eq 3.49 may be recombined to 
synthesize the original signal a0.  This formula was also derived by Mallat, 
 
( )][~][~
2
1][ 11 ngdnhana jjjjj ∗+∗= ++
 Eq. 3.63 
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Fig. 3.6: Filter bank representation of the discrete dyadic wavelet transform analysis illustrating how applying 
appropriate filters progressively decomposes the input signal (a0) into detail (dj) and approximation (aj) components. 
(adapted from [7]) 
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Assuming the input signal is of finite sample size N, the convolutions of eq 3.50 are 
replaced by circular convolutions.  The maximum scale 2J is then limited to N, and for 
J=log2N it may be verified that aJ[n] is constant and equal to  
 

−
=
=
1
0
0 ][
1][
N
n
J naN
Na
 Eq. 3.64 
The original discrete signal a0 may be recovered by using Mallat’s filter bank algorithm 
of Eq. 3.63.  A block diagram of its filter bank representation is illustrated in Fig. 3.7. 
By choosing a wavelet that was the derivative of a smoothing function, such as the 
quadratic spline wavelet of degree 2, Mallat and Hwang proved that the evolution of the 
local maxima of the wavelet transform modulus across scales could be used to detect 
local singularities [5].  The detail components, taken from the “algorithme à trous” 
method, yield a set of coefficients for each scale. At a point of singularity, there is a linear 
relationship between log2 of the modulus maxima response and its associated scale j. By 
selecting only the modulus maxima values that fitted the linear relationship, Mallet and 
Hwang simplified the large set of wavelet coefficients into a much smaller discrete set of 
coefficients grouped per singularity. This is a powerful step forward in the 
characterisation of a signal into a group of singularities.  Mallet and Hwang did not 
further analyse individual singularities but did demonstrate an inverse discrete wavelet 
transform that showed that the selected singularity coefficients still approximated the 
original signal well. 
 
Fig. 3.7:  Filter bank representation of the discrete dyadic wavelet transform analysis illustrating how applying 
appropriate filters progressively decomposes the input signal (a0) into detail (dj) and approximation (aj) 
components Adapted from [7]. 
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3.4 TRANSIENT SIGNALS 
3.4.1 Singularities 
Analysing a signal often involves transforming it using a particular mathematical 
technique to accentuate an observation in a particular domain.  Hence information present 
in the form of rhythm or resonance would typically be analysed in frequency domain. 
Once example of a signal suited to frequency domain analysis would be speech signal 
which are audible in the 20-20,000 Hertz range.  Other signals contain information in the 
bias of the signal which may vary over time such as a simple thermocouple device.  Still 
other signals contain information in the sharp, irregular transitions that occur within the 
signal. Sharp, irregular transitions within a signal are known as singularities.  It is to this 
third class of signal that the methods described herein are applied.  It should be stated at 
this early point that EEG signals are better described as smooth irregular transitions than 
sharp irregular transitions and that the term singularity is still applied.  It will be shown 
that the theory is applicable in both cases. 
In signal processing, identifying these transitions is very important.  In both seismic data 
and image processing, these transitions are associated with edge detection.  Hence the 
edges can be discerned from the smooth areas.  In EEG analysis, this is not sufficient. The 
nature of EEG is that there are continuous irregular transitions which need to separate 
from each other without any real smooth areas in-between.  This makes the signal 
processing goal not just one of edge detection but multiple edge detection and 
classification. 
According to Mallet and Hwang [5], “Singularities and irregular structures often carry the 
most important information in signals”.  In EEG, these singularities record the firing of 
neurotransmitters in the brain close the recording electrode. In images, singularities occur 
at the boundaries of structures within the image. Still other areas of application include 
radar detection and fingerprinting. 
Mallet and Hwang [5] describe a singularity detection method using the discrete wavelet 
transform (DWT). Firstly, the DWT is performed on the digitized signal. Then at each 
scale of the wavelet transform, the modulus maxima values are kept but all non-maxima 
points are set to zero.  They then showed that the trend of the coefficient values for the 
maxima values could be used to characterise the singularities present in the signal.  
Finally, Mallet and Hwang describe an inverse DWT algorithm which gives a good 
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approximation of the original signal. This demonstrated that the vast majority of the 
information contained in the signal could be characterised by the sum of the singularities. 
This paper is the starting point for the theory outlined herein.  Here, we take the modulus 
maxima coefficients and further process then into discrete singularity sets.  These 
singularity sets are compared to identify distinct peaks within the data.  The goal is to 
describe each of the important peaks within a signal using the modulus maxima 
coefficients only. 
Scalp electroencephalographic signals have been shown to contain useful information 
regarding the functioning of the brain [6].   The basic EEG signal is made up of 
undulating electrical signal comprising a summation of all electrical activity detected at a 
particular scalp position at a particular time.  This research is concerned with detecting a 
one-to-one correlation between a sensory stimulus and the response within the brain 
detectable via EEG.   
3.4.2 Regularity 
The output of the wavelet transform is set of coefficients based on the dilation and scale 
parameters of u and s respectively.  Since the wavelet has zero average and assuming it is 
real, a wavelet with a particular value of u and s will yield a high wavelet transform 
value, if the function f has a similar shape to this particular wavelet.  In this way a 
multiscale zooming procedure can be developed.  Sharp signal variations create large 
amplitude wavelet coefficients across multiple scales.  These sharp signal variations may 
be detected by tracing the local maxima of the wavelet transform across scales.   For the 
purposes of this study, singularities, irregular structures, edges and sharp transitions will 
all be termed as singularities.  In strict mathematical parlance, a singularity refers to a 
point at which a function is not defined, irregular or discontinuous.  Many EEG peaks, 
although sharply varying, are continuous and so are not technically singularities.  
However, following standard mathematical notation in describing this theory, they will be 
lumped under the same umbrella term of singularities. 
3.4.2.1 Taylor Series 
The Taylor series yields an expression for function about a point expressed in terms of a 
differential polynomial series expansion. A one-dimensional Taylor series is an expansion 
 of a real function f(t) about a point 
h,v+h]. Let pv represent the Taylor series polynomial in the neigh
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The Taylor formula states that 
of f in the neighbourhood of 
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3.4.2.2 Lipschitz Regularity
The wavelet transform can highlight local features 
detail components across different scales.  Our aim
an important first step is to characterise the regularity of the basic
describes how the notion of Lipschitz regularity ma
“Lipschitz exponents provide uniform regularity mea
intervals, but also at any point 
it is not differentiable at 
behaviour.” [32] 
The Lipschitz regularity refines the upper bound of
The conditions underlying Lipschitz exponents (also
function are outlined herein 
Definition: 
A function is pointwise Lipschitz 
degree  α=m  such that 
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in a signal by observing the pattern of 
 is to characterise EEG signals and so 
 EEG signal.  Mallet 
y be used to this end.  
surements over time 
v.  If f has a singularity at v, which means that 
v, then the Lipschitz exponent at v characterizes this 
 eq 3.54 with non
 known as Hölder exponents) for a 
[32]: 
>0 at v, if there exists K>0, and a polynomial 
 
Fig. 3.8:  A Taylor series expansion 
representing a function 
f(t) 
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v [33], 
t tends to v.   
Eq. 3.67 
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Eq. 3.68 
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 A function f is uniformly Lipschitz 
with a constant K that is independent of 
The Lipschitz regularity of 
Pointwise Lipschitz exponents vary from one absciss
Lipschitz exponents give a better indicator of
interval.  Table 3.2 illustrates some interpretation of different unifor
exponents. 
Uniform Lipschitz 
Exponent 
Interpretation
 >m f is 
10 <≤α
 
 <1 f is not differentiable at 
 = 0 f is bounded but discontinuous at 
Table 3.2:  Various Lipschitz exponent values and their interpre
Now the Fourier transform is well suited to measuri
functions. But it cannot measure the local regulari
decay of )(ˆ ωf  at high frequencies 
relation between the differentiability of f and its
because wavelets are well localized in time.
3.4.2.3 Vanishing Moments
We define the n-th moment of a wavelet 
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We have seen the Lipschitz regularity equation approximate a function f with a 
polynomial pv in the neighbourhood of some v.   
 
)()()( ttptf vv ε+=
 with αε vtKtv −≤)(  Eq. 3.72 
By using a wavelet with the orthogonality property of Eq. 3.71, we may suppress the 
polynomial pv yielding an expression for the regularity .  To do this let us use a wavelet 
that has n> vanishing moments. 
 
∞
∞−
= 0)( dttt kψ  for nk <≤0  Eq. 3.73 
Eq. 3.71 states that a wavelet with n vanishing moments is orthogonal to polynomials of 
degree n-1 and since <n, the polynomial pv has degree at most n-1.  It follows, 
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Furthermore since f=pv+ev it follows, 
 ),(),( suWsuWf vε=  Eq. 3.75 
3.4.3 Wavelet Transform Modulus Maxima 
The local Lipschitz regularity of a signal f at v depends on the decay at fine scales of 
),( suWf  in the neighbourhood of v [32].  However, it is not necessary to measure the 
decay directly in the time-space plane (u,s).  Mallat describes how the decay of ),( suWf  
may be controlled from its local maxima values.   
The term modulus maxima describes any point (u0,s0) such that ),( suWf  is locally 
maximum at u=u0. Therefore, it is implied that, 
 
0),( 00 =
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u
suWf
 Eq. 3.76 
There is no local maxima when ),( suWf  is constant because eq. 3.52 refers to a strict 
local maximum in either the right or left neighbourhood of u0.  The term maxima line is 
 used to describe any connected curve 
points are modulus maxima.  
3.4.3.1 Multiscale Differential Operator
Mallat [5] describes the detection and measurement of singular
differential operator formalism.  This operator pred
employed here to give a concise understanding of si
transforms were developed for edge detection in com
transform is one such multiscale transform.  
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Hence the wavelet transforms W1 and W2 are proportional respectively to the first and 
second derivatives of f(x) smoothed by )(xsθ .  Fig. 3.9 gives a graphical representation of 
what this means.  For a fixed scale s, by convolving the smoothing function with the 
function f(x), singularity points in f(x) now become points of inflection in the convolved 
function.  The wavelet transform of this convolved function is given by its derivative 
using Eq. 3.81 and so points of inflection in the convolved function become local maxima 
in W1.  The wavelet transform of the second derivative of the smoothing function is then 
the second derivative of the convolved function and the points of inflection become zero 
crossings. 
Singularities can be located by examining the wavelet transform local maxima of a signal 
where the wavelet is a derivative of a Gaussian or they may also be located by examining 
the zero crossings of the wavelet transform of a signal where the wavelet is a second 
derivative of a Gaussian function.  In practical application, the former approach is 
advantageous because it may be used to discriminate sharp transition points and slow 
variation points.  This is not possible with the latter approach.  The reason for this is that 
the modulus maxima and modulus minima in W1f(s,x) correlate to sharp transition and 
slow transition points respectively.  Hence, the two types of inflection points can be 
Fig. 3.9:  Gaussian multiscale differential operator applied to a sample signal f(x). [5] 
f(x)
f*s(x)
W1f(s,x)
W2f(s,x)
x1 x2 x3
Original signal f 
Convolution of f with 
smoothing function yields 
points of inflection at x1, 
x2, x3. 
Wavelet transform W1 
equivalent to first 
derivative local maxima at 
x1, x2, x3. 
Wavelet transform W2 
equivalent to second 
derivative zero crossings 
at x1, x2, x3. 
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distinguished by examining the extrema of ),(1 xsfW  to see if they are maximal or 
minimal.  This discrimination is not possible using the zero-crossings of W2f(s,x).  From 
this, Mallet showed that the values of the modulus maxima often characterize the 
Lipschitz exponents of the signal irregularities. 
3.4.3.2 Wavelet Regularity 
The following theorem proved in [32] proves that a wavelet with n vanishing moments 
can be written as an nth order derivative of a function .  It is supposed that  has a fast 
decay which means that there exists Cm where m is any decay component and ∈m  , 
such that, 
m
m
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 Eq. 3.83 
Theorem:  A wavelet  with a fast decay has n vanishing moments if and only if there 
exists  with a fast decay such that, 
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 Eq. 3.84 
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Moreover,  has no more than n vanishing moments if and only if 
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≠ 0)( dttθ  
3.4.3.3 Wavelet Transform Modulus Maxima 
Mallat precisely defines what is meant by the local maxima of the wavelet transform 
modulus [32]. Let Wf(s,x) be the wavelet transform of a function f(x), 
We call local extremum any point (s0,x0) such that 
x
xsWf
∂
∂ ),( 0
 has a zero-crossing at 
x=x0, when x varies. 
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We call modulus maximum any point (s0,x0) such that ),(),( 000 xsWfxsWf < when x0 
belongs to either a right or a left neighbourhood of x0, and ),(),( 000 xsWfxsWf ≤  when 
x0 belongs to the other side of the neighbourhood of x0. 
We call maxima line, any connected curve in the scale space (s,x) along which all points 
are modulus maxima. 
The strict local maximum condition prevents recurrent series of zeros from being 
interpreted as a meaningful minimum. 
3.4.4 Reconstruction from Modulus Maxima Coefficients 
3.4.4.1 Alternative Projection Algorithm 
Having identified that singularities can be characterised by their modulus maxima 
coefficients, it remains to investigate whether these maxima coefficients (both detail and 
approximation values) can be reconstructed back into the original signal.  Once this is 
achieved then the modulus maxima coefficient representation becomes a very powerful 
tool for manipulating the signal as singularities may then be selectively chosen depending 
on the application required. 
The dyadic wavelet transform { } ZjjuWf ∈)2,( is a complete a stable representation which 
means that it has a bounded left inverse.  The dyadic adaptive sampling technique 
produces a translation invariant representation of the signal.  Mallet and Zhong developed 
the alternative projection algorithm to reconstruct a signal approximation from its 
wavelet maxima values [67].  Other approaches have been developed [68-70] but in all 
approaches exact reconstruction is not possible [71, 72].  However, the error in the 
reconstructed signal (relative mean-square error) is of the order of 1% and so the 
alternative projection algorithm gives a good representation of the original signal [68]. 
3.4.4.2 Frame Perspective 
The most concise and quickest description of the alternative projection algorithm is using 
the frame perspective introduced in section 3.3.5.2 [32]. Frame coefficients are expressed 
as: 
 
nfnUf φ,][ =
  Eq. 3.86 
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and the pseudo inverse condition ∗−∗− = UUUU 11 )(~  is put into, 
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 Eq. 3.87 
where L is a frame symmetrical operator.   For each dyadic scale j2 , the positions of the 
local maxima ppju }{ , for the wavelet transform )2,( juWf are known. Therefore we 
know the values of the wavelet transform, 
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Now we know that )2,( juWf
 
has a local extremum at u=uj,p (modulus maxima 
condition) then, 
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The reconstructing algorithm must then recover a function f~
 
such that 
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 Eq. 3.91 
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 Eq. 3.92 
Eq. 3.68 imposes the condition that the derivative of )2,(~ jufW
 
goes to zero at u=uj,p.  It 
turns out that it is sufficient for the norm f~
 
must be minimized in order to meet the 
modulus maxima condition.  The reconstruction algorithm recovers the function f~ of 
minimum norm that satisfies Eq. 3.67 and Eq. 3.68 [32].  The signal f~  of minimum 
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norm that satisfies these equations is the orthogonal projection PVf of f on the space V 
generated by the wavelets pjpjpj ,,, ),{ ψψ ′ .  This is a basis (or redundant frame of V) in 
discrete calculations because there are a finite known number of maxima.   Expressing the 
symmetrical operator L as a function of this wavelet basis in V we get, 
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3.4.4.3 Conjugate Gradient Theorem 
A conjugate gradient algorithm may be employed to recover f~  from the frame 
coefficients with a pseudo-inverse.  The conjugate gradient algorithm computes gLf 1−=
with a gradient descent along orthogonal directions with respect to the norm induced by 
the symmetric operator L [32]: 
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 Eq. 3.96 
The conjugate gradient theorem was described by Gröchenig [73]. By setting the 
following initial conditions, 
 f0=0 , r0 = p0 = g , p-1=0 Eq. 3.97 
and defining the following functions for 0≥n , 
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then Gröchenig proved by induction that 
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This theorem recovers the approximation signal 
frame symmetrical operator 
f~  recovers a function such that 
fewer operations are needed with the reduced frame 
relative mean square error is of the order of 
number of iterations does necessarily improve this 
implemented with the “algorithme a trous” requires 
3.4.4.4 Fast Discrete Reconstruction
Signal approximation may be recovered from its wave
alternate projection algorithm introduced by 
Berman [75]  have proved that exact reconstruction is not possib
experiments that the relative mean
The implementation of this algorithm is described fr
the positions  of the local maxima of 
 
with 
Letting  be the derivative of 
 
We wish to reconstruct a function 
function  such that, 
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Eq. 5.105 imposes the condition that the derivat
This condition is further enforced by minimizing 
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of minimum norm 
 that satisfies Eq. 5.104 and Eq. 5.105 is the orthogo
V generated by the wavelets 
maxima is finite and 
of V.  The conjugate gradient theorem is applied to 
with a pseudo-inverse.  About 10 iterations are usually sufficien
approximation of  with a small mean square error.
3.5 PEAK DETECTION
3.5.1 Singularities  
The theory of singularities was developed mostly b
characterise a signal by identifying and pinpointin
signal.  Typical applications for this methodology 
selectively choosing certain singularities and disc
from signal [76, 77].  Taken together, the remaining singularities can t
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85 
nal projection 
.  In discrete calculations the number of 
is a finite family and so is a basis or a redundant
recover  from the frame coefficients 
 
 
y Mallat and is employed to 
g the areas of change in any given 
include signal denoising where 
arding others allows you separate noise 
 presented here differs from 
 be used to locate areas of change) 
d into peaks.  Hence grouped sub sets
e inverse transformed into a separate 
esearch: to develop an automatic peak 
parate a time varying EE
possible to analyse these separated peaks 
 
e evoked potential signals.  The word 
many interpretations.  In this case, we are asserti
 the transitory parts of the signal. From 
ed potential signal are made up of 
ntification and location 
s in the case of evoked potential are 
 maxima discrete wavelet 
-dimensional set of detail coefficients whose trend 
he singularities.  Decisions are then made 
 are they signal or noise?) and so a 
 of  on the space 
 frame 
t to recover an 
hen be inverse 
 
G signal into 
ng that 
across 
small 
86 
 
set of detail coefficient values and their time locations completely characterise that 
particular singularity.    
3.5.2 Choosing a Wavelet 
In the case of singularity detection, the choice of wavelet is important and calculating the 
modulus maxima discrete wavelet transform of a signal yields singularities that are 
detected by observing a specific pattern in the transform result. Namely that as the scale 
parameter increases the modulus maxima increase along the maxima line.  This pattern is 
dependent on the wavelet used in the transformation.  We are using the quadratic spline 
wavelet implemented in a filter bank arrangement.   
Let us take a quadratic spline wavelet,  which has vanishing moment n, exactly equal to 
1 and a compact support.  There exists  of compact support such that )()1( nnθψ −=
 
with 

+∞
∞−
≠ 0)( dttθ .  In this case  is a Gaussian function and wavelet transform may be 
expressed as, 
 
( ) )(),( uf
dt
d
ssuWf sθ∗=
 Eq. 3.106 
Because  has one vanishing moment, wavelet modulus maxima are the maxima of the 
first order derivative of f smoothed by sθ .  Fig. 3.10 illustrates this process using a step 
function which is the simplest transition state in any signal.  Hummel, Poggio and Yuille 
proved that for a Gaussian function, a modulus maxima (x0, u0) belonging to a maxima 
line is guaranteed to propagate towards finer scales without any interruption. 
So in calculating the Discrete Wavelet Transform where the wavelet is a quadratic spline, 
the output is a matrix of coefficients in the scale-time plane which characterise well the 
areas of change within the original signal. Fig. 3.12 illustrates just such a process for a 
sample signal. In real EEG signals, there is considerable more overlap and noise which 
interferes with signal. Hence it is very important to understand the mechanisms that 
define where the maxima are likely to occur.   
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3.5.3 Peaks 
This research further develops the ‘discrete set of coefficients grouped per singularity’.  
Singularities characterise areas of large magnitude change in the signal over a short 
period i.e. points where there is a large slope.  The peak 
of a signal may be thought of as (usually) a pair of 
singularities that record a simple shift away from and 
back to a particular baseline.   
Note that at this early stage, no assumption is made that 
individual peaks have any significance per se. Rather that 
we are going to separate the signal into peaks and 
investigate the relation of peaks to each other in order to 
better understand the underlying mechanisms and try to 
identify particular correlations in the data. 
(a) 
(b) 
(c) 
(d) 
Fig. 3.11:  examples of singularities 
and peaks, (a) positive singularity, 
(b) negative singularity, (c) a positive 
peak and (d) a negative peak. 
t 
u 
u 
u 
 f(t) 
)(uf sθ∗  
W1 f(u,s) 
W2 f(u,s) 
point of inflection 
minima (modulus maxima) 
zero crossings 
step function 
Fig. 3.10:  Wavelet transform of a sample step function signal with a quadratic spline 
multiscale differential operator illustrating the relationship between wavelet transform 
coefficients and the Gaussian () differentiation. 
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Arbitrarily but intuitively, we call a positive singularity those singularities that chart an 
increase in electric potential. It follows that we call a negative singularity those 
singularities that chart a decrease in electric potential.   
It is apparent from examination of Fig. 3.11 and Fig. 3.12 that a positive singularity has 
positive modulus maxima coefficients and a negative singularity has negative modulus 
maxima coefficients.  We describe a simple peak as being a combination of a positive and 
negative singularity together.  The order of selection is important as a positive singularity 
followed by a negative singularity yield a positive peak while conversely, a negative 
singularity followed by a positive singularity yields a negative peak.   
In both Fig. 3.12 it is possible to identify how singularities can be combined in pairs to 
form what we will call peaks.  Essentially a positive set of maxima coefficients and a 
negative set of maxima coefficients together form a peak. 
 
Fig. 3.12:  The upper graph shows a sample signal and the lower graph illustrates its modulus maxima discrete 
wavelet transform.  Coefficients are calculated for dyadic scale levels from 1 to 7 along the dotted lines. Positive 
singularities have positive coefficients (tending towards white) and negative singularities have negative 
coefficients (tending towards black).  The yellow arrows which chart the maxima lines indicate how modulus 
maxima values propagate from one scale to the next.  As the scale increases and becomes coarser, there is more 
interaction between adjacent singularities 
 
20 40 60 80 100 120
0
20
40
60
80
100
20 40 60 80 100 120
1
2
3
4
5
6
7
time, t
time, u
f(t) 
scale, s
Modulus Maxima Discrete Wavelet Transform of a Sample Signal
89 
 
3.5.4 Zero Level 
Singularities, as defined here, are reference free in that they are not tied to the zero 
voltage line.  Our data is tied to the zero line as the electroencephalograph data is given as 
reference between two specific points.  In effect since we are not measuring an absolute 
voltage, the zero voltage line is not an absolute reference.  It is a relative parameter by 
which all individual measurements are compared.   The important point is that all 
measurements are made and remain referred to this single reference standard.   
 
 
A particular difficulty with characterising peaks from a signal where the zero level is 
purely a reference level is how to deal with peaks that generally do not begin and finish 
on the zero line. Fig. 3.13 shows how the nature of peaks varies considerably with the 
position of the zero level.  The approach taken in this research is that once pre-processing 
of the signal is complete the zero volt line will be the absolute reference point for all 
following calculations.  For the most part, positive peaks shall then occur above this zero 
level and negative peaks shall occur below the zero volt level.  There will be some 
exceptions to this rule as discussed in the next section. 
3.5.5 Overlapping Peaks 
Due to the nature of EEG and evoked potentials signal, there is an abundance of 
overlapping and interfering peaks which may have a non-unique separation solution.  For 
example, a peak shape shown in Fig. 3.14(a) may be interpreted in two ways; either as a 
pair of adjacent positive peaks shown in Fig. 3.14(b) or as a single large peak with a 
negative smaller peak at its centre as illustrated in Fig. 3.14(c).  Without any additional 
information such as a signal from an adjacent site, both cases are valid interpretations 
although obviously only one is accurate.  Factors such as this must be borne in mind 
when analysis of peaks is performed. 
(a) (b) (c) 
y=+2 
y=0 
y=-2 
Fig. 3.13: The effect of different reference levels on the peak shape, size and location.  Moving the reference 
level (y-axis), in most cases makes peaks bigger or smaller however, the blue peak in (b) has changed from a 
positive peak in (b) to a negative peak at a slightly different location in (c). 
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3.5.6 Matching Singularities 
The process of identifying singularities is much simpler than matching them into pairs as 
a precursor to peak separation.  The modulus maxima coefficients at low scales give a 
very good localised position for the singularity. However in order to fully characterise 
each singularity all maxima must be followed from low to high scales.  The higher scale 
modulus maxima values by their nature interact with adjacent peaks and so the maxima 
value at higher scales may arise from more than one lower scale maxima line. These 
overlapping maxima lines must be separated in order to separate the peaks within the 
signal.  In order to solve difficulties relating to separating maxima values at higher scales 
we shall employ the Lipschitz exponent method to characterise the peaks across scales 
and endeavour to characterise ‘best fit’ peaks.   
3.5.7 Automatic Peak Detection 
Since EEG and evoked potential signals yield a large amount of data, it is not feasible to 
manually perform all the calculations necessary to choose peaks.  This process must be 
automated.  Automation itself is a difficult process of encoding the rules, which may 
often appear simple to a human, into a repetitive and generic algorithm.  The flow for the 
automatic peak detection algorithm is outline in Fig. 3.15. 
 
 
 
 
 
(a) (b) (c) 
Fig. 3.14:  Example of how a single feature from a signal (a) can be interpreted validly 
as two distinct types of peak (b) and (c).  In (b) and (c) the distinct red and blue peaks 
add together to form the same green peak as in (a).  
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Input Signal 
Time Domain Coefficient Sets Time/Scale Domain 
Preprocess Signal 
DWT 
Modulus Maxima 
Matrix 
Identify All 
Singularities 
Match Sings into Pairs 
Deconvolve Pairs 
from Each Other 
Express Separated  
Pairs as Peaks 
Inverse DWT 
Set of Separated Peaks 
Fig. 3.15:  Flowchart outlines steps required to take an input signal and separate it into a 
constituent set of peaks.  Three state domains are identified in which processing occurs 
dependent on the relevant step. 
 3.6 PEAK ANALYSIS
3.6.1 Correlation Between Signals
3.6.1.1 Pearson’s Correlation Coefficient
In determining the performance of the peak detection algorithm it 
ways of comparing signals analysed by different met
Pearson Correlation Coefficient (or Pearson’s produ
English statistician Karl Pearson.  It yields a measure of the l
two sets of data.  For two discrete functions, 
coefficient, r, is defined as follows:
       
where  and  are the mean across all 
by r is from -1 to +1, where +1 represents a perfect match and oc
The closer the fit between the two functions, the hi
practise, correlation coefficients above 0.95 repre
signals under comparison.
3.6.1.2 Peak Reconstruction Comparisons
Peak detection decomposes a signal into a set of lo
analysis techniques are employed to examine differe
decomposition.  Firstly, we recombine the set of pe
signal.  It is important to compare these two signa
accurately represent the original signal.  Given an inp
let  be the set of peak signals with 
detection algorithm described above.  Then it follow
representation of  as follows,
 
The original signal  
Pearson correlation coefficient of Eq. 3.106.  It is
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by the selection of peaks that are deemed significa
modulus maxima coefficients that propagate to large
those modulus maxima that do not propagate do not g
components within a signal will have this character
Hence, it is expected that the peak detected signal
the original signal.   
3.6.1.3 Averaged Evoked Potential Error
Next this process is extended across an entire set 
evoked potential signal based on the set of origina
potential signal based on the set of decomposed peak signal
epochs  the evoked potential response 
epochs and  is the equivalent evoked potential response for the
signal  as follows,
Again we examine the Pearson correlation coefficien
signals which should be as close to 1 as possible. 
This process will at least confirm that evoked poten
signal is still present in the dataset of extracted
information of the original signal is ‘similar’ to 
signal.   
The averaging process has a tendency to canc
components due to the random nature of such effects
averaged reconstructed peak signal will more closel
than was the case for individual epoch compar
3.6.2 Peak Characteristics
Having extracted individual peaks, the challenge is
manner which allows the evoked potential components
background EEG.  In examining a typical peak, as in 
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 are latency, width and height as labelled in 
positive or negative peaks and analysis may be perf
at the end.  It is not possible to uniquely define 
first performing the peak detectio
to separate peaks.  Original EEG signal may 
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but the width measure is immersed in 
overlapping adjacent peaks.  
The latency parameter is a peak measure
the temporal domain.  The width is an indirect 
peak measure of the scale or frequency 
domain.  The set of peaks is taken not just 
across one evoked response, but over a set of 
evoked response epochs. Hence the epoch domain is u
analysis technique that incorporates the data extra
peaks, we attempt to gain insights in the temporal,
statistical classification problem and some approac
3.6.3 Peak Classifiers 
We have proposed in section 
of separable peaks.  The data has been transformed i
viewed from a new perspective.  Whil
original signal, it is not appropriate to interpret
features.  The peaks identified although separated a
constraints of the data availabl
any particular peak could still represent a summing
coincident (or semi-coincident) in time.  It is appropriate to search f
features within the dataset that may indicate a particular peak is indeed a
potential response instead of background EEG signal o
Given that EEG data has been decomposed into separabl
ways to investigate the data.  Let us use the parameters discussed in
classify each peak for each EEG signal of each epoch.
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3.6.4 Clustering 
Clustering is a classification technique where obje
some similar trait.  Often this trait is proximity.
hierarchical or partitional.  Hierarch
clusters to determine further cluster refinement.  
clusters at once.  Partitional clustering is most a
investigation here.  There are a number of partitional clustering ty
examine further. 
3.6.4.1 K-means clustering
A set number of clusters are chosen.  These clusters
space and the Euclidian distance from each object to
calculated. The object is assigned to the nearest cl
repeated for all objects in the set.   The centroid 
point in the cluster.  This process is repeate
met.  This method is quick and simple to implement, 
as the result is dependent on the location of the i
graphical example of k-means cluste
 
Shows the initial 
randomized centroids 
and a number of points. 
Points are associated 
with the nearest 
centroid.
  
Fig. 3.17:  An example of k-means clustering.  It is apparent that the clu
initial starting point.   
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3.6.4.2 Fuzzy c-means clustering 
Another problem with K-means clustering is that each object is uniquely assigned to a 
particular cluster even though it may be almost equidistant to another cluster.  Fuzzy c-
means clustering overcomes this problem by assigning a measure of ‘belonging’ to each 
cluster determined by the Euclidian distance.  However it is still yields different results 
for different cluster starting positions.   
3.6.4.3 QT Clustering 
Quality Threshold (QT) clustering is another variation of partitional clustering which was 
developed for gene clustering [78].  In QT clustering a maximum threshold is ascribed to 
the cluster. Thus points are added to a cluster until the cluster threshold exceeds the 
maximum threshold.  This process is repeated for other points generating other clusters. 
The candidate cluster with the most points is then selected as the true cluster and all 
points within that cluster are removed from the set and the process is repeated to find the 
next highest concentration true cluster and so on.  This method requires more 
computational power however, it does not require an initial number of clusters to be set 
and it is repeatable when re-run [1].   
3.6.4.4 Elbow Criteria.  
A general rule for determining the number of clusters to select is given by the elbow 
criteria.  Typically the first few clusters will contain much more information that the latter 
clusters.  The number of clusters chosen is determined by the point where adding 
additional clusters does not add significantly to the information gained.   The clustering 
techniques described in this section do not maximise the output of the EEG results.  
Hence, two modified clustering techniques were investigated in this research.  They are 
essentially a variation on QT clustering. The first technique is called ‘block’ clustering 
and the second technique is ‘contour’ clustering.  
3.6.5 Block Clustering 
Once the identified measures are calculated for each and every peak, it is possible to 
ascribe these parameters into a 3 dimensional matrix and then locate where peaks are 
clustered together. This process may be thought of as a refined averaging process.  Since 
groups of clustered peaks with similar peak features may then be averaged together.  By 
identifying groups of peaks, it is possible to identify which groups or clusters contribute 
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most to the overall evoked potential signal and also gauge the repeatability of the evoked 
potential by the size of the cluster in these areas.   
Data is separately scaled across each variable and grouped into bins.  By careful scaling, 
unitary sized bins may then be used and graphically, a three dimensional grid of bins is 
formed. Visually, this may be observed in Fig. 3.18.  Each peak contributes a single value 
to a single bin.   The accumulation of peak parameters into bins facilitates the 
identification of localised higher concentrations of similar peaks.   
 
 
 
 
 
 
 
 
Block clustering has some drawbacks with regards to resolution.  The amount of variation 
that discriminates peaks at the lower end of the scale (in width and height dimensions in 
particular) is much less that the amount of variation that discriminates peaks at the larger 
end.  Non-linear scaling (in particular logarithmic scaling) can help this problem.  Of 
more concern is the fact that neighbouring blocks may contain peaks that are very close to 
a particular block.  These adjacent blocks do not contribute to the particular block and so 
a distortion of the concentration matrix is possible.  This problem is similar to the 
‘belongedness’ problem described for K-means clustering. 
3.6.6 Spread Clustering 
Spread clustering works on a slightly different premise.  Again the variables are 
separately scaled but uniform matrix bins are not used; instead a ‘spread space’ is defined 
for each peak.  This spread space defines the extent of the peak in each axis based on the 
parameter size.  The centre of the spread space is directly located at the position of the 
scaled parameters. Smaller variables intrinsically will have a smaller spread while 
conversely large variables will have a larger spread. The entire spread space is 
Fig. 3.18:  A sample block cluster matrix.  Peak variables are scaled over the range of 
boxes and each peak is assigned to a single cluster block (such as the orange coloured 
block).  Once all peaks have been assigned the location of high areas of concentration 
indicate the presence of repeated peak shapes.  
t 
w 
h 
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incremented by 1 for each peak in that space.  This method overcomes the border 
problems of block clustering as the spread space provides a broader border for identifying 
an exact area of highest concentration.  The area of highest concentration is then found by 
locating the maximum value of the concentration matrix.  Once this location is identified, 
the individual peaks that are contained in this maximal concentration location may be 
examined and averaged separately from the remaining dataset.  The drawback with spread 
clustering is that once the highest concentration location is selected, the concentration 
matrix must be recalculated before the next highest peaks may be chosen.  This is due to 
the fact that the peaks that contributed to the highest concentration must be removed as 
they may also contribute to other areas of the matrix and thus skew the results.  However, 
this drawback only extends the computational requirement.  It has the advantage that the 
result is independent of starting conditions and repeatable when re-run, similar to QT 
clustering. 
By creating a 3-dimensional matrix covering the full range of values, it is possible to 
categorise each peak into a unique region of this matrix.  This categorization is then 
applied for all peaks and areas of higher concentration are identified.  Since in theory 
Evoked Potentials arise from the presence of repeated time-locked stimuli responses, such 
a mechanism should favour identification of evoked potential signals.  However, this 
analysis technique is blind to the presence of (or lack of) evoked potentials since it does 
not discriminate between types of peak but simply categorizes these peaks into ascribed 
bins in the concentration matrix.  This is an advantage of this technique as no apriori 
conditions regarding the expected response are necessary.  
3.6.7 Average Cluster 
In typical background EEG, certain peak shapes occur more often than others.  This 
generates a typical non-uniform distribution of peak quantities across all height and width 
bins.  The latency exhibits a truly stochastic distribution but height and width exhibit a 
characteristic profile for background EEG.   We may subtract this 2-dimensional average 
width and height profile from all time slices. We wish to identify the time-locked peaks 
so in order to separate background EEG from time-locked Evoked Potential signals, the 
mean across all time bins for each width and height bin is calculated and subtracted 
across each time bin location.  The first true cluster is identified by choosing the location 
that has the highest concentration of peak. The location of this true cluster in terms of 
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latency, height and width is recorded together with the specific peaks that form the 
cluster.  Then these peaks are removed from the dataset and concentration matrix is 
recalculated and the next highest cluster maximum identified.  The process is repeated 
until the maxima concentration reaches zero.  This yields a concentration profile for bin 
locations in terms of number peaks present above the mean expected number of peaks 
preset.  Since the mean expected concentration levels for each width and height position 
have been subtracted from the concentration matrix, any concentration locations above 
zero represent locations of peaks that occur more than expected.  Conversely, any 
concentration levels below zero occur less than expected.   We wish to focus on the 
former to identify those peaks that occur most often. 
3.6.8 Spatial Discrimination 
Our initial analysis techniques have so far been in two real dimensions – time space and 
frequency or scale space.  The wavelet transform was chosen for its superior performance 
in these domains.   As mentioned previously, however, there is not enough information in 
these two domains to fully describe the EEG activity. Other sources of information must 
be added.  One technique used, which has already been discussed is averaging where 
multiple repeated samples are taken to highlight the required response at the expense of 
background noise signals.  In this section another approach is mentioned where the 
response signal of adjacent EEG sites may be analysed and compared to each other. In 
this case we are looking to identify signals that do not originate at the EEG site under 
investigation.   
This method is beyond the scope of this research, but is discussed as an area of future 
research and is the next logical progression for the methods developed during this 
research.  Up to now, information from temporal, spectral and epoch domains have been 
utilized.  These methods yield an output which fits in the ‘Epoch Decomposition’ 
segment of the Edwards Venn diagram shown in Fig. 2.10.  Adding spatial 
discriminations would shift the analysis into the full decomposition box shown in Fig. 
2.10 which would be the only identified technique retaining an output perspective in all 
four identified domains. 
An array of EEG sites surrounding the site of interest is measured during 
experimentation.  The same evoked potential data is measured for all sites which may 
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also be analysed individually; however we now discuss techniques that can relate the 
peaks together in novel ways. 
In this analysis method, we are essentially trying to identify only the EEG response which 
we believe emanates from directly under the site of interest.  Peaks which propagate from 
other sites but extend under the site of interest are removed.  This leaves us with a clearer 
picture of the brain response at the site of interest only and not taking in a larger area.  It 
is hoped that this can show a focussing effect or sharpening effect of the EEG.  One of the 
difficulties of EEG is that the skull has a smearing effect of the EEG; here we are 
investigating a technique which may improve the EEG resolution greatly. 
3.7 SUMMARY 
In this chapter, the various theoretical aspects involved in this research are described.  
They may be summarized as follows: 
• Wavelets, wavelet transform, splines and the inverse wavelet transform are 
introduced. 
• Arising from this wavelet background is the theory of modulus maxima discrete 
wavelet transform and singularity detection described by Mallat and presented as 
the basis from which the this research is built upon. 
• The concept of peaks with EEG signals is described and a correspondence 
between peaks and pairs of singularities is drawn. 
• An outline for an algorithm to decompose Evoked Potential data into sets of 
separated peaks is described. 
• Independent peak characteristics are identified that may be used to compare and 
contrast different peaks. 
• Some clustering techniques are described and two clustering techniques more 
honed to the problem at hand are described. 
• An outline for an algorithm to cluster peaks into meaningful similar groups is 
described. 
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CHAPTER 4 ~ MATERIAL AND METHODS 
4.1 OVERVIEW 
his chapter is broken up into two sections – Experimental Methods and 
Analytical Methods.  The Experimental section is further split into three areas.  
Firstly, the area of investigation and preparation is described – the early phase 
of the research where different techniques were investigated and a picture of the 
challenges involved was established and also describes the necessary preparatory steps 
that had to be put in place before formal testing could begin.  Next the formal 
experimental design is described including a description of the experimental test 
procedure and the parameters and setting.  Finally, in the last experimental methods 
section, the outcome of the experiments is described. 
In the analytical methods sections the process by which the measured data was analysed 
is described in detail. 
4.2 EXPERIMENTAL METHODS 
4.2.1 Investigation and Preparation 
In this research, it was important to follow a number of preliminary steps in order 
correctly focus the research in the right direction.  These steps have had a major effect on 
the outcomes of the research and are described herein.  
4.2.2 Choice of Evoked Potential Type 
There are three main types of evoked potential signal which may be measured under 
normal laboratory conditions.  These are: 
Somatosensory Evoked Potentials (SEP) are the potential difference recorded at the scalp 
above the somatosensory cortex due to stimulation of the peripheral nerves. 
Visual Evoked Potentials (VEP) are the potential difference recorded at the occipital 
region of the scalp in response to visual stimuli.  There are two commonly used types of 
VEP: flash VEP is recorded in response to a flash of light presented to the eye and pattern 
reversal VEP (PRVEP) is recorded in response to an alternating black and white 
checkerboard pattern display presented to the subject. 
T 
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Auditory Evoked Potentials (AEP) are the potential difference recorded at scalp above the 
auditory cortex due to the stimulation of the ear by auditory signals such as clicks, tones 
or white noise. 
All three were investigated to determine which would be most appropriate for this 
research.  In choosing a particular type of Evoked Potential, the location of the expected 
response was important. It was preferred that the primary evoked potential generators 
should occur at or near the surface of the scalp and not deep within the folds of cortex.  
The reason for this is that spatial discrimination is expected to be simpler for generators 
on the surface as opposed to those deeper within the cortex.  Auditory Evoked Potentials 
were quite quickly eliminated from investigation.  The primary auditory cortex is located 
in the superior temporal lobe and is largely hidden within the lateral fissure.  Investigation 
was undertaken to examine the suitability of Somatosensory Evoked Potentials to the 
research goals.  Preliminary experiments were designed and carried out to measure 
Somatosensory Evoked Potential.  Here a small electrical pulse was repeatedly applied at 
the wrist and the response was measured at the scalp above the somatosensory cortex 
area.  However, the magnitude of the evoked potential response when averaged was 
particularly small and so Visual Evoked Potentials were then investigated.    
Both types of VEP signal – pattern reversal and flash – give larger potential difference 
amplitudes relative to the AEP and SEP signal, which is an advantage.  In clinical terms, 
the pattern reversal Visual Evoked Potential is more useful.  It has less inter-individual 
and intra-individual variability [79]. In a clinical setting, it is usually a specific latency 
which is of most interest and pattern reversal VEP provide both a more precise and 
repeatable estimate of latency.  However, in this research, we are more interested in the 
peak components of evoked potentials and as such the flash VEP was chosen for further 
detailed examination.  The main reason for this is that the Flash VEP is known to be made 
up of 6 overlapping response peaks which interact with each other.  This overlapping and 
interaction provides a fertile ground for examination of the techniques proposed herein. 
 
4.2.3 Equipment Selection 
The university had a choice of two EEG systems – the Biopac system and the Mindset 
MS-1000 system.  The Biopac system had the advantage of having a specific evoked 
potential module which easily integrated with the EEG modules to tie the stimulus and 
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response in time.  However, the system at the university only had four EEG channels 
which were considered insufficient for the purposes of this research.  The Mindset system 
was a full 16-channel EEG system designed for clinical application.  It had no evoked 
potential channel and so one of the 16 channels was used to detect the stimulus to allow 
exact time correlation between stimulus and response.  Hence the Mindset MS-1000 
system was selected for use in this research.   
The detection of the stimulus signal required careful design of a photosensor circuit that 
could detect a fraction of the stroboscope light without interfering with other EEG 
channels.  The final design consisted of a photodiode in parallel with a 2.2k resistor 
connected directly across the mindset terminals with as short a length as possible.  During 
experiments, the Mindset equipment was orientated in relation to the stroboscope to 
ensure that the short-lead photodiode would detect the stroboscope flash.  Testing was 
undertaken to ensure that the stroboscopic flash was accurately detected by the 
photodiode arrangement and that there was no interference on any other electrodes. 
4.2.4 Bipolar or Referential Measurement  
EEG measurements are given as a potential difference between two different electrodes.  
There are generally two different montage types that may be chosen - bipolar and 
referential montages. Fig. 4.1 illustrates examples of both a bipolar and referential 
montage.  Here it is seen that the bipolar montage measures potential difference between 
adjacent electrode pairs, while the referential montage has a single reference electrode, 
usually further away, to which all other electrodes are measured against.   The referential 
montage system has the advantage of having a single referential to which all other sites 
may be compared.  This allows each of these other sites to be compared to each other 
Ch1R 
Ch2R 
Ch3R 
Ch1B 
Ch2B 
Ch3B 
Fig. 4.1:  Comparison of Bipolar (left) and Referential (right) montage arrangements. Bipolar measurements 
may be interpreted from the referential measurements by calculating the difference between referential sites. 
Therefore, Ch1B = Ch1R – Ch2R. 
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more directly and hence it is easier to visualize.  The bipolar montage gives a more local 
representation of electrical activity and is more immune to distant EEG signal as the 
circuit loop is intrinsically smaller.  In our experiments, referential measurements were 
taken with all electrode sites references to the linked-ears.  The benefit of this method is 
that the bipolar measurements may be calculated by a simple subtraction between two 
measurements from different sites. 
4.2.5 Cap Design 
The standard head cap design for EEG is based on the 10-20 system formalised by the 
American Electroencephalographic Society guidelines [79].  The montage is a general 
arrangement of electrodes proportional to individual heads based on a roughly equi-
spaced arrangement.  Traditionally, the amount of effort and minor discomfort required to 
attach each electrode together with the computing complexities of analysing large 
amounts of channel data have limited the number of electrodes used.  More recent 
simplification in electrode application procedures and increased computing power has 
made high-resolution EEG analysis more attainable.    
However, for this research, our interest is really on a small localised area of the brain.  A 
standard alternative montage for Pattern Reversal Visual Evoked Potentials is known as 
the Queen Square System: 
“In the Queen Square System, the electrodes are labelled and positioned as 
follows: 
MO  Midoccipital, in midline 5cm above inion 
LO and RO Lateral occipital, 5cm to the left and right of MO 
MF  Midfrontal, in midline 12cm above nasion 
A1/A2  At ear or mastoid, left and right 
Ground  At vertex” [79] 
For flash VEP this scheme is modified since the Midfrontal reference is more likely to be 
contaminated with electroretinographic (ERG) activity.   
“A simple four-channel recording montage would be: 
Channel 1: Left occipital to reference: LO – Reference. 
Channel 2: Midoccipital to reference: MO – Reference. 
Channel 3: Right occipital to reference: RO – Reference. 
Channel 4: Vertex to reference:  V – Reference. 
The reference can be single or linked ears/mastoids.” [79] 
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This standard was chosen as the basic measurement scheme although it does not measure 
sufficient electrode sites to perform a spatial analysis between adjacent electrodes.  Hence 
four additional electrodes spaced 2.5cm from MO position were also measured.  Two of 
these were lateral exactly halfway between MO and LO and also between MO and RO.  
The other two electrodes were taken 2.5cm from MO in the superior and inferior 
direction. 
In most montage schemes such as the 10-20 system, the inter-electrode distance is 
variable and based on the overall skull size.  The modified Queen Square system is 
preferable in our case since the inter-electrode distance is fixed at 2.5cm.  This distance is 
important as it has been shown that this electrode distance is sufficiently large to detect 
different EEG events but not too large for adjacent electrode measurements to be 
unrelated [6].   
Once the montage was described the next step involved examining how to apply this 
montage to subjects under experimental conditions.  Investigations with a standard 
adjustable headcap proved awkward and tedious. Also it was difficult to locate all sites at 
both the correct separation and alignment.  So work was undertaken to try to design 
something more apt for the purpose.  Various alternative schemes evolved from this 
process but an illustration of the final design is shown in Fig. 4.2.   
The framework for this headcap is a series of square (and triangular) rubber spacers.  
Each electrode space has a precise carved niche for the electrode to sit together with a 
hole drilled through to the back of the spacer.  This hole provided access for electrode gel 
to be carefully injected through space and onto electrode-scalp surface without disturbing 
the position of the electrode.   
The spacers are cut precisely to ensure the inter-electrode distance is 2.5cm between 
horizontal and vertical electrodes.  The scheme is connected together by elastic rope 
threaded through the spacers horizontally.  There are also two elastic ropes holding the 
spacers in the vertical direction.  The horizontal ropes extend from the spacers at each end 
and are attached to plastic O-ring on either side which are each attached to a Velcro strip.   
Each electrode is fitted into its electrode spacer and the cap is fitted to the midsagittal 
occipital region of the scalp with electrodes at the scalp surface.  The Velcro strips are 
wrapped around the head over the ears and join each other comfortably on the forehead. 
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Fig. 4.2:  Finalised Headcap design.  The combination of rubber spacers and elastic ties is flexible enough to 
provide a contoured fit to the head yet retains the important 2.5cm separation between electrodes in both 
horizontal and vertical directions. In the Test Procedure it is referred to as the VEP Custom Cap. 
 
4.2.6 Ethics Approval 
At RMIT University, all research involving human subjects must apply to the RMIT 
Human Research and Ethics Committee (HREC) for approval prior to any subject testing 
commencing.  Two applications were submitted during the course of this research.  The 
first submission in 2002 requested approval for the performance of Somatosensory 
Evoked Potential testing on a number of subjects.  This application received HREC 
approval.  The second submission occurred in 2004 and requested approval for the 
performance of Visual Evoked Potential testing on a number of subjects.  This application 
also received HREC approval.  All concerns and risks were highlighted within the 
applications and the committee was satisfied with the safeguards that were put in place.  
EEG is a passive electronics system where electrical potentials are being measured and so 
inherently quite safe.  However, as with any electrical system, safeguards for equipment 
malfunction were put in place.  The noted risk with the first submission pertained to the 
use of an electrical stimulator which applying a short repeated electrical pulse to the 
subjects wrist.  A standard stimulator designed for this purpose was used and all safety 
precautions as per manufacturer’s instructions were followed.  For the second submission, 
which involved flash light stimulation presented to the eye, the flash rates used were 
much lower than those that might induce photic epilepsy [80]. 
4.2.7 Faraday Cage 
The location of the Biomedical Laboratory at RMIT University is in a large multi-storey 
building with lots of standard electrical fittings and PC’s operating at any one time.  This 
was noted as a noisy background and 50Hz noise was significant.   RMIT do have an 
electrically quiet chamber.  This chamber while not an anechoic chamber did provide 
significantly less background noise.  The drawback with this solution was that all 
MO LO RO 
V 
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electrical equipment would have to be located outside the chamber which would require 
longer electrode leads which was not preferable.  Instead, it was decided, for this and 
other research projects, to design and build a Faraday cage to be located in the 
Biomedical Laboratory.  The cage dimensions were approximately 3.5m x 2m x 2m 
allowing enough room for a subject to be seated or horizontal on a bed.  The cage had a 
square gap size of 2cm and when grounded prevented interference signals up to the high 
kilohertz range from penetrating its surface.  Measurement equipment was located on the 
outside of the cage close to its surface.  This included both the stroboscope and EEG 
device and detector.  The only items located in the cage were the subject and cap and 
electrodes and chair. 
4.3 EXPERIMENTAL DESIGN 
4.3.1 Experimental Aim 
Having completed the preliminary investigations, it was necessary to decide on the exact 
experiment that was to be performed and the exact data that was to be measured.  The 
main aim of the experiments was to perform a standard Flash Visual Evoked Potentials 
measurement on a number of subjects using the American Clinical Neurophysiological 
Society guidelines [79].  The specific guideline most appropriate to this experiment was 
Guideline 9B Visual Evoked Potentials. This ensured that our experimental procedure 
would be both comparable and repeatable.  Furthermore some additional electrode sites 
were measured which would allow future analysis of the spatial interrelations between 
sets of decomposed evoked potential peaks. 
4.3.2 Experimental Parameters 
Table 4.1 outlines all specific parameters within the experimental regime, their setting for 
the purposes of the experiments herein and where appropriate the rationale for the setting. 
 Description Setting 
01 Light Source Selection Stroboscope 
Rationale: The choices for a light source for Flash VEP are a Ganzfeld 
Stimulator, matrix of light emitting diodes (LED) or a photostimulator lamp.  A 
photostimulator in the form of a stroboscope was available and adequate for the 
purposes of the experiment.   The stroboscope produces brief flashes of light via a 
discharging Xenon light tube. The discharge rate was controllable.  To stimulate 
the entire visual field a Ganzfeld stimulator would be required. This produces truly 
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quantitative and controlled stimulation but was beyond the level required for this 
research. 
02 Flash Rate of the stroboscope 1/second 
Rationale: Settings below 4/s elicit transient VEPs while those at 10/s or more 
elicit a steady state VEP.  Transients VEPs were of interest in this study. Also 
lower flash rates reduced the already small risk of inducing photic epilepsy in 
susceptible subjects. The 1/s rate is recommended by American Clinical 
Neurophysiological Society [79]. 
03 Stroboscope Intensity Unknown 
Rationale: It is impractical to measure the intensity of a light source during testing 
[79]. The best that can be done is to maintain is to note the stimulator type and 
intensity setting and keep them constant during experiments. The intensity level of 
the stimulator was fixed. 
04 Stimulator Subject Distance Approx 45cm 
 
Rationale: This is based on American Clinical Neurophysiological Society 
Guidelines [79]. 
05 Background to Light Source Featureless 
 
Rationale: The background should be featureless and without glare.  In this 
research the stroboscope has a diffuse translucent cover and was then placed 
against the side of the Faraday cage.  An opaque beige coloured screen was placed 
against the Faraday cage with a hole in the centre for the stroboscope to be placed 
against.  This provided a featureless and glare-free background for the field of 
vision outside that of the stroboscope. It is noted that the cage itself provides a 
specific pattern of light since the stroboscope is flashed from the outside into it.  
This may affect the results when compared to those of other labs, but as long as the 
setup is consistent for all inter-subject and intra-subject tests then it should not 
affect the analysis. 
06 Monocular or binocular Stimulation Binocular 
 
Monocular stimulation (where one eye is closed and deprived of any light 
stimulus) is the preferred clinical setting.  However, in this case we are not trying 
to identify a particular clinical disorder which may affect one eye over the other. 
So it is acceptable to perform binocular stimulation. 
07 EEG Electrodes Gold Disc Electrodes 
 
Genuine Grass gold disc electrodes were used for all experiments.  
08  Conduction Medium TENS conduction Gel 
 
A standard TENS conduction gel was used to provide improved conduction 
between the scalp surface and the electrode.  This was applied carefully and 
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sparingly to prevent spreading which might electrically link adjacent electrode 
should a conductive path be formed between electrodes by the gel. 
09 EEG Settings  MindMeld File 8CHEP.em2 
 
The MindSet EEG system comes with software called MindMeld which performs 
the capture and some basic analysis functions. This software was used for all data 
collection. Within this program the parameters for data collection are set and then 
stored in a file known as a ‘scheme’.  The scheme parameters are defined below 
and were stored as a scheme file named 8CHEP.em2.  This scheme was used in all 
formal testing.  
Host Adaptor 0 
SCSI ID 1 
Sampling Rate 512 Hz 
Block Size 512 Bytes 
Table 4.1: Experimental Parameter outline table. 
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4.4 EXPERIMENTAL PROCEDURE 
The next step involved writing a test procedure to be followed before, during and after all 
testing.  This test procedure consisted of an ordered checklist of all steps that had to be 
followed to successfully complete a formal VEP test.  A blank copy of the checklist used 
is attached as Appendix A.   This checklist went through a number of iterations and 
revisions before the final checklist was ready.  The following comments refer directly to 
each section of the Test Procedure in Appendix A and provide a deeper understanding of 
the methodology. 
4.4.1 A. Equipment List 
This section details a complete inventory required to perform the experiments and 
includes a general layout illustration for information purposes. 
Measuring tape is required to ensure that the subject is placed 45cm from the stroboscope.  
This measurement is recommended in Guideline 9B of the American Clinical 
Neurophysiology Society Guidelines [79].  
Ear plugs are used because the stroboscope was noted to give a very low audible click 
with each flash.  This could have induced an auditory evoked potential time locked to the 
stimulus which may have interfered with the results.  The click was inaudible with use of 
the ‘putty-like’ earplugs. 
4.4.2 B. Equipment Setup 
This section details the setup required to prepare the laboratory and equipment prior to 
performing the experiments.  The checklist format ensured that there were no variances in 
setup from one subject to the next which might affect the consistency of the results. 
The stroboscope, Mindset EEG equipment and light detector are all tested and operations 
prior to any formal testing. 
Sections A and B were performed prior to the participants arrival to avoid subject fatigue. 
4.4.3 C. Participant Preparations 
This section prepares the subject for the experiment.  Firstly, the subject was made 
comfortable and the project was discussed in general terms and also the specifics of what 
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would happen during testing. The plain language statement and consent form were co-
read and understood and the latter signed by both parties. 
A sequential participant number incremental from P01, P02 and so on, was assigned and 
written onto both the consent form and the Test Procedure.  No recording of the subjects 
name or identity was recorded on the Test Procedure to ensure privacy and anonymity. 
The steps for attaching the electrodes were then carefully followed and the subject was 
seated in the Faraday cage.  Figure 4 of the Test Procedure was used for guidance of the 
location of the test sites.  Figure 3 illustrates the electrode location of the 10/20 System 
(in black) and the Queen Square system (in red). 
The Electrode cables are fed through the Faraday cage as a plaited bundle to reduce the 
chance of differential voltage pickup and then plugged into Mindset using Table 1 and 
Figure 3 of Test Procedure for guidance.  The seven recorded EEG channels are arranged 
in a referential montage where the reference electrode is the average at the left and right 
earlobe. 
4.4.4 D. Experimental Procedure 
Before taking formal test results, it was important to confirm a good contact with each of 
the electrodes to the scalp.  This was performed using Mindset by observing the 
frequency spectrum of each electrode and in particular the 50Hz pickup.  It is known that 
if there is a high input impedance at the electrode-scalp interface, there will be more 50Hz 
pickup so by observing the continuous FFT spectrum, electrodes with large 50Hz 
component were reattached to the scalp either by careful abrasion or additional gel to 
improve the contact. 
The formal testing now begins and 3 sets of 2½ minutes of evoked potentials data were 
taken for each subject. Where time permitted some additional tests were understand with 
some minor variations in setup such as eyes open and eyes shut. 
4.4.5 E. Record of Data. Settings and Results 
The records of actual tests and details of each test are recorded on this log sheet.  The 
filenames for each test are logged together with observations, comments and any 
additional tests or deviations from the Test Procedure. The data files themselves are 
collects on computer using these filenames and stored for later analysis. 
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4.5 METHODS 
Ostensibly this research examines an existing method Averaged Evoked Potentials and 
looks to add to the understanding within this modality.  Hence, it is not necessary to test 
large number of participants in order to prove the results.  The results need to be proved 
over a number of participants to show that it will work generically; however, each dataset 
may be compared to the average evoked potential with that dataset. Also multiple datasets 
may be examined from within a single participant.  Hence, final formal testing was 
performed on three subjects with a minimum of three repeated tests on each subject.  
4.6 ANALYTICAL METHODS 
This section describes the processing that was applied to the datasets measured during 
experiments.  The analytical process is split into three distinct stages. The first describes 
the pre-processing or data conversion stage of analysis, the second describes the peak 
detection algorithms in detail and the third describes the peak analysis algorithms.  Each 
stage may be run separately or all together.  The output of each stage is a file containing 
all the variables that form the input of the next stage in the chain.  
All analyses were performed using the Mathworks Matlab software suite Release 12.1.  
Fig. 4.3 illustrates an overview of the main modules that make up the analysis techniques 
that have been developed during the research.  Detailed flowcharts are described in 
Appendix C and full source code listings are provided in Appendix D and also on the 
attached CD. 
4.6.1 Data Conversion 
The purpose of the Data Conversion stage is to take the raw EEG files that are produced 
by the Mindset EEG amplifier during formal experiments and convert them into a set of 
discrete Evoked Potential epochs that are filtered and ready to be used in the next 
processing stage – the Peak Detection algorithm. 
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The step performed in this module are converting from Mindset to Matlab format, 
filtering out higher frequency components, select epochs based on stimulus channel 
timing, remove partial peaks at the beginning and end of each epoch and finally removing 
epochs that are overly contaminated with extraneous artefact.  A graphical representation 
of what is happening to the input signal is provided in Fig. 4.4. An estimation of the 
information content required to encode the signal at each stage is included. 
 
Fig. 4.3:  Data analysis flowchart summary:  The three major software modules of Data Conversion, Peak 
Detection and Peak Analysis are broken down into their major constituent components. 
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4.6.2 Peak Detection Method 
1. Original Signal 
 
Continuous Real-life analog signal such as EEG 
data but may other signal type too.  In the case 
of EEG the graph shown is a record of the 
potential difference between a pair of electrodes 
in microvolts over a period of time.  
 
2. Discrete Signal 
 
Signal sampled and quantized at regular 
intervals in time by EEG amplifier.  Vertical 
bars on the right indicate signal is represented 
by a sequence of discrete datapoints sampled 
over a period time at a uniform sampling rate. 
3. Filtering 
 
DC and High Frequency components are 
removed using digital filtering.  This generates a 
smoother version of the signal centred around 
the zero level. 
 
4. Epoch Detection 
 
The stimulus onset is identified and an epoch of 
samples chosen relative to this onset is selected 
to form a discrete epoch of data.  The red line 
on the chart indicates the stimulus onset in this 
cdase. The length of the signal is now fixed. 
5. Zero Edge Semi-Peaks 
 
Partial peaks at edges are zeroed to prevent 
overlapping peaks during transforms (shown in 
red).   This signal has now been pre-processed 
and is ready for the peak detection process. 
 
Fig. 4.4: Summary of the effect of Data Conversion processing of EEG data. 
4.6.2.1 Mindset EEG Format to Matlab File Format 
The output of each test during the experimental phase was a raw EEG file recorded over 8 
channels with channels 1 to 7 recording the specific EEG are particular sites and channel 
8 recording the timing of the stimulus detection. Mindset data is recorded in a proprietary 
binary format.  There is no automatic way to import this data into Matlab. Instead, the 
Mindset software developer was contacted and he passed on the byte format for the EEG 
files.  I then wrote a Matlab program to read these bytes and assign suitable variables to 
represent the EEG and parameters that are contained in the file.    This program automates 
the import process taking a filename.BIN file as its input and outputting a set of variables 
representing all the salient EEG parameters to a filename.MAT file.  This file format is 
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the standard date format for Matlab.  The parameters and their format as imported into 
Matlab are listed in Table 4.2. 
Description of variable Name Matrix Dimensions Unit 
Number of samples taken  totsamples 
 1 x 1 - 
Time scale (x-axis) in seconds time 
 1 x 
totsamples 
s 
Number of channels of 
recorded 
channels 
 1 x 1 - 
EEG data (y-axis) from each 
channel 
EEG channels x 
totsamples 
V 
Number of samples taken per 
second 
samplerate 
 1 x 1 Hz 
Date stamp of when recording 
began 
 
starttime 
 8 x 1 Year Month 
Day  Date  
Hour Min  
Sec  mS Date stamp of when recording 
finished. 
stoptime 
 8 x 1 
Table 4.2:  List of parameters extracted from raw EEG file and imported into Matlab for further analysis. 
4.6.2.2 Filtering 
The first signal processing stage consisted of filtering out both DC components and high 
frequency components.  The American Encephalographic Society recommendations for 
general EEG were followed: 
“For Standard recordings, the low frequency filter should be no higher than 
1Hz (-3db) corresponding to a time constant of at least 0.16s.  The high 
frequency filter should be no lower than 70Hz (-3db).” [79] 
High frequency filtering is performed first.  A Chebyshev Type II digital low-pass filter 
was applied to the full channel record set.  The filter has order 9 and a cut-off determined 
by a -3dB fall-off a 70Hz.  The Chebyshev Type II filter has no ripple in the passband 
(below 70Hz in this case) and is equiripple in the stopband.   The upper graph of Fig. 4.5 
illustrates the frequency response of this filter as implemented by the Matlab cheby2.m 
command. 
The phase variation which is apparent in the passband (lower graph in Fig. 4.5) was 
cancelled out by applying the filter to the channel data in both the forward and backward 
direction yielding a net phase variation of 0 degrees.  Because this process can cause edge 
effects, the filtering was applied prior to the EEG signal being split into sets of discrete 
epochs. 
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Next DC filtering was performed.  It was observed in experiments that the magnitude of 
the DC component was small and so rather than applying a digital filter which would 
attenuates low frequencies above DC; it was decided to calculate the mean of each 
channel and offset the entire channel by this mean amount.  The overall mean of each 
channel is therefore 0mV. 
4.6.2.3 Pick Epoch 
The next step was to select epochs of data based on user defined criteria. Epochs are 
chosen in two ways. Firstly, they may be linked to a stimulus channel trigger.  All Visual 
Evoked Potential data is extracted in this way. The algorithm scans the stimulus channel 
and a characteristic stimulus response is identified from which the stimulus onset is 
calculated.  This time location is the stimulus onset time and the epoch is extracted 
relative to this position.  Typical extraction settings might request 100ms pre-stimulus 
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Fig. 4.5:  Frequency response curve for Chebyshev Type 2 Filter.  This lowpass filter was used to 
eliminate frequency components above 70Hz.  The phase distortion was dealt with by processing the EEG 
signal with this filter in the forward and backward direction. This yields a net phase shift of zero degrees.  
118 
 
followed by 400ms post-stimulus yielding a 500ms epoch where the stimulus occurs after 
100ms.  This process is repeated across the entire stimulus channel dataset to extract all 
epochs associated with stimuli. 
A second epoch extraction process has also been developed. This allows for a set of 
epochs to be extracted from an ongoing EEG dataset.  This is used to give a 
representative sample of background EEG without any evoked potentials stimuli or 
response present.  This is required (and explained further) in the Peak Analysis section 
(Section 0) later in this chapter.  Typically a 500ms epoch would be extracted at a random 
position within each 1 second period of the EEG data.   
These two extraction processes yielded identically formatted epoch data that formed the 
input to the peak detection algorithm. The only difference being that one reflects the 
evoked potentials (temporally triggered) and the other discrete epochs of EEG data 
(temporally untriggered). 
In the Visual Evoked Potential experiments, channel 8 was assigned as the stimulus 
channel. The photodiode response is illustrated in Fig. 4.6.  The waveform response 
shows saturation and a slow discharge of photodiode voltage.  The EEG amplifier 
amplifies voltages in the order of micro volts and so the photodiode response to the flash 
reaches channel limits very quickly.  The shape of the waveform is less important than the 
Fig. 4.6:  Plot of the observed potential difference recorded by EEG device connected to photodiode circuit 
when detecting a stroboscope flash occurring at 0ms. 
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onset time of the waveform.  The onset time is taken as the position marked 0ms in Fig. 
4.6.   
This first section describes the pre-processing stage of analysis where Evoked Potential 
data was manipulated into a form that could be analysed in Matlab.  There were several 
stages in this process which are outlined below. 
4.6.2.4 Artefact 
It is common in EEG recording to occasionally pick up spurious signals not caused by 
real EEG but by some external condition. Such signal interference may be caused my 
muscle movement, eye movement or elsewhere and is known as signal artefact.  
Typically these signals are much larger than normal EEG and so are relatively easy to 
identify.  Epochs of data contaminated with this artefact noise were removed for datasets 
prior to analysis. The EEG was assumed to have a normal distribution about some mean 
value close or equal to zero. The standard deviation for the EEG data gives a measure of 
the spread of this distribution around its mean.  Normal EEG data would fit into the 
distribution which is spread up to 3 times the standard deviation around the mean.  
Occasional EEG outliers might lie outside this limit.  However any datapoints in the 
distribution located beyond 6 standard deviations from the mean were considered artefact 
and data epochs with these artefact points were removed from the study. A record was 
kept of how many artefacts were removed as too high a number of artefacts may indicate 
a problem with the experimental setup.     
The last step in the signal pre-processing stage consisted of removing partial peaks from 
the beginning and end of each epoch.  The Peak Detection algorithm detects singularities 
and major changes in signal.  It is apparent that at the beginning and end of each signal, 
there will be an edge.  Typically this will be a disjoint break in the signal and hence will 
generate a large singularity.  Since such peaks will be incomplete and more importantly 
outside the area of interest for the signal response they may be deleted prior to beginning 
processing.  This is achieved by identifying the peak that is both complete and nearest the 
edge and setting all datapoints from here to the edge to zero.  An example of this process 
is illustrated in Fig. 4.7.  
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The output of all these pre-processing steps is a set of artefact-free epochs that have been 
converted, filtered and centred and have partial edge peaks deleted.  This dataset is now 
ready to be used as the input to the Peak Detection algorithm. Its format is shown in Table 
4.3. 
Description of variable Name Matrix Dimensions Unit 
Number of epochs detected/chosen  numepoch 1 x 1 - 
Length of each data epoch epoch 1 x 1 s 
Size of pre-stimulus record prepos 1 x 1 s 
Evoked Potential/EEG data epochs 
from each channel (1,2,…,x) 
sch1 
sch2 
… 
schx 
samples* x numepoch V 
Table 4.3: List of additional parameters that define extracted epoch data.  These parameters are in addition to 
those shown in Table 4.2. * Note that the number of samples in each epoch is calculated from the length of each 
epochs and the samplerate i.e. samples = epoch x samplerate e.g. 0.5s x 512Hz = 256 samples. 
4.6.3 Peak Detection Method 
The heart of this research is the Peak Detection Method.  It is implemented as a set of 
Matlab algorithms that take the conditioned EEG epoch signals described in section 4.6.1 
as its input and produce a concise set of wavelet coefficients that reflect the singularity 
properties of the signal.  These singularities are grouped into pairs from which a 
representation for separated discrete peaks may be found.  Summing theses peaks yields 
an accurate represent of the original epoch signal.  This process is completely automated 
and so is readily performed across multi-channel and multi-epoch data.  It evolved over 
-100 0 100 200 300 400
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Fig. 4.7:  Example of edge deletion of individual evoked potential epochs.  The first and last incomplete peaks 
are eliminated as shown by the flat blue line at the beginning and end of each epoch.  Datapoints in-between are 
unaffected. 
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the 4 year period of the doctoral studies and was subject to regular revision, improvement 
and refinement.   
Fig. 4.9 graphically illustrates the effect on the signal due to the steps that occur during 
the Peak Detection Algorithm transformation process.  The signal format in Fig. 4.9(1.) is 
the same as the output of Fig. 4.4(5.) and the Peak Detection algorithm is described in 
terms of singularity detection.  Fig. 4.9 charts the conversion from the original converted 
signal to set of singularities, from which, peaks are interpreted through the wavelet 
transform detail and approximation coefficients, Finally, the peak representation 
coefficients are inverse transformed back to separate temporal peaks which may be added 
together to form a representation of the original signal. 
The PDA.m Matlab file instigates and performs the entire peak detection algorithm.  The 
process flowchart is given in Appendix C together with all relevant sub-process 
flowcharts. The associated program listings are presented in Appendix D. The major 
functional elements of these processes are described in subsequent sections. In PDA.m the 
input variables for the peak detection process are inputted – these include filename of the 
converted epoch data, the channels which are to be analysed and the epochs which are to 
be analysed.  The defaults are all channels (excluding stimulus channel) and all epochs.  
Next, each epoch of each channel is iterated through the peak detection steps. Firstly, the 
epoch is split into positive datapoints and negative datapoints.  The reason for this was 
discussed in section 3.5.4.  This process is illustrated in Fig. 4.9.  
It is noted that splitting signals at the zero level will on occasion cause some peaks to be 
split potentially in an artificial manner into two separate peaks.  Fig. 3.13 illustrates this 
point well.  However, it should also be noted that the averaging process is not sensitive to 
such peaks in any case and so this does not represent a loss of resolution.  However, it 
does represent a limitation to this method.   
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1. Preprocessed Signal  
This starting point picks up where Fig. 4.4 left 
off with an epoch of filtered discrete data 
points with both start and finish points zeroed. 
2. Positive and Negative Splitting  
The preprocessed signal is split into two signals 
– positive points (shown right) and negative 
points (not shown). 
2. Discrete Wavelet Transform 
 
The discrete wavelet coefficients is calculated 
across different scale levels (2-5 are shown) 
 
3. Modulus Maxima  
Modulus Maxima trends identified and all other 
non-peak coefficients are set to 0.  It is noted 
when compared to 1 above that increasing 
signal yields positive coefficients while 
negative trending signals produce negative 
coefficients. 
4. Set of Singularities 
List of singularities generated from Modulus 
Maxima DWT table.  Each Black dot identifies 
a detected singularity. 
 
5. Set of Peaks 
Singularities are grouped into pairs or sets of 
singularities which define individual peaks. 
 
6. Peaks 
Each peak set is inverted to a time domain 
signal and added to other peaks to recover an 
approximation of the original signal. The 
positive datapoints are shown in red while the 
negative datapoints are shown in blue. 
 
 
  
5 
4 
3 
2 
2 
3 
4 
5 
Fig. 4.8: Flowchart for transforming signals into set of peaks.  For illustrative purposes the signals are not split into 
separate positive and negative signals.  Thus positive and negative signal processing is shown together in this figure.  In the 
peak detection algorithm they are split initially and processed separately and then ad the end the reconstructed positive and 
negative peaks are added together. 
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Once the signal is split, the singularity coefficients are calculated for both the positive 
signal and the negative signal using the routine SingCoeffs.m.  Then the set of coefficients 
for positive and negative peaks are grouped together using the SingGroup.m algorithm 
which identifies similar and matching properties within the singularity coefficient sets 
that would favour particular pairs of singularities.   Finally, the approximation coefficient 
of the grouped singularities is calculated by comparing the resultant peak to the original 
peak using the PeakApprox.m routine.  In this way the best fitting peak is identified.  
Once all peaks are identified this process is iterated once more to find sub-peaks that 
remain after the first iteration.  Using Fig. 3.14 as an example, the first iteration would be 
expected to identify the blue peak in Fig. Fig. 3.14(c) and the second iteration would be 
expected to identify the red peak in Fig. 3.14(c).  This is an important technique for 
separating overlapping peaks into constituent simple peaks.  It is noted that depending on 
the nature and position of the overlap, not all overlapping peaks are separated.  In some 
cases, the dominant peak alone is identified. 
 
Once all peaks are identified, the output is stored in a Matlab variable file. There are two 
variables that completely define the set of identified peaks. There are called allsing and 
allvars. Their variable format is described in Table 4.4.  All channels and all epochs and 
all peaks are stored in these two variables alone for each EEG dataset.  Columns 11, 22 
and 7 of allvars allow unique identification of any peaks based on the Channel, Epoch 
and Peak Number respectively. Note that any particular peak is uniquely defined by a pair 
of rows in allvars together with the corresponding pair of rows in allsing.  This tabular 
format is suited to the Peak Analysis techniques that follow the Peak Detection algorithm.   
Fig. 4.9: Splitting of Epoch signal into positive and negative signals which are then analysed separately. 
Epoch signal 
Positive signal 
Negative signal 
 Each entire row of allsing and each row of 
data for each singularity in the peak.  Each peak is
row encoding the left hand side peak information and the second r
hand side peak information.  Columns 8, 9 and 10 re
associated with the peaks.  Columns 13 to 19 are me
They are calculated during the Peak Detection algorithm but 
Analysis algorithm.  They provide descriptors that u
just been decomposed.    
To understand this nomenclature further let us exami
we take the peak that is uniquely characterised by 
what can be said about this peak is that it is Chan
Column 2 of allvars informs us t
row 1 equals -1 indicating a negative sloped singularity followed
i.e. a positive slope singularity.  (For a positive
peak has scale 3 (column 8 of row 1 of allvars) and so only columns 
used in regenerating the peak.  Higher level data i
could be deleted.  In terms of the data that is req
is characterised in this example, only that data hi
4.4 are required.  The metrics associated with this peak
Hence we can say this peak has a lower y
row 1 or allvars.  In an epoch of 256 samples and a sampling rate o
sample equates to a time position given by:
 
The upper y-intercept for this peak is at the 24
two numbers is 9 which gives an indication of the s
midpoint between these two values is 20 which is th
under the curve is 15.55 (where time is measured in
value of the peak is 2.38V and it is located at the 18
in the Peak Analysis but first we examine the techn
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used later in the Peak 
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ne a single peak from 
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4.6.3.1 Singularity Coefficients (SingCoeffs) 
There are four major steps involved in calculating the singularity 
coefficients of an input signal.  These steps are identified in Fig. 
4.10.  
This routine starts by calculating the modulus maxima discrete 
wavelet transform (MMDWT) of the input signal.  This process 
implemented in Wavelab [2].  This is the only coding in the whole 
of the research which was not written by the author.  Wavelab is a 
freely distributed set of Matlab functions used to implement a 
variety of algorithms related to wavelet analysis.  The Wavelab 
routines that are used in this research are: 
FWT_ATrou.m: This routine performs a fast dyadic wavelet 
transform using the implementation described by Mallet in A 
Wavelet Tour of Signal Processing [32].   
MakeATrouFilter.m: This routine defines the coefficients for the quadratic spline filter 
that is described in Fig. 3.7.   
MM_DWT.m:  This routine examines the fast dyadic wavelet transform coefficients and 
identifies the maxima and minima coefficients by generating a matrix of ones only at 
these maxima/minima positions. 
IMM_DWT.m:  The inverse fast dyadic wavelet transform takes a set of coefficients in a 
format similar to the output of FWT_ATrou.m and inversely iterates an approximation of 
the signal based on the coefficients. 
Once the MM_DWT has been calculated, the next step is to identify a discrete, concise 
set of singularities.  This is performed by scanning through all the time positions of the 
set of coefficients and examining the trend a cross scales.  Genuine singularities will have 
increasing coefficient values across a number of scales starting with scale 2 up to at least 
scale 4.  According to Mallet, this trend for increasing coefficient values across increasing 
scale is constrained within an ever broadening range for each increasing scale.  The range 
within a singularity may effect is called the cone of influence.  
Once all the singularities have been identified and defined in terms of a set of coefficient 
pairs, the next step reviews the singularity list for redundancy.  This is due to the fact that 
Fig. 4.10: Steps involved 
in calculating the 
singularity coefficients 
of an input signal. 
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the singularity detection algorithm can pick up slightly different coefficient sets as being 
the same singularity.  If a pair of singularity sets differ differs by only one coefficient 
then the set with the larger coefficient value is chosen and the other singularity set is 
deleted. Thus the output of this process is a concise set of singularities.  
4.6.3.2 Group Singularities (SingGroups) 
The singularities detected in the previous section must now be 
compared to neighbouring singularities and a set of rules drawn up 
to automatically match them into pairs which will form a peak.  
Cone of Influence: After removing repeated singularities that are 
nearly identical (i.e. only level 2 scale coefficients differ across all 
scales), the first task is to calculate a cone of influence over which a 
matching singularity may occur.  Mallat’s singularity detection 
theory states that the trend of coefficients values increase across 
scales for increasing scales.  For larger singularities (reflective of 
larger peaks), this singularity pattern extends further into the scale 
information, therefore such a singularity will have a larger cone of 
influence over which a matching singularity may be found.  This 
cone yields a time domain range inside which the matching 
singularity will occur.   
Singularity Direction: Other information about the signal is also 
useful in narrowing down the choice of match singularity.  
Remember that positive and negative peaks are being processed 
separately; hence it is known which is being looked for at any one time. For example, a 
singularity which is in the positive peak group has positive coefficient, then it is a rising 
edge of a positive peak hence it’s matching partner must be located at a time point greater 
than this singularity location.  Therefore, inherent in the singularity coefficient set is the 
singularity direction and the sought after matching singularity must have an opposite 
singularity direction to form a peak.  
Singularity Magnitude:  The cone of influence yields an approximate distance limit 
within which the matching peak should occur. We examine all possible matching 
singularities within this range which leads to a small subset of singularity possibilities. 
From this range of peaks, the singularity whose coefficient magnitudes most closely 
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Fig. 4.11: Steps involved 
in calculating the 
singularity coefficients 
of an input signal. 
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match the original singularity as it trends to higher relevant scale levels is chosen as the 
matching singularity that together with the first singularity will form a peak. 
Lipschitz Exponent:  The Lipschitz exponent of the possible matching singularities is 
investigated and only those singularities with Lipschitz exponents greater than zero can 
form a match. So those that are less than zero are eliminated. 
Singularity Order:  This grouping is performed in singularity magnitude order.  Hence the 
largest coefficient singularity is chosen first and its partner found.  Then these two 
singularities are removed from the dataset and the next highest coefficient singularity is 
matched and so on until all singularities are matched.   The pair of singularities formed by 
investigation of the cone of influence  
  
129 
 
4.6.3.3 Peak Approximation (PeakApprox) 
At this point the detail coefficients for the left-hand and right-
hand singularities are known together with an estimate of the 
required scale decomposition level.  The components 
remaining to be found in order to have a complete peak 
representation in the wavelet domain are the exact 
decomposition level and the approximation coefficient(s) at 
this level.  In detail decomposition we could use the trend 
across scales to pick out the singularity coefficients. However, 
the approximation level yields a single set of coefficients and 
suffers from the fact that adjacent peaks will influence the size 
of the approximation coefficients for the peak in question.   
Therefore, a technique was developed to extract the required 
approximation coefficient(s) without interference from 
adjacent peaks. 
Firstly, the known singularity pair is used to effective crop the 
original signal as near to the bottom of the peak as possible.  This technique uses the 
slope of the singularity to estimate the y-axis intersection of the peak as shown in Fig. 
4.13.  This signal (known here as a siglet) is transformed 
(using the DWT) to the first possible scale level and the 
modulus maxima approximation value within the 
singularity pair range is recorded.  A peak is generated in 
the time domain defined by the known singularity 
coefficients and the approximation coefficient for this 
particular scale level.  Next this process is repeated for 
every possible level yielding a peak representation for 
each level.  Finally,   the peaks across all scale levels are 
compared to the peak siglet signal and the peak with the 
smallest difference error to the peak siglet is chosen as 
the best match peak.  Now the level and the 
approximation coefficient are known and the peak 
representation is in terms of wavelet coefficients is 
complete.    It turns out that single peak approximation 
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Fig. 4.12:  These steps are 
required to calculate the 
approximation coefficients 
for each  peak. 
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coefficient value (together with its location in time) is sufficient to represent the required 
approximation information for the peak.  This is similar to the detail coefficients where 
only a single detail coefficient (per level) is required.  Also, it is chosen using the same 
modulus maxima coefficient technique that was described my Mallat for detail 
coefficients.   Table 4.5 outlines the number of wavelet coefficients required to yield a 
decomposition of individual peaks. 
Scale  
Level 
Left Singularity  
Detail 
 
Approximation 
Right Singularity  
Detail 
Total  
Coefficients 
2 2 1 2 5 
3 3 1 3 7 
4 4 1 4 9 
5 5 1 5 11 
Table 4.5:  Table of wavelet coefficients required to characterise a single peak.  The number of coefficients 
required is dependent on the scale level which best characterises the peak. 
It is now a simple matter to take these coefficients together with their location and 
populate and empty wavelet coefficient matrix and apply the inverse wavelet transform to 
generate a time domain representation of the peak.  This analysis is then performed for all 
peaks in the signal. 
The peak parameters described in section 3.6.2 may now be calculated directly from the 
peak.  These are peak latency measured from the start of the signal to the centre of the 
peak, peak width which is measured as the distance between the two y-intercepts of the 
peak and peak height which is measured from the 0 level up to the maximum peak value.  
The area under the curve is also calculated using the adaptive Simpson quadrature [81].  
Quadrature is a numerical method that may be used to determine the area under a curve 
and is implemented in a Matlab routine.  This formula calculates an estimate of the area 
under the curve using piecewise linearisation of the signal followed by summation of 
trapezoidal area calculation. Their inter-relation and interpretation are discussed further in 
the next section and the results section. 
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4.6.4 Peak Analysis 
Block clustering and spread clustering were described in 
Section 3.6.5 and 3.6.6 respectively.  Both methods take 
3 independent parameters as 3 separate dimensions and 
generate a peak concentration matrix (herein called the 
concentration matrix) which correlates areas of higher 
concentration to larger clusters of peaks.  The intention 
being that time-locked nature of the evoked potential 
response will tend to occur more often and thus be 
identified by these clustering methods.   
Initial testing of the clock clustering method mapped 
peaks onto a 1:1 basis, thus any one peak could only 
belong to any one block or bin.  It became clear that this 
technique was sensitive to the positioning of the block 
edges and that unless the block size neatly fitted the 
spread of a set of peaks then, concentrations tended to be 
split over a number of bins making identification of the 
highest concentration block problematic and unclear. 
Thus spread clustering was preferred for all the analysis 
in this research and is solely described in the following 
sections. 
The spread clustering technique overcomes this problem 
by calculating a range in each dimension over which a peak could belong.  Across 3-
dimensions, this spread generates a volume space over which this peak could belong to a 
particular cluster.  Calculating this ‘belongedness’ measure removes the need to measure 
Euclidian distances associated with more traditional clustering methods.   A high level 
flowchart for the process flow of the Peak (Spread) Clustering technique is given in Fig. 
4.14.  The rest of this section summarises the steps followed and refers to the following 
section in areas where more detail is required. 
The factors determining the size of the concentration matrix and the peak spreads are 
described in the next section, 4.6.4.1.   Once identified, the spread volume within the 
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Fig. 4.14:  Steps involved in 
performing the peak clustering 
algorithm. 
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concentration matrix is simply incremented by 1 and the process is repeated for all 
remaining peaks.   
When all peaks are processed in this fashion, the concentration matrix becomes fully 
populated yielding a 3-dimensional matrix array with areas of higher value reflecting area 
of higher numbers of ‘similar’ peaks.  Similar peaks have similar latencies, similar widths 
and similar heights. It is this similarity and belongedness which is used to perform the 
clustering process.  
Before examining the matrix results, one further factor must be considered.  In ongoing 
background EEG, inherently some peak shapes tend to occur more regularly.  The peak 
width and peak height are not purely random distributions.  The latency distribution is 
essentially random because any peak may occur any particular time across the epoch.  
Our intention is to de-emphasize the background EEG and emphasize the evoked 
response. One simple and effective method to do this is to calculate the mean 
concentration matrix across all time latencies yield a 2-dimensional mean array (across 
peak width and peak height) and then subtract this 2-d array from all latency locations in 
the concentration matrix.  This concept is discussed further in section 4.6.3.2.  
Now the concentration matrix is populated and the background EEG average has been 
offset, the location of the highest peak shape concentration is simply the location of the 
maxima of the concentration matrix.  Once located, the latency, width and height 
information associated with its position is recorded.  Next these peaks are removed from 
the peak dataset and the whole process is repeated again to identify the next highest 
concentration location and so on until some end criteria is met.  
4.6.4.1 Range, Scale and Spread 
The dimensions of the concentration matrix are scaled to minimize redundancy and speed 
processing.  So for example, although typical epoch length and thus latency range is 256 
samples, this is scaled by a factor of 2 to give a latency length of 128 in the concentration 
matrix.   Essentially a gap of 1 between latencies is too small to be important and thus 
they may be grouped together. 
It is also possible to reduce the concentration matrix size by limiting the range of the 
concentration matrix and in particular the upper limit.  By examination of the peak width 
distribution and the peak height distribution, it is clear that at a certain point the 
distribution tail becomes extremely low and a very few upper limit values are present.  
 Thus where the distribution is low, we may crop the 
exclude these values as they are too low to form an
The latency upper limit cannot be cropped as it has a purely random
distribution as described in the previous section.
The final parameter to calculate is the spread.  Let
wish to allow any particular peak so that th
made constitute part of the same cluster.  In think
variation will be related to the width of the peak.
width then there is no overlap between the peaks and so it is assert
too large and outside the cluster for this peak.  A
comes to pass that the peak spread is close enough 
considered a similar peak and thus the peak spread value
empirically. It was found that a base 2 logarithmic
amount of allowable spread.  This creates a nonlinea
parameter values have proportionately higher spread. 
 Typical 
Full Range 
Latency, 
t 
1 – 256 
Scale, w 2 – 60 
Height, h 1 – 25 
Sign, s +1 – -1 
Table 4.6: Summary of the scaling of peak information into c
scaled by one half and the spread is given by log2 
outside the maxima of 36 and 18 respectively are no
areas. Yet their exclusion greatly reduces the conce
considerably.  The spread for width and height is gi
 
4.6.4.2 Background Peak
Certain peak shapes (i.e. peak w
during ordinary EEG analysis.  This means that these 
concentration matrix towards these peak shapes.  The
person to person or from test to 
peaks hence the concentration matrix average distri
values.  This yields a 2 dimensional matrix of peak 
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concentrations.  This distribution is subtracted from the entire concentration matrix along 
the latency axis.  Refer to Fig. 4.15 for a graphical representation. 
 
 
 
 
 
 
Fig. 4.15:  Background Peak-Shape averaging is performed by averaging along the latency dimension.  In the 
above example the Concentration matrix (a) is averaged along the orange points yielding a single value in the 
Peak-Shape average distribution in (b), also orange.  This is repeated for all width and height position in the 
concentration matrix yielding the full Peak-Shape average matrix in (b).    After this is calculated, the Peak-
shape average distribution is subject from each latency position along the concentration matrix. 
The concentration matrix is now has a range where a matrix value of 0 represents the 
average amount of peaks are presents for any particular width and height position.   We 
examine concentration matrix and identify the largest peak concentration matrix values 
since the high values indicate a higher concentration of particular width and height peaks 
and a particular time location.  Once the highest concentration position is identified, 
together with its location in terms of latency, width and height, it is possible to determine 
which peaks contribute to this high concentration and graph them to estimate the 
contribution of these peaks to the original averaged evoked potential signal.   It is also 
possible to examine the distribution of this peak set to arrive at a average peak shape in 
terms of position, width and height and calculate a single peak shape which is the average 
peak shape that contributes to a certain amount (hopefully large) to the overall  averaged 
evoked potential.  Once the highest concentration location is identified and associated 
peaks extracted, these peaks are then removed from the concentration matrix and the next 
highest concentration location is identified.  Repeating this method against the next 
highest concentration level allows further evoked potential components to be 
decomposed; leading to an accumulation of sub-peak sets whose contribution towards the 
overall averaged evoked potentials is measurable in terms of peak shape and number of 
epochs that contribute.  Each of these high concentration locations together with the peaks 
associated with each location are referred to a Peaksets.  
4.6.4.3 Plot Results 
 
t 
w 
h 
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There is now three ways to represent peaksets which provide different viewpoints of the 
same thing: 
1. Peakset Average: This is the sum of all peaks in a peakset divided by the total 
number of peaks in the peakset.  It is scaled version of the standard averaging 
VEP but is not identical since the number of peaks (or epochs) in the denumerator 
varies.  
2. Mean Peak Shape: Peaks in a peakset vary across latency, width and height.  By 
taking the average of each of these parameters, we can calculate the average 
latency, average, width and average height of peaks within the peakset.  Next we 
can use this information to manufacture a peak to these dimensions. This 
manufactured peak is implemented in Matlab using a scaled and transformed 
Hann window.   This routine takes the calculated mean peak shape per bin and 
generates a standard peak shape that exactly fits the average latency, width and 
height.  It gives an indication of the ‘average’ individual peak shape within the 
peakset. 
3. Equivalent Peak Average: This is calculated by adding all the peaks within a 
single peakset and dividing by the total number of epochs.  This parameter gives 
a direct measure of how much a particular bin contributes to the overall VEP 
response and so is directly related to the standard average VEP signal.  
4.6.5 Non-Evoked Potential Comparison 
A further comparison technique was used to verify that the presence of significant 
clusters was due to the time locked evoked potential and not due to some other EEG 
effect not account for thus far.  In order to differentiate between ongoing EEG peaks and 
evoked potential peaks, this analysis was repeated for a similar number of random epochs 
of EEG from the same subject taken at the same time at the evoked potential signals.  
There is no time-locking to a stimulus in this case.  The EEG Epoch results represent an 
expected concentration matrix for ongoing background EEG.  This allowed the EP+EEG 
analysis to be superimposed over the EEG analysis and hopefully delineating the 
contribution of each component to the total peakset distribution.  
4.6.6 Significance Measure 
 The standard averaging approach does not discriminat
number of peaks and the size of a particular peak. 
Fig. 4.16.  However, in the algorithms developed here, it is possible to
between the contribution of the size of the peak an
peak clustering to detect similar peaks that occur 
standard average results and understand how its components are mad
a closer representation or decomposition of exactly
potential, we must take into account that standard 
given number of peaks present.  By multiplying the number 
under the peak, we get an interpretation that focus
 
 
 
 
 
Fig. 4.16: Demonstration of how standa
evoked potential dataset of 12 epochs. The small pea
standard averaged evoked potential is shown in (b) 
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Table 4.7:  How significance affects the analysis method tha
 
 
 
X 6 
(a) small peak,  
 occurring often 
136 
e between the influence of the 
 This lack of specificity is explained in 
d the number of peaks.  We have used 
most often.  We wish to decompose the 
e up.  In order to get 
 what makes up the standard evoked 
averaging favours large peaks for any 
of peaks present by the area 
es on the same factors as averaging.
rd averaging cannot distinguish peak shape origin. 
k (a) occurs 6 times in the trial.  It
where the sum of 6 (a) peaks averaged over the 12 epochs 
t consisted of 2 larger peaks shown in (c) and the 
of the red peak to the standard average is also the
pochs still yields the same green line
ince it is the green line in (b) that is calculated
ays.  These two ways are described 
nts from which to view 
 
 Then order peaksets based on …
 
 
No. of Peaks x Areas under Peak
 
 
No. of Peaks
t you choose.
 
(c) large peak, 
 occurring 
  
(b) standard averaging  
 for 12 epochs 
 distinguish 
 
Let us take a simple 
s contribution to the 
dataset size 
 green line 
.  Standard averaging 
 and (a) 
 
 
 
 
X 2 
 
rarely 
137 
 
CHAPTER 5 ~ RESULTS 
5.1 OVERVIEW 
his chapter presents the results recorded from Visual Evoked Potential trials 
using the experimental procedure in Appendix A. It also reports the results from 
the peak detection algorithm and peak clustering algorithm using the same VEP 
data. The major sections of this chapter are as follows:  firstly, a summary of the VEP 
data recorded is presented.  The next section presents the results of analysing a single 
evoked potential dataset measured on a single channel for a single subject.  The peak 
detection and clustering results are described step-by-step for this dataset and some 
descriptive explanation is included to aid comprehension. Then the last section outlines 
the results for all other datasets.  The graphs associated with these results are presented in 
Appendix B.  Analysis and observations across all results are reserved for the next 
chapter. 
5.2 SUMMARY OF VEP RECORDINGS 
There were three participants who undertook the experimental protocol. The results from 
each participant were assigned the following unique non-identifying labels – P01, P02 
and P03.  Three suitable datasets from each participant were recorded and visually 
checked.  Each dataset was made up of 7 recording channels and 1 stimulus channel and 
were at least 2½ minutes in length.  Pre-processing was performs using method described 
in section 4.6.  A summary of the recorded datasets is presented in Table 5.1.   
Table 5.1: Summary of VEP recordings.  Experiments followed the procedure given in Appendix A.  Pre-
processing followed the method shown in section 4.6. The number of stimuli used for analysis is given in the PDA 
(Peak Detection Algorithm) column.  EEG datasets were extracted randomly from the same datasets and the 
number of EEG stimuli was chosen to match the VEP stimuli shown in the PDA column. 
 
T 
Part-
ici-
pant 
Record 
Order 
Record 
Length 
Number of Stimuli No. of 
Channels 
VEP Dataset 
Reference 
EEG Dataset 
Reference Total Artefact-
free 
PDA 
P01 First 160.6s 146 144 141 7+1(stim.) P01VEP04 P01EEG04 
P01 Second 156.8s 148 146 143 7+1(stim.) P01VEP06 P01EEG06 
P01 Third 154.4s 144 144 141 7+1(stim.) P01VEP07 P01EEG07 
P02 First 180.3s 166 160 155 7+1(stim.) P02VEP02 P02EEG02 
P02 Second 184.7s 171 169 168 7+1(stim.) P02VEP03 P02EEG03 
P02 Third 181.4s 168 165 164 7+1(stim.) P02VEP04 P02EEG04 
P03 First 180.7s 167 163 153 7+1(stim.) P03VEP05 P03EEG05 
P03 Second 160.6s 147 146 140 7+1(stim.) P03VEP07 P03EEG07 
P03 Third 161.3s 148 146 141 7+1(stim.) P03VEP08 P03EEG08 
138 
 
The total number of full epochs identified and the number of epochs that were gross 
artefact-free are shown as the ‘Total’ and ‘Artefact-free’ columns. 
All datasets were descriptively labelled for easy identification using the notation 
P0xYYY0z where x referred to the participant number, YYY refers to whether the data was 
genuine VEP (stimulus-locked) or background EEG (non-stimulus-locked) and z referred 
to the sequence of dataset recorded from a particular participant.  
5.3 SINGLE DATASET RESULTS 
The processing of a single evoked potential dataset involves four distinct steps described 
in the next four sub-sections. Firstly, the standard averaging technique is applied to the 
pre-processed dataset. Secondly, the output of the Peak Detection algorithm is presented.  
Thirdly, the individual peaks are characterised into distinct descriptive components or 
parameters.  Finally, these descriptive components are examined using a peak clustering 
technique to identify higher concentrations of particular peaks being indicative of evoked 
potential activity.  At each step comparison of the output is made with reference to the 
standard averaging results. 
All of the results within this section and subsections therein are based on the analysis of 
data from Participant 02, dataset recording number 2 (referred to as P02VEP02) and 
channel 2 only within this dataset.  Channel 2 represents the Left Occipital (LO) electrode 
position.   The EEG Epochs are randomly selected from the same dataset and channel and 
are referred to as P02EEG02. 
5.3.1 Standard Averaging Processing 
It is noted from Table 5.1 that the P02VEP02 record length was 180.3 seconds.  There 
were 166 VEP epochs detected within this dataset.  Pre-processing in accordance with 
section 4.6 was performed and 6 Epochs were judged to contain artefact and removed.  
Fig. 5.1 presents (a) a sample data epoch and (b) the standard Visual Evoked Potential 
response signal averaged over the remaining 160 epochs, shown for both the original 
signal (in blue) and the pre-processed signal (in  red).  These results are for channel 2 
only.   
The epoch length was 500ms with 100ms pre-stimulus length.  Generally, flash VEP 
responses are observed in the first 250ms after stimulation [79].  The pre-processed signal 
forms the input to the peak detection algorithm.  It also forms the input to the standard 
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VEP averaging process.   Throughout all the remaining results and analysis, the standard 
averaged VEP signals have been calculated using the pre-processed signal as their input 
and not the original or raw signal.  
Fig. 5.2 provides the equivalent results for the non-stimulus-locked EEG dataset, 
P02EEG2, channel 2.  Note the absence of a clear EP response at 100-150ms in Fig. 
5.2(b) when compared with Fig. 5.1(b), as expected. 
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Fig. 5.1:  (a) A sample visual evoked potential epoch is shown – epoch #1 of 160. The blue line shows the 
original signal recorded from the EEG amplifier. The red line shows the pre-processed signal in accordance 
with method in section 4.3.1.  (b)  The standard average of the original signal and the standard average of the 
pre-processed signal are compared. 
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5.3.2 Peak Detection Results 
The peak detection algorithm decomposes each VEP or EEG epoch into a discrete set of 
peaks that, when summed together, closely represent the original epoch signal.  The 
results for a sample epoch are shown in Fig. 5.3.  The pre-processed signal for a single 
epoch (#1) is shown in black and each detected peak is separately coloured for illustrative 
purposes.  The Pearson correlation coefficient between the pre-processed epoch signal 
and the sum of the (in this case 12) peaks is 0.997 indicating a very close fit.  This peak 
detection process is repeated for each individual epoch yielding similar sets of peaks that 
describe all epochs in the dataset.   
The Pearson correlation coefficient between each epoch and the set of decomposed peaks 
was calculated for all epochs in this dataset. This was expressed as a histogram of Pearson 
correlation coefficients shown in Fig. 5.4.  There were five epochs which lie below the 
chosen limit of 0.96.  These represented five epochs where the peak detection algorithm 
was unable to accurately capture a significant peak (or peaks) and so there is a drop in the 
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Fig. 5.2: (a) A sample EEG epoch is shown – epoch #9 of 160. The blue line shows the original signal 
recorded from the EEG amplifier. The red line shows the pre-processed signal.  (b)  The standard average 
of the original signal and the standard average of the pre-processed signal are compared. 
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EEG02, 
141 
 
correlation coefficient.  These five epochs were deleted from the dataset leaving 155 
epochs with a correlation coefficient mean centred at 0.994 and a standard deviation of 
0.0036.   Each of these 155 epochs had a correlation coefficient greater than or equal to 
0.96. 
Across these 155 epochs, there were a total of 1985 peaks detected yielding an average of 
just under 13 peaks per epoch. 
The detected peaks were summed to form epochs that closely approximate the original 
pre-processed signal.  Next, these summed detected peaks were averaged and compared 
to the average of the pre-processed epochs.  This is illustrated in Fig. 5.5.  The Pearson 
correlation coefficient between these two averaged signals is 0.9996. 
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Fig. 5.3: Detected peaks for a sample epoch.  The peak labels indicate the order in which peaks are detected. 
The peak labeled Pk12 was not detected on the first iteration of the algorithm but was detected on the 
second iteration after it was satisfactorily separated from the adjacent Pk9.   
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This completes the first results stage. A set of VEP epoch data has been decomposed into 
sets of discrete peaks and these peaks when summed together give a close approximation 
to the original epoch data. 
Fig. 5.5:  Comparison of the pre-processed average VEP response and the Peak Detected average VEP response. 
The Pearson correlation coefficient is 0.9996 indicating a very close match.  
5.3.3 Peak Characterisation Results 
Since each epoch has been decomposed into a set of peaks, one may characterize these 
peaks individually. This is distinct from the standard averaging technique where peaks 
can only be analysed as part of an entire epoch. The characteristics chosen are discussed 
in section 3.6.2 and are either intrinsic (i.e. a standard output parameter from the wavelet 
transform based peak detection process) or calculated from the final peak signal shape 
Fig. 5.4: Histogram of all Pearson 
Correlation Coefficients for P02VEP2 
channel 2.  Five epochs fall below the 
threshold limit of 0.975.  One epoch in 
particular was significantly lower at 0.81.  On 
investigation this was due to a single large 
peak remaining undetected by the peak 
detection algorithm, 
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itself. The parameters are listed in Table 5.2 along with the range of each parameter for 
the P02VEP02 channel 2 dataset. 
Parameter Name Label Type Minimum Maximum Units 
orientation or sign s Intrinsic -1 +1 - 
approximation position Apos Intrinsic -80 400 ms 
approximation maximum Amax Intrinsic -48 57 - 
approximation scale level Alvl Intrinsic 2 6 - 
peak time centre t Calculated -82 394 ms 
peak width or scale w Calculated 4 103 ms 
peak height or maximum h Calculated 0.9 26 V 
area under peak a Calculated 2 735 nVs 
Table 5.2: Peak parameters, label, type and range of values found for P02VEP2 channel 2 dataset 
5.3.3.1 VEP Calculated Parameters 
Calculated parameters were evaluated by direct examination of the output peak signal 
calculated from the inverse discrete wavelet transform of the coefficients that 
characterized each particular peak. The calculated parameters were time location, t, peak 
width, w, peak height, h and area under each peak, a.  Each parameter is calculated by 
examination of 
the individual 
reconstructed peaks such as those shown in Fig. 5.3.  For the dataset P02VEP2, channel 2 
there are 1985 peaks, hence there are 1985 values for each calculated parameter chosen.  
Let us examine the distributions within these parameters in Fig. 5.6 to Fig. 5.11.  A 
summary of points of note is included in the caption for each figure.  
Fig. 5.6: Histogram of time 
position for all positive and
negative peaks for P02VEP2, 
channel 2 – 1985 time position 
values.  The distribution tails 
off at the beginning and end due 
to the zeroing of partial edge 
peaks.  There is a prominent 
increase in positive peaks and 
coincident reduction in negative 
peaks at around 100ms. Also, 
there is a prominent  increase in 
the amount of negative peaks 
and coincident reduction in 
positive peaks at around 150ms.  
Otherwise although there is 
some variation, there are no 
obvious patterns .  
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Fig. 5.8:  Histogram of peak 
electric potential maxima (peak 
height) for all peaks (positive 
and negative) for P02VEP2, 
channel 2.  The distribution 
appears roughly Gaussian with 
a noticeable reduction at the 
1V level. This is attributable 
to some small peaks being 
eliminated from the peak 
detection process as they are 
too small to be either detected 
or significant.  The great 
majority of peaks have a peak 
height located in the 1V to 
20V range. 
Fig. 5.7:  Histogram of peak 
widths for all peaks (positive 
and negative) for P02VEP2, 
channel 2.  The majority of 
peaks have a maximum peak 
width located in the 8ms to 
80ms range. 
Fig. 5.9:  Histogram of the 
area under each curve 
calculated from the 
reconstructed positive and 
negative peaks for P02VEP2, 
channel 2.  This parameter is 
related to both the peak width 
and the peak height. 
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5.3.3.2 VEP Intrinsic Parameters 
Intrinsic parameters are taken from the discrete wavelet transform process used to identify 
particular peaks. Again for P02VEP2, channel 2 there were 1985 peaks and so each of the 
following distributions shown in Fig. 5.10 and Fig. 5.11 is based on a 1985 samples. 
 
 
 
 
 
 
 
5.3.3.3 EEG Calculated Parameters 
The EEG dataset P02EEG2, channel 2 was applied to the peak detection algorithm from 
which the total number of peaks across all 155 epochs was 1987.  For comparison, the 
distributions of the calculated parameters for these peaks are presented as Fig. 5.12, Fig. 
5.13 and Fig. 5.14.  
Fig. 5.11: Histogram of 
modulus of peak 
approximation values for all 
positive and negative peaks 
for P02VEP2, channel 2.  
Approximation values are 
sign sensitive i.e. negative 
approximation indicates a 
negative peak.  However, the 
modulus of all approximation 
coefficients is shown here. 
Fig. 5.10: Histogram of peak 
approximation location for 
P02VEP2, channel 2.  The 
distribution shows a similarity 
to Fig. 5.6. 
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Fig. 5.12: Histogram of the 
time position of all positive and 
negative peaks for P02EEG2, 
channel 2.  The general 
distribution is similar to that 
seen in Fig. 5.6 but there are 
no discernible prominent 
features. 
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Fig. 5.14:  Histogram of peak 
electric potential maxima for all 
peaks (positive and negative) for 
P02EEG2, channel 2.  The 
distribution appears very 
similar to that observed in Fig. 
5.8. 
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Fig. 5.13: Histogram of peak 
widths all peaks (positive and 
negative) for P02EEG2, channel 
2.  The distribution appears very 
similar to that observed in Fig. 
5.7. 
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5.3.4 Peak Clustering Results 
Having examined distributions of individual parameters in the previous section, multiple 
parameters are now examined simultaneously. This is achieved using the clustering 
technique, described in section 0, to examine the following 3 parameters: peak time 
position (t), width of the peak (w) and height of the peak (h) - illustrated in Fig. 5.6, Fig. 
5.8 and Fig. 5.7 respectively.    Following pre-processing of these parameters, a three-
dimensional matrix with dimensions (t, w, h) was populated.  Each peak fills a specific 
volume of the matrix determined by the size of each of the 3 parameters used.  The result 
is a concentration matrix where high concentration areas represent a large number of 
peaks present.   
The mean of this matrix across all time locations (but still as a function of width and 
height) was calculated and subtracted from the entire concentration matrix to better 
identify the highest concentration of peaks due to stimulus response and not just 
background EEG. Fig. 5.15 illustrates the mean concentration profile across all time 
locations in width and height dimensions for P02VEP2, channel 2.   
 
 
 
 
 
 
 
 
 
 
 
 
This clustering technique is applied to channel 2 of both P02VEP2 and P02EEG2.  In Fig. 
5.16, the peak concentration profile is illustrated by plotting the highest concentration 
Fig. 5.15: The mean concentration matrix across all time positions for (a) positive peaks and (b) negative 
peaks for P02VEP2.  This distribution is subtracted from each time location slice so that bin locations 
across time, width and height are comparable. 
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Fig. 5.16:  Peak concentration profiles. (a) Relative bin concentrations are ordered and plotted against the 
number of peaks in each bin (relative to mean).  So for P02VEP2 the first bin has 39.1 more peaks than the 
average for that particular height and width.  The sequence of bins is plotted down to zero numbers of peaks. 
At this level average bin concentration levels appear.  Continuation of axis would yield negative numbers of 
peaks present indicating bins that have below average bin concentration.  However, we are interested in the 
above behaviour and in particular the deviation from the background EEG (P02EEG2) behaviour. This is 
evident in the first two peaks. (b)  By examining the significance factor rather than the number of peaks, we 
focus on the types of peaks that will contribute most towards the standard VEP average profile.  Overall, the 
profile shapes in (b) are similar to (a) as the number of peaks is the most evident factor of variation.  However, 
some local rearrangement is evident after the first 2 bins. 
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Fig. 5.17: (a) Plot of Bin#2 peaks. (b) Comparison of standard average for P02VEP2 shown in blue versus the average of 
Bin#2 peaks shown in red (divided by 48).  The average of Bin #2 peaks divided by 155, the total number of peaks. The green 
curve represents the contribution of Bin #2 directly towards the averaged signal in blue. 
Fig. 5.18:  (a) Plot of Bin#1 peaks – superimposed to demonstrate level of variation within bin. (b) Comparison of standard 
average for P02VEP2 shown in blue versus the average of Bin#1 peaks shown in red. (peaks are added together and divided 
by number of peak (or epochs) which is 48.  Also shown is the average of Bin #1 peaks divided by total number of peaks which 
is 155 for P02VEP2. Hence the green curve represents the contribution of Bin #1 directly towards the averaged signal in blue. 
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As well as averaging the peaks contained in particular bins, we can also use the 
distribution of the peak concentration profile to determine the average characteristic peak 
shape.  The bin average, mean peak shape and equivalent peak average are shown in Fig. 
5.19 for Bin #1 and Bin #2 together. 
 
By adding more bins and evaluating the correlation coefficient of the cumulative peaks 
against the standard average VEP signal, the set of bins or peaksets more closely 
approximate the standard averaged VEP signal.  It is a trade-off between the number of 
bins chosen and the preferred level of correlation. Essentially, the aim is to represent the 
averaged VEP signal using as few bins as possible.  If too few bins are chosen then there 
Fig. 5.19: Reconstructed peaks for Bin#1 and Bin#2.  The ordering of bins is based on the number of peaks 
multiplied by average area under curve. So in Bin#1, there are 50 epoch peaks with an average area of 120. 
This gives a factor of 5987.  Bin #2 has slightly lower factor of 5431 and so on.  The bold black line is the 
standard average VEP. The dashed coloured lines represent the average of the peaks in the particular bin 
alone (i.e. in Bin#1 the average of 50 epoch peaks).  The non-dashed thin coloured line represents the peak 
shape calculated from the mean of the concentration matrix variables. Hence the peak in Bin#1 is centered 
at 130.6ms with a width of 23.3ms and a height of 9.1V.  By adding all the peaks from Bin#1 and Bin#2 
and then dividing by the total number of epochs (160 for this dataset), you get the magenta bold line.  
Comparing the black and magenta lines gives an indication of how close the peaks of Bin#1 and Bin#2 
match the averaged signal. These signals are directly comparable since they are both averaged by the total 
number of epochs.  The Pearson Correlation coefficient between these two lines is calculated as 0.95. 
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will not be enough resolution to pick out subtle features.  If too many bins are chosen then 
the visual inspection task, that is a necessary follow-on, becomes onerous and confused.  
Fig. 5.20 plots the peak profiles for the first 22 bins.  22 bins were chosen as this number 
gives a good trade-off between getting the best match to the standard averaged VEP 
signal and still being of a manageable size for analyzing. 
Thus the standard average VEP signal for P02VEP2 channel 2, has been decomposed into 
22 peaks. Each of these peaks may be represented by the average peak shape in the local 
area (the coloured thin continuous lines in Fig. 5.20).  The peak may also be represented 
by the mean of the peaks within a particular bin (the coloured dashed thin line in Fig. 
5.20).  Fig. 5.21 illustrates the Pearson Correlation Coefficient between averaged VEP 
signal and the equivalent peak mean over increasing numbers of added bins (or peaksets).  
The circled point represents the local maximum correlation coefficient that occurs after 
22 peaks as shown in Fig. 5.20 which is 0.9835. The correlation coefficient has levelled 
off by Bin #22 with only a marginal improvement in correlation with added bins beyond 
this point. 
5.3.5 Effect of Bin Ordering 
Table 5.4 presents a table format version of the peak reconstruction graph of Fig. 5.20.  
Each line in the table represents one bin.  This table is ordered by the significance metric 
in column 11 (total no. of peaks x area under peak).  However by reordering the full bin 
matrix (not just the 22 bins shown) using column 5 (total no. of peaks above average) a 
truer representation of the most repetitious peaks in the dataset is found.  This is 
illustrated in Table 5.5 where the first 13 bins are ordered this way.  The first two bins 
remain the same but otherwise the order of bins is quite different. Also there are 5 bins 
that did not appear in the first 22 bins shown in Table 5.4 and Fig. 5.20.  The peak 
reconstruction is illustrated in Fig. 5.23.   
The equivalent mean average (magenta) does not match the average signal as well as it 
did in Fig. 5.20.  This is shown more clearly in Fig. 5.22 where the trend of the 
correlation coefficient after the first 13 bins is about 0.95.  This is lower than that 
achieved in Fig. 5.21 which was of the order of 0.98. 
15
3 
  
-
10
0
-
50
0
50
10
0
15
0
20
0
25
0
30
0
35
0
40
0
-
15
-
10-5051015
#
1(
48
x
23
4=
11
22
7)
Pe
a
k 
re
c
o
n
s
tr
u
c
tio
n
 
fo
r 
P0
2V
EP
2,
 
c
ha
n
n
e
l 2
Ti
m
e
 
(m
s
)
Electric Potential (
µ
V)
#
2(
47
x
22
0=
10
34
6)
#
3(
16
x
25
9=
41
49
)
#
4(
10
x
40
3=
40
31
)
#
5(
14
x
24
0=
33
59
)
#
6(
27
x
12
1=
32
59
)
#
7(
16
x
21
7=
34
79
)
#
8(
21
x
15
3=
32
09
)
#
9(
16
x
19
6=
31
33
)
#
10
(1
2x
25
9=
31
09
)
#
11
(3
4x
86
=
29
34
)
#1
2(
26
x
11
5=
29
86
)
#
13
(1
7x
14
5=
24
65
)
#
14
(3
1x
81
=
25
02
)
#
15
(4
2x
58
=
24
21
)
#
16
(2
2x
11
5=
25
30
)
#
17
(2
8x
88
=
24
71
)
#
18
(7
x
35
8=
25
09
)#1
9(
21
x
10
2=
21
35
)
#
20
(7
x
31
1=
21
74
)
#
21
(1
0x
20
8=
20
80
)
#
22
(2
3x
97
=
22
27
)
St
a
n
da
rd
 
A
v
e
ra
ge
 
V
E
P
E
qu
iv
a
le
n
t 
P
e
a
k 
Av
e
ra
ge
M
e
a
n
 
Pe
a
k 
Sh
a
pe
M
e
a
n
 
o
f 
P
e
a
ks
Fi
g.
 
5.
20
: 
R
ec
o
n
st
ru
ct
ed
 
pe
a
ks
 
fo
r 
fir
st
 2
2 
o
rd
er
ed
 
bi
n
s.
 
Th
e 
eq
u
iv
a
le
n
t 
Pe
a
k 
A
v
er
a
ge
 
(m
a
ge
n
ta
) m
o
re
 
cl
o
se
ly
 
a
pp
ro
x
im
a
te
s 
th
e 
st
an
da
rd
 
a
v
er
a
ge
 
V
EP
 
(b
la
ck
) t
ha
n
 
in
 
Fi
g.
 
5.
19
.
 
 
Ea
ch
 
o
f t
he
 
22
 
pe
a
ks
 
is 
la
be
le
d 
w
ith
 
bi
n
 
n
u
m
be
r,
 
n
u
m
be
r 
o
f p
ea
ks
, 
a
v
er
a
ge
 
a
re
a
 
u
n
de
r 
pe
a
k 
a
n
d 
th
e 
sig
n
ifi
ca
n
ce
 
fa
ct
o
r.
 
 
Fo
r 
ex
a
m
pl
e,
 
#6
(27
x
 
12
1=
32
59
) m
ea
n
s 
th
is 
is
 
B
in
#6
 
co
lo
u
re
d 
pu
rp
le
, 
w
ith
 
27
 
pe
a
ks
 
in
 
th
is 
bi
n
 
a
n
d 
th
e 
a
v
er
a
ge
 
a
re
a
 
u
n
de
r 
th
is 
pe
a
k 
is 
12
1.
 
M
u
lti
pl
ie
d 
to
ge
th
er
 
th
is 
yi
el
ds
 
a
 
sig
n
ifi
ca
n
ce
 
fa
ct
o
r 
o
f 3
25
9 
w
hi
ch
 
is 
th
e 
6 
hi
gh
es
t. 
 
 
154 
 
 
 
  
 
  
   
5 10 15 20 25 30 35 40 45 50
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Pearson Correlation Coeff icient Trend 
Number of Peaks
Pe
ar
so
n
 
Co
rr
el
at
io
n
 
Co
ef
fic
ie
n
t (P
CC
)
P02VEP02, PCC trend
P02VEP02, PCC f or f irst 22 peaks
P02EEG02, PCC trend
5 10 15 20 25 30 35 40 45 50
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Pearson correlation coeff icient trend
Number of Peaks
Pe
ar
so
n
 
Co
rr
el
at
io
n
 
Co
ef
fic
ie
n
t (P
CC
)
P02VEP02, PCC trend
P02VEP02, PCC f or f irst 13 peaks
P02EEG02, PCC trend
Fig. 5.22: Pearson Correlation Coefficients 
profile between the standard averaged VEP 
signal and the equivalent peak average 
based on the number of bins chosen using 
the maximum number of peaks above the 
bin average. 
Fig. 5.21: Pearson Correlation Coefficients 
profile between the standard averaged VEP 
signal and the equivalent peak average based 
on the number of bins chosen for dataset 
P02VEP2. 
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5.4 ALL PARTICIPANT RESULTS 
Visual Evoked Potential results on three different participants were measured and a 
summary of the results is presented in the following subsections with associated 
illustrations recorded in Appendix B.   
5.4.1 Participant 01 
There were three sequential VEP tests performed where approximately 2½ minutes of 
EEG data was recorded with strobe light flashes presented at approximately 1 flash per 
second in accordance with the test protocol of Appendix A. The datasets were labelled 
P01VEP4, P01VEP6 and P01VEP7.  A summary of the results listed by figure reference 
is given in Table 5.6.  
Reference Dataset Description 
Fig. B.1(a) P01VEP4 Average VEP and peak detected VEP   
Fig. B.4 P01VEP4 Peak concentration Profile 
Fig. B.12 P01VEP4 Reconstructed Peaks – ordered by significance factor 
Fig. B.15 P01VEP4 Reconstructed Peaks – ordered by total peaks above average 
Fig. B.29(a) P01VEP4 Pearson Correlation Coefficient Trend 
Fig. B.1(b) P01VEP6 Average VEP and peak detected VEP   
Fig. B.5 P01VEP6 Peak concentration Profile 
Fig. B.13 P01VEP6 Reconstructed Peaks – ordered by significance factor 
Fig. B.16 P01VEP6 Reconstructed Peaks – ordered by total peaks above average 
Fig. B.29(b) P01VEP6 Pearson Correlation Coefficient Trend 
Fig. B.1(c) P01VEP7 Average VEP and peak detected VEP   
Fig. B.6 P01VEP7 Peak concentration Profile 
Fig. B.14 P01VEP7 Reconstructed Peaks – ordered by significance factor 
Fig. B.17 P01VEP7 Reconstructed Peaks – ordered by total peaks above average 
Fig. B.29 P01VEP7 Pearson Correlation Coefficient Trend 
Table 5.6: Summary of figures relating to Participant 01 results. 
5.4.2 Participant 02 
There were three sequential VEP tests performed where approximately 2½ minutes of 
EEG data was recorded with strobe light flashes presented at approximately 1 flash per 
second in accordance with the test protocol of Appendix A. The datasets were labelled 
P01VEP4, P01VEP6 and P01VEP7.  A summary of the results listed by figure reference 
is given in Table 5.7.   
159 
 
Reference Dataset Description 
Fig. B.2(a) P02VEP2 Average VEP and peak detected VEP   
 P02VEP2 Peak concentration Profile 
Fig. 5.20 P02VEP2 Reconstructed Peaks – ordered by significance factor 
Fig. 5.23 P02VEP2 Reconstructed Peaks – ordered by total peaks above average 
 P02VEP2 Pearson Correlation Coefficient Trend 
Fig. B.2(b) P02VEP3 Average VEP and peak detected VEP   
Fig. B.7 P02VEP3 Peak concentration Profile 
Fig. B.18 P02VEP3 Reconstructed Peaks – ordered by significance factor 
Fig. B.20 P02VEP3 Reconstructed Peaks – ordered by total peaks above average 
Fig. B.28(b) P02VEP3 Pearson Correlation Coefficient Trend 
Fig. B.2(c) P02VEP4 Average VEP and peak detected VEP   
Fig. B.8 P02VEP4 Peak concentration Profile 
Fig. B.19 P02VEP4 Reconstructed Peaks – ordered by significance factor 
Fig. B.21 P02VEP4 Reconstructed Peaks – ordered by total peaks above average 
Fig. B.28(c) P02VEP4 Pearson Correlation Coefficient Trend 
Table 5.7: Summary of figures relating to Participant 02 results. 
5.4.3 Participant 03 
There were three sequential VEP tests performed where approximately 2½ minutes of 
EEG data was recorded with strobe light flashes presented at approximately 1 flash per 
second in accordance with the test protocol of Appendix A. The datasets were labelled 
P03VEP5, P03VEP7 and P03VEP8.  A summary of the results listed by figure reference 
is given in Table 5.8.  
Reference Dataset Description 
Fig. B.3 (a) P03VEP5 Average VEP and peak detected VEP   
Fig. B.9 P03VEP5 Peak concentration Profile 
Fig. B.22 P03VEP5 Reconstructed Peaks – ordered by significance factor 
Fig. B.25 P03VEP5 Reconstructed Peaks – ordered by total peaks above average 
Fig. B.30(a)  P03VEP5 Pearson Correlation Coefficient Trend 
Fig. B.3(b) P03VEP7 Average VEP and peak detected VEP   
Fig. B.10 P03VEP7 Peak concentration Profile 
Fig. B.23 P03VEP7 Reconstructed Peaks – ordered by significance factor 
Fig. B.26 P03VEP7 Reconstructed Peaks – ordered by total peaks above average 
Fig. B.30 P03VEP7 Pearson Correlation Coefficient Trend 
Fig. B.3(c) P03VEP8 Average VEP and peak detected VEP   
Fig. B.11 P03VEP8 Peak concentration Profile 
Fig. B.24 P03VEP8 Reconstructed Peaks – ordered by significance factor 
Fig. B.29 P03VEP8 Reconstructed Peaks – ordered by total peaks above average 
Fig. B.30(c)  P03VEP8 Pearson Correlation Coefficient Trend 
Table 5.8: Summary of figures relating to Participant 03 results. 
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CHAPTER 6 ~ ANALYSIS 
6.1 OVERVIEW 
bservations from the results and specific analyses are described in this chapter.  
Where possible, reference is made to the results (in Chapter 5 and Appendix B) 
and where necessary additional graphs and tables are presented herein.  The 
analyses and observations are grouped into specific topics below. 
6.1.1 Pre-processing 
From examination of Fig. B.1, Fig. B.2 and Fig. B.3, the following points are noted: 
• In (a), the pre-processed signal is observed to be attenuated at the beginning and 
end of the signal due to the zeroing of partial peaks which is part of the pre-
processing routine. 
• The pre-processed signal is a smoother representation of the original signal due to 
the high-frequency filtering. 
6.1.2 Standard VEP Averaging 
From examination of Fig. B.1, Fig. B.2 and Fig. B.3, the following points are noted: 
• A positive visual evoked potential response is visible whose maximum occurs at 
approximately 100ms. This is labelled the P100 response.  This response is 
observable for all participants and all datasets. 
• A negative visual evoked potential response is visible whose maximum occurs at 
approximately 150ms. This is labelled the N150 response.  This response is 
observable for all participants and all datasets. 
• In the sample epoch in Fig. 5.1, the range of values in (a) is twice the size of the 
final evoked potential signal observed at P100 and N150 in (b). 
• For all participants and all datasets, there is no clear evoked potential component 
before 50ms or after 350ms.  Between 50 ms and 100ms and between 175ms and 
350ms, there appears to be some variable activity which is not distinct enough to 
clearly identify as evoked potential but is also slightly larger than background 
EEG signal. 
O
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• The shape of the P100 and N150 components remains the same for datasets for the 
same participants. However there is considerable inter-participant variability with 
regard to these component peak shapes.  Using standard averaging, the latency of 
the P100 and N150 has been measured and shown to be repeatable (Table 6.3); 
however there is little other information that may be gleaned from observation of 
the averaging results. 
6.1.3 Standard EEG Averaging 
From examination of Fig. 5.2, the following points are noted: 
• The averaged EEG dataset shows no apparent evoked potential response as 
expected.  This is confirmed by similar examination of other datasets (not 
presented).   
• For the averaged EEG dataset, the typical background EEG noise ranges about the 
±1µV signal level.   
• When this noise level is compared to the VEP signal in Fig. 5.2, it is observed that 
adding such a noise level will only minimally affect the P100 and N150 
components since there are of significantly higher magnitude than the background 
EEG. However, outside these particular components any particular EP component 
is of the same magnitude as the background EEG noise and so detecting EP 
components is much more difficult.   
6.1.4 Peak Detection Efficacy 
• The automatic peak detection algorithm was applied to all datasets for all 
participants.  Any peak detected epochs that did not match the original epoch well 
(>0.96 correlation coefficient) were eliminated from the dataset.  Adding the total 
for selected peaks across all datasets from Table 5.1, we see that the number of 
non-detected epochs is 37 out of a possible total of 1383 which means that 
approximately 2.5% of epochs had some peak or peaks undetected, resulting in 
removal of the epoch from the dataset.   Therefore the peak detection algorithm 
performs at 97.5% efficiency across all datasets.   
6.1.5 Peak Characterisation – Calculated Time Position 
From the peak characterisation results in section 5.3.3, it is observed that: 
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• The time position distribution for positive and negative peaks (Fig. 5.6) is evenly 
distributed for VEP data with the following two notable exceptions. 
• The first exception is a marked increase in the positive peak distribution around 
the 100ms mark.  Coinciding with this is marked decrease in the negative peak 
distribution around the 100ms.  This dual distribution shift in positive and 
negative peaks is a direct consequence of presence of the evoked potential P100 
component. 
• The second exception is a marked increase in the negative peak distribution 
around the 150ms mark.  Coinciding with this is marked decrease in the positive 
peak distribution around the 150ms.  This dual distribution shift in positive and 
negative peaks is a direct consequence of presence of the evoked potential N150 
component. 
• The time position distribution for positive and negative peaks (Fig. 5.12) is evenly 
distributed for EEG with no exceptions.   This reaffirms that the exceptions for the 
VEP dataset were due to the EP component – the EEG dataset has an even 
distribution and no components (Fig. 5.2). 
6.1.6 Peak Characterisation – Calculated Peak Width 
From the peak characterisation results in section 5.3.3, it is observed that: 
• The peak width distributions for both the VEP (Fig. 5.7) and EEG (Fig. 5.13) 
datasets are almost identical to one another.  This is an important consideration for 
the validity of comparing the defined VEP and EEG datasets.  The peak width 
distributions for VEP and EEG should be very similar since the component of 
difference we wish to emphasize is the time position only.  
• The peak width distributions for VEP and EEG approximate a chi-square 
distribution.  
• It is believed that the distribution near the 0 axis position is reduced to some 
extent by the pre-processing filtering process which filters out higher frequency 
(narrower width) peaks.  Although the distribution is affected, it does not 
adversely affect the results of the clustering process since peaks in this range are 
too small to be evoked potentials. 
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6.1.7 Peak Characterisation – Calculated Peak Height 
From the peak characterisation results in section 5.3.3, it is observed that: 
• The peak width distributions for both the VEP (Fig. 5.8) and EEG (Fig. 5.14) 
datasets are almost identical to one another.  Again, this is an important 
consideration for the validity of comparing the defined VEP and EEG datasets.  
The peak height distributions for VEP and EEG should be very similar since the 
component of difference we wish to emphasize is the time position only.  
• The peak width distributions for VEP and EEG approximate a lognormal 
distribution.  
6.1.8 Peak Characterisation – Area under the Peak 
From the peak characterisation results in section 5.3.3, it is observed that: 
• The area under the peak distribution for the VEP dataset (Fig. 5.9) approximates 
an exponential distribution. 
• It is believed that the distribution near the 0 axis position is reduced slightly by the 
pre-processing filtering process which filters out higher frequency (narrower 
width – smaller area) peaks.  
6.1.9 Peak Characterisation – Interrelatedness 
All the calculated parameters and the intrinsic parameters were plotted against each other 
to determine the independence between parameters. 
• All 6 identified parameters (calculated - time position, peak width, peak height, 
area under peak and intrinsic – peak approximation location, peak approximation 
coefficient) were pair-wise independent with the exception of the following cases.  
• The calculated time position distribution and the intrinsic peak approximation 
location are related.  This is intuitively hinted at by comparing Fig. 5.6 and Fig. 
5.10 – where distribution shifts in P100 and N150 are seen in both distributions.  
Plotting these parameters against each other yields a linear relationship dependent 
on the wavelet transform level of the associated peak as demonstrated in Fig. 6.1. 
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• The calculated area under the peak distribution and the intrinsic peak 
approximation coefficient are related.  Plotting these parameters against each 
other yields a linear relationship where the slope is dependent on the wavelet 
transform level of the associated peak as demonstrated in Fig. 6.2. 
• The calculated peak height distribution and calculated area under the peak 
coefficient are loosely related.  Plotting these parameters against each other yields 
a linear relationship where the slope is dependent on the wavelet transform level 
of the associated peak as demonstrated in Fig. 6.3.  This is expected since area of 
a peak is directly related to the height. 
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6.1.10 Peak Clustering – Mean Concentration Matrices 
• The mean concentration matrix distributions are smooth and very similar between 
positive and negative peaks.   The peak concentration level observed in Fig. 
5.15(a) is 21 peaks which occurs at bin location given by width=10 and height=3.  
The peak concentration level observed in Fig. 5.15(b) is also 21 peaks which 
occurs at bin location given by width=13 and height=4.   
• These results were very repeatable across all dataset and also across all EEG 
datasets.  Table 6.1 presents a summary of this data.  It is observed that there is 
very little variation between EEG and VEP datasets which is desirable as these 
results are time independent. 
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Participant, 
Dataset 
Max Conc. 
for VEP 
Max Conc. 
for EEG 
Max Delta Range 
VEP-EEG 
 Pos. Neg. Pos. Neg. Pos. Neg. 
P01, DS4 15.8 17.5 16.3 16.0 [-1.8,+1.5] [-0.9,+1.4] 
P01, DS6 17.9 18.2 16.4 18.1 [-2.7,+1.6] [-2.6,+1.4] 
P01, DS7 16.7 16.72 17.6 17.6 [-2.0,+1.7] [-2.2,+1.7] 
P02, DS2 20.9 21.7 20.9 22.6 [-1.9,+0.8] [-1.7,+1.6] 
P02, DS3 28.1 26.1 29.3 28.6 [-2.3,+2.5] [-1.4,+1.7] 
P02, DS4 23.1 23.1 21.3 22.7 [-1,4,+1.5] [-2.0,+2.4] 
P03, DS5 19.6 20.8 19.7 19.7 [-1.7,+1.1] [-1.7,+1.8] 
P03, DS7 16.7 16.9 17.5 16.7 [-1.1,+1.3] [-1.6,+2.7] 
P03, DS8 19.8 19.5 20.0 20.6 [-1.6,+1.9] [-1.9,+1.5] 
Table 6.1:  Summary of mean concentration matrices maxima and range across all dataset.  
The maximum concentration per bin is shown for the VEP and EEG signal and for positive 
and negative peaks.  The variation between the VEP and EEG dataset is very small as 
demonstrated by the relatively small maximum delta variations for both positive and negative 
peaks. 
• The consequence of subtracting the mean concentration matrices from the overall 
peak concentration matrices is to provide some separation between the evoked 
potential response and the background EEG and to reduce the background EEG   
6.1.11 Peak Clustering – Concentration Matrices 
• The peak concentration profile results confirm that the P100 and N150 
components are far and away the most repeated peak type present.  All datasets 
from all participants identified the P100 and N150 components as the most 
dominant components present.  In terms of significance, these two components 
had always at least twice the significance value of the highest EEG bin.  Compare 
the bins #1 and #2 of the blue and red signals part (b) of Fig. B.4 - Fig. B.11.  
These high concentration bins have a range of between 30 to 50 peaks.  This 
equates to a peak being detected at most between 30-50 epochs – about one third 
of all possible epochs.    
• Taking the example of the P02VEP2 channel 2 dataset in Fig. 5.16, the N150 peak 
is practically completely described by selecting three concentration bins - #1 #12 
and #18. The total number of peak (or epochs) represented by these 3 bins is 
48+26+7=81 out of a total of 155 or just over half.  The remaining 74 epochs have 
no net effect on the N150 component. 
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6.1.12 Peak Clustering – Peak Magnitude 
• It is apparent from comparing all standard average peaks and reconstructed peaks 
that reconstructed peaks have significantly higher magnitudes.  This is due to the 
fact that reconstituted peak are derived from averaging over a target subset of 
peaks known to contribute to a particular component.  In contrast, the standard 
averaging process averages over all epochs whether or not there is any 
contribution by an epoch at a particular time.   
• Historically, peak magnitude has had limited importance, yes, when the 
magnitude is high, it can be a clear indicator of the presence of an evoked 
response (such as P100 and N150).  However, too often, its level is close to the 
background EEG noise and so is hard to discriminate.   
• Reconstructed peaks are an average of the genuine observed peak response for the 
particular bin. The peak has been separated into peak shape and number of epochs 
– two very use parameter for understanding the nature of evoked responses.  
6.1.13 Peak Clustering – VEP Decomposition 
• The peak detection and peak clustering techniques allow a VEP to be decomposed 
into constituent sets of peaks.  These peak sets are characterised by peak shape 
and number of epochs in which they are present.  They are also summable and can 
be directly compared to the standard VEP signal.  This yields a lot of additional 
information over the standard VEP technique.  Examining Fig. 5.20, we see that 
the effect of overlapping components is better understood by studying adjacent 
peaksets: 
• The N150 component is made up of 3 different types (Bin #1, #12, #18). Of these 
Bin #1 occurs most often - 48 peaks/epochs.  Bin #18 is very large in size but only 
occurs 7 times.  
• The P225 component does not appear to be a single positive peak but decomposes 
to two overlapping positive peaks (Bin #11 centred at 240ms and Bin #19 centred 
at 210ms). 
• In contrast, the N350 component which is similar in shape to the P225 component 
looks to be made of a single wide peakset (Bin #6). 
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6.1.14 Peak Clustering – Vertical Stacking 
• It is clear from examining the P100 and N150 components across all datasets that 
there tends to be multiple peaksets that characterize each of these components.  
Hence in Fig. 5.20, the P100 component is made up of 3 peaksets (Bin #2, #22 
and #4).   These peaks are vertically stacked having almost identical time location.  
The most common component is the middle peakset (Bin #2) which has 47 peaks.  
The other bins are either side of this peakset.   
• In thinking about an evoked response superimposed on background EEG signal, 
the above orientation makes sense.  It is conjectured that Bin #2 more closely 
represents the real evoked response and Bin#4 and #22 represent Bin #2 with 
added positive and negative background EEG components respectively.   Hence, 
Bin #2 is tending towards the real evoked potential response to the provided 
stimulus.  It cannot be said that is represents the response exactly as it is still itself 
an averaged signal.  However, it is a much more targeted average than can be 
achieved with and the standard averaging process.  
6.1.15 Peak Clustering – Importance of Absence 
• Outside the P100 and N150 components there is less certainty regarding the 
presence or absence of evoked potential components primarily because the peak 
concentration levels are nearer to typical background noise levels.  This is 
observed in Fig. B.4 - Fig. B.11, where after the initially high VEP levels in blue, 
the trend very quickly follows the background EEG level.  
• However, examining the Peak reconstruction graphs which are plotted in 
significance order, such as Fig. 5.20, it is noted that between -100ms and 75ms, 
the positive and negative peaksets are relatively evenly spaced out resulting in a 
flattish averaged signal while the peakset after 75ms are all directional, that is 
there are peaks that are either positive or negative not both positive and negative 
peaks at the same time.  The later component peakset sizes are significantly 
smaller than the P100 and N150 components.  Hence they will be more 
susceptible to the variations of background noise.   If an evoked response is 
present at a particular time it is clear that it will skew the background EEG trend 
in either the positive or negative direction.  This will lead to more peaks in the 
direction of the evoked response and equally importantly less peaks in the 
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opposite direction. It is proposed that this is the effect observed in the peak 
reconstruction graphs such as Fig. 5.20.   
• However some prudence is necessary as these graphs do not plot all concentration 
peaksets – only the highest observed.  However it is still an important trend and 
provides additional information not regarding where peaksets are located but 
rather where they are not located. 
6.1.16 Peak Clustering – Confidence Factor 
• Separating evoked potential components into an average peak shape and number 
of peak repetitions, provides a lot of additional information over standard 
averaging.  We have seen in 6.1.12 that the peak shape and cumulative peaks 
shapes help to separate evoked potential components.  However, the number of 
repetitions (or peaks or epochs) also provides a measure of the confidence in the 
genuine presence of the peak shape.  Hence if for a dataset of 150 epochs, if a 
peakset concentration is 150 then it is apparent that this peak occurs in every 
epoch as the exact same shape at the same time.  This does not happen in real 
EEG systems.  The background EEG signal ensures that there will be significant 
variation from epoch to epoch.  The P100 and N150 components are large in size 
and so are more immune to background EEG than smaller components.  Hence, 
they have a bin concentration of 30-50 epoch/peaks.   There is no doubt that 
adjacent bins will be elevated which is observed in 6.1.14.  The components after 
N150 are smaller in size and so are less immune to background EEG. Hence they 
appear at lower peak concentration levels and by implication at lower confidence 
levels.    
6.1.17 Peak Clustering – Pearson Correlation Coefficient Trends 
• It is noted in the Pearson Correlation Coefficient trend charts (Fig. 5.21 and Fig. 
B.29 - Fig. B.30) That the first two bins provide capture over 90% of the VEP 
signal and these two bins are by far the most prominent sources of variation within 
the VEP signal.   
• The EEG correlation trend shown on the same graphs has a much slower and 
gradual rise due primarily to the lack of the EP component in the EEG signal.   
 • Some caution is advised when considering these char
can reduce the correlation coefficient.   
6.1.18 Peak Clustering 
• It is observed that the peak detection and peak clustering techn
significantly reduce the size of the dataset used t
• Examination of the reconstructed peak graphs in 
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a small set of high concentration peaksets can accu
Evoked Potential response (Pearson correlation coeff
reduction may be measured by comparing the number of peaks
the reconstructed peak representation in each figur
in the dataset. This total number is also the number
average VEP signal.  T
reduction property of the peak detection and peak c
whole. 
• For example, in Fig. 5.
channel 2 is 1985. Summing the number of peaks for 
the total is 495.  Therefore the fraction of total p
equivalent peak average is:
fepa =  
  =  25.0% 
• A summary of this result for all datasets is provid
reference, number of bins chosen, Pearson correlati
level and number of peak information.
• It is important to note that the same number of epo
since only partial components of each epoch are use
 
170 
ts as adding some peaksets 
 
– Data Reduction  
o calculate an evoked potential.  
Fig. 5.20 and 
 - Fig. B.19 and finally Fig. B.22 - Fig. B.24
rately represent the Visual 
icient >0.95).  This data 
e to the total number of peaks 
 used to generate the standard 
his comparison yields a ratio that is an indicator 
lustering algorithms as a 
20, the total number of peaks detected for P
the first 22 bins in 
eaks used to generate the 
 
 =  = 0.249 
ed in Table 6.
on coefficient at the is bin 
 
chs must be measured however, 
d. 
 
iques can 
 
Fig. B.12 - Fig. 
, demonstrates that 
 used to generate 
of the data 
02VEP2 
Fig. 5.20, 
2 along with figure 
  
 Figure
P01VEP4  
P01VEP6  
P01VEP7  
P02VEP2 Fig. 5.
P02VEP3  
P02VEP4  
P03VEP5  
P03VEP7  
P03VEP8  
Table 6.2: Reduction in data is expressed as 
per dataset. For each dataset, the figure number lo
bins chosen, PCC represent the Pearson correlation 
the sums of the peaks in the chosen bins.  The total
which when added and averaged yield the standard averaged VEP s
values yields the fraction of peaks used to generat
• Take the following, simplified example based on 
repeated stimuli or epochs, each 0.5s in duration h
epoch. The total number of peaks per dataset is 150 
clustering algorithm can reconstruct a close approx
response using one
to approximately 20 different peaksets (or bins) ea
22.5 peaks (=450÷20) on average.  While this repres
the standard VEP response, it contains a lot more useful informati
position of peaks, shape of peaks and repeatability
directly related to the standard VEP response.    
6.1.19 Peak Clustering 
• The observed latency and magnitude of the P100 and N150 component
recorded in Table 6.
latency and magnitude is very consistent for intra
variable for inter-participant datasets.  This is due to normal variati
participant responses. 
 
 
171 
 PCC No of 
Bins 
Recon- 
structed 
Peaks 
Total 
Peaks 
0.986 22 446 1730 
0.955 21 442 1716 
 23 492 1676 
20  22 495 1985 
0.943 12 319 2686 
 15 308 2285 
 19 453 1707 
 17 390 1548 
 15 365 1690 
fepa, the fraction of reconstructed peaks versus total 
cates where the data is found. For the number of 
coefficient. Reconstructed peak total is given by 
 peaks column represents all peaks in all epochs 
ignal.  The ratio of these last two 
e the peak reconstructed signal.
Table 6.2.  A dataset of 150 
as approximately 12 peaks per 
x 12 = 1800 peaks.  The 
imation of the average VEP 
-quarter of these peaks, i.e. 450 peaks.  Typically,
ch containing approximately 
entation is not as simple as 
 of peaks. Also it can still be 
 
– P100 and N150 Components 
3 for all datasets and participants.  It is observed 
-participant datasets but 
 
 
Ratio fepa 
 
25.8% 
 
25.8% 
 
29.4% 
 
25.0% 
 
11.8% 
 
13.4% 
 
26.5% 
 
25.1% 
 
21.5% 
peaks 
 
 this equates 
on regarding 
s is 
that the 
more 
on between 
172 
 
  P100 EP component N150 EP component 
  Latency Magnitude Latency Magnitude 
Participant 
01 
P01VEP4 112.9ms 3.3µV 142.2ms -5.1µV 
P01VEP6 110.9ms 2.9µV 142.2ms -5.1µV 
P01VEP7 112.9ms 2.9µV 142.2ms -5.3µV 
Participant 
02 
P02VEP2 103.1ms 4.6µV 151.9ms -4.0µV 
P02VEP3 103.1ms 4.5µV 155.9ms -4.5µV 
P02VEP4 101.1ms 4.0µV 163.6ms -4.1µV 
Participant 
03 
P03VEP5 107.0ms 3.7µV 146.1ms -3.4µV 
P03VEP7 107.0ms 3.6µV 150.0ms -2.7µV 
P03VEP8 107.0ms 3.8µV 150.0ms -3.0µV 
Table 6.3:  Observed latency and magnitude for P100 and N150 components across all 
participants and datasets. 
6.1.20 Peak Clustering – Cross-dataset Correlations 
Ordering bins by the number of peaks above the average for that bin and without taking 
account of the peak size is the best method for focussing on the most repeated peaks due 
to the presence of an evoked potential signal.  Let us examine the peaks detected for 
Participant 02 shown in Fig. 5.23, Fig. B.18 and Fig. B.19.  These are the highest 
concentration peaks ordered by number of peaks above the average.  The peaks that are 
coincident in most or all datasets are selected and illustrated in Fig. B.31 - Fig. B.33.   
Table 5.9 shows the sequence of detected components in terms of time and peak size in a 
tabular form. Peaks are chosen that appear consistent across all datasets.  Several new 
peaks are apparent which are not distinguishable from the standard average VEP. Also the 
peak magnitude is higher for the reconstructed peaks.    
(a) Reconstructed peak maxima location and size – based on number of peaks above 
average  
Dataset N75 P100 N150 P190 N210 P240 N260 N280 P310 N340 
P02VEP2  +9.8 -8.0  -6.0 +6.0 -4.4 -4.3 +4.2 -5.5 
P02VEP3  +9.8 -10.8 +4.0 -2.5 +5.8 -4.3  +4.3 -7.2 
P02VEP4  +10.4 -9.8 +4.2 -4.4 +7.3  -5.1 +5.2 -4.8 
(b) Peak maxima location and size for standard averaged VEP signal. 
Dataset N75 P100 N150 P190 N210 P240 N260 N280 P300 N340 
P02VEP2  +4.6 -4.0   +1 -0.8  +1.2 -1.4 
P02VEP3  +4.5 -4.5   +1.5 -1.1   -0.6 
P02VEP4  +4.0 -4.1   +2.1 -0.6  +0.8 -0.4 
Table 5.9:  The detected standard average peaks (b) are compared to the peaks elicited by choosing the highest 
concentration bins above the average level – reconstructed peaks (a).  These reconstructed peaks have a much 
higher magnitude and there are also additional peaks identified that are not observed in the averaged VEP.     
• The same process is applied to datasets for Participant 02 which is shown in Fig. 
B.32 and also for Participant 03 which is shown in Fig. B.33. 
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CHAPTER 7 ~ DISCUSSION & CONCLUSION 
7.1 INTRODUCTION 
his research set out to investigate a one-to-one stimulus-response paradigm for 
Evoked Potential EEG signals.  Decoding these neurological messages would 
have far reaching implications in many fields such as neurology, cognitive 
psychology and the brain-computer interface as well as providing a powerful technique 
for examining efficacy of many therapeutic modalities including acupuncture or 
reflexology.  However, as yet, no method has been discovered to directly relate a single 
stimulus to a single response in the brain. 
Investigation into this paradigm has been, and continues to be, an area of major scientific 
investigation. A review of different analysis techniques demonstrates that different 
methods emphasize the information content of different domains – temporal, spatial, 
spectral or epoch. Thus, by applying particular transforms to raw evoked potential data, it 
is possible to highlight the information content in one domain at the expense of 
information content in other domains  Analysis across different domains demonstrates 
that each domain offers insights into the nature of evoked potential signals.  The difficulty 
is that each analysis technique includes some domains and excludes others.  This research 
endeavours to take a more holistic approach by attempting to characterise evoked 
potential activity in such away that information in multiple domains is retained 
throughout the analysis.  It is hypothesized that such a technique would offer new insights 
into evoked potentials not obtainable with other techniques.   
This led to the idea of investigating multi-domain analysis to determine whether 
additional useful information could be gleaned using such techniques.  The EEG or 
Evoked Potential signal is made up a series of positive and negative deflections or peaks.  
The focus of this research is to take these deflections and characterise them discretely 
across all domains.  The definition of these positive and negative deflections as peaks is 
an intuitive and commonsense representation since current evoked potential responses are 
defined in terms of peaks [82].  The process of decomposition of Evoked Potential signals 
into sets of discrete peaks or ‘Peak Detection’ became the first major focus of this 
research. 
T 
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The next major step called ‘Peak Characterisation’ involves taking the detected peaks and 
characterising them into discrete, independent parameters which characterise the peaks 
across different domains. 
The last major focus involves developing an analytical framework by which the 
characterising parameters may be scrutinised and areas of higher concentration of 
parameters across all domains identified. This is the ‘Peak Clustering’ phase whose 
output constitutes an entirely new technique for presenting and observing evoked 
potential signals. 
Finally the results of the peak clustering technique are reviewed against the original aims 
of the research.    The following discussion is divided up into these three areas of study 
and finishes with possible applications and future research directions for this research. 
7.2 PEAK DETECTION 
The peak detection algorithm developed by the author meets all of the required design 
criteria.  It decomposes individual epochs of evoked potential data into a simple set of 
peaks.  Each peak is represented by a set of discrete wavelet transform coefficients. This 
set is made up of left-hand singularity detail wavelet coefficients, right-hand singularity 
detail wavelet coefficients and approximation wavelet coefficients.  Taken together, these 
coefficients may be inverse transformed into an accurate representation of the local peak.  
The peaks of an epoch are then summable to reconstruct a close approximation of the 
epoch signal.  Unlike the approach of Rodionov et al [60] or Arikidis et al [65], this 
representation is complete – peak characteristics lead to selection of pertinent peaks 
instead of leading to a selection of pertinent epochs.  It is the ability to define individual 
peaks that give the Peak Detection method is analytical advantage over other methods – 
analysing individual peaks instead of whole epochs is a big step forward.  The validity of 
the representation is fully tested by inverse transforming the coefficients to form a 
regenerated signal which is then compared to the original epoch.  
All EEG analysis was performed on time-varying non-stationary signals that are encoded 
with the sum of EEG activity detected at a particular electrode.   By observation, the basic 
blocks of these signals are peaks.  A peak represents the summed response of detected 
activity at a particular electrode.  This research set out to decompose epochs of evoked 
potential EEG into set of discrete peaks where each peak could then be uniquely 
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characterised.  To this end, an effective peak detection algorithm has been developed and 
tested which runs fully automatically.  This technique takes a modulus maxima discrete 
dyadic wavelet transform and identifies signal singularities. Then the Lipschitz exponent 
is calculated for the singularities and used to group singularities into pairs known as 
peaks.  The sum of these peaks over an epoch represents the original epoch data very 
well. By selecting only those peaksets that yield a Pearson correlation coefficient 0.96 or 
higher, 97.5% of all epochs were decomposed into sets of peaks (refer to 6.1.4).    
The representation of a non-stationary signal as a set of peaks provides a framework for 
various types of analysis.  The one analysis approach used in this research is to 
characterise these peaks and use clustering to focus on areas of interest.  However, there 
are other methodologies that could be applied to this signal representation for differing 
applications.  For example, the peak detection method provides an efficient coding 
mechanism for signal compression.  A 256 sample EEG epoch is typically represented by 
a time start position, time sampling rate (or time interval) and one potential difference 
value for each of the samples yielding 2+256 = 258.  The peak detection method however 
can represent the same signal over an average of 12 peaks with an average of 19 points to 
represent each peak. This yields a total of 228 which reduces the dataset size by 10%.  
This dataset size reduction is made significantly larger by implementing a selective peak 
analysis technique. 
The peak detection technique executes automatically using singularity detection and 
Lipschitz exponent theory to identify peaks from their Discrete Wavelet Transform 
coefficient patterns.  The concept of applying modulus maxima DWT to determine the 
detail coefficients of singularities is well known [32], however the application of the 
modulus maxima (MM) approach to the approximation coefficient appears to be a novel 
but effective technique to determine the shape of the peak between the singularities.  
Typical MM DWT analysis interprets the singularity coefficients alone, however in this 
research the MM DWT concept has been furthered to use these coefficients to regenerate 
the separable peak shape which may then be further analysed.  This generates a powerful 
‘wholeness’ to the representation allowing complete forward and inverse transformability.  
This gives flexibility in the analysis – thus for a brain-computer interface application, it is 
possible to now focus on a particular evoked response shape and not just on the time a 
particular response occurs.  
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7.3 PEAK CHARACTERISATION 
The characterisation process is simply an intermediate stage where the output of the peak 
detection process is examined to provide the most suitable input to the peak clustering 
process.   In other words, the characteristics of the peaks are compared to each other and 
the most independent variables are chosen to uniquely describe the output.  In choosing 
the calculated parameters of time position, height and width (together with epoch) the 
most independent choice is being made.  Using these parameters involves a higher 
computational load than choosing the intrinsic parameters however the exactness and 
independence yield better peak segregation results (refer to section 0). 
While Rodionov et al [60] used peak time location to highlight difference in peak 
concentration between positive and negative peaks, our research uses the time position 
distribution but also expands this decomposition further by introducing the width and 
height as additional sorting criteria.  Rodionov et al used this characterisation to select a 
focussed subset of all epochs and re-averaged using this subset.  However, using our 
approach only certain identified peaks need to be selected for recalculation of the average.  
This has the effect of targeting the evoked potential to a set of individual peaks rather 
than targeting a set of individual epochs. 
Another similarity to that of Rodionov et al. is the description of time domain data into 
separate positive and negative sets of peaks and the observation of relative shifts in 
concentration between these opposite signed peaksets.  This is similar to the time location 
graphs of Fig. 5.6, Fig. 5.10 and Fig. 5.12 that show where similar shifts occur. 
Interrelations between calculated and intrinsic parameters have been noted.  The 
calculated time position and approximation location are directly related and the latter 
could easily be substituted for the former in all our analysis.  It has also worth noting that 
this approximation coefficient is directly related to the area under the peak (refer to Fig. 
6.2). However, the separate width and height parameters provide better peak segregation 
than the single area under the peak parameter.   
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7.4 PEAK CLUSTERING 
The peak clustering algorithm provides a simple but powerful method of categorising 
individual peaks in terms of peak orientation (positive or negative), peak time location, 
peak width and peak height, while retaining the record of which epoch the peak belongs 
to.  This categorisation leads to a pair of 3-dimensional concentration matrices that can 
easily be analysed to find areas of higher concentration.  The results (Fig. 5.20 and Fig. 
B.12 to Fig. B.14, Fig. B.18 to Fig. B.19 and Fig. B.22 to Fig. B.24) demonstrate that the 
proposed technique can identify the averaged VEP signal using only a fraction of the 
standard dataset. Table 6.2 illustrates that the dataset size has been reduced by an average 
of nearly 75% across all datasets.  The number of epochs required to be measured is still 
the same.  However, one major outcome of this technique is that it provides a subset of 
data in the form of selected peaks across all these epochs can be used to generate very 
similar results as the standard VEP response. 
Moreover, this technique offers a new understanding of the relationship between the peak 
magnitudes and number of epochs in evoked potential signals. The proposed technique 
presents a new representation of the evoked potential response where the number of 
epochs is emphasized and the magnitude of peaks de-emphasized.  This approach has the 
potential to improve the interpretation of evoked responses by providing a clearer 
breakdown of the components that make up each evoked response.  
Not only is the same information available from a substantially reduced dataset but much 
additional information is also available due to the clustering process.  Firstly, the 
‘equivalent peak average’ signal can be decomposed into a manageable set of peaksets.   
This differs from standard VEP averaging where signal response can only be broken 
down by the experienced eye of an expert.      Expressing a VEP signal as a sum of, say, 
20 different peaksets is a very useful representation.   It is now much easier to understand 
how particular peaksets occur.  Secondly, the individual peaksets are decomposed into a 
peak-shape and the number of times (or epochs) it occurs.  Discrimination between VEP 
components that are small but occur frequently versus larger components that occur less 
often is possible.  This is not possible with standard averaging. 
However, it is noted that the peak reconstruction process does not give an exact or 
definitive breakdown of all VEP components.  It is telling that the P100 and N150 
components in our results have a much higher peak concentration level that all other 
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peaks.  These two components obviously stand-out.  They also stand-out in the standard 
averaging VEP response.  The peak concentration levels for other possible components 
are much smaller and only just above the range of the background EEG level.  This 
means that particular peaksets at this level cannot categorically be ascribed as VEP 
components.  They must be examined in the context of adjacent peaks and their position 
and perhaps a lack of opposite signed peaks at the same time position.  Further analysis 
between particular responses and peaksets must be manually interpreted by an expert in 
the field.  Based on the observations from the decomposed EEG signal into peaks that 
represent pulse activity of the brain, it is evident that the decomposed signals will provide 
useful information to the neurological experts.  At these lower concentration levels, the 
peak clustering technique tends to emphasize evoked potential responses but does not 
definitively discriminate between evoked potential responses and background EEG 
signals as both have similar concentration levels. 
7.4.1 Peakset Expression 
The expression of an averaged VEP response in terms of peaksets may be viewed as an 
improvement in the signal resolution.  The time position of events is more refined or 
accurate as more distinct and separate peaks are identified as being important (refer to 
Fig. 5.20). Also, the proposed technique presents three different expressions for each 
peakset reconstruction that provide three different viewpoints.  
• The first is a simple average over the number of peaks in the particular peakset.  
This gives a good expression of the spread of the peakset and is a scaled replica of 
how much this peakset adds to the standard averaged VEP response (refer to the 
dashed line in Fig. 5.20).   
• The second gives a representation of the ‘average peak shape’.  The parameters 
that define the elements of the peakset are the time position, peak width and peak 
height.  By averaging each individual parameter and using the results to create an 
‘average peak shape’, it is possible to present an average peak shape which gives a 
visual representation of what a real evoked potential component may look like.  
The ‘average peak shape’ is narrower and taller than the peakset average.  In this 
way, the proposed technique overcomes some of the inherent smoothing effects 
typical of standard VEP averaging. 
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• The third peakset expression gives a measure of how much the peakset contributes 
to the comparable standard averaged evoked response.  It is an average of the 
peaks within a peakset but instead of being averaged over the number of peaks in 
the peakset as in the first expression, it is averaged over all epochs in the dataset. 
This expression is illustrated in Fig. 5.20 as ‘the equivalent peak average’.  It is 
not shown individually but as a cumulative sum of all peaks added together so that 
comparison with the standard averaged signal is possible. 
7.4.2 VEP Representations 
The extraction criteria for clustering may be tuned to perceive different aspects of EP 
activity. Primarily, there are two such criteria of interest and ordering by these criteria 
yields slightly different but significant results.  The two criteria types are discussed in the 
following sub-sections. 
7.4.2.1 Total Number of Peaks X Area under Peak  
This representation most closely approximates the process of standard averaging (refer to 
Fig. 5.20 and Fig. B.12 to Fig. B.14, Fig. B.18 to Fig. B.19 and Fig. B.22 to Fig. B.24).  
In standard averaging peak shape and number of such peaks are equally important.  For 
example, the peak shape may be expressed as an area under the peak given in terms of 
time (msec) multiplied by peak magnitude (µV) having units nVs (nano-Volt-seconds).  
Therefore, with standard averaging a peak of shape 100nVS occurring 50 times would 
appear identical to a larger peak of area 500nVs occurring only 10 times.  Hence, in order 
to identify peaksets that will most closely approximate the standard average VEP signal, 
concentration bins are ordered in terms of the product of these two parameters yielding a 
set of peaksets that closely approximate the standard averaged VEP response.   This 
representation can be directly interpreted as a decomposition of the standard averaged 
VEP response providing invaluable information of the location, shape and importance of 
peaks that sum to form the averaged VEP response.   
7.4.2.2 Net Peaks above Average 
The purpose of averaging is to emphasize the repeated stimulus response alone (refer to 
Fig. 5.23 and Fig. B.15 to Fig. B.17, Fig. B.20 to Fig. B.21 and Fig. B.25 to Fig. B.27).  
However, with averaging, larger peaks inherently contribute more to the overall evoked 
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response than smaller peaks – which is a drawback of this technique.  It is preferable to 
identify the most repeated peaks irrespective of size.  This is not possible with the 
standard VEP averaging approach. However it is possible with the proposed peak 
detection/peak clustering technique.   
A further refinement is also possible.  Certain background EEG peaks are more common 
than others i.e. there is a profile or range of values (across the peak height and peak width 
domain) that occurs (refer to section 5.3.4).  We wish to identify activity that is associated 
with the evoked response only, rather than the evoked response and the background EEG.  
The influence of background EEG on our results is reduced by calculating the average 
across all time location bins of the width and the height concentration levels and 
subtracting this average distribution from the peak concentration matrices.   Background 
EEG is not time locked. Hence when the average is removed from all time position, those 
time position that have time-locked (or evoked potential) activity stand-out.  This average 
background EEG distribution is presented for the P02VEP2 dataset in Fig. 5.15.  
7.5   APPLICATIONS 
The techniques and algorithms described in this research provide potentially valuable 
additional information to all clinicians who measure and interpret any type of evoked 
potential signal.  This technique is not limited to Visual Evoked Potentials but may 
equally be applied to Somatosensory Evoked Potentials, Auditory Evoked Potentials or, 
more broadly, to Event-Related Potentials.  In each area, the same decomposition of the 
evoked response is performed to identify groups of peaks that contribute most to the 
particular observed components.  Up to now, this process has been performed intuitively 
by clinicians – but by providing more detail regarding the dominant shape of particular 
peaks as wells as yielding the number of time such shapes are present across all evoked 
responses, clinicians have considerable additional data from which to interpret the 
observed responses.   
The variability of evoked potentials responses both between subjects and within 
individual subjects has been a barrier to confident interpretation of smaller evoked 
response components.  This research illustrates how smaller perceived evoked responses 
are difficult to separate from certain coherent background EEG signals.   However, 
separation of such components into shape and number of peaks present offers a useful 
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technique for distinguishing the genuine evoked response from mere coherent background 
signals.     
The technique requires no apriori estimate of where the evoked potential response is 
expected.  Hence the reconstruction signals are generated independently of, but are still 
comparable to the standard VEP response.  The fact that this technique is compatible with 
the standard averaging VEP technique makes it a valuable additional tool for neurological 
experts; A tool that presents the data in a more detailed form than is currently available. 
This research is most suited to applications relating to the brain-computer interface 
primarily because if offers the opportunity to interpret the data in new and innovative 
ways.  In BCI applications, often repeated stimuli or sensory information is required in 
order to reach a decision about a particular message [83-86].  However, by interpreting 
individual messages more effectively, it is possible to use fewer repetitions and thus react 
more quickly to brain messages.    
Another potential application in BCI includes analysis of spatial data to interpret a single 
epoch from multiple adjacent sites to localise the origin of a particular signal.  Thus it 
may be possible to filter out signals permeating across the surface of the scalp and focus 
on those signals originating at a particular central point of interest.  This method together 
with the methods applied to a single site in this research has the potential for cumulative 
reductions in number of samples required to interpret a message.  This localisation 
scheme would be quite different from other localization methods such as source 
localisation since it is not dependent on a whole head model to which the data must ‘fit’ 
but provides a truly local interpretation of spatial data. 
7.6 LIMITATIONS 
Zero splitting of positive and negative peaks means that determining interrelatedness 
between different adjacent components is not possible. For example, it may be that the 
P100 and N150 represent a single complex component or two separate components.  The 
peak detection and peak clustering algorithms do not provide any understanding 
regarding the relatedness of these 2 components. They are analysed separately and thus 
must be presented separately.  It is worth noting that the standard averaging evoked 
potential response also has the same limitation. 
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Further work is required to understand the decomposition for a much wider range of 
circumstances before this technique could be applied for detecting single responses to 
tactile stimulation modalities such as acupuncture or reflexology.  Somatosensory evoked 
responses tend to have a smaller magnitude response than visual evoked responses which 
may reduce the effectiveness of peak detection.   
The peak detection and peak clustering techniques provide a valuable additional 
analytical tool to all standard evoked potential testing.  It is equally applicable to 
somatosensory, audio and visual evoked potentials without modification.  It is a technique 
that is very orientated to the neurological expert’s viewpoint – providing a simple but in-
depth analysis of the major peak shapes that make up the evoked potential response.  The 
fact that it is directly comparable to the standard evoked potential response also aids the 
integration of this method into standard evoked potential procedures.  Using Matlab and a 
modern personal computer, it currently takes 10 minutes to perform a full analysis on a 
single channel of data.   This would be greatly improved by writing a dedicated program 
in a C++ or similar environment.  This processing time saving needs to be offset by the 
expectation that the number of channels to be analysed would be greater.  Hence, this 
technique may be reserved for offline analysis after all results have been taken.   It has a 
computational overhead that prevents its use during experimentation. 
Another limitation of this technique, as presented in this thesis, is that it only examines 
single electrode locations.  Thus it is unable to provide any spatial interpretation.  
However, there is considerable scope for developing this technique further analysing 
across multiple sites and relating adjacent peaks to one another. 
The goal of achieving a one-to-one stimulus-response paradigm has not been achieved in 
this research.  However new and valuable insights into the nature of an evoked potential 
signal have been identified.  There is still a strong dependence on the repeated stimuli 
information, however a more accurate picture of what individual peak shape may look 
like and how often they are present in a dataset has been achieved. 
7.7 FUTURE RESEARCH 
There are several directions in which this research could advance. 
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7.7.1 Algorithm Improvement 
It is proposed to improve the peak detection and peak clustering algorithms by increasing 
the peak detection ratio from 97.5% to 100%.  Also, rewriting the algorithms as a 
dedicated software package with a more user-friendly graphical interface would be 
important.  Broad distribution of these algorithms would be best served by linking up 
with EEG software providers and incorporating these algorithms into existing EEG 
analysis software.   
7.7.2 Further Testing 
A better understanding of the range of benefits of the peak detection and peak clustering 
techniques would be attained by applying the techniques across a broad range of evoked 
potentials types – such as Somatosensory Evoked Potential, Auditory Evoked Potentials 
as well as Visual Evoked Potentials.  These techniques could also be applied to 
Electrocardiogram data. It is proposed to link up with other research and clinical 
institutions and apply these techniques to a broad range of datasets for further 
interpretation. 
Furthermore, as more and more datasets are analysed with this method, a better 
understanding of the inter-participant variations and peaksets will become more apparent.  
It is outside the scope of this research to identify this inter-participant correlation.    
7.7.3 Spatial analysis. 
This research has investigated the relationship between the temporal, spectral (scale) and 
epoch domains and retained viewpoints from each domain. However, the spatial domain 
has not been analysed.  Incorporating this perspective into the peak detection and peak 
clustering algorithms would provide additional information from which to decode the 
evoked potential. This would be a large undertaking and was beyond the scope of this 
research yet is the next logical area of investigation for this technique. 
7.8 CONCLUSION 
This research has identified and developed a multi-domain evoked potential analysis 
technique – retaining perspective in the temporal, spectral and epochal domains.  This 
meets the first of our research aims. This technique retains a view of single-trial data 
throughout the analysis. 
  
185 
 
A comprehensive set of algorithms to decompose evoked potential data into sets of peaks 
has been developed and tested.  These sets of peaks then form the basis for a subsequent 
clustering analysis which can identify sets of localised peaks that contribute the most 
towards the standard evoked response.   The technique is quite novel as no closely similar 
work in research has been identified.  
New and valuable insights into the nature of an evoked potential signal have been 
identified.  Although the number of stimuli required to calculate an Evoked Potential 
response has not been reduced, the amount of data contributing to this response has been 
effectively reduced by 75%.  Therefore better examination of a small subset of the evoked 
potential data is possible.  Furthermore, the response has been meaningfully decomposed 
into a small number (circa 20) of constituent peaksets that are defined in terms of the peak 
shape (time location, peak width and peak height) and number of peaks within the peak 
set.  This representation retains a perspective in temporal (time location), spectral (peak 
width which is a measure of scale) and epoch (number of peaks within a peakset) which 
addresses the first aim of the research.   
The nature of the output of this technique is quite different to that of standard averaging.  
It has been shown that the larger clustering of certain peak shapes (evident in the P100 
and N150 components in the results) accurately represents the averaged signal. This leads 
to the supposition that these peaks represent a much closer approximation of a genuine 
evoked potential response.  This represents a considerable advance in our understanding 
of what a single response to an evoked potential looks like.  It is not the single-stimulus-
single-response paradigm but it does offer a better understanding of what a single 
response may look like – by identifying the most common peak responses. In this way, 
this technique brings us closer to the single-stimulus-single-response understanding. Thus 
the second research aim has been addressed. 
The question of why some evoked potential components appear more strongly than others 
is probed by this technique.    Delineation between individual peak sizes and how often 
they occur is for the first time possible and this representation helps to provide an 
understanding of how particular evoked potentials components are made up.   
A major advantage of this techniques is the there are no pre-conditions, constraints or 
limitations to the technique.  
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The techniques developed during this research have real-world applications as a useful 
additional tool to current techniques in both clinical and research EEG environments.    
This research set out to find an EEG analysis technique that would be more suited to the 
one-to-one stimulus response paradigm and cited one particular application in the 
detection of a response in the brain to therapeutic modalities such as acupuncture and 
reflexology.  Employing the techniques of this research results in a parsimonious 
representation of the evoked potentials signal that can be identified using approximately 
25% of the dataset.  This is a massive reduction on the evoked response dataset 
dependency.  
The techniques of this research are highly relevant to all evoked potential modalities and 
have the potential to offer insights in all these areas.  It is a focus of future research to 
apply these methods to other evoked potential areas.  The other area of future research 
relates to the incorporation of the spatial domain which has the potentials to further 
expand our understanding of evoked responses.  Examination of peak geometries relative 
to their physical locations opens up the avenue of peak selection based on relative peak 
strength between electrode locations. 
Overall, a novel evoked potential technique has been described and tested.  The results 
provide new insights into the nature of evoked potential peaks with application across 
various evoked potential modalities.   
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CHAPTER 8 ~ PUBLICATIONS 
 
During the course of this research, four papers were submitted, approved and presented at 
internationally recognized conferences. They provided an intermediate report on progress 
of the research at the time.  The citations are listed below and a copy of each paper is 
included in Appendix D.  
8.1 EMBC 2007 
• McCooey, C., Kant Kumar, D, "Automated Peak Decomposition of Evoked 
Potential Signals using Wavelet Transform Singularity Detection," presented at 
IEEE Engineering in Medical Biology Conference, Lyon, France, 2007. 
8.2 ICINCO 2005 
• McCooey, C., Kant Kumar, D, "Characterising evoked potential signals using 
wavelet transform singularity detection," presented at 2nd International 
Conference on Informatics in Control in Automation and Robotics (ICINCO), 
Barcelona, Spain, 2005. 
8.3 EMBC 2005 
• McCooey, C., Kant Kumar, D, Cosic, I, "Decomposition of Evoked Potentials 
using Peak Detection and the Discrete Wavelet Transform," presented at IEEE 
Engineering in Medical Biology Conference, Shanghai, China, 2005. 
8.4 WCMPBE 2003 
• McCooey, C., Kant Kumar, D, "Characterising evoked potential signals using 
wavelet transform singularity detection," presented at World Conference on 
Medical Physics and Biomedical Engineering, Sydney, Australia, 2003. 
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Procedure for Measuring Flash Visual Evoked Potentials 
 
~ Formal Experiment ~ 
 
A. Equipment List: 
 
The following equipment is required and must be functional and calibrated where necessary: 
 
• MindSet MS-100 Electroencephalograph Equipment with 16 Channels ...................................... 
• Mindset Box ............................................................................................................................. 
• Power Lead and DC converter ................................................................................................. 
• SCSI cable to PC ...................................................................................................................... 
• SCSI Terminator ...................................................................................................................... 
• PC configured for Mindset, Matlab & File conversion ................................................................. 
• Variable Montage Selector (37 pin D connector with common linked b channels ch1-ch7) ........ 
• VEP Custom Cap Type (7 Channel EEG array + Reference)........................................................ 
• Light Detector ................................................................................................................................ 
• Conductive adhesive pads, crocodile clips, 1 rubber spacer .......................................................... 
• Exfoliant clenser, electrode gel, cotton buds, wet wipes, tissues ................................................... 
• Measuring Tape.............................................................................................................................. 
• Ear Plugs (cleaned and boiled) ....................................................................................................... 
 
Fig 1: General Equipment Layout 
Faraday Cage 
Mindset 
Mindset PC Light 
Detector 
Stroboscope 
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B. Equipment Setup: 
 
1. Mindset Setup 
• Connect Mindset (Bottom SCSI connection) to PC with SCSI cable .....................................  
• Attach SCSI Terminator to Mindset (Top SCSI Connection). ................................................ 
• Confirm Montage Connector jumpers are correct and connect to front port. .......................... 
• Place front of Mindset flush against outer Faraday Cage wall inside equipment shield box .. 
• Switch Mindset on and power up PC and login ........................................  .............................. 
• Load Mindset setup file 8CHEP.___  .  ....................................................  .............................. 
• Change output file name to relevant participant number. ........ ................ P??VEP.bin ........... 
2. Electrode Setup 
• Ensure all electrodes are properly cleaned ............................................................................... 
• Arrange chair inside Faraday Cage and ensure environment is tidy ........................................ 
• Connect electrodes to Mindset as per Figure 2 ........................................................................ 
3. Stroboscope Setup 
• Place plain material over inside of each door of faraday cage with hole in material  ............. 
• Setup stroboscope at seated eye level in front of cage door directed through hole  ................ 
• Set stroboscope to lowest rate and test ..................................................................................... 
• Place plain background partition behind stroboscope .............................................................. 
• Attach Light Detector to Mindset from inside cage and point towards stroboscope ...............  
4. Functional Test 
• Run Mindset & then switch on Stroboscope. Verify the following ..........  .............................. 
• Light detector output is visible on Mindset for each flash, flash rate is approx 1/s .... 
• There is no interference on other mindset channels ......................  .............................. 
• Stop both devices. Record data on datasheet, verifying files have been recorded .................. 
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C. Participant Preparations: 
 
1. Introduction 
• Record start time of this portion of experiment ........................................  .............................. 
• Discuss the project with the participant in general terms .........................  .............................. 
• Discuss details of what will happen and discuss any safety concerns ......  .............................. 
• Give the participant the plain language statement and consent form to read and sign ............ 
• Assign Participant Number and note here and on consent form  ..............  .............................. 
• Seat participant comfortably in Faraday Cage. .........................................  .............................. 
2. Electrode Location (Refer to Fig. 3 for exact locations) 
• Measure distance from nasion to inion along the midline ........................ NIN ....................... 
• From front to back, use labels to mark Cz and Oz points .........................  .............................. 
• Mark MO as 5cm above Oz ......................................................................  .............................. 
• Measure distance between two preauricular points through Cz ............... A12 ....................... 
• Precisely mark Cz .....................................................................................  .............................. 
3. Electrode Placement 
• Carefully attach Electrode cap to head with centre electrode at MO, vertex electrode at Cz .. 
• Prepare each electrode site as follows: .....................................................  .............................. 
• Lift each rubber spacer and clean using exfoliant cleaner rubbed with a cotton bud ........ 
• Wipe off excess cleaner ......................................................................  .............................. 
• Once each site is prepared, finalise each electrode site as follows: 
• Slowly inject electrode gel into hole in rubber spacer above electrode ............................. 
• Avoid over injecting gel and causing spreading of gel to other sites .   
• Attach Channel 1 & 15 reference electrode to left & right ears as A1 and A2 ........................ 
• Attach Channel 14 electrode to Erb’s point located on the shoulder ........  .............................. 
• Check all electrodes are connected correctly and securely .......................  .............................. 
4. Final Checks 
• Ask participant to place earplugs in their ears ..........................................  .............................. 
• Ensure participant is comfortable. ............................................................  .............................. 
• Ensure Faraday cage door is closed ..........................................................  .............................. 
 
 
 
  
Useful Definitions: 
NASION:  The bridge of the nose directly under the forehead. 
INION: The bony protuberance in the middle of the back of the head. 
PREAURICULAR POINT: The depression of bone in front of the ear canal. 
Fp  - Frontopolar P - Parietal MO  - Mid Occipital 
F - Frontal O - Occipital LO - Left Occipital 
C - Central T - Temporal RO - Right Occipital 
P - Parietal V - Vertex 
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Label Colour Type From To Mindset Note 
A White  Grass LO   (MO–5cm) 1a  
B Grey  Grass         (MO–2.5cm horiz)  2a  
C Green  Grass MO   3a  
D Orange  Grass         (MO+2.5cm horiz) 4a  
E Blue  Grass RO 5a  
F Red  Grass         (MO+2.5cm vert) 6a  
G Yellow  Grass         (MO–2.5cm vert) 7a  
H   Grass CZ   (V Vertex) Ground  
I Purple  Grass A1   Left Ear Mastoid 1b  
J Lt.Brown  Grass A2   Right Ear Mastoid 7b  
K Cream  Device + Photodiode Cable 8a  
L Cream  Device – Photodiode Cable 8b  
       
       
 
 
 
 
 
 
 
 
 
 
  
 
Fig 3: Mindset Electrode Arrangement 
1b  2b  3b 4b  5b  6b  7b  8b  9b 10b11b12b13b14b15b16b 
1a  2a  3a  4a  5a   6a  7a  8a  9a 10a11a12a13a14a15a16a 
Fig 2: Spatial Cap Electrode Arrangement (Top) 
Table 1: Mindset Electrode Assignment  
MO LO RO 
V 
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D. Experimental Procedure: 
 
1. Preliminary Testing 
• Note start time  ..........................................................................................  .............................. 
• Request Participant to be comfortable, relax and focus on stroboscope (eyes open) .............. 
• Run Mindset to ensure all channels are reading within range ..................  .............................. 
• Switch on stroboscope and record 10 seconds of data from Mindset.  .....  .............................. 
• Verify artifacts, noise and interference within normal range ....................  .............................. 
• Identify any channel with high impedance (visible as 50Hz noise on the channel) ................ 
2. Formal Testing 
• Confirm participant is comfortable and record 3 sets of 2½ min data with 2 minute interval  
• If an additional tests are outlined on record sheet, then perform these .....  .............................. 
3. Completion Steps 
• Request participants rates the audibility of the stroboscope .....................  .............................. 
• Carefully remove all electrodes and ear plugs, provide wipes for participant ......................... 
• Seat the participant outside cage for a few minutes while tidying up, offer glass of water ..... 
• Review record sheet and ensure all requirements are filled in .................  .............................. 
• Copy all files to network and compare filename to checklist ...................  .............................. 
• Ensure all equipment is switched off and power points are switched off.  .............................. 
• Wash all electrodes carefully and return all equipment to proper storage location ................. 
• Note the finish time for experimentation, sign-off record sheet ...............  .............................. 
 
 
5cm 
12cm 
5cm 
5cm 
 


Fig 3: Electrode Position  
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Procedure for Measuring Flash Visual Evoked Potentials 
 
~ Record Sheet ~ 
 
E. Record of Data , Settings & Results: 
 
1. Personal Details: 
Subject No: P_ _  childhood febrile convulsion 
Sex: 	 male 	 female  Epilepsy 
Handedness: 	 left 	 right  Seizures 
PLS signed: 	 yes 	 no   
Known strobe aversion 	 yes 	no  If yes, then do not proceed 
 
2. Timing 
• A:  Record Date:  ............................................................................................ ___________ __ ... 
• A: Start Time: ................................................................................................ _____________ .... 
• C1: Start time with subject  .................................................................... _____________ .... 
• D1: Commencement time of Experiment ............................................... _____________ .... 
• D3: Completion Time of the Experiment ............................................... _____________ .... 
 
3. Measurement 
• C2: Nasion-Inion distance NIN ....................................................................... ___________cm ... 
• C2: Pre-auricular distance A12 ........................................................................ ___________cm ... 
• D3: Audibility of stroboscope (circle as appropriate): ...........................  .............................. 
Inaudible Faint Distinct Clear Distracting Loud 
 
4. Log of Data Recorded 
Section Filenames Length(sec) Comments 
B4 
 
 Equipment Functional test 
D1   EEG & stroboscope Functional Test 
D2a   Main Flash VEP Test #1 
D3b   Main Flash VEP Test #2 
D4c   Main Flash VEP Test #3 
    
Other Tests 
    
    
    
    
 
5. Notes 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 
Signature of Completion:  ________________________ Date: ___________ 
 
6. Detailed Notes 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 Appendix A 
  A7 
 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
 ........................................................................................................................  .............................. 
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RMIT HUMAN RESEARCH ETHICS COMMITTEE 
Prescribed Consent Form For Persons Participating In Research Projects Involving Tests and/or Procedures 
 
 
FACULTY OF ENGINEERING 
SCHOOL OF ELECTRICAL AND COMPUTER ENGINEERING 
Name of Participant: 
 
Participant Number: 
 
Project Title: Characterising Evoked Potential Signals using Wavelet Transform 
 Singularity Detection 
Name(s) of investigator:     Conor McCooey Phone: (03) 9925 9576 
Name of Supervisor: Dr. Dinesh Kant Kumar Phone: (03) 9925 1954 
 
 
1. I have received a statement explaining the tests/procedures involved in this project – PLS Form E1. 
 
2. I consent to participate in the above project, the particulars of which - including details of tests or procedures - 
have been explained to me. 
 
3. I authorise the investigator or his or her assistant to use with me the tests or procedures referred to in 1 above. 
 
4. I acknowledge that: 
 
(a) The possible effects of the tests or procedures have been explained to me to my satisfaction. 
(b) I have been informed that I am free to withdraw from the project at any time and to withdraw any 
unprocessed data previously supplied. 
(c) The project is for the purpose of research and/or teaching.  It may not be of direct benefit to me. 
(d) The confidentiality of the information I provide will be safeguarded.  However should information of a 
confidential nature need to be disclosed for moral, clinical or legal reasons, I will be given an 
opportunity to negotiate the terms of this disclosure. 
(e) The security of the research data is assured during and after completion of the study.  The data 
collected during the study may be published, and a report of the project outcomes will be provided to 
School of Electrical and Computer Systems Engineering, RMIT.   Any information, which will identify 
me, will not be used. 
 
 
Participants Consent : 
 
 

 
 
 
 
(Participant) 
 
 

 
 
 
 
(Witness to signature) 
 
 
  
Where participant is under 18 years of age: 
 
I consent to the participation of ____________________________________ in the above project. 
 
	 (1)                                             (2)  
 
(Signatures of parents or guardians) 
 

 
 
 
 
(Witness to signature) 
 
 
Participants should be given a photocopy of this consent form after it has been signed. 
Any complaints about your participation in this project may be directed to the Secretary, RMIT Human Research Ethics Committee, University 
Secretariat, RMIT, GPO Box 2476V, Melbourne, 3001.  The telephone number is (03) 9925 1745. 
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RMIT SCHOOL OF ELECTRICAL & COMPUTER ENGINEERING 
Plan Language Statement For Persons Participating In Research Projects Involving Tests and/or Procedures 
 
Characterising Evoked Potential Signals using Wavelet Transform Singularity Detection 
 
Investigator: Conor McCooey s3029091@student.rmit.edu.au (03) 9925 9576 
Supervisor: Dr. Dinesh Kant Kumar (03) 9925 1954 
 
1. The messages linking the body and brain are gradually becoming more understood but many areas remain 
shrouded in mystery. This research concentrates on the link between the bodies sensory system and how the 
brain interprets these sensations.  We are developing new analytical techniques to examine the signals that 
arise in the brain when the optic nerves sense a change in light intensity observed in the eyes. 
 
2. In order to do this, we flash a strobe light about 60cm in front of you.  This stimulus is repeated and the 
electrical activity in the brain is measured by an array of electrodes at the back of the head.  This is the area of 
the brain where the information about the flash relayed by the optic nerve is processed. The electrodes pick up 
the tiny electric signals emanating from the skull, commonly known as brain waves. 
 
3. The procedure is very safe and contains a number of safeguards to protect the subject. Firstly the EEG 
electrodes are isolated from the mains current in the EEG equipment. Secondly, the strobe flash rate is only 
approximately 1 flash per second and so is not uncomfortable. Thirdly, if you know that you are 
photosensitive to light flashes then please let the investigator know and as a precaution, you will not be 
able to take part in this experiment. People who have epilepsy or a history of seizure of febrile 
convulsion in infancy are also excluded. 
 
4. The skin or scalp shall be swabbed clean at the point where an electrode is applied.  A small amount of 
conductive gel is used to get a better connection. This is easily washed off afterwards. 
 
5. In order to measure the tiny EEG signal due to the strobe flashes, several hundred measurements (flashes) 
shall be taken. However these are automatically repeated and the recording portion shall last less than 20 
minutes.  One of the aims of this research is to reduce the number of stimuli required to a few samples or even 
1 sample.  The whole process should take less than 1.5 hours. 
 
6. The possible benefits of this research are: 
• Simplified clinical Neurological testing of Evoked Potential pathways.  
• Individual responses to stimuli are not measurable to researchers currently - only averaged responses.  
Being able to examine individual responses would allow researchers in several Neurological fields 
such as Alzheimer’s disease, Epilepsy and Multiple Sclerosis to better interpret the signals observed 
from the brain and in the future possibly, provide better diagnosis. 
• Another area of possible investigation for this one sample technique is Complementary Medicine 
where tactile therapies such as Reflexology or Acupuncture may be investigated on a more scientific 
basis. 
 
7. Any personal details (such as Name and Phone Number) shall be kept strictly confidential.  A reference 
number shall be assigned to you, which references any data collected.  Any publication arising from this data 
shall not bear any personally identifying marks. 
 
8. Participation in this research is voluntary and you are at liberty to withdraw at any time before or 
during the test.  Thank you for your interest in this project.  Please feel free to discuss this project with the 
investigator at any stage before, during or after testing.  
 
Participants should be given a photocopy of this plain language statement for their information. 
 
Any complaints about your participation in this project may be directed to the Secretary, RMIT Human Research Ethics Committee, University 
Secretariat, RMIT, GPO Box 2476V, Melbourne, 3001.  The telephone number is (03) 9925 1745. 
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Fig. B.4: Peak concentration profiles for P01VEP4. (a) Relative bin concentrations are ordered and plotted 
against the number of peaks in each bin.  (b)  Concentration matrix is ordered by the significance factor 
(peak concentration peak area) rather than the number of peaks. 
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Fig. B.5:  Peak concentration profiles for P01VEP6. (a) Relative bin concentrations are ordered and plotted 
against the number of peaks in each bin.  (b)  Concentration matrix is ordered by the significance factor 
(peak concentration peak area) rather than the number of peaks. 
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Fig. B.6: Peak concentration profiles for P01VEP7. (a) Relative bin concentrations are ordered and plotted 
against the number of peaks in each bin.  (b)  Concentration matrix is ordered by the significance factor 
(peak concentration peak area) rather than the number of peaks. 
 
Fig. B.7:  Peak concentration profiles for P02VEP3. (a) Relative bin concentrations are ordered and 
plotted against the number of peaks in each bin.  (b)  Concentration matrix is ordered by the 
significance factor (peak concentration peak area) rather than the number of peaks. 
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Fig. B.8:  Peak concentration profiles for P02VEP4. (a) Relative bin concentrations are ordered and plotted 
against the number of peaks in each bin.  (b)  Concentration matrix is ordered by the significance factor (peak 
concentration peak area) rather than the number of peaks. 
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Fig. B.9:  Peak concentration profiles for P03VEP5. (a) Relative bin concentrations are ordered and plotted 
against the number of peaks in each bin.  (b)  Concentration matrix is ordered by the significance factor 
(peak concentration peak area) rather than the number of peaks. 
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Fig. B.10:  Peak concentration profiles for P03VEP7. (a) Relative bin concentrations are ordered and 
plotted against the number of peaks in each bin.  (b)  Concentration matrix is ordered by the significance 
factor (peak concentration peak area) rather than the number of peaks. 
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Fig. B.11:  Peak concentration profiles for P03VEP8. (a) Relative bin concentrations are ordered and 
plotted against the number of peaks in each bin.  (b)  Concentration matrix is ordered by the significance 
factor (peak concentration peak area) rather than the number of peaks. 
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Fig. B.29:  (above and left) Pearson correlation 
coefficient trend for Participant 01, three separate 
datasets (a) P01VEP4, channel 2, (b) P01VEP6, 
channel 2 and (c) P01VEP7, channel 2.   Each graph 
shows the VEP trend when bins are ordered by 
significance (red and blue).  The magenta circle 
indicates the chosen stop position.  
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Fig. B.28:  (below) Pearson correlation coefficient 
trend for Participant 02, two separate datasets (a) 
P02VEP3, channel 2 and (b) P02VEP4, channel 2.   
Each graph shows the VEP trend when bins are 
ordered by significance (red and blue).  The magenta 
circle indicates the chosen stop position.   
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Fig. B.30: (above and left) Pearson correlation coefficient 
trend for Participant 03, three separate datasets (a) 
P03VEP5, channel 2, (b) P03VEP7, channel 2 and (c) 
P03VEP8, channel 2.   Each graph shows the VEP trend 
when bins are ordered by significance (red and blue).  
The magenta circle indicates the chosen stop position. 
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Appendix D ~ PUBLISHED PAPERS 
 
 

  
  
 
  
 
 
 
  
  
 
  
 
 
 
  
  
 
  
 
 
 
  
  
 
  
 
 
 
 
  
  
 
  
 
 
  
  
 
  
 
 
 
  
  
 
  
 
 
 
  
  
 
  
 
 
 
  
  
 
  
 
 
 
  
  
 
  
 
 
 
  
  
 
  
 
 
  
  
 
 
 
 
Appendix E ~ ORIGINAL DATA AND SOFTCOPIES 
 
 
