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Abstract 
The optimal portfolio selection is an important issue in financial engineering. It is well-known that downside risk measures such
as TCE and CVaR only characterize the tail expectation, and pay no attention to the tail variance beyond the VaR. This is an 
important deficiency of measuring the extreme financial risk in engineering management, especially for insurance industry and 
portfolio management. In this paper, we study the optimization portfolio model based on tail conditional variance (TCV) 
motivated by TCE. We obtain the TCV risk of a portfolio and the explicit solution of optimal portfolio under the assumption of 
multivariate student t distribution. Finally, we also give an example of empirical study on China Stock Market. 
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1. Introduction 
The optimal portfolio selection is a classical problem in the financial engineering. It is well recognize that the 
measure of risk have a crucial role in portfolio optimization under uncertainty. The primitive measure of risk, the 
variance of returns of a portfolio, is employed in the classic mean-variance model by Markowitz. After that many 
new risk measures were proposed and applied in portfolio optimization. In recent years, the quantile-based downside 
risk measures have received much attention from practitioners and researchers. Besides the typical value-at-risk 
(VaR) (see Yamai and Yoshiba [1], Alexander and Baptista [2]), such measures include the tail conditional 
expectation (TCE) and the expected shortfall (ES) defined in Benati [3]. Although VaR has undoubtedly become a 
standard risk measure and has been written into industry regulation, VaR’s popularity does not mean that it is a 
sound measure. VaR ignores the magnitude of extreme or rare losses. In addition, it has been shown in Alexander et 
al. [4] that the problem of minimizing VaR of a portfolio can have multiple local minimizes. As response to these 
deficiencies of VaR, the notation of coherent risk measure was introduced in Artzner et al. [5], which is an important 
breakthrough for a comprehensive theory in financial risk measurement. In fact, VaR is also severely criticized that 
it not a coherent measure of risk due to its lack of subadditivity. That is, VaR associated with a combination of two 
portfolios may larger than the sum of the VaRs of the individual portfolio (see Acerbi and Tasche [6], Tasche [7], 
Kalkbrener [8]  ). 
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To remedy the problems inherent in VaR, Artzner et al. [9] further proposed the use of expected shortfall, or ES 
for short (see also Acerbi and Tasche [8], Kamdem [10]), which is defined as the conditional expectation of loss 
beyond the VaR level. Other alternative measures to ES include conditional value-at-risk (CVaR) in Rockafellar and 
Uryasev [11, 12], tail conditional expectation (TCE) in Artzner et al. [5] and worst conditional expectation  (WCE) 
in Benati [13]. It is noteworthy that CVaR as a coherent risk measure coincides with ES and TCE under the 
assumption of continuity distribution. CVaR now is rather appealing in portfolio optimization due to its attractive 
properties such as convexity and continuity with respect to portfolio weights, see for example [14-19]. Nevertheless, 
CVaR is also criticized by Lim et al. [20] for being fragile in portfolio optimization due to estimation errors. 
These risk measures mentioned above undoubtedly make remarkable improvement on VaR. However they are 
only the linear probability weighted combination of losses beyond VaR. Some researchers argue that the higher 
orders of moments of  the loss distribution should be considered in order to describe it comprehensively and 
decrease the extreme loss. For example, Cheng and Wang [21]  recently proposed  a new coherent risk measure 
based on p-norms with application in realistic portfolio optimization (see also Cheng and Wang [22,23] ). Landman 
[24] proposed using tail conditional variance (TCV), which characterizes the variance of the loss distribution beyond 
some critical value. They also establish correspondingly a portfolio selection model. 
The aim of this paper is to establish a portfolio selection model by considering tail conditional expectation and 
tail conditional variance beyond VaR simultaneously. We also will find the analytic closed solution of the associated 
optimal portfolio model under the multivariate student-t distribution of returns. As an application-oriented research 
and along a new derivation way, our approach to deriving the optimal portfolio can be regarded as the improvement 
on Landman [25], in which the optimal solution is based on the assumption of full rank of the constraint matrix and 
needs the manual partition of the constraint matrix. 
This paper is organized as follows. In the next section, we provide the tail conditional variance (TCV) of a 
portfolio under the multivariate student-t distribution. In section 3, we formulate the optimal portfolio model under 
TMV defined by TCV and TCE, and derive the closed solution of the model. Section 4 illustrates some examples of 
Chinese market. 
2. The tail conditional variance  of  portfolio 
Consider a portfolio selection problem with assets. The random return of the j-th asset is denoted by , and the  
returns vector is denoted by r r . Let 
n
)nr1 2( , ,r  E( )r   and Var( )r   be expected returns vector and 
covariance matrix respectively. Let i  be the fraction of wealth invested in asset i. We call the investment weight 
vector 1 2( , , n )       a portfolio.  The return of portfolio is defined by 'r r   . The expected return and the 
variance risk of portfolio are, respectively, given by '    and Var( )r
First, we recall some so-called downside risks based on quantile such as VaR, TCE, ES. Let X r   be the loss 
of the portfolio.  Given a confidence  level 1  , 12(0, )  , the VaR of the portfolio   is defined as 
( ) inf{ | ( ) 1 }.VaR X x P X x    
The tail conditional expectation (TCE) and tail conditional variance are defined respectively as the following 
 2
( ) ( | ( )),
( ) ( ( )) | ( ) .
TCE X E X X VaR X
TCV X E X TCE X X VaR X
 
  
 
  
                                   (1) 
Assume that the vector of asset returns  has the multivariate elliptically distribution with the density  function r
1/2 ' 1( ) | | (( ) ( )),f x g x x      
where g is an non-negative real function. We write ( , , )nr E g  . In particular, if the function g is defined by 
22
, ,
( )
( ) (1 / ) , ,
( / 2) ( )
v nn v
v n v n n
g u C u v C
v v
   

then the return vector  follows the multivariate student-t distribution with the density r
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( ) ( ) ' ( )
( ) 1 .
( /2) | | ( )
v n
v n
n
x xf x
vv v
 

         


)v
                                          (2) 
And we denote ( , ,nr t    for such random vector .r
The elliptically distribution is a more generalized distribution family than the normal. Besides student-t 
distribution, it also includes fat tail distributions such as the mixture of normal distribution, symmetric stable 
distribution and Laplace distribution etc, which are widely used in financial data modeling and portfolio risk 
measuring. For example, under the assumption of elliptically distribution, we can obtain the VaR of a portfolio as  
( ) ' ' , ( ) ' ' ,g gVaR X q V TCE X K V                                             (3) 
where ,g gKq   are constants associated with the density of elliptically distribution g  and the confidence level. In 
particular, under student-t distribution, for the calculation results of  andt tq K  , we refer to the  literature [10]. 
Theorem 1. Suppose that the vector of returns 
1 2( , , )nr r r r   follows a multivariate student-t distribution. Then 
under a confidence level 1  , the tail conditional variance of the portfolio 1 2( , , ) 'n       is given by 
2
, ,( ) ( ( ) ) 'v vTCV r T es   
t      ,                                                         (4) 
where  
1 1
22 2 2
, ,
2
( )
( )
2 ( )
v v v
t
v vv
es v q v  

,
 
12 2
, 2
, 2 12 2
, ,2
( ) 1 2
, , , ,
2 2 2( )( 2)
v
v
v
a v v
v v
q v v v v vT F
q qv

  
                  
and  2 1 , ;F ,     is the hypergeometric function.  
Proof.   First, For the sake of expression, we denote the TCE of the portfolio   by ( )TCE r  , where r
means the loss of the portfolio. Since the TCE is obviously equal to the ES of a portfolio in the case of multivariate 
student-t distribution, from [10] we see that 
, ,( ) ' ' ' | ' |,
t t
v vTCE r es es B                                                         (5) 
where  is a Cholesky decomposition of B .  According to the definition of tail conditional variance in eq. (1), 
thus we can obtain 
'BB 
2 2( ) [( ( )) | ] ( ( )) ,TCV r E r TCE r r VaR L TCE r                                                 (6) 
where 
1
2 22
{ ' }
1
( | ) | | ( ' ) (( ) ( ) ' .
x VaR
1L E r r VaR x g x x dx

  

  
 

       
Changing variable 1(y B x )  B, and , where ||  denotes the determinant of , then  we get dyBdx || B
2 2
{ ' '
1
(| ' ' ) (| | ) .
By VaR
L By g y dx
  
     
Let H  be a rotation which sends 'B  to (| ' |, 0,0, ,0)B  .  Let zHy  . And if we let  be the first component 
of ,  and    with 1 , thus  it follows that 
1z
z * 2|21| | |z z z  * nR z 
1
2 2
1{| ' ' }
1
(| ' | ' ) (| | )
Bz VaR
L B z g z dz
  
      .
L  into three part as  Now we divide 
1
2 2 2 2 2
1 1 1 2| ' | ' }
1
(| ' | 2 | ' | ( ' ) ( ' ) ) (| | ) ( ' ) ,
B z VaR
L B z B z g z dz L L
  
                             (7) 
where 
1
2 2 2
1 1| ' | ' }
1
| ' | (| | )
B z VaR
,L B z g z dz
  
            1 22 1{| ' | ' }
1
2 | ' | ( ' ) (| | ) .
B z VaR
L B z g z dz
  
     
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By using spherical variable , we get *
2, nz r S   
' 12
2 2 2 22 | ' | 2
1 1 10
| ' | | |
[( ) ]
VaR
nn BB S
1L r z g z r dz
 


  

dr
      ,                                           
where ||  is the surface measure of the unit sphere in , and 2nS
2nR
1
12
2 2
| | 2 ( ).
n
n
nS 


  
Replace the variable by 
1z 1z  and let . Thus, we obtain that 21u z r  2
 
   
 
2
, 1
2
, 1
,
1
32 2 2
2 2 2
1 , 1 11
2
1
32 2
2 22 2 2
, 1 11
2
1
12 12
2 22 2 2
1 1 1
2
| ' |
1
( )
| ' |
( )
| ' | ( )
,
( )
v
v
v
n n v
n
n vn q z
n
n v n n v
n vn q z
n
v v v
v q
B uL C z u z dudz
v
B C v z u z u v dudz
B
v z v z dz



 

 

 
 
  


    


  
       
  
 
 
 

1
1
                                (8) 
where the last line is due to the following integral from Gradshteyn and Ryzhik [26, p316] 
 2
1
13
2 22 22
1 1 1
1 1
( ) ( ) ( ) ,
2 2
n v vn
z
v nI z u z v u du z v B
           

)
,                                (9) 
where ( ,B    is the Euler Beta function. 
Also let 
   2 11 12 2 22 21 1 1 1( , ) .2
v v
s s
J s v z z v dz y y v dy
                                            (10) 
Note that the integral  in Gradshteyn and Ryzhik [26, p316], that is, if  
1arg , Re Re 0
u v    
, then 
1 1
1
1
2 1 1 1 1
1
1
, ; 1;
(1 )
v v
vu
x udx F v v v
x v u
     
         


,
,                               (11) 
where 2 1 , ;F      is the hypergeometric function.  
From  (8) (10) (11), we gets 
1
2 2
1 2 1 2
,2
( ) 1 2
, ; ; '
2 2 2( )( 2)
v v
v
v
v v v vL v F
qv 
  
          
  .                                   (12) 
Similarly, we have 
2
, 1
2
,
3
222 2
2 , 1 1
1
22 2 2
, ,
( ' ) ' ( ) 1
1
( ' ) ' ( ) 1
2 1
v
v
n vn
n
n v q z
n v
n
n
n v vq
S u
1L B C z u z dudzv
S uB C u q du
n v



   
   
  

      
       
 

.                               
Recalling the integral in eq. (9), we can obtain 
 1 122 2 22 ,
2
( )
( ' ) '
( )
v v v
vv
L v q v B    
   
.                                                         (13) 
The theorem follows from (5) (6) (7) (12) and (13). 
3. Tail Mean-Variance Optimization Portfolio Model in Financial Engineering 
In the classic mean-variance (MV) model, the mean-variance risk can be expressed by  
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( ) ( ) ( )
( ) ( ) ' ' ,
MV X E X Var X
E r Var r 

    
 
       
where 0   is a constant depended on the investors preferences. We can derive the optimal portfolio by 
minimizing  the mean-variance risk  Similarly, we can define the tail mean-variance risk by )(XMV
( ) ( ) ( ).TMV X TCE X TCV X                                                          (14) 
Under multivariate student-t distribution, the portfolio TCE risk from eq. (5) is  
 1 122 2 2,
2
( )
( ) ' ' .
2 ( )
v v v
vv
TCE X v q v    
       
                                    (15) 
Substituting (4) and (15) into (14), we have 
1, 2,( ) ' ' 'TMV X               ,
where  
1, , 2, , , ,, ( )
t t t
v v ves es q es T           .v
We now construct a portfolio model with respect to tail mean-variance risk, that is 
1, 2,min ' ' '
. 1' 1.s t
        

      
                                                      (16) 
According to theorem 1, we can find the optimal solution of model (16). For this, we first analyze the generalized 
problem of minimization of the goal function 
 ( ) ' ' 'f x x x x x x       ,                                                        (17) 
subject to a linear restriction 
bAx ,                                                                                 (18) 
where , 0   , A  is some real m  matrix, is somen b 1m  vector. It is obvious that the goal function in (17) is a 
convex function. For  the optimization problem of the goal function (17)  with the linear restriction (18), we can 
obtain the theorem in the following. 
Theorem 2. The minimization problem of the goal function in (17)  subject to (18)  exist optimal solution 
*
* 1 1 1 1'( ') ( ' ) 'x A A A b Z Z Z Z
l
        
where ( ')Z A   is the orthogonal complement of 'A , 1' ( ' ) 'l Z Z Z Z  , *   is the unique rational root of the 
quartic equation 
4 3 2 2 2
0 02
1
2 ( ) 2 0,
4
k f k kf k f         0
where 1 1
0 '( ' ) , 2
lf b A A b k 
    .
Proof.  With Y  and Z, we denote  the matrices formed by  the basis for the image space of matrix 'A  and the zero 
space of matrix 'A , respectively. Let the rank of A  be equal to k. Then we have the matrix  and n kY R  ( )n n kZ R  
are orthogonal and  satisfy  and 'A Z  0 'A Y  being non-singular.  Without loss of generality, we choose Y satisfies 
'A Y I .  Let 
ˆ.x Yx Zx                                                                             (19) 
Thus from the restriction condition 'A x  b , we can obtain 
ˆ' ' ,A Yx A Zx b 
from which  x b  follows. Further, the eq. (19) can be rewritten by 
ˆx Yb Zx  .                                                                         (20)  
Consequently, the minimization problem with constraints described above can simplify a minimization problem 
without  constraints, that is, the minimization problem  
ˆ
ˆmin ( )
nx R
g x

, where 
ˆ ˆ ˆ ˆ ˆ ˆ( ) '( ) ( ) ' ( ) ( ) ' ( ).g x Yb Zx Yb Zx Yb Zx Yb Zx Yb Zx           
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Let
0 1 1
'
arg min ' ( ' ) ,
A x b
x x x A A A b  

                                                (21) 
and note that 
0 0
0ˆ ˆ( ) ' ( ) ( ) ' 0Yb Zx Yb Zx x x f       .
In order to find the optimal solution of the problem  ˆmin ( )
nx R
g x

, Let *xˆ  be the unique solution of the equation 
1
2ˆ ˆ ˆ ˆ ˆ ˆ( ) ' [ ' ' ' ' + ' ' ' ' 2 ] ( ' ' ) 0
ˆ
d g x Z b Y Yb b Y Zx x Z Yb x Z Zx Z Zx Z Yb
dx
               ,              (22) 
which can be rewritten by 
1
12ˆ ˆ ˆ( ' ' ) [(( ) ' ( )) 2 ]Z Zx Z Yb Yb Zx Yb Zx           ,                                  (23) 
where 
1 2
1
( , , ) ' .n Z     
* Consider xˆ  in the form * 0 *ˆ ˆx x y  , where .* 1 2( , , , ) 'n ky y y y  
Since 0 0ˆx Yb Z  x
0
 is the optimal solution of (21), similar to the analysis of (22), thus it follows that 
0ˆ' 'Z Zx Z Yb    .
According to the analysis above, we know   now is the unique solution of the following equation *y
1
* 1 * * 2ˆ ˆ[(( ) ' ( )) 2 ]y P Yb Zx Yb Zx      ,                                      (24) 
where 'P Z Z 0.  If   , then  follows obviously. And if * 0y  0  , then  the matrix 1P  is definitive. Let us 
present the  matrix 1P   in the following block decomposition  
1
1 1
1
2
P
P
P



    
,
where 1
1
 1 is the first row of P , and 12P
  consists of the rest 1n k   rows of 1P . Thus we can derive P
* *
1 (1, ') 'y y r  ,                                                                     (25) 
where 1
1r P P
1
2  . Substituting (25) into (24), we obtain 
1
1 *2 2
* 1 * * 1 112
1 1 1 0 1 2 2
1
ˆ ˆ[(( ) ' ( )) 2 ] 1 2
( )
y ly P Yb Zx Yb Zx P f
P
    

 

           
  ,                  (26) 
where the last line is due to (21), (23) and the following equality 
1
1 2
1
1
(1, ') (1, ') ' .
( )
r P r P
P
 


 By letting * *
1 (ly P
1
1 )    , the eq. (26) can be expressed by 
*
**2
0
1
2 , 0,
l
f
 
  

                                                       (27) 
 which is equivalent to the following quartic equation 
4 3 2 2 2
0 02
1
2 ( ) 2 0,
4
k f k kf k f         0
where 1 1
0 '( ' ) , '( ' ) ,f b A A b l Z Z
      ' , 2 .Z k l     In fact, the eq. (27) implies *  is a solution 
of the equation (18) on the interval (0, k). Consequently, it follows from (25)-(27) that 
'1 '* *
* 1 12
1 1
1
( )
1,
Py P P
l P l
  



    
 
*
.                                                (28) 
Thus, we deduce by recalling eq. (20)  
             * * 0 * 0ˆ ˆ( )x Yb Zx Yb Z x y x Zy       ,
which proves the result. 
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4. A Case Study of Chinese Market 
In this section, let us take Chinese Stock Market as a case study. We choose nine stocks from Shenzhen Stock 
Exchange(SZSE) and Shanghai Stock Exchange(SHSE) including China Vank A shares(CVKA), Polaroid Hotel 
special treatment(PLRHST), China baoan group co.,ltd(CBG), SZPRD A shares(SZPRDA),CGS Holding co.,ltd A 
shares(CGSHA), Konka GroupA shares(KONKAA), Shenzhen Victor Onward Textile Industrial co.,ltd A shares 
special treatment(SVOTIAST), Shenzhen kaifa technology co.,ltd(SKF), Shenzhen Chiwan Wharf Holding Limited 
A shares(SCWHLA) et al. The sample data employed was 54 weekly observations of log returns covering the period 
from January 2007  to June 2011. 
We begin the analysis by calculating the mean and variance of sample data with the result in table 1 and table 2. 
Table 1. Estimation of stock week returns 
CVKA PLRHST CBG SZPRDA CGSHA KONKAA SVOTIAST SKF SCWHLA 
0.0044 0.0075 0.0123 0.0067 0.0090 0.0061 0.0048 0.0057 0.0016 
Table 2. Covariance matrix of stock week returns 
CVKA PLRHST CBG SZPRDA CGSHA KONKAA SVOTIAST SKF SCWHLA
CVKA 0.0059
PLRHST 0.0019 0.0046 
CB 0.0031 0.0026 0.0078 
SZPRDA 0.0021 0.0029 0.0025 0.0069 
CGSHA 0.0028 0.0024 0.0029 0.0027 0.0076 
KONKAA 0.0019 0.0024 0.0030 0.0025 0.0032 0.0048
SVOTIAST 0.0016 0.0019 0.0030 0.0017 0.0021 0.0023 0.0053 
SKF 0.0018 0.0022 0.0030 0.0021 0.0031 0.0029 0.0022 0.0047 
SCWHLA 0.0020 0.0018 0.0023 0.0017 0.0028 0.0023 0.0014 0.0021 0.0033 
Denoting 
1, 2, 1,,        
5, 3v
, we can obtain  the optimal solution of portfolio selection model (16) under  
confidence level  0.9 and 0.8, and the calculation results are presented in table 3, where    .
Table 3. Optimal portfolio under different confidence level
CVKA PLRHST CBG SZPRDA CGSHA KONKAA SVOTIAST SKF SCWHLA 
α=0.1 0.1442 0.1398 -0.0814 0.0814 -0.0765 0.0237 0.2130 0.1239 0.4319 
α=0.2 0.1463 0.1360 -0.0890 0.0813 -0.0819 0.0228 0.2156 0.1249 0.4439 
Let us denote 
, ( )x xTCE r    , 2, ( )x xTCV r    . Note that , 1,' 'x x x x        and 2, 2, 'x x x    ,
According Theorem 2, thus we can derive the formulation between TCE risk and TCV risk of the TMV optimal 
portfolio under the student-t distribution by 
1,21
, 0 , 2, ,
2, 2,
x x x
rr a
b

   
 
       
,
where 1
0 0 1' , ' ( ' ) 'r x r b Z Z Z Z .        
In fig.1, we further present the graph of TCE and TCV of the optimal portfolio with the case of 5, 3v   . For 
the limit case of 1  ,  it is easy see that the TMV model will reduce theoretically to the MV model. The result of 
empirical study in fig.1 demonstrates such a fact.  In fig.2. by taking  the risk aversion parameter   with the value 
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0.9
varying  from 3 to 20, we present the graph of  the efficient frontier under TMV portfolio selection model with the 
confidence level 1 0.8,    respectively. 
            Fig.1. TCE and TCV of the optimal portfolio                                               Fig.2. the efficient frontier of  portfolio
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