A Multi-class Probabilistic Neural Network for Pathogen Classification  by Ford, William et al.
 Procedia Computer Science  20 ( 2013 )  348 – 353 
1877-0509 © 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of Missouri University of Science and Technology
doi: 10.1016/j.procs.2013.09.284 
ScienceDirect
Available online at www.sciencedirect.com
Complex Adaptive Systems, Publication 3 
Cihan H. Dagli, Editor in Chief 
Conference Organized by Missouri University of Science and Technology 
2013- Baltimore, MD 
 
A Multi-class Probabilistic Neural Network for Pathogen 
Classification 
 
William Forda, Kun Xiangb, Walker Landa, Robert Congdonb, Yinglei Lia, Omowunmi Sadikb 
aDept. of Bioengineering, Binghamton Univ.,Vestal, NY, 13902, USA 
bDept. of Chemistry, Binghamton Univ.,Vestal, NY, 13902,USA 
Abstract 
 
Recent outbreaks of listeria, salmonella, and other pathogens have reinforced the need for more rigorous testing of food products. 
Millions are spent each year testing food. Certifying the safety of the food is a challenging task using traditional testing methods. 
Current methods require long incubation times before the first results are observed and still only represent a small fraction of the 
food that is sold. Long analysis methods also lead to loss of consumables. 18.9 billion pounds of produce are lost a year to 
spoilage. A fast and effective method is needed to decrease the amount of time necessary to test the safety of food. The goal is to 
provide accurate sample classification as quickly as possible, thus allowing pathogen-free product to be shipped to market with 
the shortest delay possible. An autonomous electrochemical sensor was combined with a powerful multi-class Probabilistic 
Neural Network (PNN) system to classify four species of organisms (E. Coli #25922,  E. Coli # 11775, S. Epidermis #12228, or 
C. Albicans #10231). We used an evolutionary based kernel optimization algorithm to optimize the kernel parameters, and 
trained the system on data sampled from four different organisms. The trained and optimized model was validated on a set 
containing several samples that were not used to train the network. We showed that the network was able to correctly classify 
unknown samples in a shorter period than the industry standard of 24 hours, thus providing a potential benefit to the agriculture 
industry. 
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1. Introduction 
 
According to the Center for Disease Control, millions of people suffer from food-borne pathogens every year 
resulting in approximately 128,000 hospitalizations and 3,000 deaths1,2. Salmonella, Listeria, Staphylococcus 
Epidermis, Norovirus and E. coli are the major food-borne pathogens3,4. Hence rapid and accurate detection of these 
pathogens are important to prevent infection of food and water.  
Although standard microbiological techniques allow the detection of a single bacterium, amplification of the 
signal is required through growth of a single cell into a colony. Microbiological methods5,6 generally have four 
distinct phases: i) pre-enrichment, to allow growth of all organisms; ii) selective enrichment, to allow growth of the 
organism under investigation and to increase bacterial population to a detectable level; iii) isolation, by using 
selective agar plates; and iv) confirmation, serological and biochemical tests to confirm the identification of a 
particular organism. Thus the conventional methods are limited by the multi-step procedures and the time 
consuming process. Completion of all phases typically requires at least 16 hours and can take as long as 48 hours. 
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The detection is usually 105-106 cells/mL without pre-enrichment. Novel pathogenic biosensors are needed to either 
replace the conventional, labor intensive cell culture techniques or the process must be automated. 
We have previously reported the development of electrochemical detection with pattern recognition techniques 
for the detection and classification of bacteria at subspecies and strain levels7,8,9. However, this system requires 
manual data collection, data processing and classification.  
The autonomous electrochemical sensor combined with a powerful multi-class Probabilistic Neural Network 
(PNN) classification system presented herein could eliminate the time-consuming enrichment steps while providing 
comparatively fast data collection, detection, and classification. Conventional designs do not provide continuous 
monitoring for pathogens. We feel the ability to continuously monitor using an autonomous electrochemical sensor 
awaits fundamental advances in the multiplexing, rapid data collection, data processing and database development. 
The current work is dependent on the hypothesis that under identical experimental conditions, various bacteria 
consume oxygen at different rates and species-dependent changes in electrochemical parameters (e.g. shift in Ep, 
change in E0, current-time profile) could provide unique patterns for bacteria identification. Thus the response of the 
individual electrode in the array is indirectly altered by the type and population of bacteria, compared to cells 
growing in a controlled medium. The resulting system was not overly power consumptive because it was operated 
for only a fraction of the time that a continuous monitor would operate. It monitors discretely in time, and for 
pathogen detection and many applications, discrete time monitoring is adequate. The period of sampling can be 
programmed; the period of sampling combined with the number of electrodes determines the functional lifetime of 
the system. We used a Probabilistic Neural Network (PNN) to classify four species of organisms (E. Coli #25922,  
E. Coli # 11775, S. Epidermis #12228, or C. Albicans #10231) to determine if we can distinguish between different 
species of pathogens. A PNN is an implementation of a statistical algorithm called kernel discriminant analysis in 
which the operations are organized into a multi-layered feed-forward neural network. This paper has two objectives. 
First, can a prototype be designed to differentiate between four organisms, and second, can this prototype make 
accurate classifications faster than the industry standard.  
It is important to state that this work is a proof of concept to determine if a prototype could be constructed such 
that a sample contaminated with one of four pathogens could be correctly identified in a significantly shorter time 
than the 16 to 48 hours typically necessary.  
Follow on work consists of but is not limited to: 
1) A confusion matrix analysis using Bayesian confidences will per performed when a much larger 
training/validation set has been collected, 2) We will detect anomalous data such as an uncontaminated sample or a 
sample contaminated with a pathogen that the PNN classifier was not trained to detect, and 3) Other classifiers will 
be evaluated and measured against the PNN performance. 
 
2. Experimental Setup 
 
The experimental setup as described by Congdon, et. al.12 was augmented and automated such that reliable data 
. The electrochemical 
instrumentation used in this work consists of an EG&G PAR potentiostat/galvanostat (Model 263A) equipped with 
EG&G 270 software. The sensor platform was composed of arrays of Reticulated Vitreous Carbon (RVC) as the 
working electrodes as well as the growth platform for the pathogens and the auxiliary electrode (Al foam) with two 
thumb screws on both sides for securing the porous electrodes that were connected to additional screws for electrical 
connection to the PAR potentiostat. All electrochemical measurements were carried out with Ag/AgCl (3M NaCl) as 
the reference electrode.  Automated electrochemical measurement during cell culture was accomplished using a 
Python (programming language) program to control PAR Model 263A Potentiostat as well as a Yocto Maxi-Coupler 
electromechanical relay module that acts as a multiplexor (mux) 
Once the Python program was started, it programs the voltage curve into the potentiostat, sets the mux to the first 
channel and triggers a baseline measurement of the first cell.  The mux is then set to measure the second cell, and a 
second sweep is triggered, and so on.  Once the fourth cell has been measured, the Python program waits until 
exactly one hour has elapsed since the last measurement of the first cell, then the process repeats.  After 24 
measurements (24 hours), the program ceases, the experiment is reset by the experimenter and the program is again 
executed.  This automated process greatly increased the quality and quantity of data collected over the manual 
process.  The figure below shows a diagram of the experiment. 
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Figure 1: Data Collection System are shown here that were not used during this experiment.  Only four were
actually connected.
3. Data Pre-processing
After collecting the raw data, a difference curve was computed by subtracting each pair of measurements. Due to 
a system stabilization phenomenon, high current is typically found in the first few samples, therefore, the first 10
samples were discarded. After inspecting several of these curves, it became apparent that some of the data appeared 
to consist of mostly noise.  Since less than 5% of the data appear to be corrupt, these were simply removed before
proceeding with further processing.  The source of the noise has not been identified, but we speculate it may be due 
to human error - short circuiting the probe leads into the conductive liquid.  We also discovered that due to a
procedural error, a key reagent, potassium ferricyanide, was not included in the mixture containing C. Albicans.  We
decided to include the data from C. Albicans in the analysis to determine if there was any information present
without the inclusion of potassium ferricyanide.  Such a finding may further reduce the cost and complexity of a
production pathogen sensor system.
Each curve consists of nearly 1000 data points, with a large amount of redundant information.  High
dimensional data is often a problem, causing considerable computational resources (i.e. microprocessor 
time/memory)
the highest information content. Taking a cue from prior studies by Sadik et. al.5-7 who found that the shape of the
difference curve could be used to identify the species, we decided to compute a polynomial fit to each difference
curve and use the coefficients as features, effectively reducing the number of dimensions from about 1000 to six or 
less.  The figure below shows a typical difference curve and a sixth degree polynomial fit. The coefficients shown
at the top of the chart would be the feature vector used to classify the sample into one of the four classes.
Figure 2:  Difference curve with sixth degree polynomial fit.  Note that the polynomial coefficients will be used as features (inputs) to the PNN.
Since we know from previous work that the difference curves will change over time do to biological respiration,
time data was also included time as a feature explicitly.  This information was included as the time since inoculation
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in hours (0, 1, 2, ...).  Once the feature extraction was complete, we began training the PNN, and optimizing the
kernel parameter (sigma).
Once samples from unknown species with any 
accuracy.  Upon inspecting plots of the coefficients by producing scatter plots of pairs of coefficients, we found that
there was little or no structure to the data.  Most cases were grouped by themselves with a large distance between 
individual cases in the same class.  Inspecting the difference curves from two different cases in the same class (same
organism) showed a large difference in amplitude, and hence coefficients. By normalizing all difference curves 
between 0.0 and 1.0, we discovered that the curves from identical organisms were nearly identical, with coefficients
that were quite close.  The figure below shows two cases from S. Epidermis on the right. The right top plot shows 
the difference curves from both samples, with a polynomial fit to each curve. The right bottom figure shows the 
normalized curves. The left figure shows a scatter plot of two of the polynomial coefficients for all training data. 
Note that the data now has structure, with data from similar classes forming clusters. Although the data is still non-
linear and non-separable, there is structure present, allowing the PNN to learn the information content present in the
data.
Figure 3 - Scatter plot of first two coefficients of polynomial fit to difference curves (Left). Un-normalized difference curves (Right Top). 
Normalized difference curves for two measurements of S. Epidermis (Right Bottom).
4. Classification and Optimization Methods
To perform classification into one of the four classes of organisms, we chose to use a multiclass PNN.  The PNN
is known to be a Bayes optimal classifier, meaning that as the number of samples used to train the network 
approaches infinity, the probability density function estimated by the model approaches the true probability density
function. The original PNN as described by Specht8 is fundamentally a two class classifier.  It is extended by
including a class probability vector in the pattern units in the form of a Dirac delta vector, where each element of the
vector is the probability that the sample belongs in the given class.  The first element of the vector is the probability 
of membership in class 1, the second element the probability of membership in class 2 and so on. Each training
sample has been tagged with the probability of it belonging to one of the four classes of pathogens.  Since class
membership of each training samples is known a priori, each membership vector has exactly one element with a 
e belonging
to class 2 is tagged with the Dirac delta vector [0.0, 1.0, 0.0, 0.0]. 
During classification, a nonlinear distance metric is computed between the unknown sample being classified, and
all samples used to train the PNN.  Each distance is used to weight the Dirac delta vector for each training sample.  
The weighted Dirac delta vectors are summed and normalized by dividing the sum of the distances, thus normalizing
the final output to a vector of class membership probabilities. Note that since the output is a vector of probabilities
of class membership, and we assume that every sample must belong to one of the four classes, the elements of the
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probability vector must sum to unity.  During classification, the output vector element with the highest probability is
used to determine predicted class membership. The equations below define the PNN:
Equation 1
Where:
Equation 2 
Is the Gaussian kernel function used for the nonlinear distance metric, is the predicted probability of class
membership, are the training samples, is the unknown sample to be classified, and are the tuneable kernel
Although the PNN is technically trained in one pass by setting the pattern units equal to the training vectors, the
shape of the kernel functions must still be tuned to achieve optimal results.  This is done by adjusting each of the
sigma parameters in equation 2.  To achieve this, we used a powerful evolutionary optimization method called
Differential Evolution (DE).  This method has the benefit of automatically adjusting its search parameters to the
scale of the data in each dimension, eliminating the need to normalize the data.  The reader is encouraged to review
the DE literature, specifically the original formulation of Storn and Price11, as a comprehensive explanation will not 
be provided here due to paper size restrictions. Figure 4 shows the PNN, the DE optimizer used to optimize the
sigma values, and the PNN output, which are predicted class membership probabilities, as well as Bayesian
confidences (since there are no assumed prior probabilities, or penalties).
Multiclass PNN
(P1,P2,P3,P4) = F(Xtrain, )
Differential
Evolution
+
-
Training Data
Xtrain
Error
P1 P1 P1 P1
Figure 4 - Multiclass PNN Classifier System.
To train the PNN, the mean squared error was used as a measure of solution fitness.  The mean squared error is
computed by subtracting the predicted probability of the PNN from the actual known class membership vector 
(Dirac delta vector). The differences are summed and divided by the number of classes.  This error is used to drive
the DE process such that near optimal sigma values are found. 
5. Results
Four PNN classifiers were created to classify data using from 3 to 6 coefficients derived from the polynomial fits
to the difference curves. Approximately 75% of the data was used to train the PNN, with the remaining 25%
withheld to validate performance. Although the PNN classifiers were trained on data containing all 24 samples, to
determine if the time to classification can be shortened, only the first 8 samples of each validation case were used,
representing a detection time of only 8 hours a significant improvement over the industry standard of 16 to 48
hours. The DE process described in the previous section was used to optimize the sigma values. Using the optimal
sigma values, the multi-class PNN was used to identify the samples that were withheld from the data set for 
validation. All 4 models had and identical number of correct predictions (13 of 15 cases correctly classified).  In the
stacked column plots that follow, each bar is grayscale shaded proportional to the Bayesian confidence of 
membership in that class.  The classes are labelled by their abbreviation and ACCT#.
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Figure 5 - Bayesian confidence of class membership for each of the 4 PNN models.
6. Conclusions
The objective of this paper was to demonstrate a classification system capable of accurately classifying data as 
belonging to one of four species of pathogens based on features learned from known samples.  We have
demonstrated the capability of correctly classifying 13 of 15 samples.  We have also shown that three of the four 
species were correctly classified with greater that 95% confidence, using a six coefficient polynomial fit to the
difference curve. Using the 16 to 48 hour timeframe bounds as a reference, this polynomial fit feature extraction
method/multiclass PNN classifier, we have reduced the time necessary for classifying unknown samples from 100%
and 500% respectively, with an average validation accuracy of 87%.
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