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Розглядається задача 
 nx min, x , (1) 
де 1nx :  є неперервно диференційовною функцією. 
Для її розв’язання пропонується трикроковий ітераційний 
метод 
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де 0x  – задана початкова точка, 1 kx , ,x ,  – послідовні 
наближення, 0 ks , ,s ,  – напрямки спуску, k  – крок вздовж 
напрямку спуску, 1k , 2k  – числові параметри. 
Крок вздовж напрямку спуску визначаємо з умови 
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Параметри 1k  та 2k  обчислюємо за формулами 
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Теорема. Для квадратичної функції x  напрямки спуску 
0s , 1s , …, 1ns , розраховані за схемою (3), взаємно спряжені, а 
градієнти 0x , 1x , …, 1nx  взаємно ортогональні. 
Отже, метод (2)–(6) належить до методів спряжених 
напрямків. 
Результати чисельних експериментів на тестових функціях, 
переважно при невеликій кількості змінних ( 2 20n ), 
вказують на переваги методу (2)–(6) над класичним методом 
спряжених градієнтів Полака – Ріб’єра – Поляка. Порівняння 
проводилося за такими критеріями, як відхилення кінцевого 
значення функції від оптимального та кількість зроблених 
ітерацій. Під однією ітерацією розуміємо обчислення нового 
наближення 1kx , виходячи з kx . Зауважимо, що кількості 
обчислень значень цільової функції та її градієнту для обох 
алгоритмів співпадають. 
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