Projective planes I  by Singhi, Navin
European Journal of Combinatorics 31 (2010) 622–643
Contents lists available at ScienceDirect




Tata Institute of Fundamental Research, Colaba, Mumbai, 400 005, India
a r t i c l e i n f o
Article history:
Available online 26 April 2009
Dedicated to Professor Michel Deza
a b s t r a c t
Semiadditive rings are defined and their relationship with the
projective planes is studied. Free semiadditive rings provide an
analogue of the ring of integers and polynomials for the ternary
rings. A structure theory for free semiadditive rings is developed.
It is shown that each element of a large class of semiadditive rings
is obtained from a quotient of a polynomial ring over integers by
an additive subgroup, by twisting addition andmultiplication. This
class includes all planar ternary rings. These methods are being
developed to study the well known conjectures that every finite
projective plane with no proper subplane is isomorphic to a prime
field plane and that the order of a finite projective plane is a
power of a prime number. Applications to these problems will be
discussed in part II.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
A linear space is a pair S = (X, L), where X is a nonempty set and L is a set of subsets of X such that
every pair of elements of X is contained in exactly one element of L. Elements of X are called points
while those of L are called lines. A projective space is a linear space containing four points, no three
of which are collinear and which satisfies Pasch’s axiom. The Pasch’s axiom essentially states that any
pair of lines transversal to a pair of intersecting lines is itself intersecting in a point. Each projective
space has a unique dimension (see for more details [7] or [10]). A classical theorem of projective
geometry states that every projective space of dimension 3 or more is essentially coordinatized by a
skew field. The result is not true for aprojective plane, i.e., a projective space of dimension 2. Formany
years, people have believed that a finite projective plane with no proper subplane is coordinatized by
a prime field and that the order of a finite projective plane is a power of a prime number. Axiomatizing
and classifying projective spaces and related structures has been a very active field. Included among a
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large number ofmathematicians who havemade significant contributions are Pasch, Hilbert, Dickson,
Albert and Hall. Some good sources for the results and theory are [1,5,7,10].
In this paper (part I), we develop a new method for studying the above mentioned problems. Part
II [9], in preparation, will develop these methods further and include a discussion on application of
the methods and the language developed here to these problems.
The method used is quite similar to the one used for constructing and classifying fields. We study
the planar ternary rings (PTR), coordinatizing the projective planes. PTR’s were first defined by
Hall [5] (see Section 2 for more exact definitions). The method consists of developing an analogue of
the rings of integers Z and polynomials K [X], over a field K , corresponding to the ternary rings, as free
objects. These objects, which we call free semiadditive rings, are defined and studied in Sections 2–4.
An infinite chain of natural subrings Fj(S) of F(S), obtained as kernels of homomorphisms into
polynomial rings over Z, is created. Thus, the generators for the subrings Fj(S), j ≥ 1, correspond to
the usual associative, commutative, distributive and linearity laws. It is shown that the intersection
of Fj(S), j ≥ 1, is (0). A Higman type ‘‘structure’’ corresponding to an ideal I in a free semiadditive
ring F is developed in Section 5. This structure can be viewed as an analogue for the semiadditive
rings of a similar object created by Higman [6] for studying the lower central series of a free loop.
While Higman’s loop is defined on the product set of the quotient loop with an abelian group, the
structure corresponding to the ideal in a semiadditive ring is defined on the product set of the quotient
semiadditive ring with a polynomial ring over Z. A factorization theorem for the semiadditive ring
(Theorem 5.26) is proved. This result is similar to the result proved by Higman for the case of loops.
In order to study nonassociative division rings, Albert defined twisted fields. A well known
conjecture of Albert states that every such finite division ring is isomorphic to a generalized twisted
field; Albert’s genralized twisted fields (see Example 5.2) are obtained by twisting the multiplication
in a field using an automorphism. The methods developed here suggest that this may be true more
generally, though such twisting operations may come from more general mappings, not necessarily
related to automorphisms. There are several examples of planes of orders pn, p an odd prime,
containing a subplane of order 2 or 3 (see for example [8]). Still, for any projective plane, one should
be able to find a bijection with a vector space constructed over a proper prime field, with operations
obtained from such a twisting. The methods developed in this paper should help in creating such a
twisting. Such applications to PTR will be discussed in part II [9]. In this paper we prove a general
theorem for a semiadditive ring in this direction. In Section 5 (see Remark 5.37), it is shown that each
element of a large class of semiadditive rings, which includes all PTR’s, has a twisted representation
(see Section 5 for definitions and other details).
Even though our focus in this paper has been on finite PTR’s, it can be easily seen that most of the
structural decomposition of the type described above works for the infinite case also. Apart from the
field of rationals Q, the free PTR, FQ, generated by the set {1} is also a prime PTR. A free PTR may be
thought of as one obtained by creating rational points for the free semiadditive rings F(S), used in
this paper for studying the finite PTR. The construction is somewhat similar to the way we create the
rational numbers from the integers. In fact elements of F({1}) can really be thought of as generalized
integers for this general set-up of semiadditive rings.
Some significant efforts have been made by researchers to study homomorphisms of PTR’s (see
pages 155–156 [7]). Each such homomorphism gives rise to two sets: the kernel, which is the set
of elements which go to 0, and the ‘‘kernel-inverse’’, namely the set of poles, the set of elements
which go to ‘‘infinity’’. The kernel is a semiadditive ring, which is free if the starting PTR is free. The
‘‘homomorphisms’’ from these PTR’s to the field of rational functions over the field Q seem to be the
right set-up for creating a similar infinite chain of ideals and ideal-inverse and a free structure similar
to (R, A). These structures will have a set-up similar to the one that we have used. Thus it is hoped
that using the methods developed here one should be able to study a PTR coordinatizing an infinite
projective plane with no proper subplanes and relate them to the field Q or the free PTR FQ. Another
way in which such a study of infinite PTR’s perhaps can also be done is using directly the approach of
this paper without going to free PTR’s.
With this new algebraic approach developed here, it should be possible to develop interesting
codes (for example cryptographic codes) and other combinatorial objects using PTR’s and other classes
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of semiadditive rings. It should be interesting to develop further the concept of a vector space type
structure or generalized polynomials over a PTR, like one does over a field.
Finally some comments about algebraic consequences. The focus currently in algebra is on studying
commutative objects satisfying many other regularity conditions. The methods developed here show
that even objects with practically no associative, commutative or distributive laws can also be studied
by these techniques developed by algebraists. In fact results of Section 5 indicate that PTR and
other such rings can also be described via zeros of certain polynomials, or as binary rings with
‘‘twisted’’ addition, multiplication, yet they may defy all such usual algebraic laws. Several other
objects occurring in discrete mathematics or computer science can perhaps be studied using these
algebraic tools in a similarway. It should also beworthwhile to look at the somewhat algebraic variety
type of structure associated with a finite PTR. It seems that such not so regular structures are still
determined by ideals or additive subgroups in a polynomial ring over a field or Z. It is shown in this
paper that each element of a large class of semiadditive rings which includes PTR’s has this property,
though it appears that in the case of a PTR, the relationship may be closer to the way fields are built
using Galois theory and Albert’s approach of twisting operations in a field or what we call a complete
twisted representation (see Section 5). These two approaches may be quite related to each other
also.
2. Semiadditive rings
A quasigroup is an ordered pair (X, ·), where X is a nonempty set and · : X × X → X is a binary
operation satisfying the following conditions. For all x, y ∈ X , there exists a unique z ∈ X such that
x · z = y and a unique w ∈ X such that w · x = y. When there is no ambiguity about the operation ·,
we will say that X is a quasigroup.
If in the above definition ‘‘unique’’ is replaced by ‘‘at most one’’ then we call X a half-quasigroup.
An element e ∈ X is said to be identity for an operation ·, if e · x = x · e = x for all x ∈ X .
A loop is a quasigroupwith an identity. Ahalf-loop is similarly defined. A group is a loop satisfying
the usual associative law. An abelian group is a group satisfying the usual commutative law. Let
(I,+) be an abelian group. Let h1 ∈ I, n ∈ N. We define nh1 = h1+ h1+ · · · + h1 (h1 taken n times in
the sum). In particular, 0h1 = 0, the identity element of I . Similarly, we also define for n ∈ Z, n < 0,
nh1 = −((−n)h1).
For more details on quasigroups and other related objects, like groupoids, ternary rings, loops etc.,
see [3,7]. In fact most of the basic concepts and definitions used in this paper related to PTR’s are given
in [7].
A ternary ring is an ordered pair (X, T )where X is a nonempty set and T is a ternary operation on
X , i.e., T : X ×X ×X → X . As before, when there is no ambiguity about the ternary operation, we will
say that X itself is a ternary ring.
A semiadditive ring is an ordered triple (X,+, T ) such that:
(2.1) (X,+) is a loop with 0 as identity,
(2.2) (X, T ) is a ternary ring satisfying, T (x, 0, b) = T (0, x, b) = b for all x, b ∈ X .
A semiadditive ring is said to satisfy the linearity rule if T (x, y, z) = x · y + z for all x, y, z ∈ X .
Such a semiadditive ring is said to be linear. The usual binary rings (R,+, ·) are semiadditive rings
with the ternary operation defined by the equation T (x, y, z) = x · y + z, for all x, y, z ∈ R. We will
consider them as linear semiadditive rings in this manner and call them linear binary rings. We will
also consider modules and algebras over commutative linear binary rings. For the basic definitions
and results on commutative linear binary rings and modules see [2].
A semiadditive ring is said to have a (multiplicative) identity if there exists an element 1 ∈ X such
that for all a, b ∈ X:
(2.3) (a) T (1, a, 0) = T (a, 1, 0) = a,
(2.3) (b) T (1, a, b) = a+ b.
An integral semiadditive ring is a semiadditive ring satisfying the following conditions:
(2.4) (a) For all x, y, w ∈ X , there exists at most one z ∈ X such that T (x, y, z) = w.
(2.4) (b) Given a, b, c, d ∈ X with a 6= c , there exists at most one x ∈ X such that T (x, a, b) =
T (x, c, d).
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(2.4) (c) Given x, y, u, v ∈ X with x 6= u, there exists at most one ordered pair (a, b) with a, b ∈ X
such that T (x, a, b) = y and T (u, a, b) = v.
Let us denote by (2.4)′(a), (b), (c) the conditions obtained from (2.4)(a), (b), (c) respectively by
replacing thewords ‘‘atmost one’’ by ‘‘unique’’. Aplanar ternary ring (PTR) is an integral semiadditive
ring with a multiplicative identity, satisfying (2.4)′ (a), (b), (c). The axioms that we have described for
PTR are essentially the same as those given in [7] (see [7, chapter V, page 118]). We have included
the axiom of the additive loop in the definition of PTR itself, while in [7] that is derived from other
axioms. It can be easily seen that axioms given here and those in [7] are equivalent. As remarked
earlier, a planar ternary ring coordinatizes a projective plane and conversely. The PTR’s have been
extensively studied. For more details and many interesting results see [7].
Let X be an integral semiadditive ring. For x, y ∈ X , let us define x · y = T (x, y, 0). Denote by
X∗ the set X \ {0}. Note that for x, y ∈ X∗, if x · y = 0 then the equation T (a, y, 0) = T (a, 0, 0)
has two distinct solutions a = x and a = 0 contradicting (2.4)(b). Thus · is an operation on X∗.
Also for x, y, z ∈ X∗, x · y = x · z implies that a = x or a = 0 are the solutions to the equation
T (a, y, 0) = T (a, z, 0). Hence again using (2.4)(b), we will get y = z. Similarly, if z · x = y · x, the
equation T (z, a, b) = T (y, a, b) has two solutions (a, b) = (x, 0) and (a, b) = (0, 0). Hence using
(2.4)(c) again we have y = z. Thus (X∗, ·) is a half-quasigroup.
For a loop (X,+) with x, y ∈ X , let us define −x + y to be the unique element z ∈ X satisfying
x+ z = y. Similarly x− y is the unique element z ′ satisfying z ′ + y = x.
A ternary subring of the ternary ring (R, T ) is a subset A ⊆ R such that (A, T ) is a ternary ring.
A ternary subring (A, T ) of a semiadditive ring (R,+, T ) is said to be a semiadditive subring of R if
(A,+, T ) is also a semiadditive ring. A semiadditive subring of a PTR Rwhich is also a PTR is said to be
sub-PTR of R. Detailed proof of the lemma below can be seen on pages 118–120 in [7].
Lemma 2.5. Let R be a PTR and R1 be a finite nonempty ternary subring of R with R1 6= {0}. Then R1 is a
PTR.
3. Ideals and homomorphisms
For a subset H of a loop (X,+) and x ∈ X , let us denote by H + x the subset {h + x | h ∈ H} of X .
Define x+ H similarly. The sets H + x and x+ H are called the right coset and the left coset of H in
X , with respect to x.
A subset I of R is said to be an ideal of R if it satisfies the following conditions for all x, y, z ∈ R and
a, b, c ∈ I .
(3.1)(a) (I,+) is a normal subloop of the loop (R,+), i.e.,
(i) a+ b, a− b and−a+ b ∈ I ,
(ii) x+ I = I + x, (I + x)+ y = I + (x+ y), y+ (x+ I) = (y+ x)+ I .
(3.1)(b) For any x′ ∈ x+ I, y′ ∈ y+ I, z ′ ∈ z + I , we have T (x′, y′, z ′) ∈ T (x, y, z)+ I .
For a loop (R,+) and a normal subloop (I,+), let us denote by R/I the set of all cosets of I in R. It
is well known that R/I is a loop under the addition defined by (x + I) + (y + I) = (x + y) + I (for
details see for example [3] or [7]).
Using the above definition, one can easily see that if R is a semiadditive ring and I is an ideal of
R, then the ternary operation defined by T (x + I, y + I, z + I) = T (x, y, z) + I is well defined and
(R/I,+, T ) is a semiadditive ring. The semiadditive ring R/I is called the quotient of the semiadditive
ring R by the ideal I . We also note here that if I is an ideal of a semiadditive ring R then I is also a
semiadditive subring of R.
Now let X, Y be two semiadditive rings. When there is no confusion, we will generally denote
the ternary operations in X and Y by the same letter T . A homomorphism from X to Y is a function
f : X → Y satisfying the following:
(3.2)(a) f is a homomorphism of loops, i.e., f (x+ y) = f (x)+ f (y), for all x, y ∈ X .
(3.2)(b) f is a homomorphism of ternary rings, i.e. f (T (x, y, z)) = T (f (x), f (y), f (z)), for all x, y, z ∈ X .
The set ker(f ) = {x | x ∈ X, f (x) = 0} is called the kernel of the homomorphism f .
The following lemma follows easily from standard results about loops and definitions etc. (see for
example [3] for some basic details).
626 N. Singhi / European Journal of Combinatorics 31 (2010) 622–643
Lemma 3.3. Let f : X → Y be an onto homomorphism of semiadditive rings and let I = ker(f ). Then for
x, y ∈ X,
(a) f (x) = f (y) if and only if y ∈ x+ I .
(b) ker(f ) is an ideal of X.
(c) The function f : X/ker(f ) → Y defined by f (x + I) = f (x) is a well defined isomorphism of
semiadditive rings.
4. Free semiadditive rings
Let S be any set. Let 1 ∈ S. A semiadditive ring F(S)with identity is said to be free on S if S ⊆ F(S),
1 is the identity of F(S) and F(S) satisfies the following universal property. Given any semiadditive
ring R with identity and a function f : S → R, with f (1) = 1, there exists a unique homomorphism
fF : F(S)→ R such that (fF ) |S = f . When there is no ambiguity, we will denote fF by f itself.
A free semiadditive ring F(S) is clearly unique up to isomorphism. A free semiadditive ring can be
easily constructed by generating freely the words in symbols from S and 0, T etc. subject to relations
in the semiadditive ring. We briefly describe below one such construction.
By awordw = w1w2 . . . wl in a given set of symbols, we mean a sequencew1, w2, . . . , wl, where
each wi is one of the given symbols, 1 ≤ i ≤ l. The number l is called the length of the word w. The
set of symbols from which we form words is called the alphabet. We also consider 0 to be the empty
word with length 0. Now, let S be a set with 1 ∈ S. Let 0, T ,+ or− be symbols not in S. Elements of
F(S), will correspond to the equivalence classes ofwords in symbols from S, or 0, T ,+,−, parentheses
(), and comma etc. under a suitably defined equivalence relation, described below. We note here that
our construction is a quite standard construction of free objects; see [3,7] for similar examples.
We first define a set Fi(S), where i ∈ N, the set of all integers≥0. Define F0(S) = S∪{0}. Supposewe
have defined Fj(S) for all 1 ≤ j ≤ i, i, j ∈ N. Thenwedefine Fi+1(S) to be the set containing all elements
of Fi(S) and all words of the form T (x, y, z), x+ y,−x+ y or x− ywhere x, y, z ∈ Fi(S). We note here
that−x+y, x−y correspond to the solutions to the loop equations, i.e., ‘‘left inverse’’ or ‘‘right inverse’’
for the addition+. Let F ′(S) be the union of Fi(S), i ∈ N. We now define an equivalence relation∼ on
F ′(S) in stages. We first define a relation on F ′(S) as follows. For all a, b ∈ F ′(S), a ∼ b if a, b satisfy
any one of the following relations which have been obtained from the definition of a semiadditive
ring. The equations (a)–(h) below correspond to the uniqueness of inverse in an additive loop and 0
being the additive identity (some of these relations are redundant; see [6]), (i) and (j) correspond to 1
being the multiplicative identity, while the last three equations correspond to transitivity, symmetry
and reflexivity of the relation∼.
(4.1)(a) a = x+ (−x+ y) or−x+ (x+ y), b = y.
(b) a = (x− y)+ y or (x+ y)− y, b = x.
(c) a = y− (−x+ y) or−(y− x)+ y, b = x.
(d) a = x+ 0 or 0+ x, b = x.
(e) a = x− 0 or−0+ x, b = x.
(f) a = x− x or−x+ x, b = 0.
(g) a = T (x, 0, y), b = y.
(h) a = T (0, x, y), b = y.
(i) a = T (x, 1, 0), b = x.
(j) a = T (1, x, y), b = x+ y.
(k) x ∼ x′, y ∼ y′, z ∼ z ′ and a = T (x, y, z), x+y,−x+y or x−y and b = T (x′, y′, z ′), x′+y′,−x′+y′
or x′ − y′ respectively.
(l) b ∼ a.
(m) a = b.
We also note that (4.1) implies that∼ is reflexive and symmetric. Let∼ be the smallest equivalence
relation which satisfies the above conditions (4.1). We note here that ∼ is the ‘‘transitive closure’’
under the above relations. It can be easily seen that such a transitive closure can be constructed in
a similar manner to how we have constructed F ′(S), by creating a chain of sets of relations on F ′(S)
obtained by taking alternatively relations given by the equations of (4.1), then taking the transitive
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closure of this set, i.e., relations generated by transitivity, then again taking relations on this set given
by (4.1) and so on. The union of all these sets of relationswill give the required equivalence relation∼.
Now define F(S) to be the set of equivalence classes of F ′(S) under∼. For each a ∈ F ′(S), we will
denote the class of a either by a or when there is no confusion by a itself. Thus if a ∈ F(S), then
a ∈ S∪{0}, a = T (x, y, z), x+y, −x+y, or x−y, where x, y, z ∈ F(S). For eachwordw ∈ a, we will
say that a corresponds to the word w or w corresponds to a. Now let a, b, c ∈ F(S) be equivalence
classes corresponding to words a, b, c in F ′(S) respectively. Then, we define T (a, b, c) to be the class
corresponding to the word T (a, b, c). Using (4.1)(k) it can be easily checked that T is a well defined
operation on F . Similarly, we can define operation + on F . Note that for a = 1, words T (1, b, c) and
b+c are always in the same class because of (4.1)(j). Thus T (1, b, c) = b+c in F(S). Also for a, b ∈ F(S)
define c ∈ F(S) to be the class containing the word−a + b. Now it can be easily checked that x = c
is the unique solution in F(S) to the equation a + x = b. Similarly, we can define right inverse for
addition using a − b. Using these statements and similar arguments one can easily see that F(S) is a
semiadditive ring with 1 as multiplicative identity. Now given any semiadditive ring R with identity
and a function f : S → Rwith f (1) = 1, it can be easily seen that one can uniquely extend the map f
to a map f : F(S)→ R, via the following rule. Define f (0) = 0. If f (a), f (b), f (c) are already defined
for a, b, c ∈ F(S) then define f (T (a, b, c)) = T (f (a), f (b), f (c)), f (−a + b) = −f (a) + f (b) and
f (a− b) = f (a)− f (b).
It is clear that f is a homomorphism of semiadditive rings. This is called extending freely a map f
on S to a homomorphism of F(S). It can also be easily checked, using the above construction, that this
extension of f to a homomorphism from F to R is unique. Thus F(S) is a free semiadditive ring on S.
Now, if for any two words a, b ∈ F ′(S), a ∼ b, under the conditions of (4.1)(a)–(i) then one can
easily see that if b 6= 0, it is obtained by removing some symbols from the word a. From this one can
easily see that if two distinct words a, b are related under some condition of (4.1), then one of them
has length less than that of the other or there is a word related to both a, b whose length is less than
that of a or b. This is called reducing the word under the relation or we say that the word with bigger
length is reducible. Wewill study the reducibility in more detail later. Using the reducibility of words
under (4.1) one can easily see that for each a ∈ F(S), there is a unique word a′ ∈ F ′(S) in the class
of a such that a′ is the word of the smallest length satisfying this condition (see Remark 4.6 below).
Define lh(a) to be the length of the word a′. In particular, since we consider 0 to be the empty word,
lh(0) = 0. We will also denote sometimes the length of a with respect to F by lh(x, F). We will call
the word a′ the reduced form for a. For any word w in the class a, we will also call the word a′ the
reduced form ofw. We will denote the reduced form of x by rd(x) or when we want to specify F , we
may denote it by rd(x, F). The following facts can be verified easily.
Remark 4.2. Let us denote by S∗ the set S \ {1}. Let Z[S∗] be the polynomial ring in variables from S∗
over the ring of integers Z. Suppose we want to create a free semiadditive ring with extra conditions,
namely associativity and commutativity for addition and multiplication, distributivity and linearity.
We can construct a free semiadditive ring with these conditions in a similar manner to above. Each
of these conditions will require extra equations in (4.1). It can be easily checked that the ring that we
will get is precisely the polynomial ring Z[S∗]. In this sense F(S) can be thought of as an analogue
of Z [S∗] for the general semiadditive rings (i.e., when no such conditions are satisfied). In particular
F({1}) is an analogue of Z, for the semiadditive rings.
Remark 4.3. (i) Suppose S is a set and 1 6∈ S.
(a) We can define and construct like we did above a free semiadditive ring on S without any
multiplicative identity. Now relations will not involve those corresponding to 1, i.e., (4.1)(i) and (j).
All other relations in (4.1) remain the same and such a ring can be constructed in exactly the same
manner as above. We will denote such a free semiadditive ring also by F(S). We note that this ring
will not contain multiplicative identity 1. When S = ∅, the free semiadditive ring F(∅) is defined to
be the trivial semiadditive ring consisting of just 0 and is denoted by (0). Thus F(∅) = (0).
(b) Now consider the set S∪{1}. We have two free semiadditive rings defined on S: a free semiadditive
ring with 1 as identity and a free semiadditive ring without any multiplicative identity as constructed
in (a) above with S replaced by S∪{1}. Lemma 4.8 below shows that the free semiadditive ring with 1
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as identity is a quotient of the free semiadditive ring without identity. We also note that our notation
F(S∪{1}) is the same for both of these semiadditive rings. However this will not cause any confusion,
as from the context it will be clear which one of these free semiadditive ringswe are considering. Also,
on S ∪ {1}we will only consider the free semiadditive ring with identity. Thus, F(S ∪ {1})will denote
only the free semiadditive ring with 1 as identity.
(ii) Using the uniqueness of the free semiadditive rings, it follows that for each nonnegative integer
n, there is a unique free semiadditive ring without identity, generated by a set of n elements. Also, if
n ≥ 1, there is a unique free semiadditive ring with identity generated by a set of n elements.
(iii) The set S for a free semiadditive ring generally is not unique. For example, suppose a, b ∈ S, a 6= b.
Let T be a subset of F(S), obtained from S by replacing b by a+b. It can be easily seen that F(S) ' F(T ).
We also note here that our definitions of reduced forms rd(x, F) and lh(x, F) depend on the choice of
the set S. Strictly speaking we should have used S in this notation in place of F . Since we are going to
use only one such free generating set S, this will not cause any ambiguity.
We will now assume throughout this paper that S is a given set and F is the free semiadditive
ring F(S). Let us define S∗ by S∗ = S \ {1} if 1 ∈ S and S∗ = S otherwise. We note that F({1}) is a
semiadditive subring of F = F(S)when 1 ∈ S. We will assume that 1 ∈ S , unless we state otherwise.
Remark 4.4. For an element x ∈ F , each word in the class xmay be considered as a valid expression
for x. We also note that the two words in F ′(S), T (1, a, b) and a + b, a, b ∈ F(S), correspond to
the same class, i.e. the same element of F(S). For an expression for such an element of F(S), we will
generally use a+b, rather than T (1, a, b). For example,wewill express an element as T (1+1, 1, 1)+1
rather than T (1, T (T (1, 1, 1), 1, 1), 1).
Let F(S) be a free semiadditive ring on S, where S does not necessarily contain 1. Let x ∈ F ′(S). We
can also think of x as a valid expression for an element of F . We define a component of x as follows.
Let y ∈ F ′(S). If x ∈ S ∪ {0}, we say that y is a component of x if y = x or y = 0. If x 6∈ S ∪ {0}, we
can find words a1, a2, a3 ∈ F ′(S) such that x = T (a1, a2, a3), a1 − a2, − a1 + a2 or a1 + a2 and
lh(ai) < lh(x), i = 1, 2, 3. Now suppose we have already defined components of x′ for all x′ ∈ F ′(S),
with lh(x′) < lh(x). Then we define inductively y ∈ F ′(S) to be a component of x if y = x, y = ai or y
is a component of ai, 1 ≤ i ≤ 3. This defines components of x for all x ∈ F ′(S). A component y of x is
said to be proper if y 6= x.
Lemma 4.5. Let F = F(S) be a free semiadditive ring on S and let x ∈ F . Then:
(i) There is a unique word x′ in the class of x of smallest length. Thus lh(x) = lh(x, F) and rd(x) = rd(x, F)
are well defined terms.
(ii) If x 6∈ S ∪ {0} there exist a1, a2, a3 ∈ F such that lh(ai) < lh(x), i = 1, 2, 3, and rd(x) =
T (rd(a1), rd(a2), rd(a3)), rd(a1)− rd(a2), − rd(a1)+ rd(a2) or rd(a1)+ rd(a2).
(iii) The expression for rd(x) in (ii) is unique, i.e., it satisfies the following. Suppose w =
T (rd(b1), rd(b2), rd(b3)), rd(b1) − rd(b2), − rd(b1) + rd(b2) or rd(b1) + rd(b2), b1, b2, b3 ∈ F ,
with lh(bi) < lh(x), i = 1, 2, 3, is a word in the class of x. Then, ai = bi, i = 1, 2, 3, and rd(x) = w.
Further, the two expressions for rd(x) in ai’s and bi’s are identical.
Proof. Suppose x ∈ S. It can be easily checked that length of x for X , as a word in F ′(S), is 1 and x is the
onlyword in the class of xwith length 1. Also 0 is the onlyword of length 0.Wenowassume x 6∈ S∪{0}.
Let x′ be a word in the class of x of smallest length. Now, using the previous observations concerning
elements of S, it can be easily checked that we can assume x′ 6∈ S ∪ {0}. Hence we can find ai ∈ F and
a′i ∈ F ′(S) such that a′i ∈ ai, x′ = T (a′1, a′2, a′3), −a′1+a′2, a′1−a′2 or a′1+a′2 and length of a′i < length of
x′ aswords, i = 1, 2, 3.We can assume that the lemma is true for all elements of F(S) containingwords
of length less than length of x′. Hencewe can assume that there is a uniqueword in the class of a′i, i.e. in
ai, of smallest length, i = 1, 2 or 3. Now if a′i is not such a word of smallest length in ai thenwe replace
a′i with a word of smallest length in the above expression for x′. Thus, we get a word in the class of x of
length smaller than that of x′. This contradicts our assumption. Thus we can assume lh(a′i) and rd(ai)
are well defined for i = 1, 2, 3 and x′ = T (rd(a1), rd(a2), rd(a3)), − rd(a1)+ rd(a2), rd(a1)− rd(a2)
or rd(a1) + rd(a2). Now suppose we have another expression for x, i.e. there exists a word x′′ in the
class of x, x′′ = T (b′1, b′2, b′3),−b′1 + b′2, b′1 − b′2 or b′1 + b′2, where b′i ∈ bi, and bi ∈ F , i = 1, 2, 3.
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Then x′′ ∼ x′. Hence there exists a sequence of words y1, y2, . . . , ym ∈ F ′(S) in the class of x such
that y1 = x′ and ym = x′′ and yj+1 can be obtained from yj by applying one of the equations in
(4.1), 1 ≤ j < m. Let yj = T (aj1, aj2, aj3), − aj1 + aj2, aj1 − aj2 or aj1 + aj2, where aji are words in
F ′(S). Now, clearly we can also choose the sequence y1, y2, . . . , ym in such a way that if the yj, yj+1
satisfy (4.1)(k), then yj+1 is obtained from yj as follows. For some i = 1, 2 or 3, the word aj+1i is
obtained by replacing some component of aji by a word obtained from it by applying (4.1)(a)–(j) and
aj+1i′ = aji′ for i′ 6= i, i′ = 1, 2 or 3. We will show that either y1 = ym or y1 can be obtained from ym by
‘reducing’, i.e., lh(y1) < lh(ym). Now consider y2. We can assume y2 6= y1. Suppose, y1 and y2 satisfy
the equations of (4.1)(a)–(i). Using the fact that y1 has smallest length in the class x, it can be easily
seen that lh(y2) > lh(y1). Thus y1 can be obtained from y2 by ‘reducing’. Since we are considering
words with symbol + (i.e. l + q in place of T (1, l, q)), we need not consider (4.1)(j). Suppose y1, y2
satisfy (4.1)(k). Then again, from what we have described above, since a2i ∼ ai, it follows easily that
rd(a2i ) is defined and rd(a
2
i ) = rd(ai). Thus again y1 can be obtained from y2 by ‘reducing’. From this
one can easily see that in each case lh(y2) > lh(y1). Ifm = 2, we have proved the above statement. If
m > 2, by considering y2 and y3 and arguments similar to those above one can easily see that either
y3 = y1 or y1 can be obtained from y3 by ‘reducing’. For example suppose we have the case (4.1)(a)
for the pair y1, y2. Suppose y2 = c + (−c + y1) for some c ∈ F ′(S). Now, first suppose that for the
pair y2, y3, we have one of the cases (4.1)(a)–(i). Then using the fact that lh(y3) ≥ lh(y1), one can
easily see, by considering each case, that either y3 = y1 or the length of y3 is bigger than that of y1
and y1 occurs as a component of the word y3. Now suppose that the pair y2, y3 satisfy (4.1)(k). Using
our assumption on yi’s, this implies that y3 is obtained from y2 = c + (−c + y1) by replacing one
of the words c,−c or y1 by a word obtained by applying (4.1)(a)–(j) to a component of it. Then using
an argument similar to one we have used above and the fact that length of y1 is smallest, one can see
that y3 cannot be obtained from y2 by reducing y1. Thus, if lh(y3) ≤ lh(y1) then the only possibility is
y3 = y1; otherwise lh(y3) > lh(y1) and y3 is obtained from y2 by applying (4.1)(a)–(j) to a component
of one of the c ’s or y1. Further, if y1 is replaced by a word obtained from it by applying (4.1)(a)–(j) to
it then this word has length bigger than that of y1. Now, if m ≥ 4, we can use y3 in a similar way to
how we have used y2 above and consider y1 and y4. Proceeding in this way we will get the required
statement that y1 = ym or lh(y1) < lh(ym). Statements (ii) and (iii) now follow easily. 
For the case of free loops, Higman has given in [6] a proof of the normal form theorem of Evans [4],
which is essentially an analogue of the above lemma for this case. His argument uses [N, F ] for normal
subloops N of F and the elements of the lower central series for a free loop. We will develop in the
next section analogues of these concepts for semiadditive rings. However, we note here that a free
semiadditive ring F(S) is also a free loop and the above lemma can also be deduced from Higman’s
normal form theorem.
The proof of Lemma 4.5 implies a little more than what is mentioned in the statement.
Remark 4.6. Let x ∈ F . Suppose x = T (a, b, c), a − b, − a + b or a + b for some a, b, c ∈ F . Then
one of the following (i) (ii) or (iii) is true.
(i) rd(x) = T (rd(a), rd(b), rd(c)), rd(a)− rd(b), − rd(a)+ rd(b) or rd(a)+ rd(b), respectively and
the length of each of a, b or c is less than that of x.
(ii) x = a− b, − a+ b or a+ b, and one of the following is true:
(I) rd(a) = rd(x)+ rd(b), rd(b)− rd(x) or rd(x)− rd(b), respectively.
(II) rd(b) = −rd(x)+ rd(a), rd(a)+ rd(x) or − rd(a)+ rd(x), respectively.
Note that obviously,
lh(a) > lh(x), lh(a) > lh(b), in Case (I), and
lh(b) > lh(x), lh(b) > lh(a), in Case (II), respectively.
(iii) One of the following is true:
(I) a = 0 or b = 0 and x = T (a, b, c) = c.
(II) a = 1 and x = T (a, b, c) = b+ c.
(III) b = 1, c = 0 and x = T (a, b, c) = a.
(IV) a = 0 and x = b.
(V) b = 0 and x = a.
(VI) x = 0, a = b and x = a− b or−a+ b.
630 N. Singhi / European Journal of Combinatorics 31 (2010) 622–643
We briefly describe how all the cases described in the above remark occur. First consider an
element x ∈ F . Suppose x = T (a1, a2, a3) for some ai ∈ F , i = 1, 2, 3, a1 6= 0, 1, a2 6= 0 and if a2 = 1,
a3 6= 0. Thus x 6∈ S ∪ {0}. Using arguments similar to those used in the proof of Lemma 4.5, let us first
show that rd(x) = T (rd(a1), rd(a2), rd(a3)). We note that, for words x′ = T (rd(a1), rd(a2), rd(a3))
and x′′ = rd(x), if lh(ai) < lh(x′′), i = 1, 2, 3, then clearly using Lemma 4.5 we get x′ = x′′. Hence
we can assume that this is not true for at least one i. Thus lh(x′′) < lh(x′). We will show that we get
a contradiction. The words x′ and x′′ of F ′(S) are in the same class, under the relation∼. Hence, as we
have noted in the proof of Lemma 4.5, we can find a sequence of words y1, y2, . . . , ym ∈ F ′(S) in the
class of x such that y1 = x′, ym = x′′, yj+1 can be obtained from yj by applying one of the equations in
(4.1), 1 ≤ j < m, and yj 6= x′ for j 6= 1. Let yj = T (aj1, aj2, aj3), −aj1+aj2, aj1−aj2 or aj1+aj2,where aji are
words in F ′(S). As before, we can also choose a sequence y1, y2, . . . , ym in such a way that if the pair
yj, yj+1 satisfies (4.1)(k), then yj+1 is obtained from yj as follows. For some i = 1, 2 or 3, the word aj+1i
is obtained by replacing some component of aji by a word obtained from it by applying (4.1)(a)–(j) and
aj+1i′ = aji′ for i′ 6= i, i′ = 1, 2 or 3. Now if y1, y2 satisfy (4.1)(k), using the fact that each a1i is reduced
and our other assumptions, it can be easily seen that y2 = T (a21, a22, a23) and lh(y2) > lh(x′). Similarly,
if y1, y2 satisfy (4.1)(a)–(j), by arguments similar to those used in the proof of Lemma 4.5, one can
easily see that lh(y2) > lh(x′). Using similar arguments for pairs yj, yj+1, it can be shown that for all
j ≤ m, lh(x′) < lh(yj). Thus, we get lh(x′) < lh(x′′), a contradiction to our assumption. This proves
that x′ = x′′.
Now suppose x = −a + b, lh(x) ≥ lh(b) > lh(a). Let us also assume that each of a, b, or x 6= 0.
From our assumptions, we have rd(b) 6= rd(a)+ rd(x). Now, if rd(b) = rd(a)+ rd(d) for some d ∈ F
then d = −a + b = x and we get a contradiction to the previous statement. Hence we can assume
rd(b) 6= rd(a)+ rd(d) for any d ∈ F . Nowwe can show that rd(x) = −rd(a)+ rd(b). This follows from
Lemma 4.5 if lh(x) > lh(b). Suppose this is not true; then by arguments similar to those used above,
by considering a sequence of yj’s, with y1 = −rd(a)+ rd(b) and ym = rd(x), one gets a contradiction.
Using similar arguments for other cases, one arrives at the different possibilities described in the above
remark.
Remark 4.7. We will consider an ideal generated by a subset of a semiadditive ring in the usual
manner. Suppose A is a subset of a semiadditive ring X . The set of all ideals in X containing A is a
nonempty set, since X is in this set. The intersection of all ideals in this set is called the ideal generated
by A in X and is denoted by (A). We can generate (A) from A by forming words in symbols from A, or
T ,+,−, 0 etc., in a quite similar manner as we have formed F(S). Only, now the words are generated
using the conditions (3.1) in the definition of an ideal and they already correspond to the elements of
X , since the operations are considered in X . Thus, for example for a, b, c, d ∈ A and x, y, z ∈ X , we can
get an elementw ∈ (A) corresponding to thewordw = a+((d+(T (a, b, c)−b))+(T (x, y, z)−T (x+
a, y+ b, z+ c)))− d. We note that X may not be in general a free semiadditive ring and two different
words may correspond to the same element of X . The set of all elements of X corresponding to the
words generated in the above described manner is clearly an ideal in X containing A and is contained
in all ideals containing A. Hence (A) is precisely this ideal. We can also define XA, the semiadditive
subring generated by A in X , and generate the subring from elements of A in a similar way by taking
elements of X corresponding to the words obtained by using the conditions in the definition of a
semiadditive subring instead of conditions (3.1). In general, even when 1 ∈ X , we will not take the
multiplicative identity 1 in XA unless 1 ∈ A. When XA is a free semiadditive ring, XA = F(A), we will
also consider the length function on XA, where lh(x, XA), x ∈ XA, is the length of x considered as an
element of the free semiadditive ring F(A).
Now, let S be a set with 1 ∈ S. Let S∗ = S \{1}. Let t be any symbol not in S∪{0}. Let S∗∗ = S∗∪{t}.
We consider the free semiadditive ring F(S∗∗) not containing the identity, as described in Remark 4.2.
Define a map f : S∗∗ → S by f (t) = 1 and f (s) = s for s 6= t . Clearly, f can be extended to a
homomorphism from F(S∗∗) to F(S). Now, note that in F(S) the only extra relations apart from those
obtained from relations in F(S∗∗) by changing t to 1 are the ones generated by the equations of (4.1)(i)
and (j). Using this one can easily see that the ideal ker(f ) is generated by the set of elements a − b,
where a and b are as described in (4.1)(i) and (j) with 1 replaced by t . Thus we have the following.
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Lemma 4.8. Let S∗ be a set. Let 1, t 6∈ S∗ and S = S∗ ∪ {1}, S∗∗ = {t} ∪ S∗. Let F1 = F(S∗∗) and
F2 = F(S) be the free semiadditive rings on S∗∗ and S respectively with F2 containing 1 as a multiplicative
identity and F1 having no identity. Let I be the ideal in F1 generated by the set of elements a−b ∈ F1 where
a = T (x, t, 0) or a = T (t, x, y) and b = x or x+ y x, respectively y ∈ F . Then F1/I ' F2.
Now, let X be a semiadditive ring, not necessarily containing the identity. Let S ⊆ X be such that X
is generated by S, i.e. the semiadditive subring of X generated by S is X . When X has a multiplicative
identity 1, we assume 1 ∈ S. Another way to describe this phenomena of X being generated by S is as
follows. Let S be a subset ofX . The identitymap from S to S can clearly be extended to ahomomorphism
iS,X : F(S) → X . The homomorphism iS,X is an onto homomorphism if and only if X is generated by
S. Any element of ker(iS,X ) is called a relation satisfied by X . Note that when X is generated by S,
since, F(S)/ker(iS,X ) ' X , the semiadditive ring X is completely determined by its generators S and
relations ker(iS,X ).
When X = Z[S∗], the polynomial ring in Z, as we have already observed, generating relations are
precisely those corresponding to associative, commutative, distributive or linearity rules (linearity is
as described after the definition of the semiadditive ring).
We will write for short cadl rules for above four rules. When X = Z[S∗], we will denote iS,X by rk
or rk(S). The ideal ker(rk) is called the cadl ideal and is denoted by [F, F] or [F(S), F(S)]. Any element
of the cadl ideal [F , F ] is called a cadl element in F . For some similar examples see the section related
to commutators and associators in [3, page 13].
Remark 4.9. The linearity rule implies that rk satisfies the following equation. For all a, b, c ∈
F , rk(T (a, b, c)) = rk(a)rk(b)+ rk(c).
The cadl elements, are precisely those elements x of F for which rk(x) = 0. We note that one
can also directly define cadl elements as those words corresponding to the elements of F(S) which
correspond to 0 if we carry out all operations assuming all cadl rules.
Now suppose F(S1) is a semiadditive ring on S1, without an identity. We can define cadl rules for
F(S1) and cadl ideal [F(S1), F(S1)] in a similar way by defining the map rk : F(S1) → Z[S1] as the
homomorphism obtained by extending the identity map on S1. We note that rk is now not an onto
map (see the statement of Lemma 4.10 below).
Let us denote for a set S by (S)Z the polynomial ring Z[S∗] if 1 ∈ S and the irrelevant ideal, i.e., the
subring of polynomial ring Z[S], consisting of all polynomials with no constant term if 1 6∈ S.
The following lemma follows easily from the definition of rk, cadl ideal and Remark 4.2 etc.
Lemma 4.10. F(S)/[F(S), F(S)] ' (S)Z.
Now let G ⊆ F = F(S) be any semiadditive subring in F . Define a set S(G) as follows. Let x ∈ F ;
then x ∈ S(G) if and only if x ∈ G ∩ S or x satisfies the following condition. Suppose rd(x, F) =
T (a, b, c), a− b, − a+ b or a+ b, where a, b, c are reduced forms of a′, b′, c ′ ∈ F respectively. Then
for at least one of a, b, c occurring in the above expression for rd(x, F), the corresponding element
from a′, b′, c ′ is not in G. We note that S(G) is somewhat similar to the set of primes considered in
([3], Chapter I) for creating and studying free objects for half-groupoids, loops etc. Let us consider,
as an example, the semiadditive subring G1 of the free semiadditive ring F({1}), generated by the
elements ((1 + 1) + 1) − T (1 + 1, 1 + 1, 1 + 1) and T (1 + 1, 1 + 1, 1 + 1). Now, G1 contains
(((1 + 1) + 1) − T (1 + 1, 1 + 1, 1 + 1)) + T (1 + 1, 1 + 1, 1 + 1) = (1 + 1) + 1. It can be easily
seen that 1, 1+ 1 6∈ G1, while their reduced expressions clearly occur in the reduced expressions for
(1 + 1) + 1, T (1 + 1, 1 + 1, 1 + 1). This implies that (1 + 1) + 1, T (1 + 1, 1 + 1, 1 + 1) ∈ S(G1).
Also, the semiadditive subring generated by (1 + 1) + 1 and T (1 + 1, 1 + 1, 1 + 1) contains
((1+1)+1)−T (1+1, 1+1, 1+1). From this it follows that S(G1) = {(1+1)+1, T (1+1, 1+1, 1+1)}.
Let x, y ∈ G. We will say that y is a component of x if rd(y, F) is a component of rd(x, F). The
component y of x is said to be a proper component if y 6= x.
Remark 4.11. Let G ⊆ F , be a semiadditive subring of F .
(i) Suppose x, y ∈ F and y is a component of rd(x, F). Then lh(x, F) ≥ lh(y, F). Also lh(x, F) = lh(y, F)
if and only if x = y.
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(ii) Let us consider the semiadditive subring A of G generated by S(G). Let x ∈ G; then either x ∈ S(G)
or x = T (a1, a2, a3), a1 − a2,−a1 + a2, or a1 + a2, where ai ∈ G and lh(ai, F) < lh(x, F), 1 ≤ i ≤ 3.
Now, if any one of ai 6∈ S(G), we can repeat the above process for ai; proceeding in this way it can
be easily seen by induction on lh(x, F) that there is an element w ∈ A such that rd(w, F) = rd(x, F).
Thus w = x and x ∈ A. Hence A = G. Thus G is generated by S(G). We will show (see Lemma 4.12
below) that G = F(S(G)). We also note that the above argument implies that some elements of S(G)
are components of rd(x, F) (see also Remark 4.13 below).
Lemma 4.12. Let G be a semiadditive subring of F . Then G is a free semiadditive ring on S(G), i.e., the
homomorphism iS(G),F is an isomorphism from F(S(G)) onto G.
Proof. Let G1 = F(S(G)) be the free semiadditive ring generated by taking S(G) as the set of symbols.
Let f : G1 → G be the homomorphism iS(G),F obtained by extending the identity map on S(G). We
note that, since G is generated by S(G), iS(G),F (G1) = G.
Now suppose there exist y1, y2 ∈ G1 such that f (y1) = f (y2). We will show that y1 = y2. This
and the above remark then imply the result. Suppose y1 6= y2. Let us also assume that lh(y1,G1) ≥
lh(y2,G1) and we have chosen y1 of smallest length, for which there exists y2 satisfying these
conditions. Now suppose f (y1) = 0. Then we can assume that y2 = 0. This implies y1 6∈ S(G) ∪ {0}.
Hence y1 = T (q1, q2, q3), − q1+ q2, q1− q2 or q1+ q2, qi ∈ G1, lh(qi,G1) < lh(y1,G1), i = 1, 2, 3.
The assumption on y1 implies that if qi 6= 0 then f (qi) 6= 0, i = 1, 2, 3. Using this and y1 6= 0, one can
easily see that if y1 = T (q1, q2, q3), we get the contradiction that f (y1) = T (f (q1), f (q2), f (q3)) 6= 0.
Thus we must have y1 = −q1 + q2, q1 − q2 or q1 + q2.
But this implies f (q1) = f (q2) or f (0−q2), with q1 6= q2 or 0−q2 respectively. This contradicts our
assumption on y1. Hence, we can assume that f (y1) 6= 0. Also, since y1 6= y2, lh(y1,G1) ≥ lh(y2,G1)
and f (y1) = f (y2), we can also assume that y1 6∈ S(G). Thus y1 6∈ S(G)∪{0}. Hence,we can assume that
rd(y1,G1) = T (rd(q1,G1), rd(q2,G1), rd(q3,G1)), rd(q1,G1)− rd(q2,G1), −rd(q1,G1)+ rd(q2,G1) or
rd(q1,G1) + rd(q2,G1), for some qi ∈ G1, i = 1, 2, 3. We will use Remark 4.6 to show that the
reduced expression for f (y1) in F is obtained by replacing G1, y1 and qi, i = 1, 2, 3, by F , f (y1) and
f (qi) respectively, in the above reduced expression for y1.
The above expression for rd(y1,G1) implies that lh(qi,G1) < lh(y1,G1), i = 1, 2, 3. Now, if
f (qi) = 0 or y, y ∈ S(G), then for i = 1, 2, 3, qi = 0 or y respectively (note that y = f (y) for
y ∈ S(G)); otherwise, we get a contradiction to our assumption on y1. Suppose y1 = T (q1, q2, q3).
Then, from the above reduced expression for y1, it is clear that q1 6= 0, 1, q2 6= 0 and if q2 = 1, q3 6= 0.
This implies f (q1) 6= 0, 1, f (q2) 6= 0 and if f (q2) = 1, f (q3) 6= 0. Similarly, one can prove that if
y1 = q1 − q2, − q1 + q2 or q1 + q2, we must have the following. If q1 = 0, then y1 = 0 − q2
and if q2 = 0 then y1 = −q1 + 0. Also if f (q1) = 0 then f (y1) = 0 − f (q2) and if f (q2) = 0 then
f (y1) = −f (q1)+ 0.
Now, clearly f (y1) = T (f (q1), f (q2), f (q3)), f (q1)− f (q2), − f (q1)+ f (q2) or f (q1)+ f (q2). Let
us assume that the reduced expression for f (y1) in F is not the same as the expression obtained from
this equation by changing f (qi) to rd(f (qi), F). We can use the above discussion and Remark 4.6 and
it can be easily seen that the only possible cases are those in Remark 4.6(ii). Thus we get one of the
following six equations:
rd(f (q1), F) = rd(f (y1), F)+ rd(f (q2), F), rd(f (q2), F)− rd(f (y1), F) or
rd(f (y1), F)− rd(f (q2), F),
rd(f (q2), F) = −rd(f (y1), F)+ rd(f (q1), F), rd(f (q1), F)+ rd(f (y1), F) or
rd(f (y1), F)+ rd(f (q1), F).
Let us first consider the case, y1 = q1 − q2 and rd(f (q1), F) = rd(f (y1), F) + rd(f (q2), F). Clearly
f (q1) 6∈ S(G1). Thus, q1 6∈ S(G1) ∪ {0}. Hence, there exist pi ∈ G1, i = 1, 2, 3, such that
q1 = T (p1, p2, p3), p1− p2, − p1+ p2 or p1+ p2, and its reduced expression is obtained by replacing
each pi by rd(pi,G1) in this equation. In particular, lh(pi,G1) < lh(qi,G1) < lh(y1,G1). From this, it
follows that if y1+q2 = q1 = p1+p2, then p2 6= q2. Also our assumption on y1 implies that if p2 6= q2
then f (p2) 6= f (q2). Now consider the equation f (q1) = T (f (p1), f (p2), f (p3)), f (p1) − f (p2), −
f (p1) + f (p2) or f (p1) + f (p2). Our above discussion implies that the expression obtained from the
right side of this equation by replacing f (pi) by rd(f (pi), F), i = 1, 2, is not the same as the expression
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rd(f (y1), F) + rd(f (q2), F) for rd(f (q1), F), derived above. Similarly pi satisfies conditions similar to
those derived for qi. Thus we can apply Remark 4.6 to f (q1) now in place of f (y1) and we will get the
following six equations similar to those obtained for the reduced expression for q1 or q2:
rd(f (p1), F) = rd(f (q1), F)+ rd(f (p2), F), rd(f (p2), F)− rd(f (q1), F) or
rd(f (q1), F)− rd(f (p2), F),
rd(f (p2), F) = −rd(f (q1), F)+ rd(f (p1), F), rd(f (p1), F)+ rd(f (q1), F) or
rd(f (q1), F)+ rd(f (p1), F).
Now again we can repeat the above process, with p’s in place of q’s and q1 in place of y1. Proceeding
in this manner, each time we will get an element of G1 of smaller length than the previous one, which
is not in S(G) ∪ {0}. This will clearly lead to a contradiction, as after a finite stage, we must get an
element of S(G) ∪ {0}.
It can also be easily seen that we will get a similar contradiction in each case. Thus the reduced
expression for f (y1) in F must be the same as that obtained by replacing each qi by rd(f (qi), F) in the
equation y1 = T (q1, q2, q3), − q1 + q2, q1 − q2 or q1 + q2.
In particular this also implies that f (y1) 6∈ S(G) ∪ {0}. Hence, y2 6∈ S(G) ∪ {0}. Hence, there exist
q′i ∈ G1, with lh(q′i,G1) < lh(y2,G1), i = 1, 2, 3, such that y2 = T (q′1, q′2, q′3), − q′1 + q′2, q′1 − q′2 or
q′1 + q′2.
Now, by using arguments for y2 similar to those that we used for y1, we can prove that the
reduced expression for f (y2) is obtained by replacing in the right side of the above equation for
y2, q′i by rd(f (q
′
i), F), i = 1, 2, 3. From this, using f (y1) = f (y2), we get f (qi) = f (q′i) for all
i = 1, 2, 3 and the expressions for f (y1) and f (y2) are the same. Now our assumption on y1 implies
that qi = q′i, i = 1, 2, 3. Thus we get a contradiction to our assumption y1 6= y2. This proves that f is
one-to-one. 
Remark 4.13. (i) One can obtain a little more information from the proof of Lemma 4.12. Let us have
x ∈ GwhereG is a semiadditive subring of F . As explained in Remark 4.11(ii), we can use rd(x, F) to get
a valid expression, say rd(x, F ,G), formed by elements of S(G), i.e., rd(x, F ,G) ∈ F ′(G(S)), satisfying
the following condition. The word rd(x, F) ∈ F ′(S) is obtained from rd(x, F ,G) by replacing each
element of a ∈ S(G) occurring in rd(x, F ,G) by rd(a, F). Here replacing has to be done in such a way
that it ensures a valid expression, by using brackets if necessary. For example, if a, b ∈ S(G) and
rd(a, F) = c + d, rd(b, F) = e, c, d, e ∈ F ′(S), the expression c + d+ e is not a valid expression. The
word obtained from a+ b ∈ G by replacing a, bwith rd(a, F), rd(b, F), respectively, should be taken
as (c + d)+ e. In general whenever we talk of replacing, we assume that such care has been taken to
get a valid expression. It can be easily seen that with such care ‘‘replacing’’ is well defined and there
is a unique valid expression obtained by carrying out such replacing in a given word. Now, essentially
by the same arguments as were used to prove Lemma 4.12, one can prove that rd(x, F ,G) = rd(x,G).
We omit the proof, since it is quite similar.
(ii) In particular for x ∈ G, any component of x in G is also a component of x in F .
(iii) An element x ∈ S(G) is a component of y in F if and only if x is component in G of y or is a
component in G of an element a ∈ S(G) and a is a component in F of y.
Remark 4.14. Let us denote S([F , F ]) by S1. Then the above lemma implies that the ideal [F , F ] is a
free semiadditive ring without identity on S1. Thus [F , F ] = F(S1).
The following lemma follows easily from Remarks 4.11 and 4.13.
Lemma 4.15. Let G ⊆ F be a semiadditive subring of F . Suppose lh(x, F) ≥ l for all x ∈ S(G). Then
lh(y, F) ≥ l for all y ∈ G, y 6= 0.
We now define semiadditive subrings Fj ⊆ F , j ∈ N, j ≥ 1. Each Fj+1 is an ideal in Fj, j ∈ N, j ≥ 1.
F1 is an ideal in F . Let us define rk0 = rk and F1 = [F , F ], the cadl ideal, consisting of all cadl elements
of F . Then using Lemma 4.12 or Remark 4.14 F1 = F(S1). Now suppose we have already defined
Fi = F(Si) for all 0 < i ≤ j. Then we define Fj+1 to be the cadl ideal [Fj, Fj] of Fj. Using Lemma 4.12,
Fj+1 = F(Sj+1), where Sj+1 = S(Fj+1). Note that Sj+1 is defined by considering Fj+1 as the cadl ideal
in Fj = F(Sj). Define rkj : Fj → Z[S∗j ] by rkj = iSj,Z[S∗j ]. This defines by induction Fj, Sj and rkj, for all
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j ∈ N, j ≥ 1, rk0 and S0. We note that in the above definition we have not used the notation F0 = F ,
which seems natural. The reason for this is that later in the next section for any semiadditive ring A, we
will denote by A0 the semiadditive subring of A generated by 1. Thus, F0 will denote the semiadditive
subring F({1}) of F .
For any subset A ⊆ F , let us denote by lh(A) (or lh(A, F)) the smallest lh(x, F), x ∈ A, x 6= 0.
Now consider x ∈ S(Fj+1), j ∈ N. Clearly, rkj(x) = 0. Also note that for all y ∈ Sj, rkj(y) 6= 0. Thus
x 6∈ Sj. Hence, x = T (p1, p2, p3), p1 − p2, − p1 + p2 or p1 + p2, where pi ∈ Fj, lh(pi, Fj) < lh(x, F),
i = 1, 2, 3. Also note that rkj(x) = 0 implies pi 6= 0 for at least two of i = 1, 2 or 3. Remark 4.13
now implies that lh(x, F) ≥ 2lh(Fj, F). Thus, lh(S(Fj+1), F) ≥ 2lh(Fj, F). Using Lemma 4.15, now we
get lh(Fj+1, F) ≥ 2lh(Fj, F). Using induction on j, we get lh(Fj+1) ≥ 2j+1. Thus we have proved the
following.
Lemma 4.16. For all j ∈ N, lh(Fj+1) ≥ 2j+1.
Since every element of F has finite length, Lemma 4.16 implies the following.
Lemma 4.17. ∩Fj = (0), where the intersection is taken over all j ∈ N.
5. Central ideals
Let A1 be any linear binary commutative ring (not necessarily containing amultiplicative identity).
Let H be an additive subgroup of A1. Let R′1 be a subset of the quotient group A1/H . Also choose
functions e1 : R′1 → A1, s′1 : R′1×R′1 → A1, t ′1 : R′1×R′1×R′1 → A1. Let x1 = a1+H, x2 = a2+H, x3 =
a3 + H be elements of R′1, a1, a2, a3 ∈ A1. Define T (x1, x2, x3) = a1a2 + a3 + e1(x1)a2 + e1(x2)a1 +
t ′1(x1, x2, x3)+H and x1⊕x2 = a1+a2+s′(x1, x2)+H . Suppose⊕ and T arewell defined operations on
R′1; then wewill say that operations⊕ and T are obtained by twisting operations in A1 with twisting




1,⊕, T ) is a semiadditive ring, we say that the semiadditive ring R′1 is
obtained by twisting operations in A1 with twisting quadruple (H, e1, s′1, t
′
1).
Now suppose R is a semiadditive ring and f is an isomorphism of R onto the semiadditive ring
(R′1,⊕, T ). We will say that R has a twisted representation f in the ring A1. The ordered quadruple
(H, e1, s′1, t
′
1) will be called a twisting quadruple for the representation f . If R
′
1 = A1/H , we will say
that the representation is complete.
Let X be any set and A1 be a semiadditive ring. We will denote by 0 or sometimes by 0X ,A1 the
function from X to A1, taking every element of X to the additive identity 0 of A1.
Example 5.1. Let A1 be a binary commutative ring and R1 be a semiadditive ring. Also assume that
R′1 ⊆ A1 with |R1| =
∣∣R′1∣∣. Let ′ : R1 → R′1 be a bijection taking every element r ∈ R1 to r ′ ∈ R′1. Let
r1, r2, r3 ∈ R1. Define t ′1(r ′1, r ′2, r ′3) = −r ′1r ′2− r ′3+ (T (r1, r2, r3))′ and s′1(r ′1, r ′2) = −r ′1− r ′2+ (r1+ r2)′.
Define operations ⊕ and T via twisting operations in A1 with twisting quadruple ((0), 0R′1,A1 , s′1, t ′1).
We note that (r1+ r2)′ = r ′1+ r ′2+ s′1(r ′1, r ′2) and (T (r1, r2, r3))′ = r ′1r ′2+ r ′3+ t ′(r ′1, r ′2, r ′3). From this it
can be easily seen that (R′1,⊕, T ) is a semiadditive ring and ′ is an isomorphism of semiadditive rings.
Thus, any semiadditive ring has a twisted representation in a suitable linear binary commutative ring.
Example 5.2 (Albert’s Generalized Twisted Fields [1]). Let A1 be finite field GF(pr) and let α, β be
automorphisms of A1 different from the identity automorphism. Let c ∈ A1 be such that c 6= xα−1yβ−1
for all x, y ∈ A∗1 . Now let x, y, z ∈ A1. Define t ′1(x, y, z) = −cxαyβ . Let⊕ and T be operations defined
on A1with twisting quadruple ((0), 0A1,A1 , 0A1×A1,A1 , t
′
1). Then (A1,⊕, T ) is awell known semiadditive
ring. In fact it is a pre-semifield called Albert’s generalized twisted field.
As noted in the introduction a well known conjecture states that every finite division ring is
isomorphic to a generalized twisted field. In the generalized twisted field operations are twisted using
automorphisms of fields. While Example 5.1 shows that if we use general maps for twisting, any
semiadditive ring has a twisted representation in a suitable commutative ring, Example 5.2 and this
conjecture suggest that PTRmay have twisted complete representations in specialized rings. Studying
twisted representations can provide a good tool for studying classification of projective planes. In
N. Singhi / European Journal of Combinatorics 31 (2010) 622–643 635
particular the question ‘‘When does a PTR have a complete representation in a finite field?’’ seems
quite interesting.We note that if this is true for any PTR, then the order of a PTR is necessarily a power
of prime number.
Considering the fact that a finite field may be thought of as a quotient of a polynomial ring over
Z, it is also interesting to study twisted representations of semiadditive rings in a polynomial ring
over Z. We construct a natural such representation in this section (see Remark 5.37) for a large class
of semiadditive rings, which includes PTR. The main tool for studying this problem is developed by
generalizing to semiadditive rings a well known factorization theorem of Higman [6] for the case of
loops. We first define the concept of a central ideal in a semiadditive ring, which may be thought
of as generalizing a similar concept used by Higman for loops. We then prove general factorization
theorems (Theorems 5.25 and 5.26) and use these to get a representation in a polynomial ring. In [9],
these ideas will be further generalized and strengthened to develop some methods for studying
complete representations in a field.
Let A and B be subsets of an additive loop G. Let us define A+ B by A+ B = {x+ y | x ∈ A, y ∈ B}.
The following remark follows easily. It is essentially Theorem 1.5 of Chapter V in [3].
Remark 5.3. Let H and K be subloops of an additive loop G such that K is a normal subloop in the
subloop (H, K) generated by H and K . Then:
(i) (H, K) = H + K = K + H .
(ii) H ∩ K is a normal subloop of H .
(iii) Themap taking x+H∩K to x+K is an isomorphism of the loopH/H∩K onto the loop (H+K)/K .
Suppose G, H and K satisfy the conditions of Remark 5.3. We will denote the subloop (H, K) of G
by H+ K or K + H .
Now, suppose G is a semiadditive ring and H and K are ideals in G. Consider the subloop H + K of
(G,+). It can be easily seen thatH+K is a normal subloop of G. Let x1, x2, x3 ∈ G. Then it can be easily
verified that there exist hi, ki, k′i ∈ K , 1 ≤ i ≤ 4, such that T (x1 + (h1 + k1), x2 + (h2 + k2), x3 +
(h3 + k3)) = T ((x1 + h1)+ k′1, (x2 + h2)+ k′2, (x3 + h3)+ k′3) = T (x1 + h1, x2 + h2, x3 + h3)+ k4 =
(T (x1, x2, x3)+ h4)+ k4 = T (x1, x2, x3)+ (h4 + k′4).
From this it follows easily that H + K is an ideal in G. The following remark can now be verified
easily.
Remark 5.4. LetH and K be ideals in a semiadditive ring G. ThenH+K is an ideal in G and Statements
(ii) and (iii) of Remark 5.3 are satisfied with the words normal subloop and loop changed to ideal and
semiadditive ring respectively.
Now consider a semiadditive ring A, semiadditive subrings G1 and G2 of A and ideals I1 of G1 and
I2 of G2 such that G2 ⊆ G1 and I2 ⊆ I1. Let α : G2/I2 → G1/I1 be the map taking x + I2 to x + I1
for all x ∈ G2. It can be easily seen that α is a well defined homomorphism of semiadditive rings. We
will denote α by α(I1, I2,G1,G2). We note that α(I1, (0),G1,G1) is the natural homomorphism from
G1 → G1/I1 taking x to x+ I1.
For any function f : B → B1 and a subset T ⊆ B, we will denote by f (T ) the set {f (x) | x ∈ T }.
Now, let A be a semiadditive ring with a multiplicative identity 1. In order to avoid confusion, we will
denote by 0A, 1A the additive and multiplicative identities of the semiadditive ring A. We will also
continue to use 0, 1 when there is no ambiguity. We note that if A is a polynomial ring A = Z[W ],
then 0A = 0Z, 1A = 1Z. We will denote by A0 the semiadditive subring of A generated by 1A. Thus, A0
is the image of the homomorphism from the free semiadditive ring F({1F }) to A obtained by extending
the map which takes 1F ∈ F({1F }) to 1A ∈ A. In particular, when A = F = F(S) and 1F ∈ S,
F0 = F({1F }) ⊆ F .
Let I be an ideal of A. We define I to be central in A if for all a, b, c ∈ I and x, y, z ∈ Awe have the
following:
(5.5)(i) a+ x = x+ a, (a+ x)+ y = a+ (x+ y) = x+ (y+ a).
(ii) x · a = a · x.
(iii) x · (a · b) = (x · a) · b = a · (x · b).
(iv) T (x+ a, y+ b, z + c) = T (x, y, z)+ x · b+ y · a+ a · b+ c .
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(v) (x+ a) · y = x · y+ a · y, x · (y+ a) = x · y+ x · a.
(vi) x · (y · a) = y · (x · a).
Remark 5.6. (i) We have not used brackets in the right side of (5.5)(iv), since using (5.5)(i)–(iii) and
the fact that I is an ideal, one can easily see that the order in which the terms appear does not matter.
(ii) By taking x = y = z = 0, one can easily see that if I is central in A, then as a semiadditive
ring, I satisfies all cadl laws. Hence I is a commutative linear binary ring (not necessarily containing a
multiplicative identity).
(iii) Suppose I is central in A and J ⊆ I is an ideal in A; then clearly J is also central in A.
Remark 5.7. Suppose I is an ideal in a semiadditive ring A. LetM be a set and suppose we are given a
set of ideals Jk, k ∈ M , of A such that Jk ⊆ I and I/Jk is central in A/Jk for all k ∈ M . Let J = ∩Jk, where
the intersection is taken over all k ∈ M . Using the equations in (5.5), one can easily see that I/J is also
central in A/J .
We note that the trivial ideal (0A+ I) is clearly a central ideal in A/I . Thus, the set of all ideals J1 ⊆ I
of A such that I/J1 is central in A/J1 is nonempty. Let J be the intersection of all such ideals J1. Then
using Remark 5.7, it follows that I/J is a central ideal in A/J . Also J is the minimal such ideal, i.e., if
J1 ⊆ I is any ideal in A such that I/J1 is central in A/J1 then J ⊆ J1. We will denote the ideal J by [I,A].
Our notation is quite similar to the one used by Higman [6] for the case of loops. In fact we will study
the relationship between F/I and F/[I, F ] in a manner somewhat similar to that of Higman for the
case of free loops.
Now, let I be an ideal in a semiadditive ring A with a multiplicative identity. We choose a set
L of coset representatives for the cosets of I in A. Thus L ⊆ A, A/I = {` + I | ` ∈ L} and for
`1, `2 ∈ L, `1 6= `2, `1 + I 6= `2 + I . We also assume that 0A, 1A ∈ L. We will sometimes also
denote L by L(I,A). Now define two functions ` : A → L and h : A → I as follows. Let x ∈ A. Then,
define `(x) ∈ L to be the unique element of L satisfying x ∈ `(x)+ I . Define h(x) by h(x) = −`(x)+ x.
Thus,
(5.8) x = `(x)+ h(x).
Define a function t : L× L× L → I by t(`1, `2, `3) = h(T (`1, `2, `3)), `1, `2, `3 ∈ L. Also, define
s(`1, `2) = t(1F , `1, `2), `1, `2 ∈ L.
(5.9) Let `1, `2, `3,∈ L. Then:
(i) s(`1, `2) = h(`1 + `2) = t(1F , `1, `2) = −`(`1 + `2)+ (`1 + `2) ∈ I .
(ii) t(`1, `2, `3) = h(T (`1, `2, `3)) = −`(T (`1, `2, `3))+ T (`1, `2, `3) ∈ I .
We will sometimes denote the functions `, h, s, t by `(I,A), h(I,A), s(I,A), t(I,A), respectively.
The following remark follows easily from the definitions.
Remark 5.10. Let I be a central ideal in A. Let x, y, z ∈ A, h1, h2, h3 ∈ I and `1, `2 ∈ L. Then:
(i) (a) h(x+ y) = h(x)+ h(y)+ s(`(x), `(y)).
(b) h(x− y) = h(x)− h(y)− s(`(x− y), `(y)).
(c) h(−x+ y) = −h(x)+ h(y)− s(`(x), `(−x+ y)).
(ii) (a) `(x+ y) = `(`(x)+ `(y)).
(b) `(x− y) = `(`(x)− `(y)).
(c) `(−x+ y) = `(−`(x)+ `(y)).
(iii) (a) h(T (x, y, z)) = h(x) · h(y)+ h(z)+ `(x) · h(y)+ `(y) · h(x)+ t(`(x), `(y), `(z)).
(b) `(T (x, y, z)) = `(T (`(x), `(y), `(z))).
(iv) (a) `1 · h1 = h1 · `1.
(b) `1 · (h1 · h2) = (`1 · h1) · h2 = h1 · (`1 · h2).
(c) `1 · (`2 · h1) = `2 · (`1 · h1).
(d) (`1 + h1) · `2 = `1 · `2 + h1 · `2.
(v) (a) h(0F ) = 0F , h(1F ) = 0F , `(0F ) = 0F , `(1F ) = 1F .
(b) s(`1, 0F ) = s(0F , `1) = t(0F , `1, `2) = t(`1, 0F , `2) = t(`1, 1F , 0F ) = 0F .
We will continue to use the notation of the previous sections. We will assume that F = F(S) is the
free semiadditive ring generated freely by S, S∗ = S \ {1F } and I is an ideal of F . We will denote by α
the natural homomorphism α(I, (0F ), F , F) and the quotient ring F/I by R. Thus, α(x) = x+ I for all
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x ∈ F . Let us also assume that the set of coset representatives is L = L(I, F). We will denote by J the
ideal J = [I, F ] ⊆ I .
Now, I/J is a central ideal in F/J . Also note that (F/J)/(I/J) = R. Wewill assume that L(I/J , F/J) =
L + J = {`1 + J | `1 ∈ L}. We also assume that `, h, s and t denote the functions `(I, F), h(I, F),
s(I, F) and t(I, F) respectively. We will denote the natural homomorphisms α(J, (0F ), F , F) and
α(I/J, (0F + J), F/J, F/J) by αJ and αJ ,I respectively. The functions `(I/J, F/J), h(I/J, F/J), s(I/J, F/J)
and t(I/J, F/J) will be denoted by `J , hJ , sJ , tJ respectively. The following can be verified easily from
definitions.
Remark 5.11. (i) α = αJ,IαJ .
(ii) Let x ∈ F and `1, `2, `3 ∈ L. Then,
`J(`1+ J) = `1+ J , hJ(x+ J) = h(x)+ J , sJ(`1+ J, `2+ J) = s(`1, `2)+ J and tJ(`1+ J, `2+ J, `3+ J) =
t(`1, `2, `3)+ J
(iii) The equations of Remark 5.10 are satisfied with I, A replaced by I/J, F/J , and `, h, s, t replaced by
`J , hJ , sJ , tJ respectively.
We will often consider a polynomial ring Z[W ] over Z or the ring (W )Z consisting of all
polynomials in Z[W ] with no constant term. For a set Y ⊆ Z[W ], let mon[Y ] be the set of all
monomials in Y , i.e., the set of all finite products of elements of Y . We can consider 1Z as the empty
product of elements of Y . Thus, 1Z ∈ mon[Y ]. If X is a subset of Y , we will denote bymonX [Y ] the set
of all monomials inmon[Y ] in which at least one element from X appears. Thus, for examplemonY [Y ]
is the set mon[Y ] \ {1Z}.
We now describe a semiadditive ring (R, B) corresponding to the pair (F , I). The semiadditive ring
(R, B) is defined on a set R × B, where B is a subring of a polynomial ring. The ideas involved in our
construction of (R, B) are somewhat similar to the ideas developed by Higman [6] for the construction
of a loop (L, A) corresponding to a normal subloop of a free loop.
Let L = L(I, F). We note that `(0F ) = 0F , `(1F ) = 1F . Let us define, for any subset A ⊆ F , `(A) by
`(A) = {`(x) | x ∈ A}.
(5.12) R = F/I = {`1 + I | `1 ∈ L} = {α(x) | x ∈ F}.
Now let Wt be the set of new symbols t ′(`1, `2, `3), `1, `2, `3 ∈ L, `1 6= 0F , `2 6=
0F , (`1, `2), (`1, `3), (`2, `3) 6= (1F , 0F ). Similarly, defineWh andWk to be the set of new symbols
Wh = {bh(x) | x ∈ S} and Wk = {bk(`1) | `1 ∈ L \ {0F , 1F }}. Let W1 = Wt ∪ Wh ∪ Wk . We
assume that all symbols inW1 are distinct and are distinct from other previously considered symbols.
In particular, they are not in F or Z[S∗]. LetW = Wt ∪Wh ⊆ W1. We will denote the polynomial ring
Z[W1] by B1. Let B be the ideal in B1 generated byW . It can be easily seen that B is a free Z module
with W ′ = monW [W1] as a basis. We note that 0B1 = 0B = 0Z and 1B1 = 1Z. Also, B does not
have a multiplicative identity. We now consider the cases where one of the parameters is 0F or 1F . Let
`1, `2 ∈ L. Define:
(5.13)(a) t ′(0F , `1, `2) and t ′(`1, 0F , `2) to be 0Z;
(b) t ′(1F , 0F , `1), t ′(1F , `1, 0F ) and t ′(`1, 1F , 0F ) to be−bk(`1)bh(1F );
(c) bh(0F ), bk(0F ) to be 0Z and bk(1F ) to be 1Z − bh(1F );
(d) s′(`1, `2) to be t ′(1F , `1, `2)+ bk(`1)bh(1F );
(e) b1(x) to be bk(`(x))+ bh(x) ∈ B1 when x ∈ S ∪ {0F }.
With these definitions, s′(`1, `2) and t ′(`1, `2, `3) are defined for all `1, `2, `3 ∈ L. We also note
that s′(`1, `2) ∈ B. Now, for all `1 ∈ L and h′1 ∈ B, define `1 · h′1 by
(5.14) `1 · h′1 = h′1 · `1 = bk(`1)h′1 ∈ B.
Using the above definitions, it can be easily checked that the equations given in Re-
mark 5.10(iv)(a)–(d) are satisfied for all `i ∈ L, h′i ∈ B, i = 1, 2, with hi replaced by h′i respectively.
Define two functions ` : R × B → L and b : R × B → B as follows. Let x ∈ F and
y = (x+ I, b) ∈ R× B. Then, define `(y) = `(x) and b(y) = b. Also define a function b1 : R×B→ B1
by b1(y) = bk(`(y))+ b(y).
We can now define two operations+ and T on R× B as follows. Let x, y, z ∈ R× B. Then we define
x+ y,−x+ y, x− y and T (x, y, z) by the following rules.
(5.15) (a) `(x + y), `(−x + y), `(x − y) and `(T (x, y, z)) are defined by the equations of the
Remark 5.10(ii) (a), (b), (c) and (iii)(b) respectively.
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(b) b(x + y), b(−x + y), b(x − y) and b(T (x, y, z)) are defined by the equations of Re-
mark 5.10(i)(a),(b),(c) and (iii)(a) respectively with h, s, t replaced by b, s′, t ′ respectively, where
`(x) · b(y) and `(y) · b(x) are as defined by the equation of (5.14).
It can be easily seen that the operations + and T are well defined on R × B and (R × B,+, T ) is
a semiadditive ring with (0F + I, 0Z) and (1F + I, bh(1F )) as additive and multiplicative identities
respectively. We will denote this semiadditive ring by (R, B).
Remark 5.16. It can be easily checked from the definitions and the equations of (5.5), (5.13) and (5.15)
that the set (0F + I, B) of all elements (0F + I, h1), h1 ∈ B, is a central ideal of (R, B) and is isomorphic
to the ring B. We will identify (0F + I, h1)with h1 ∈ B. Thus, B is identified with (0F + I, B). Hence we
can assume that B ⊆ (R, B), and is a central ideal in (R, B). The quotient ring (R, B)/B ' R under the
map taking (x+ I, h1)+ B to x+ I .
Now, for each x ∈ S ∪ {0F }, let us define δ(x) = (x + I, bh(x)) ∈ (R, B). The map δ : S → (R, B)
taking x ∈ S to δ(x) can be uniquely extended to a homomorphism δ : F(S)→ (R, B).
Lemma 5.17. Let x ∈ F . Then:
(i) `(δ(x)) = `(x).
(ii) If h ∈ I , δ(h) = b(δ(h)).
(iii) δ(I) = δ(F) ∩ B.
(iv) b(δ(x)) = b(δ(`(x)))+ δ(h) for some h ∈ I .
Proof. Suppose x ∈ S. Then δ(x) = (x + I, bh(x)). Clearly, `(δ(x)) = `(x). Hence (i) is satisfied for
x ∈ S. Now suppose x = x1 + x2,−x1 + x2, x1 − x2 or T (x1, x2, x3), xi ∈ F , lh(xi, F) < lh(x, F), i =
1, 2, 3. Then, δ(x) = δ(x1) + δ(x2), −δ(x1) + δ(x2), δ(x1) − δ(x2) or T (δ(x1), δ(x2), δ(x3)). We can
assume that (i) is satisfied for x1, x2 and x3. Using this fact and the equations of (5.15), it can be easily
checked that (i) is satisfied for x. This proves that (i) is satisfied for all x ∈ F . Now if h ∈ I , clearly
`(h) = 0F , and using (i), we get `(δ(h)) = 0F . Thus, b(δ(h)) = δ(h) ∈ B. We also note that if δ(h) ∈ B,
clearly `(δ(h)) = 0F . Hence using (i), `(h) = 0F . Thus, h ∈ I . This proves (ii) and (iii). Now, clearly
x = `(x) + h for some h ∈ I . Hence, δ(x) = δ(`(x)) + δ(h). Also note that s′(`(x), 0F ) = 0B. Thus,
using the equations of (5.15), we get b(δ(x)) = b(δ(`(x)))+ b(δ(h)) = b(δ(`(x)))+ δ(h). This proves
(iv). 
Remark 5.18. (i) Remark 5.16 and Lemma 5.17(i) imply that we can take {δ(`1) = (`1+ I, b(δ(`1))) |
`1 ∈ L} as a set of coset representatives for the central ideal B of (R, B). We will denote δ(`1) by `′1 for
all `1 ∈ L. Let L′ = {`′ | ` ∈ L}. For each y ∈ (R, B), define `′(y) = δ(`(y)) andh′(y) = b(y)−b(`′(y)).
Similarly for x ∈ F , define `′(x) = δ(`(x)). The following can be checked easily using Lemma 5.17. For
all y ∈ (R, B):
(a) b(y) = b(`′(y))+ h′(y).
(b) If y = δ(`1) = `′1 then h′(y) = 0B.
(c) If y = δ(x), x ∈ F , then h′(y) = δ(h(x)) ∈ δ(I) (note that h = h(I, F)).
(d) If y ∈ δ(I), then `′(y) = 0(R,B) = (0F + I, 0B) and h′(y) = y.
(ii) Let `1 ∈ L. From (i), one can easily see the following:
(a) {b(y) | y ∈ δ(F), `(y) = `1} = b(`′1)+ δ(I).
(b) {b1(y) | y ∈ δ(F), `(y) = `1} = bk(`1)+ b(`′1)+ δ(I) = b1(`′1)+ δ(I).
Remark 5.19. Let y1 = δ(x1), y2 = δ(x2), x1, x2 ∈ I . It can be easily checked that y1 + y2, y1 −
y2, y1y2 ∈ δ(I). Thus, δ(I) is a subring of B. In particular, (δ(I),+) is a subgroup of (B,+).
Now, let `1, `2, `3 ∈ L. In F , T (`1, `2, `3) = `(T (`1, `2, `3))+ t(`1, `2, `3). Hence, T (`′1, `′2, `′3) =
`′(T (`1, `2, `3))+δ(t(`1, `2, `3)). Also, in δ(F), using (5.14) and Remark 5.18(i) we get T (`′1, `′2, `′3) =
`′(T (`1, `2, `3))+b(`′1)b(`′2)+b(`′3)+bk(`′1)b(`2)+bk(`′2)b(`1)+t ′(`1, `2, `3)−b(`′(T (`1, `2, `3))).
Using these equations we get




In particular, the above equation for `1 = 1F implies the following.
(5.20)(ii) b(`′(`1 + `2)) = s′(`1, `2)− δ(s(`1, `2))+ b(`′1)+ b(`′2).
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Remark 5.21. (i) The equations of Remark 5.18(i) show that `′(y) and h′(y) correspond to the
functions ` and h of Remark 5.10 for the central ideal B of (R, B). Thus, `′(y) and h′(y) satisfy the
equations of (5.9)(ii) and Remark 5.10(i)–(v), for the pair ((R, B), B). In fact using the equations of
(5.20)(i), (ii), it can be easily checked that these equations will be satisfied with `, h, s(`1, `2) and
t(`1, `2, `3) replaced by `′(y), h′(y), δ(s(`1, `2)) and δ(t(`1, `2, `3)) respectively. Here for y1, y2 ∈
(R, B), the dot product used in the equations of Remark5.10(iii)(a) and (iv) is definedby `′(y1)·h′(y2) =
(bk(`(y1))+ b(`′(y1)))h′(y2). In particular, for all y1, y2, y3 ∈ (R, B):
(a) h′(y1 + y2) = h′(y1)+ h′(y2)+ δ(s(`(y1), `(y2))).
(b) h′(T (y1, y2, y3)) = h′(y1)h′(y2) + h′(y3) + (bk(`′(y1)) + b(`′(y1)))h′(y2) + (bk(`′(y2)) +
b(`′(y2)))h′(y1)+ δ(t(`(y1), `(y2), `(y3))).
(ii) From the proof of Lemma 5.17(iii), one can easily see that for all h1 ∈ I, `1 ∈ L:
(a) b(δ(`1 + h1)) = b(`′1)+ δ(h1).
(b) δ(`1 · h1) = (bk(`′1)+ b(`′1))δ(h1) = b1(`′1)δ(h1) ∈ δ(I).
Let A be a linear binary commutative ring. Let N be an A-module. Let us denote by HomA(N,N)
the ring of all endomorphisms of N as an A-module, i.e., the homomorphisms f : (N,+)→ (N,+) of
additive groups such that for all x ∈ A, y ∈ N , f (xy) = xf (y). It can be easily seen that Hom(N,N) is a
linear binary ring, where for f , g ∈ Hom(N,N), f + g and fg are defined by (f + g)(x) = f (x)+ g(x)
and (fg)(x) = f (g(x)).
Now, suppose N is a central ideal in a semiadditive ring A. Let q : W1 → A be a function such that
q(W ) ⊆ N . Now, N is a linear binary commutative ring satisfying the cadl rules. In particular N is an
N-module. For each x in A, let us denote by x∗N the map x
∗
N : N → N taking h1 ∈ N to xh1 ∈ N . Using
the fact that N is central in A, it can be easily checked that x∗N ∈ HomN(N,N). For w ∈ W1, define
q∗(w) = q(w)∗N . Now, B1 = Z[W1]. Hence, the function q∗ from W1 to HomN(N,N) can clearly be
extended to a unique homomorphism ψ1(q,N) : B1 → HomN (N,N) such that ψ1(q,N) |W1 = q∗.
Define a function q1 : W ′ → N as follows.
(5.22) Let a ∈ mon[Wk], w ∈ W ′. Then:
q1(w) = q(w) ifw ∈ W ;
q1(aw) = ψ1(q,N)(a)q1(w).
Using the fact that B is a subring of the polynomial ring B1 and B is a free Z module generated by
W ′, it can be easily seen that q1 defines a unique homomorphism of binary rings, q′1 : B → N , such
that q′1 |W ′ = q1. We will denote the homomorphism q′1 by ψ(q,N).
Remark 5.23. (i) The homomorphism ψ(q,N) : B → N of binary rings defined above is the unique
homomorphism satisfying the following conditions. Letw ∈ W ′ and a ∈ Wk. Then:
(a) ψ(q,N)(w) = q(w) ifw ∈ W .
(b) ψ(q,N)(aw) = q(a)ψ(q,N)(w).
(ii) ψ(q,N)(ah1) = q(a)ψ(q,N)(h1) for all a ∈ Wk and h1 ∈ B.
Now, consider the map δ. Suppose δ(y) = 0B for some y ∈ F . Then clearly `(δ(y)) = 0F . Using
Lemma 5.17, it follows that y ∈ I . Thus, ker(δ) ⊆ I . Also, I/ker(δ) ' δ(I) is a central ideal in
F/ker(δ) ' δ(F) ⊆ (R, B). This implies that J ⊆ ker(δ) and the map δJ : F/J → (R, B) taking
x+ J to δ(x) for all x ∈ F is a well defined homomorphism. The following remark now follows easily.
Remark 5.24. (i) J ⊆ ker(δ).
(ii) δJαJ = δ.
We will show that ker(δ) = J . Before proving this result we will prove a more general factorizing
theorem. Our proof is very similar to that given by Higman [6] for the case of loops. Let f : A1 → A2
be a homomorphism of semiadditive rings. A factorization of f is a pair (β, γ ) of homomorphisms
β : A1 → M, γ : M → A2 of semiadditive rings such that f = γ β . The maps β and γ are called
factors of F in a factorization. Such a factorization is called central if ker(γ ) is central in M . Now
supposeγ : F → M and θ : M → R give a central factorization of the canonicalmapα : F → R = F/I .
We note that using the fact that I/J is a central ideal in F/J and Remark 5.11(i), it follows that αJ is a
factor of a central factorization of α. Also, ker(γ ) ⊆ I and γ (I) ⊆ ker(θ). Hence, γ (I) is central inM .
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This implies that I/ker(γ ) is central in F/ker(γ ). The definition of J now implies that J ⊆ ker(γ ). It
can be easily checked that αJ is a factor of a factorization of γ . Thus, we have proved:
Theorem 5.25. Suppose γ : F → M is a factor of a central factorization of α. Then αJ is a factor of a
factorization of γ .
Theorem 5.26. The homomorphism δ is a factor of a central factorization of α. Also suppose γ : F → M
and  : M → R give a central factorization of α. Then:
(a) There is a homomorphism θ : (R, B)→ M such that δ and θ give a factorization of γ .
(b) Suppose M(L) is a set of elements m(`1), `1 ∈ L, such that m(`1) ∈ −1(`1+ I) andm(0F ) = 0M . The
homomorphism θ in (a) can be chosen in such away that θ satisfies θ((`1+I, 0B)) = m(`1) for all `1 ∈ L.
Proof. Let pi : (R, B) → R be the projection map defined by pi(y) = `(y) + I = α(`(y)). Then pi
is clearly a homomorphism. Now ker(pi) = B is a central ideal in (R, B). Also, for x ∈ F , pi(δ(x)) =
α(`(x)) = α(x). Thus δ and pi give a central factorization of α.
Now suppose we are given γ and , as in the statement of the lemma. Then,N = ker() is a central
ideal in M . In particular, as a semiadditive ring, N satisfies all cadl rules. For each `1 ∈ L, choose
m(`1) ∈ M satisfying (m(`1)) = α(`1). For `1 = 0F , we choose m(0F ) = 0M . All other m(`1)’s can
be chosen arbitrarily. Let `1, `2, `3 ∈ L and x ∈ S. Clearly, (m(`(x))) = α(x) = (γ (x)). Hence for
some d(x) ∈ N we have:
(5.27) (i) γ (x) = m(`(x))+ d(x).
We note that sincem(0F ) = 0M = γ (0F ), d(0F ) = 0M . Similarly, using the fact that γ (1F ) = 1M , we
getm((1F )) = 1M − d(1F ).
Now, using (5.9) it follows that for some c(`1, `2, `3) ∈ N we have the following:
(5.27) (ii) T (m(`1),m(`2),m(`3)) = m(`(T (`1, `2, `3)))+ c(`1, `2, `3).
Also, usingm(0F ) = 0M , m(1F )+ d(1F ) = 1M and the fact that N is a central ideal inM , it can be
easily checked that c ′(`1, 1F , 0F )+m(`1)d(1F ) = c(0F , `1, `2) = c(`1, 0F , `2) = 0M .
Now define c(`1, `2) = c(1F , `1, `2)+ m(`1)d(1F ). Using the fact that N is a central ideal inM , (5.9)
and (5.27)(ii), we get the following:
(5.27) (iii)m(`1)+m(`2) = m(`(`1 + `2))+ c(`1, `2).
Also, sincem(0F ) = 0F we have c(`1, 0F ) = c(0F , `2) = 0F . Define a function q : W1 → M as follows.
Let `1, `2, `3, `4 ∈ L and x ∈ S. Define:
(5.28) q(t ′(`1, `2, `3)) = c ′(`1, `2, `3), q(bh(x)) = d(x) and q(bk(`4)) = m(`4).
Wenote that q(W ) ⊆ N and q(s′(`1, `2)) = c(`1, `2). Now, usingRemark 5.23, it follows that qdefines
a homomorphism φ : B→ N where φ = ψ(q,N). Thus, φ |W = q and φ(bk(`4)h1) = m(`4) · φ(h1)
for all h1 ∈ B.
Define amap θ : (R, B)→ M by θ(y) = m(`(y))+φ(b(y)). Now let i = 1, 2, 3, yi ∈ (R, B), `(yi) =
`i and b(yi) = h′i . Then, h′i ∈ B and φ(h′i) ∈ N . Using the above definitions and equations, the fact that
N is central inM , the equations of (5.5), (5.9), (5.15) and Remark 5.10, and some simple calculations,
one gets the following equations:
(5.29)(a) θ(y1 + y2) = m(`(`1 + `2))+ φ(h′1)+ φ(h′2)+ c(`1, `2) = θ(y1)+ θ(y2).
(b) θ(T (y1, y2, y3)) = m(`(T (`1, `2, `3)))+ φ(h′1) · φ(h′2)+ φ(h′3)+m(`1) · φ(h′2)+m(`2) · φ(h′1)+
c ′(`1, `2, `3) = T (θ(y1), θ(y2), θ(y3)).
Thus, θ is a homomorphism of semiadditive rings. Also, note that for x ∈ S, `(x) = `1, θ(δ(x)) =
θ(`1 + I, bh(x)) = m(`1)+ d(x) = γ (x). From this it can be easily seen that γ = θδ. This proves (a).
Now, since θ((`1+ I, 0B)) = m(`1) for all `1 ∈ L, the proof of Statement (a) implies Statement (b). 
Now consider the natural map αJ : F → F/J . Using Theorems 5.26 and 5.25 or Remark 5.24 we get
two factorizations: αJ = θδ and δ = δJαJ , where θ : (R, B) → F/J and δJ : F/J → (R, B). Thus we
get αJ = θδJαJ and δ = δJθδ. This implies that θ and δJ are mutually inverse isomorphisms between
αJ(F) = F/J and δ(F) ⊆ (R, B). Now, let ζ = αJ,I . Thus, for all x ∈ F , ζ (x + J) = x + I . Let σ be
the restriction to δF of the natural map pi : (R, B) → R; then we have α = ζαJ = σδ. Hence for
x ∈ F , ζ (αJ(x)) = σ(δ(x)) = σ(δJ(αJ(x))). Thus ζ = σδJ . Similarly we can prove σ = ζθ . This
implies that δJ(I/J) = Fδ ∩ B and θ(Fδ ∩ B) = I/J . Thus, we have proved:
Theorem 5.30. The semiadditive rings δ(F) and F/J are isomorphic under an isomorphism in which I/J
corresponds to δ(I) = δ(F) ∩ B.
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Remark 5.31. (i) The above result is similar to Lemma3of [6] for loops. Higmanused thesemethods to
prove for a free loop P the uniqueness of the reduced form. Higman also used it to prove that∩Pi = (0)
where P0 = P and Pi+1 = [Pi, P], i ∈ N , are the terms of the lower central series of a free loop P .
In Section 4 we have proved a weaker form of this result: that ∩Fj = (0). Using results proved here,
and arguments similar to those used by Higman, one should be able to prove analogous results for the
semiadditive rings, though we will not need these results for our purposes here.
(ii) We also note that from the definition of J one can easily check that J ⊆ F1 = [F , F ]. Thus, if I 6⊆ F1,
clearly J 6= I , and using the above lemma it follows that δ(I) ' I/J 6= (0). It can be easily checked that
this condition is satisfied when F/I is a finite PTR. A proof will be given in part II [9].
Theorem 5.32. For each `1 ∈ L \ {0}, choose a b′(`1) ∈ B such that (`1 + I, b′(`1)) ∈ δ(F). Suppose
M = {b′(`1) | `1 ∈ L \ {0F }}. Let M1 be the ideal in (R, B) generated by M. Then, M1 ∩ δ(F) = (0(R,B)).
Proof. Let pi be the projection map taking y ∈ (R, B) to `(y) + I . Thus, δ and pi give a factorization
of α with ker(pi) = B. Let M(L) = M ∪ {0(R,B)}. Using Theorem 5.26 with γ = δ, we can construct a
factorization δ = θδ where θ : (R, B)→ (R, B) such that θ((`1+ I, 0B)) = (`1+ I, b′(`1)) for all `1 ∈
L\ {0F }. We note that θ is the identity map on δ(F). In particular, θ((`1+ I, b′(`1))) = (`1+ I, b′(`1)).
Also, θ(`1 + I, 0B) = (`1 + I, b′(`1)). Thus θ(0F + I, b′(`1)) = 0. This implies that b′(`1) ∈ ker(θ).
Hence, for allw ∈ M1, θ(w) = 0B, while θ(y) = y for y ∈ δ(F). 
Now, let `1, `2 ∈ L, `1, `2 6= 0F , `1 6= `2. Let us also assume that I 6= J . This implies that δ(I) '
I/J 6= (0). Hence using Remark 5.18(ii)(a), one can easily choose b′(`1) for the above lemma so that
for y1 = (`1 + I, b′(`1)), b(y1) = b′(`1) 6= 0B. Then the above lemma implies that b(y1) 6∈ δ(I). Also,
again using Remark 5.18(ii)(a), it follows that the coset b(`′1)+ δ(I) 6= δ(I). In particular, b(`′1) 6∈ δ(I).
Now, suppose that b(`′1) = b(y2) for some y2 ∈ δ(F), `(y2) = `2. Then, using Remark 5.18(ii)(a),
b(`′1) = b(`′2)+ δ(h1) for some h1 ∈ I . Now, using the fact that δ(I) 6= (0) and Remark 5.18(ii)(a), we
can choose y′2 = (`2 + I, b′(`2)) for the above lemma, so that y′2 6= y2. Remark 5.18(ii) implies that
b(`′1) = b(y2) = b(y′2)+ δ(h′1) for some h′1 ∈ I, δ(h′1) 6= 0B. For `1, we choose b′(`1) = b(`′1). Then,
as in the proof of Theorem 5.32, we will get θ(b(`′1)) = θ(b(y′2)) = 0B, while θ(δ(h′1)) = δ(h′1) 6= 0B.
But this implies that θ(b(`′1)) = θ(b(y′2)) + θ(δ(h′1)) = δ(h′1) 6= 0B. Thus, we get a contradiction.
Hence, b(`′1) 6= b(y2). Thus, we have proved that b(`′1) + δ(I) 6= b(`′2) + δ(I). Now note that using
Remark 5.19, it follows that B/δ(I) is a group. Define a map g1(L, B) : L → B/δ(I) as follows. Let
`1 ∈ L. Define g1(L, B)(`1) = b(`′1)+ δ(I). The following lemma now follows easily.
Theorem 5.33. Suppose J 6= I . Then the map g1(L, B) is one-to-one.
Remark 5.34. LetM1 be as described in the statement of Theorem 5.32, J 6= I and `1 ∈ L.
(i) Using Theorem 5.32 and Remark 5.18(ii)(a) it can be easily seen that M1 ∩ (b(`′1) + δ(I)) =
M1 ∩ {b(y) | y ∈ δ(F), `(y) = `1} = {b′(`1)}.
(ii) Let h1 ∈ M1, h2 ∈ B. Then (`1, 0B) · h1 = bk(`1)h1 and h1h2 are also inM1. From this one can easily
see that the ideal generated byM in (R, B) is equal to the ideal generated byM in B1 = M1.
(iii) Using Remark 5.19 and (ii) one can easily see that for all y1, y2 ∈ M1 + δ(I), yi = ai + hi, ai ∈
M1, hi ∈ δ(I), i = 1, 2:
(a) y1h2 = a1h2 + h1h2 ∈ M1 + δ(I).
(b) y1y2 = (a1a2 + a1h1 + a2h2)+ h1h2 ∈ M1 + δ(I).
(c) b(`′1) = b′(`1)− h′(`1 + I, b′(`1)) ∈ M1 + δ(I).
(d) bk(`1)y1 = bk(`1)a1 − b(`′1)h1 + (bk(`1)+ b(`′1))h1 ∈ M1 + δ(I).
Theorem 5.35. Let J 6= I . For each `1 ∈ L \ {0}, choose a b′(`1) ∈ B such that (`1 + I, b′(`1)) ∈ δ(F).
Suppose M = {b′(`1) | `1 ∈ L \ {0}}. Let M1 be the ideal in (R, B) generated by M. Then:
(i) The additive loop ((R, B),+) = (δ(F),+)⊕ (M1,+), i.e.:
(a) M1 ∩ δ(F) = (0(R,B)).
(b) The additive subloop of (R, B) generated by δ(F) and M1 is (R, B).
(ii) The additive subgroups (M1,+) and (δ(I),+) of B satisfy M1 ⊕ δ(I) = B.
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Proof. We first note that since M1 ⊆ B is central in (R, B), it follows that Statements (i)(a) and (i)(b)
imply that (R, B) is direct product of δ(F) andM1 (see Remark 5.3 and the definition of H + K below
it). The part (i)(a) follows from Theorem 5.32. Let E be the additive subloop of (R, B) generated by
M1 and δ(F). To prove (i)(b), we have to show that E = (R, B). Let `1, `2, `3 ∈ L. Then clearly
(`1 + I, b′(`1)), (0F + I, b′(`1)) ∈ E. Hence, (`1 + I, 0B) ∈ E for all `1 ∈ L. From this it follows
that to prove (i)(b), we have only to prove that B ⊆ E. Now, using Lemma 5.17, δ(F) ∩ B = δ(I).
Hence, E ∩ B is a subgroup of (B,+) containing M1 and δ(I). Thus, M1 + δ(I) ⊆ E. We will show
that M1 + δ(I) = B. This will prove (i)(b) and (ii). Now using Remark 5.34(iii) it follows that
b(`′1) ∈ M1 + δ(I). Also, using the equations of (5.20)(i), (ii) and Remark 5.34(iii) one can easily see
that t ′(`1, `2, `3) − δ(t(`1, v`2, `3)) ∈ M1 + δ(I). This implies thatW ⊆ M1 + δ(I). Also, using the
equations of (5.20)(i),(ii) and Remark 5.34, now one can easily see that M1 + δ(I) containsW ′ and it
is an ideal in B1. Hence B = M1 + δ(I). 
We can now describe two twisted representations of the semiadditive ring R in the polynomial
ring B1 = Z[W1]. Let us also assume that J 6= I . For `1, `2, `3 ∈ L, define:
(5.36) (a) s′1(`1, `2) = s′(`1, `2)+ bk(`(`1 + `2))− bk(`1)− bk(`2).
(b) t ′1(`1, `2, `3) = t ′(`1, `2, `3)+ bk(`(T (`1, `2, `3)))− bk(`1)bk(`2)− bk(`3).
(c) R1 = {r1(`1) = b1(`′1) + δ(I) | `1 ∈ L} ⊆ B1/δ(I) and R2 = {r2(`1) = b(`′1) + δ(I) | `1 ∈ L} ⊆
B1/δ(I).
(d) ri(`1)⊕ ri(`2) = ri(`(`1 + `2)), i = 1, 2.
(e) T (ri(`1), ri(`2), ri(`3)) = ri(`(T (`1, `2, `3))), i = 1, 2.
(f) ek(r2(`1)) = bk(`1) for all `1 ∈ L.
Now, if r1(`1) = r1(`2), then using the fact that δ(I) ⊆ B, it can be easily checked that
bk(`1) = bk(`2) and hence `1 = `2. Thus, the map r ′1 : R → R1 taking `1 + I to r1(`1) is a
bijection. Also, (R1,⊕, T ) is a semiadditive ring and the map r ′1 is an isomorphism of semiadditive
rings R and R1. Similarly using Theorem 5.33 it follows that the map r ′2 : R → R2 taking `1 + I
to r2(`1) is an isomorphism of semiadditive rings R and (R2,⊕, T ). Using (5.15) it can be easily
checked that in B1, b1(`′(`′1 + `′2)) = b1(`′1) + b1(`′2) + s′1(`1, `2) and b1(`′(T (`′1, `′2, `′3))) =
b1(`′1)b1(`
′
2)+ b(`′3)+ t ′1(`1, `2, `3). From these facts it can be easily checked that the semiadditive





R2 is obtained via twisting operations in B1 with twisting quadruple (δ(I), ek, s′, t ′). Thus, we have
the following.
Remark 5.37. Suppose the ideal I of the free semiadditive ring F satisfies the condition that [I, F ] 6= I .
Then the semiadditive ring R = F/I has two twisted representations in the polynomial ring Z[W1]




1) and (δ(I), ek, s
′, t ′).
One can also easily see that we can take the ring Zn of integers modulo n, for a suitable n, in place
of Z in the above results. These aspects will be discussed in [9].
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