Proteins are the molecules of life which are involved in cellular processes. The functional specificity of a protein is linked to its structure. A great section of bioinformatics deals with the prediction, analysis and visualization of protein 3D structures. High-throughput methods for the determination of protein structures provide the information needed to build structure-activity relationships. The accessibility of these structural data together with genomic and clinical data is of crucial importance for the application of bioinformatics in medical research. The experimental methods are supplemented by homology modelling, where new protein structures are predicted by exploiting structural information from known configurations. Computer visualization of protein models provide insights into biological processes which can not be adequately explained otherwise. For the analysis of protein-protein interactions, Voronoi tessellations are used to quantify the macromolecular interfaces. Details at the atomic and electronic levels of the protein molecules, needed for a deeper understanding of properties that remain unrevealed after structural elucidation, are provided by methods based on quantum theoretical calculations. Many proteins are of immediate medical and pharmacological relevance. The structural analysis is therefore of special interest to understand diseases at a molecular level, which is the prerequisite for new developments in diagnosis and therapy.
INTRODUCTION
Proteins are not only of fundamental biological importance, they also play an important role in many diseases. Because the function of a protein is linked to its structure, the structural analysis is of great importance for understanding pathological processes in order to provide new ways in diagnostic and therapeutic medicine [1] . Therefore structural bioinformatics has a great impact to biomedical science and drug discovery [2] . The focus of this paper lies in molecular medicine. The influence of structural bioinformatics to clinical research is highly dependent on the accessibility of genomic, proteomic and clinical data and the development of methods for connecting this information with structural data [3] . The visualization of the structural data is of crucial importance. Procedures such as: inhibition and neutralization of enzymes; interaction of a hormone with its receptor and antigen-antibody interactions cannot be adequately explained without the optical advantage obtained with such visualization methods. The structural analysis is complemented by quantum theoretical methods providing details at the electronic level, for example during the binding of a substrate to an enzyme, that remain unrevealed after structural elucidation. Briefly, thanks to these attempts at molecular modelling and visualization the construction and synthesis of drug and inhibitor molecules are very much enhanced and help to determine new trends in the treatment of diseases.
In this introductory paper, an overview of several methods in structural bioinformatics is presented and explained. Starting from the experimental determination of protein *Address correspondence to this author at the Institute for Medical Informatics, Statistics and Documentation, Medical University of Graz, Auenbruggerplatz 2, A-8036 Graz, Austria; Tel: ++43 316/385-3587; Fax: ++43 316/385-3590; E-mail: marco.wiltgen@meduni-graz.at structures, these include: structural classification of proteins; accessibility of structural data in databases; visualization of protein structures by considering sequence-structure and structure-function relationships; database aided identification of sequences; determination of protein structures by homology modelling; structural alignments and the analysis of protein-protein interactions. Special attention is given to quantum theoretical methods, which complement the structural methods by delivering insights into the dynamical behaviour of protein reactions. The methods are illustrated by means of selected proteins, which are of immediate medical relevance. The importance and influence of bioinformatics algorithms in medical research is accentuated. This paper also achieves a practical aspect by presenting a number of URLs, where information and tools suitable for structural analysis can be found and applied.
A lot of calculations and visualizations in this review paper have been done with the Swiss-PdbViewer (http://-spdbv.vital-it.ch), Voro3D program (Voronoi tessellations, http://www.lmcp.jussieu.fr/~mornon/voronoi.html), SWISS-MODEL and MODELLER (homology modelling, http://-swissmodel.expasy.org/, http://salilab.org/modeller/), HyperChem (quantum calculations, http://www.hyper.com) and several protein analysis software tools from the ExPASy server (http://au.expasy.org/tools/). The data files for the visualized protein structures were retrieved from the PDB database (http://www.rcsb.org/pdb).
PROTEIN BIOSYNTHESES
Proteins are used by the cell to read and translate the genomic information into other proteins for performing and controlling cellular processes such as: metabolism (decomposition and biosynthesis of molecules); physiological signalling; energy storage and conversion; formation of cellular structures etc. Proteins are synthesized by means of the genetic code which is inherent through replication.
By considering the chemical composition of a protein, one obtains the, for organic molecules, typical chemical elements in different quantities as illustrated in the case of glutamic acid decarboxylase (GAD):
C 2925 H 4532 N 780 O 844 S 40 However, the chemical composition delivers little information about proteins. A better understanding of the protein molecules is obtained by considering their modular composition. Proteins contain amino acids as subunits. Amino acids consist of an amino group, a carboxyl group and a variable side chain (Fig. 1) . The proteins are built up as polymers of the amino acids. The amino acids are connected by a peptide bond between the basic amino group and the acidic carboxyl group of each amino acid in the polypeptide chain. 20 different amino acids are involved as residues in protein sequences. Each of the 20 amino acids differs by its side chain, which is responsible for the physicochemical properties such as: electric charge; polar, non polar; acidic; basic; hydrophobic etc. Some of the side chains have ring like structures (aromatic), while others consist of straight carbon chains (aliphatic). The different amino acids are represented in different quantities in a protein (Fig. 1) . Hypothetically, were one to mix the amino acids in the right quantities in a test tube, one would never obtain the desired protein. The protein and its structure are not only determined by the percentage of the different amino acids but also the information about the sequence of the amino acids in the polypeptide chain is necessary. The information encoded in the amino acid sequence determines the 3D structure of a protein and in consequence its function.
The protein biosyntheses is determined by the genetic code in the DNA (deoxyribonucleotid acid) through the intermediate RNA (ribonucleotid acid). During gene expression the DNA sequence of the gene is copied into messenger RNA (mRNA). The mRNA then serves as template for the protein biosyntheses (Fig. 2) . It contains a sequence of 4 nucleotides: adenine, cytosine, guanine and uracil, which determine the copied genetic code. To encode an amino acid, 
Fig. (2).
Messenger RNA (mRNA) contains the information needed for protein biosyntheses. The information is determined by a sequence of 4 nucleotides: adenine (A), cytosine (C), guanine (G) and uracil (U). An amino acid is encoded by a triplet of nucleotides. This encoding is redundant in that sense, that one amino acid can be encoded by different triplets.
3 nucleotides are combined in a triplet (codon). Because 64 possible combinations of the 4 nucleotides in triplets are encoding 20 different amino acids the code is redundant. The ribosome is the biological unit in the cell where the copy of the genetic code in the mRNA is translated into the amino acid sequence and the protein is build up (Fig. 3) [4] . The ribosome is a complex of different ribosomal proteins and RNA. During the translation the condons of the mRNA are recognized by the complementary nucleotide triplets (anticondons) of the transfer RNA (tRNA) and a condonanticondon bonding results. Every tRNA molecule transports an amino acid, where the type of the amino acid is dependent from the anticodon. During the interaction of the mRNA and the tRNA the amino acids are connected according to the encoded information in the mRNA sequence.
Once an amino acid sequence is synthesized in the cell, it folds together to a well defined and, for its sequence, unique 3D structure (Fig. 4) . It can be differentiated between the primary structure (the sequence of the residues), the secondary structure ( -helices, -sheets and loops) and the tertiary structure (folding of the secondary structure elements into a three dimensional structure). The polypeptide chain forms secondary structures via hydrogen bonds (interaction between the hydrogen of the amino group and the oxygen of the carboxyl group) between amino acids in the chain. The secondary structure elements are then folded, through further Fig. (3) . Parts of the 3OS ribosomal subunit of the whole ribosomal complex with transfer RNA (tRNA) and mRNA (resolution 6.46 angstroms, R-value = 0.354). The ribosome is the biological unit in the cell where the protein biosyntheses takes place. It is a complex of different ribosomal proteins and ribonucleotid acids (RNA). The mRNA serves as template for the protein syntheses. Each tRNA bounds an amino acid. The amino acids are then connected according to the mRNA sequence. Fig. (4) . The 3D structure of a protein is uniquely determined by its amino acid sequence. In the polypeptide chain the amino acids are connected via the respective carboxyl group and amino group.
interactions between the residues, into the three dimensional structure. The main driving forces in protein folding are hydrophobic and electrostatic interactions. Domains are compact regions of structure within the larger protein structure. Every domain has its own hydrophobic core and is connected to the rest of the protein via the polypeptide backbone. Normally a domain is collinear with a defined sequence part and the protein structure is divided into several domains. Many proteins are oligomeric, which means they are composed of more independent polypeptide chains (quaternary structure: three dimensional arrangements of the monomers). The individual polypeptide chains in the quaternary structure can interact with electrostatic forces and hydrogen bonds.
Functional specificity of a protein is linked to its structure. Due to the folding structure each of the critical residues responsible for the protein function is brought into a precise geometric arrangement. They are building the active site: a localized combination of amino acids within the tertiary structure that acts with other molecules and provides the protein with biological activity. Then interactions of a protein with other molecules are determined by residues which are close in 3D space but may be very distant in the amino acid sequence. The active site is then often found only in a small part of the structure and the rest of the protein structure is mainly necessary to enable and maintain the correct spatial position between the amino acids on the active site. Therefore, to understand a protein function, the 3D structure of the protein reveals far more information, than its sequence.
The knowledge of the 3D structure is essential to understand the function of proteins and the interactions between proteins within the organism resulting in metabolism, reproduction and form. Classes of proteins are: enzymes; hormones; regulators; signal receptors; ion channels; antibodies etc.
PROTEINS IN MEDICINE
Many protein structures are of immediate medical and pharmacological relevance. This is especially valuable for: human proteins; eukaryotic model organisms and human pathogen micro organisms. Among the great amount and diversity of human proteins the following are of special medical importance:
• Enzymes which are involved in drug and xenobiotica metabolism.
• Proteins involved in signal transduction processes (growing factors).
• Ion channels.
The detection of structural changes at the protein level will enable a better understanding of certain disorder processes and their reasons.
Cytochrome-P450
Cytochrome-P450 is a membrane associated enzyme involved in many processes such as: the transformation of xenobiotica; metabolism of drugs; biosynthesesis of steroid hormones [5, 6] . In the mitochondrial matrices of the suprarenal gland, the enzyme cytochome-P450 catalyses the conversion of cholesterol into an initial stage (pregnenolon) of stereoid hormones (Fig. 5) .
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Cytochrome-P450 is an enzyme involved in drug and xenobiotica metabolism. The cytochrome-P450 system is a complex (only two chains are visualized, resolution: 2.3 angstrom, R-value = 0.222) between adrenodoxin reductase (ADR) and adrenodoxin (ADX). Adrenodoxin reductase transfers an electron, needed for the hydroxilisation of the cholesterol side chains, via flavinadenindinucleotide (FAD) to adrenoxidin. Probably, the electron migrates along covalent bonds and hydrogen bonds.
The electrons, necessary for the hydroxilisation of the cholesterol side chains, are delivered to the enzyme by an electron transfer system [7] . Mutations in the cytochrom-P450 system may cause defects in drug metabolism. For example, antibiotics and chemo therapeutics are not decomposed because of the enzyme mutation, which leads to toxic damage or marrow insufficiency.
Growing Factors
Growing factors are extra cellular proteins with hormonal function, which regulate the gene expression by activating receptors localized in the cell membrane. The structure biological questions concern the specification of the ligands and the mechanism of the signal transduction. Four different classes of structures can be considered:
• Cystine node growing factor Vascular endothelia growth factor
• 4-helices bundle structure Erythropoietin
• Beta-clover-leaf Fibroblast growing factor
• Chemochines Interleukin-8
Growing factors are involved in the differentiation of stem cells into specialized cells such as: leucocytes; erythrocytes; fibroblasts etc.
Cystine node growing factors are building up as homo dimmers [8, 9] . Every homomer contains 4 central -sheets. Two sulphur bridges are building a kind of circle like structure, connecting sheets next to each other (Fig. 6) . A third sulphur bridge penetrates the circle structure and connects the remaining sheets. A representative of the class of cystine node growing factors is the vascular endothelial growth factor. Defects can cause an increase of endothelial cells. This can be the reason for tumours or brittle vessels. In the 4 helices bundle structure, 4 -helices are arranged in parallel to each other (Fig. 6) . Representatives of this class of growing factors are erythropoietin (EPO), which regulates the differentiation of spinal stem cells into erythrocytes cells, and the leukaemia-inhibitory-factor (LIF) [10, 11] . The beta-cloverleaf growing factors are monomers with a repetitive (3x) motive of -sheets (Fig. 6) . A representative is the fibroblast growing factor (GF) [12, 13] . This growing factor causes the differentiation of stem cells into fibroblast cells, which play a role in healing of wounds. Chemocines are homo dimer growing factors consisting of -sheets and crosswise arranged -helices (Fig. 6) . A representative is leucine, which plays a role in the differentiation of leucocytes [14, 15] . Defects can cause leukaemia.
The corresponding receptors are building up of an extra cellular part, a short transmembran segment and an intra cellular part [16] . Hormone-receptor interactions are of fundamental biological importance. For example: Depending on the conditions, interferon-stimulates or suppresses the production of antibodies (Fig. 7) . Oxytocin is a sexual hormone which bounds to its carrier protein neurophysin (Fig. 7) . The structure analysis is therefore of special interest for understanding these processes. Hormone-receptor interactions may also be involved in pathological processes. 
Ion Channels
Progress has been made in understanding neurodegenerative diseases at a molecular level by studying ion channel proteins. Ion channels provide narrow, channel-like pathways used by ions to cross the cell membrane. The membrane is an electrical insulator and blocks the ions in the absence of ion channel proteins. Ion channels are ion selective. For each of the different ions, a different protein has to be present to cross the membrane. Some ion channels are responsible for action potentials in neurons. Action potentials are small voltage changes across the cell membrane in neurons and are basic signalling processes of the brain. Repetitive action potentials form firing patterns in individual nerve cells. The signalling mode of neurons is enabled due to a combination of three different classes of ion channels. Many of these channel proteins are involved in neurodegenerative diseases. Therefore the relationship between structure and function of ion channels are of special importance and has greatly improved the understanding of Alzheimer's, Parkinson's and Huntington's diseases [17] [18] [19] [20] [21] [22] .
The structure and function of an ion channel is illustrated in the case of aquaporin, a channel which enables water molecules to enter the cells (Fig. 8) [23] .
EXPERIMENTAL DETERMINATION OF PRO-TEIN STRUCTURES FROM DIFFRACTED X-RAYS
The atomic details of molecules are not visible using microscopes (the diffracted X-rays in crystallographic methods can not be focused by a lens). The protein structures can only be determined indirectly by special detection methods whereby the shapes of the molecules are derived from the experimental data with mathematical methods. We concentrate our attention on the determination of protein structures with crystallographic methods (alternative methods are the nuclear magnetic resonance spectroscopy and the cryo-electron microscopy).
In the X-ray crystallography, X-rays are reflected by the electron clouds surrounding the atoms in a protein crystal [24, 25] . In a protein crystal, individual protein molecules are arranged in a regular lattice. The proteins are crystallized out by extraction of the soluble. For X-ray crystallography, sufficiently large and unflawed protein crystals are needed. Inside the crystals the molecules are still surrounded by water molecules. The X-ray reflections scattered from the protein crystal build up a regular diffraction pattern on a detector, which is analyzed to produce an electron density map of the protein (Fig. 9) . To this purpose the intensity and position of each diffracted X-ray on the detector are measured. The intensities are proportional to the square of the structure factor amplitude: V is the volume of the crystal elementary cell. The volume and the structure factor amplitude can be determined experimentally. Unfortunately, the diffraction pattern shows no information about the relationship among the phases a h,k,1 of all the scattered X-rays. Therefore in a first step the phases must be estimated, allowing the calculation of a fuzzy electron density map. Then the phases that will be shown on this rudimentary model are computed. From these phases and the original data from the diffraction pattern, a new electron density map, showing more detail, is calculated. This bootstrapping process (model building, calculating phases, calculating new electron density map, rebuilding) is repeated until the process converges, this means that the latest model gives the same phases as the previous one. Computer algorithms have been developed for the automatic generation, interpretation and refinement of electron density maps [26] [27] [28] [29] . Protein atomic coordinates are determined by modelling the best possible way for the atoms to fit into the electron density map (Fig. 9) .
Electron density maps are available from the Electron Density Server: http://fsrv1.bmc.uu.se/eds/ at the Uppsala University and can be used to evaluate and ameliorate protein structures by optimal fitting of residues into the electron density map [30] . The determined protein structure is not an exact representation of the atomic positions in the crystal, but it is the model that best fits the electron density map of Aquaporin is a membrane spanning protein that allows only water molecules to pass. Aquaporin consists of six hydrophobic -helices which stretch through the cell membrane (resolution: 3.7 angstrom, R-value = 0.361). The key to the function of aquaporin is its hourglass-shaped pore with the smallest width of 3 angstrom. For the simulation of the aquaporin function, a water molecule has been added. The figure shows the hydrogen bonding (dotted lines) of the water molecule to two asparagines residues (at positions 76 and 192 in the sequence), which extend their side chains to form the narrowest part of the channel, allowing only water molecules to pass. the protein.
To evaluate the quality of a protein structure, the structure factor amplitude ' hkl F is calculated from the electron density by inverse Fourier transformation. This calculated structure factor amplitude is compared with the experimentally determined structure factor amplitude. The so called Rfactor indicates how well the model fits the original data:
The R-factor should be as small as possible. For proteins, a desirable R-factor is 0.2 for a resolution of 2.5 angstrom. Another factor, the B-factor indicates the precision of each atom position. Atom positions can be uncertain due to motion (at temperatures above absolute zero, there is always thermal motion) of the atoms or alternative side-chain conformations. B-factor values of 5 and 20 correspond to uncertainties of 0.25 respectively 0.5 angstroms. The resolution is of special importance for the evaluation of a structure regarding to specific biological questions. Three different levels of structure can be distinguished:
• low resolution: few details are visible other than the shape of the molecule • medium resolution: the fold of a protein (how the protein chain twists through space) can be determined
• high resolution: most or all of the protein atoms are resolved, which means that their Cartesian coordinates are known with an accuracy of the order of a bond length
It is important to realise that all three levels can help answer biological questions, although in order to answer questions at the level of atoms such as: enzyme catalysis; ligandbinding; protein-protein interaction and protein-nucleic acid interaction, high resolution is obviously the most useful.
Once the atomic coordinates of the protein structure have been determined, a table of these coordinates is deposited into the protein database (PDB).
STRUCTURAL CLASSIFICATION OF PROTEINS
The evolution of proteins is restricted due to physical chemical reasons. Solvent accessibility and hydrophobicity are playing an important role in protein folding. Proteins always exist in aqueous solution and they constantly interact with water molecules. The side chains of the amino acids are divided into two groups: the hydrophilic and the hydrophobic side chains. Water molecules have polar charges and liquid water consists of an uninterrupted lattice of hydrogen bonded molecules. A non polar protein molecule dissolved in water interrupts the regular hydrogen bond lattice, which is energetically unfavourable because the water molecules are forced to work around the globular protein and they form a kind of cage. Therefore to diminish the energy costs of solvating the protein, it is favourable to interact with the water molecules and the amino acids with hydrophilic properties have to be arranged solvent exposed at the protein surface, whereas the hydrophobic amino acids are mainly concentrated in the protein core. The number of possible occurring structure motifs (folds) is therefore limited, due to these physical reasons, and they are repetitively used in different proteins. This physical aspect is used for a hierarchical classification of protein structures. Proteins are grouped according to what kind of secondary structure elements they have. Within those larger classes, subclasses are based on the kind of arrangement of the secondary structure elements in the protein. The focus in protein classification is the arrangement of proteins that have similar structural architectures; it doesn't matter if their amino acid sequences are related. The same physical reasons, leading to the limited number of different occurring folds in proteins and their hierarchical classification, are the basis for the success of many algorithms in structural bioinformatics such as: the structural alignments for the search of homologue proteins and the homology modelling.
The Structural Classification of Proteins (SCOP) is a database maintained by the MRC Laboratory of Molecular Biology UK (http://scop.mrc-1mb.cam.ac.uk/). At the top level of SCOP the proteins are classified by their secondary structure characteristics into all-alpha ( ), all-beta ( ) or mixed alpha-beta ( / , + ) structures (Class level) [31, 32] . In the next level (fold) the succession and orientation of the secondary elements is taken into consideration (globin like, alpha-beta barrel, helix bundle etc.). Beyond the fold level, proteins are divided into Superfamilies (similar structures with no or poor sequence similarity) and Families (similar structures and similar sequences).
Proteins that "look" grossly the same, in structural terms, are classified as more closely. This plays an important role for the search and detection of homologies, common functions and evolutionary relationships.
PROTEIN STRUCTURE DATABASE
Protein structural information is publicly available at the protein database (PDB), an international repository for 3D structure files [33] . The PDB database was initiated at the Brookhaven National Laboratory and is now handled by the RCSB (Research Collaboratory for Structural Biology) at the Rutgers University and the UC (University of California) San Diego. PDB is the most important source of protein structures. At the moment PDB contains more than 52.000 protein structures. Before a new structure of a protein is inserted into the database, a time consuming and careful examination of the data must be carried out to guarantee the quality of the structure. Access to the database is enabled via the Internet.
Access to the Structural Data
The entry point to the structural protein data is the PDB web site: http://www.rcsb.org/pdb. The search for a particular protein structure of interest can be initiated by entering the 4 letter PDB identification code at the PDB main page. Alternatively, the PDB can be searched by use of keywords. A comfortable access to the PDB database is enabled by the integrated ENTREZ (www.ncbi.nlm.nih.gov/Entrez) search and retrieval system of the NCBI (National Centre for Biotechnology Information) [34] . This can be done by searching the structural database using specific keywords such as: the name of the protein or organism or other identifying features such as: domains; folds; structures of the protein bound to a substrate etc. The keywords are used to search for entries in the most important fields in the PDB data header. The advantage of the access via ENTREZ is the availability of several public domain tools like BLAST (Basic Local Alignment Search Tool) which enables the user to compare an uncharacterized protein sequence with the whole sequence database or VAST (Vector Analysis Search Tool), which is useful for the determination of structural neighbours of a given protein structure.
After the successful access to the protein of interest in the database, the appropriate information is available through the Information Portal to Biological Macromolecular Structures interface ( Fig. 10) which offers, among others, the opportunity to:
• View protein structures with simple 3D display tools
• Display PDB file and Header in HTML format and download structure files Fig. (10) . A large number of protein structures are deposited in the PDB structure database. The structural information is stored in the PDB data files as atomic coordinates. Information about protein structures is available through the Information Portal to Biological Macromolecular Structures interface. In the database, the proteins are identified by a 4 letter code. The available information includes: sequence of the protein; experimental parameters; structural properties such as dihedral angles; bond angles; bond lengths and others.
• Display geometrical properties, such as: dihedral angles; bond lengths and bond angles, in tabular format.
• Display and download sequences in FASTA format [35] .
Additionally, links for many tool databases for protein structure analysis and protein classification databases (similar to SCOP) are offered. The retrieved protein structure is available as a structure file which contains the atomic coordinates of the protein crystal structure.
Data Format
The Brookhaven PDB format is the most commonly used protein structure data format [36, 37] . This format is divided into a section containing miscellaneous information and a section containing the atom records. The main parts of the PDB data format are:
• HEADER: contains name and source of the protein, resolution, description of experimental conditions and details, names of the authors, crystallographic parameters including R-factor, sequence information, secondary structure information, literature citations etc.
• SEQRES: this part contains the protein sequence.
• ATOM: this part contains the atomic coordinates and the B-factor values as part of the protein chain.
• HETATM: coordinates of cofactor molecules, substrates, other groups that are not covalently bound to the protein.
PDB files are used as input for protein visualization and they offer the necessary information for the calculation of protein properties, manipulation and representation of the structures. Other commonly used formats are: mmCIF (macromolecular Crystallographic Information Format) and the ASN.1 format [38, 39] .
From the PDB database the structure files can be downloaded and the protein visualized at the local place (Fig. 11). 
VISUALIZATION OF PROTEIN STRUCTURES
The first computer representations of macromolecular structures were made during the 1960's. Researchers at the MIT developed a system based on an oscilloscope for displaying rotating wireframe representations of macromolecular structures [40] . At the same time, a program to produce stereoscopic drawings of molecular structures with a pen plotter was developed [41] . In the mid 1970's a protein structure was visualized entirely with computers for the first time [42] . During the 1980's computer systems showing wireframe renderings of the amino acid chain, which could be rotated in real time become very popular for crystallographers [43] . In the 1990's first programs running on Macintosh and PC brought molecular visualization to a large number of scientists [44] . Nowadays, a number of protein viewers are freely available from referenced Web sites, which run on most computer platforms and operating systems including Microsoft Windows, Macintosh and UNIX X-Windows.
Such viewer programs convert the atomic coordinates into a view of the protein. [45] [46] [47] [48] [49] [50] .
Protein Models
In the world of protein molecules the application of visualization techniques is particularly rewarding, for it allows us to depict phenomena that cannot be seen by any other means. Being able to "see" the 3D structure of a protein and to analyze its shape is of crucial importance for understanding protein properties and interactions (Fig. 12) . Obviously, it is not possible to see a protein for example by a microscope with X-rays focussing lenses. Therefore there exists no real image, like a microscopic view from cell, of a protein. Instead a model, based on atomic coordinates resulting from the optimal fitting into the electron density map, must be used. (To be precise: the real experimental results in X-ray crystallography are the diffraction patterns on the detector, the electron density map is already derived from these data). This means that there is always an element of interpretation of the experimental data that leads to a model -a hypothesis about the structure that gave rise to the experimental data that we collected. This model of a structure is a three-dimensional representation of a protein that contains information about the spatial arrangements of groups of atoms. The model reflects the experimental data in a consistent way. With the aid of the model, experimental results concerning structural properties can be interpreted and further hypothesis about the protein interactions be formulated. However, simply plotting the coordinates is not suitable for visualization, for this, the connectivity between atoms has to be taken into account. This can be done by the "chemistry rule method". This method uses some of the rules of chemical bond lengths to connect atoms. For example, all neighbouring carbon atoms at a distance of 1.5 angstrom will be connected by a chemical bond. If such rigid chemistry rules are implemented in the viewing program, then no complete bonding information is necessary in the structure file. This approach is based on the PDB files. Another method to connect atoms in a protein is the "chemical graph method". By this method residue dictionaries, containing a list of the amino acids with their respective standard atoms and bond lengths, are used to construct a chemical graph by considering sequence information. Then the viewing program uses the information from the dictionary to connect the atoms. Structure files (MMDB: Molecular Modelling Database type) containing residue dictionaries are derived from PDB files.
Representation of Protein Structures
The information stored in the structure file is then visible as 3D graphic [51] [52] [53] [54] [55] [56] . The proteins are so complex, that the 3D structures are difficult to interpret visually. The first problem in the visualization and interpretation of a protein structure is the appropriate representation [57] [58] [59] [60] . The human eye can interpret 3D solids but has difficulties with topologically complex 3D data sets. The number of amino acids in proteins ranges from 50 to 2000 residues. For example: the human serum albumin protein contains 4902 atoms. Because of the complex protein structure, special simplified representations are necessary. Although the representations are constructed, they are based on experimental data and therefore they represent real aspects of proteins. Successively higher grades of abstraction of the representations are reached.
The basic representation of protein structures is the balland-stick model where atomic details are visualized (Fig.  13) . The covalent bonds are represented as sticks between atoms, which are represented as spheres or simply coloured junction points of the sticks [61] . Non covalent bonds such as hydrogen bonds are represented by doted lines. Structurally important covalent bonds such as sulphur bonds are highlighted by colour encoding (yellow in the case of sulphur bonds). The atoms are generally coloured according to the CPK colour scheme: white for carbon; red for oxygen; blue for nitrogen and yellow for sulphur.
Additionally there are a number of conventionally simplified representations of protein structures that allow the visualization of overall topology, without the confusion of atomic details. A common feature of all proteins is that they are composed of a linear polymer chain, the backbone. In the native state of a protein the polymer chain is folded in 3D space. The first step is the representation of the backbone as a string showing the spatial course, from N-terminus to Cterminus, of the protein backbone ( Fig. 13) . This allows the identification of simple topological properties (for example, whether the protein has a spherical shape or is stretched) and facilitates the relation of the sequence of the protein to its spatial structure.
Another simplification of the representation and visualization of proteins is based on ribbons and helices, allowing the user to visualize essential features of the protein topology as secondary structure elements (Fig. 13) . Protein coordinate data sets don't come labelled with secondary structure classifiers. Secondary structures can be detected by their hydrogen bond patterns and their backbone torsion angles. Secondary structure elements can also be represented as icons (cartoon representation), whereas the -helices are represented as cylinders and the -sheets as arrows. Visualisation and analysis of the secondary elements plays, amongst other things, an important role in protein classification.
The proteins can further be represented by their molecular surface (Fig. 13) . The molecular surface is the boundary of the molecule volume within which no other molecule can enter. Molecular surfaces are helpful for the description of the topological properties of the protein shape. The surface is defined by the van der Waals radii of the atoms, which is the radius of the sphere around the atom centre, inside which another atom's spherical boundary can't pass. Then the surface depends on the atomic van der Waals radii and the coordinates of the atoms in the molecule. The protein surface is not a quantity defined by a unique property. Surfaces can be constructed as molecular or accessible surfaces. The first kind of surface is defined as the contact surface of a spherical probe (water molecule) with the protein molecule, the second kind as the locus of the centre of the probe rolled around the molecule [62] [63] [64] . The default probe radius for each type of surface is 1.4 angstroms.
An important task is the visualization of non-structurebased functional annotations in protein 3D structures. Bioinformatics is a science with centralized data banks, combining sequence information to functional and structural information, which are interconnected through the Internet (Fig. 14) . An adequate representation of structural properties together with the mapping of biological and physicochemical information from different databases helps to understand proteins visually showing context and connection.
Representation of Sequence-Structure Relationships
To investigate the structure and function of a protein, researchers create increasingly sophisticated computational models for transforming genetic sequencing data into comprehensive information at the protein level to better understand biological processes.
Special attention has been done in the development of viewers that can present structure and sequence data in a unified interface [65] [66] [67] [68] [69] [70] [71] [72] . 3D viewers and alignment editors are connected together allowing the rapid refinement of sequence-structure alignments by taking advantage of the immediate visualization of resulting insertions/deletions and strict conservations in their structural context. Multiple linked visualization of protein structure and sequence view show context maintenance by fish eye sequence view and magic lens [68] . Additionally, web applications for the visualization of multiple protein sequences and structures, allowing the visualization of conservative and variable residues of active and binding sites in protein families were developed. Visualization of the relationship between exon distribution in the gene and protein structural elements and the association of sequence signals to 3D structure provide a valuable visualization environment for gene organization, gene evolution, protein folding and protein structure classification [69] . The location of the exon boundaries and the intron phase are mapped onto a multiple structural alignment [67] . Comparative analysis of exon/intron organization of genes and their resulting protein structures are important for understanding evolutionary relationships between species, rules of protein organization and protein functionality.
Physicochemical properties like: the isoelectric point; the estimated half-life of the protein; its instability index and the average of hydropathicity can be calculated out of the amino acid sequence [73] [74] [75] . This can be done for example with the program ProtParam (http://www.expasy.ch/tools/protparam.html), which is additionally used for the calculation of the molecular mass and the percentage of amino acid composition of the protein (Fig. 1) . The courses of the hydropathicity values along the amino acid sequence can be determined and plotted by ProtScale (http://www.expasy.-org/cgi-bin/protscale.pl) [76] . Several programs are used to predict secondary structures of proteins from their amino acid sequence. For example the program PHD (Profile network prediction HeiDelberg) predicts the secondary structure elements out of multiple sequence alignments [77] . By use of neural networks, 3 different secondary structures (helix, strand and loop) are predicted (http://cubic.bioc.columbia.edu/predictprotein/). The neural networks are first trained with proteins of known structures.
Representation of Structure-Function Relationships
Special procedures are used for exploring structurefunction relationships. Therefore, sequence-based functional annotations need to be mapped to the corresponding part of the protein structure. Currently there are two types of annotations, the primary database (knowledgebase): SWISS-PROT with sequence annotations (http://ftp.expasy.ch/sprot) and the derived databases (cross referenced by SWISS-PROT): PROSITE (http://ftp.expasy.ch/prosite) with biological significant sequence patterns; PRINTS (http://umber.sbs.man.-ac.uk/cgi-bin/dbbrowser/sprin) with fingerprint motifs of proteins; PFAM (http://www.sanger.ac.uk/cgi-bin/Pfam) contains for every family a multiple sequence alignment as well as a hidden Markov model; Blocks (http://blocks.fhcrc.-org/) a database for multiple alignments of motifs; Highly conserved domains in the structures can be found in the CDD: Conserved Domain Database (http://www.ncbi.nlm.-nih.gov/Structure/cdd) etc. [78] [79] [80] [81] [82] [83] [84] [85] [86] [87] .
A motif is a locally conserved region in a sequence or a short sequence pattern shared by a set of sequences. Often motifs are localized in active sites or binding sites for substrates and coenzymes. Motifs are common in protein families where the requirements of the active site mean a restriction of the protein evolution. Motifs are derived from multiple sequence alignments of members of a protein family. Common motifs in proteins often indicate a common function of proteins, even when no other sequence similarity can be found. Therefore motifs are useful for the prediction of functions of an unknown protein. PROSITE is a database which contains biologically significant patterns responsible for the function of a protein family [88, 89] . The PROSITE motifs consist of highly conserved residues which are relevant for:
• Catalytic sites for enzymatic function
• Binding sites for molecules such as: DNA, ATP or other proteins
• Binding sites for ions.
These motifs are described by the PROSITE syntax [90] :
This pattern represents a common motif in the albumin family [91] [92] [93] . The amino acids are represented in the one letter code. x(n) means an pattern of n arbitrary residues. Letters between brackets (for example: [LFY] ) mean that one of the involved amino acid must be present at the specific position. One letter (C) in the pattern means that exactly this amino acid and no other (very highly conserved) must be present at the specific position. This motif pattern is used to search and visualize the corresponding residues in the 3D structure of human serum albumin (Fig. 15) . Albumin is synthesized in the liver and serves among others as transport protein for water unsolvable substances. It binds fatty acids, hormones, bilirubin and drugs [94] .
Essential properties of proteins, responsible for their functional behavior, can be described by use of single physicochemical parameters. This simplifies the understanding and computation of specific protein properties. For example: properties of transmembran proteins can be described by hydrophobic parameters; electrostatic interactions between an enzyme and a substrate (resulting in catalytic activities) can be described by an dielectric constant. The combination of physicochemical and structural properties of proteins may suggest: the location of catalytic sites; the location of interaction sites; identification of targets for site directed mutagenesis and the identification of membrane spanning domains. Therefore a mapping of physicochemical properties onto the protein structure is performed. To connect information about physicochemical properties with the topology, colour encoding according to the specific parameter is used.
Many other important protein features can be obtained via some recent developed bioinformatics tools. For instance, at the web server "Cell-PLoc" at http://chou.-med.harvard.edu/bioinf/Cell-PLoc/ subcellular locations of proteins in various organisms can be identified, at the web server "MemType-2L" at http://chou.med.har-vard.edu/bioinf/-MemType/ membrane protein types are identified, and Fig. (15) . Connections of the human serum albumin structure with functional information (resolution: 2.7 angstrom, R-value = 0.251). The figure shows a common biological significant residue sequence pattern (motif) of the albumin family and its location in the albumin 3D structure. The expressions between brackets show alternatively allowed amino acids at the specific position in the motif pattern. Some amino acids of the active site are distant in the sequence but close in 3D space. In the sequence the residues are represented in the one letter code, whereas in the 3D the residues are represented in the three letter code. (Y: Tyr: Thyrosin, C: Cys: Cystein, L: Leu: Leucin). The motif sequence pattern results from the PROSITE database, but only its visualization in the 3D structure is the precondition for the analysis and understanding of its function.
by use of the web servers "Signal-CF" at http://chou.-med.harvard.edu/bioinf/Signal-CF/ or "Signal-3L" at http://-chou.med.harvard.edu/bioinf/Signal-3L/ signal peptides of proteins in various organisms are identified [95] [96] [97] . These kinds of information are very useful for basic research and drug design.
How bioinformatics contributes to human health care will be dramatically influenced by the degree to which the tools are adopted and used as a routine aspect of biomedical research. The choice of problem based representations will improve the usability and importance of visualization tools for medical research. This will broaden the use of genomic and proteomic information in medical research and practice while enabling new insight into biological processes.
DATABASE AIDED IDENTIFICATION OF PEP-TIDE FRAGMENTS
In order to identify a protein, it is necessary first to determine its amino acid sequence. Large proteins are decomposed into peptide fragments by an enzyme (for example: trypsin). The masses (in Dalton units) of the peptide fragments are determined by mass spectroscopy. In mass spectroscopy, the peptide fragments are ionized and then separated according to their mass using several techniques. One technique is the SELDI-TOF "Surface enhanced laser desorption ionisation -time of flight" method, where the various masses of peptide fragments are determined according to their time of flight (TOF) [98] . Mass spectroscopic methods deliver, for every protein, a characteristic peptide mass fingerprint [99, 100] . From this fingerprint, the peptide mass spectrum, the peptide fragments can be identified by data base aided methods which allow conclusions to be drawn about the sequences of the peptide fragments and the identification of the protein (Fig. 16) . A lot of software tools for protein analysis are available at http://au.expasy.org/-tools/ [101] . One of these tools, the program Aldente enables an automatically comparison of the determined mass spectrum with the masses of all possible amino acid combinations [102] . It takes advantage of the Hough transformation for spectra recalibration and outlier exclusion. The output is a list of the peptide fragments with their sequences and position in the protein (Fig. 16) .
Once the sequences of the peptide fragments have been determined they are linked together to the whole protein se- Fig. (16) . Connection between the clinical laboratory and bioinformatics. Human serum albumin is decomposed into peptide fragments by trypsin. Mass spectrometric methods deliver for every protein a characteristic peptide mass fingerprint: the peptide mass spectrum (top). From this fingerprint, the peptide fragments can be identified by data base aided methods which enable an automatic comparison of the mass spectrum with the mass spectrum of all possible amino acid combinations (middle). A part of the identified peptide fragments (green) is visualized on the albumin 3D structure (bottom). The masses range from 1000 -3000 Dalton.
quence. If the structure of a protein of known amino acid sequence has not yet been determined experimentally, it can be determined by homology modelling.
HOMOLOGY MODELLING
Because of the abundant number of known protein sequences, which exceed by far the number of experimentally determined structures, the relatively slow and expensive experimental methods have been supplemented by theoretical methods. Homology modelling is a form of protein tertiary structure prediction, based on the assumption that proteins that are homologous in sequence are similar in structure [103] [104] [105] [106] [107] [108] . In homology modelling a protein sequence with an unknown structure is aligned with one or more protein sequences with known structures. The necessary condition for successful homology modelling is a detectable similarity between the amino acid sequences (more than 30%) allowing the construction of a correct alignment.
Principle
Homology modelling is a knowledge-based prediction of protein structures. The method uses parameters extracted from existing structures to predict a new structure from the sequence. This approach is possible because changes in the amino acid sequence usually cause only small structural changes. Therefore homology modelling first involves the finding of already known protein structures and then building the query sequence onto the homologous template structures (Fig. 17) . The steps in homology modelling are:
• The sequence with the unknown structure (the target) is used as a query to find similar sequences with known structures (the templates).
• The sequences are brought into an optimal alignment.
• The backbones of the templates are used to model the protein backbone of the target sequence.
• Loop-modelling procedures are used to fill gaps in the alignment.
• The side chains are added and their positions are arranged.
• The obtained structure is optimized by energy minimization or knowledge-based optimization.
These steps are found in common in every method of homology modelling [109, 110] . A crucial issue in successful homology modelling is the quality of the alignment. The sequence alignment is used to determine the equivalent residues in the target and the template protein. Then the structure of the target protein is constructed by exploiting the information from the template structure. Some algorithms rely on rules of spacing between atoms, bonds lengths and angles etc. from observed values in known protein structures. These data are extracted from the template in form of spatial restraints and the structure of the target is constructed by satisfying all the restraints as well as possible. Other algorithms build the core of the model by averaging the backbone atom positions of the template structures, whereas the templates are weighted by the sequence similarity to the target sequence. The side chains are built by iso-sterically replacement of side chains in template structures. Of course, the predicted structure in homology modelling is not exactly the same as the template structures because of variations in the amino acid sequences. But structural deviations are allowed only in the range of differences found between homologous structures. Distortions in the structure, which have been introduced by rigid modelling, are regulated by energy minimization of a molecular force field (chapter 10). Energy minimization is Fig. (17) . Principles of homology modelling: In homology modelling a protein sequence with an unknown structure (the target) is used to find protein sequences with known structures (the templates). First the sequences are brought into an optimal alignment (bottom left). A part of the active site was determined by detecting the pig lactate dehydrogenase residues in the environment of the bounded pyruvic acid and highlighted (square) in the alignment. After the homology modelling procedure, the target sequence is "wrapped" around the superposed template structures (top right). The structure of the target is constructed by satisfying all the restraints, taken from the template structures, as well as possible (bottom right). a technique that changes the conformation of a molecule in order to decrease its energy as much as possible. Energetically unreasonable features in conformations are for example: atoms that clashes with each other; unfavourable long bonds or bond angles etc. The predicted structure is optimized by energy minimization allowing the structure to settle into a lower energy conformation as similar as possible to the modelled conformation
The chance to find a homologous sequence with a known structure in the PDB continually increases because the number of experimentally determined structures is growing rapidly and because physical constrictions limit the number of occurring structural folds (chapter 5). It is estimated that in a few years for every new protein sequence, at least one member with known structure of the same family will be available in the database. This shows that the usefulness and success of homology modelling is steadily increasing. The different homology modelling programs carry out single steps by proprietary algorithms. Two well known programs, which are free for academic research, are MODELLER (http://-salilab.org/modeller/) and SWISS-MODEL (http://swissmodel.expasy.org/) [111] [112] [113] [114] [115] [116] .
Example: Homology Modelling of Human Lactate Dehydrogenase
In order to illustrate the principles, homology modelling with the human lactate dehydrogenase sequence is carried out [117] . Lactate dehydrogenase is the enzyme of the glycolysis which catalyses the reduction of pyruvic to lactate. Lactate is the salt of the lactic acid which can cause stiffness. First, the human lactate dehydrogenase sequence is used as a query to search the PDB database for homologous sequences of known structures. To this purpose, the program BLAST (Basic Local Alignment Search Tool) was used, where the query sequence is entered via a simple web form (http://blast.ncbi.nlm.nih.gov/Blast.cgi) [118] . This program performs pairwise comparisons of sequences. As a result, the sequences of lactate dehydrogenase from pig, mouse and dogfish were found as homologues. The alignment with the human lactate dehydrogenase sequence shows an E-value (expection-value) of e-142 for the sequence from pig-lactate dehydrogenase, e-136 from mouse-lactate dehydrogenase and e-132 from dogfish-lactate dehydrogenase [119] [120] [121] . The E-value reflects the likelihood that a given sequence alignment is just random (occurred by chance). Alignments with low E-values are very significant, it means there is a high probability that the sequences are homologous. The three structures were selected as templates for the homology modelling (Fig. 17) . The output from the homology modelling process is also a structure file in PDB format, containing the atomic coordinates of the calculated structure.
Evaluation of the Predicted Protein Structures
The quality of the structure prediction can be evaluated with ProCHECK, a program that compares the geometry of the predicted structure with well known high resolution structures (http://www.biochem.ucl.ac.uk/~roman/procheck/-procheck.html). Important estimation criteria (stereochemical parameters) are: bond lengths; bond angles; torsion angles and planarity [122] . The so called G-factor provides a measure of how realistic a given structure is. The G-factor is based on the observed distributions of the stereochemical parameters. A low G-factor indicates a low-probability conformation.
Applications of Molecular Modelling
Homology modelling remains, at present, the most efficient technique to provide accurate structural models of proteins. Typical uses of homology modelling are: designing of site-directed mutants to test hypothesis about function; identifying binding sites; improving inhibitors for a given binding site etc. The structures of medical relevant proteins involved in malaria, nicotinic acetylcholine receptor, bacteria inhabiting the gastrointestinal tract, anticancer drugs, hematopoietic stem/progenitor cell selection, autoimmunity and many more, have been determined by homology modelling [123] [124] [125] [126] [127] [128] [129] .
MOLECULAR FORCE FIELDS
Molecular force fields are used to calculate the energy of a given molecular structure [130] . A task is the finding of the optimal geometry of stable molecules or of different possible confirmations. This can be done for example after a structure determination with homology modelling. The problem is then reduced to determine energy minima on the potential energy surface. Force fields are based on the observation that molecules are composed of units that are similar in different molecules. For example all C-H bonds have roughly constant lengths and their stretch vibrations are similar in different molecules. The empirical experience that molecules are composed of group of atoms, which are similar in a variety of molecules, is implemented in molecular force fields as concept of atom types. The atom type is defined by its chemical environment which can be distinguished by: the atomic charge; the nearest neighbours; the hybridization etc. The interactions are then calculated according to the atom type. Therefore force field methods are restricted to classes of molecules where information already exists. In molecular force fields the electronic energy is included as parametric function of the atomic coordinates where the parameters are fitted to experimental data. The building blocks in molecular force fields are atoms; electrons are not included as individual particles. The quantum aspects of the nuclear motion are neglected and the dynamics of the atoms in the molecule is treated by classical mechanics.
Formulation of Molecular Force Fields
The molecular force field describes a molecule as a collection of interacting atoms, with Cartesian coordinates r , that are expressed by simple analytical functions. The different interactions can be studied separately. Molecular force fields describe the potential energy surfaces. A general formulation of molecular force fields is as follows: The first three terms describe the energetically situation of covalent bonds (Fig. 18) . The main parameters are: bond length ( 0 r r ), bond angle ( ) and the dihedral angles ( ).
The first part describes the extension (stretching) of the covalent bonds, the second part the distortion of the bond angles, the third part the distortion of the dihedral angles (an-gles of rotation of the bonded atom pair around the central bond). The constant expressions ( r n K ,K ,V ) are dependent on the kind of covalent bond. The bond lengths are determined by the types of involved atoms and the number of the shared electrons between the atoms. An important covalent bond, contributing to protein structure stability is the disulphide bond between the sulphur atoms of two side chains of cystein residues. Bond angles are constrained by the structure of the electron orbital. The dihedral angles are constrained mainly by steric hindrance.
The fourth term describes the van der Waals forces. Due to the movement of the electrons around the atomic nucleus, an atom can be considered as an electric dipole. The dipole of an atom polarises the neighbour atom resulting in a transient attractive force between the atoms. Conversely, at short ranges a repulsive force between the electrons of both atoms arises. The radius at which the repulsive force begins to increase sharply is called the van der Waals radius. Steric interactions arise when the van der Waals spheres of two non bonded atoms are approaching and entering each other (Fig.  18) . The parameters A ij and B ij depend on the type of the involved atoms.
The fifth term describes the electrostatic forces arising between atoms carrying a positive ionic charge and atoms carrying a negative ionic charge. Charge-charge interactions between ions are called salt bridges. They occur between the side chains of the amino acids with opposite charges. They play a significant role in protein structure stabilization. There are other, weaker interactions that occur between dipolar residues (carrying partial positive and partial negative charge) and other partial or ionic charges: dipole-dipole, charge-dipole, charge-nonpolar and dipole-nonpolar.
The sixth term describes hydrogen bonds arising between a proton donator and a proton acceptor (Fig. 18) . These are weak chemical/electrostatic interactions between two atoms. They arise from the interaction of two polar groups containing a proton donor (amino group) and proton acceptor (carboxyl group). The donor group contains a hydrogen atom, covalently bonded with an electronegative atom, with partially positive charge. The electron of the proton is partially shifted to the bonding partner. The acceptor group has a partial negative charge with no attached proton. The parameters C ij and D ij depend on the types of the proton donator and acceptor atoms. The strength of hydrogen bonds depends on the distance and the bond angle. The overlapping of the electronic orbitals of the involved atoms in hydrogen bonds is usually small. Hydrogen bonds are identified if a proton donor atom and a proton acceptor atom of such groups are interacting at distance equal to or less than 3.6 angstroms. Hydrogen bonds can be formed between atoms of side-chains and/or peptide backbone atoms. They are one of the most stabilizing forces in proteins (mainly the secondary structures like -helices and -sheets) and are responsible for the binding of the protein to substrates.
Applications of Molecular Force Fields
Energy minimization of the molecular force field establishes physically realistic structural configurations of molecules (for example after homology modelling). Equilibrium geometry of a molecule, with respect to bond lengths, angles, non overlapping van der Waals spheres etc., describes the atomic coordinates at a minimum on the potential energy surface. Different minima are connected with different conformations and saddle points represent transition states. Monte Carlo methods are used to simulate equilibrium properties and transitions between different states. For the study of molecular mechanics (MM), molecular force fields provide information about the time-dependent behaviour of molecules resulting in interconversions of different conformations and chemical reactions. Force field methods are however inherently not suitable to describe electron rearrangements and transfers in molecules, which must be done by quantum theoretical methods. An advantage of molecular force fields method is the speed with which calculations can be performed, enabling the application to large bio molecules. Even with moderate computer power, molecules with thousands of atoms can be optimized. This facilitates the molecular modelling of proteins and nucleotide acids which is nowadays done by most pharmaceutical companies.
There are several common force fields in use in professsional molecular modelling programs. They are simplified for the treatment of macromolecules, for example, by not considering hydrogen atoms explicitly (united atom approach). The force fields are calibrated against experimental data like: bond lengths, bond angles etc. Common molecular force fields are: GROMOS, CHARMM, AMBER, MM+, BIO+ and OPLS force fields [131] [132] [133] [134] [135] [136] . Fig. (18) . A molecular force field describes the energy of a molecular system with respect to: bond lengths; bond angles; van der Waals forces; electrostatic forces and hydrogen bonds. The energy of covalent bonds depends from bond length (r o ), bond angle ( ) and the dihedral angles ( ). Due to the stretching of bond lengths and the distortions of bond and dihedral angles, energetically unfavourable situations may occur in a protein molecule. Steric hindrance results from overlapping of the, with the residues associated, van der Waals spheres (blue), leading to strong repulsive forces. Hydrogen bonds (green dotted lines) are stabilizing forces arising between a proton donator and a proton acceptor. The peptide backbone is coloured in red, whereas the side chains are yellow.
STRUCTURAL ALIGNMENTS AND HOMOLO-GIES
Similar protein structures are determined by direct comparison of 3D protein structures with the VAST (Vector Alignment Search Tool) algorithm [137] . VAST search can be started at: http://www.ncbi.nlm.nih.gov/Structure/-VAST/vastsearch.html. The neighbour structures are often examples of remote homology, undetectable by sequence comparison. As such they may provide insights into structure, function and evolution of a protein family. The principle of VAST's significance calculation is based on the definition of the unit of tertiary structure similarity as pairs of secondary structure elements (SSE) that have similar type, relative orientation, and connectivity. Similarities of small substructures that occur by chance are not considered. VAST detects via structural alignment similarities between proteins that can not detected by sequence alignments because of poor similarities between the sequences.
To compare two proteins, the structures are superposed (Fig. 19) . The difference between two protein structures is expressed by the root mean squared deviation (RMS) of the respective atomic positions in the two structures. d i is the distance between two corresponding atoms and N is the number of considered atoms. Mostly the differences of the positions of the respective C atoms of the backbones in the two structures are measured. RMS values up to 1 angstrom show a high similarity between the two structures. The protein structures are described in Cartesian coordinates and each structure has a build-in orientation in its proper coordinate system. To compare the two structures, one structure serves as reference and the other structure must be superimposed. This allows the evaluation of which parts of the structures are showing a good or high similarity and where significant structural deviations are located allowing to examine the patterns of structural conservation and change within a protein family.
PROTEIN INTERACTIONS
Processes inside and outside cells are described as networks of interacting proteins. The amino acids on the surface of a protein interact with other molecules such as substrates, ligands, receptors etc. The shape of a protein is of special Fig. (19) . The structure of COX-2 (blue) is superimposed with the structure of COX-1 (yellow). RMS=0.93. The structural alignment (only a part is displayed) shows a high portion of similar residues in both chains and the corresponding residues of the active sites. The active centre, where COX-2 bounds the selective inflammation inhibitor SC-558 (red), is shown. The interchanging of valine by isoleucine at position 523 leads to a steric collision with SC-558 in the case of COX-1.
importance for intermolecular interactions. These interactions can be described in terms of locks and keys (Fig. 20) . To enable an interaction, the shape of the lock (for example the enzyme) must be complementary to the shape of the key (the substrate). In the immune system the shape of the antibodies must be complementary to the shape of the antigens to initiate an immune response. The body develops antibodies with the right shape to attack specific antigens (for example a virus). Therefore the shape of the molecular surface of a protein offers information on how two proteins in a metabolic pathway interact with each other or why an enzyme is specific to a particular substrate [138, 139] .
Experimental Determination of Protein-Protein Interactions
The yeast two-hybrid (Y2H) method was developed to study experimentally the protein-protein interactions [140] . The principle of the method is as follow: In a medium without, for example, histidine, yeast can only grow if the corresponding gene (reporter gene) for the production of histidine is switched on. First, the transcription factor responsible for the expression of the reporter gene is cut into 2 parts: the DNA binding domain and the activation domain which stimulates the RNA polymerase to begin transcription. The protein of interest (protein A) is fused with the DNA binding domain part. Its potential counterpart (protein B) for the protein-protein interaction is fused with the activation domain. If both proteins are interacting they form together with the DNA binding and activation domain an active promoter complex which initiates the transcription of the reporter gene and yeast is growing (if they don't interact, the reporter gene stays inactive). This situation occurs when 2 yeast stems, where each carries one of the two fusion proteins on a plasmid, are merged (mating). Information and results about protein interaction can be found on the yeast protein interaction map project homepage (www://depts.washington.edu/sfields/yplm/data/index.html).
Description of the Macromolecular Interface
The molecular surface of a protein M comprising N atoms with radii 1 and coordinates r 1 can be considered analytically as iso-contours of a sum of exponential functions:
d is an adjustable parameter [141, 142] . The sum of the exponential functions approximately represents the electron density distribution. Surfaces similar to the solvent accessible surface can be derived as well as those corresponding to its van der Waals surface [143] . The distance functional, reflecting the distance to the molecular surface, is defined by:
This definition is formally equivalent to an iso-contour value of the sum of exponential functions. At any point r the major contribution to the sum will be the distance ( The contribution of the amino acids to the macromolecular interface and the total area of the interface can be quantified by Voronoi tessellation.
Quantification by Voronoi Tessellation
In Voronoi tessellation the space, containing a set of discrete points, is subdivided into non overlapping regions Fig. (20) . Trypsin (yellow) and its inhibitor (blue). Trypsin is a digestive enzyme of mammals which catalyses the breaking up (hydrolysis) of peptide bonds. Proteins fit together in geometrically, specific ways, so the shape of the lock has to be complementary to the shape of the key (top). The macromolecular interface is quantified by Voronoi tessellation. In 3D, the Voronoi cell is a polyhedron (bottom right). Each polyhedron is uniquely associated with one of the residues and the starting point is the alpha-carbon atom. The polyhedron is characterized by its number of edges and faces where common faces define the contacts to nearest neighbours. The electrostatic potential plays a role in protein recognition and interaction (bottom left). Positive values are blue encoded, negative values red. [144] . Each region is associated with an element of the set of points. For a given set of points P in a space:
{ } 1 n P P ,..., P = the regions l V are defined by:
Every region V 1 contains space points x, which have the shortest distance to the associated point P 1 (the distance is shorter than to the other points of the set). For a given set of points the Voronoi decomposition is unique. The regions V 1 are called Voronoi cells. The set of Voronoi cells is called a Voronoi diagram, which defines the topological relations of the set of discrete points.
In 3D space, the Voronoi cells are polyhedrons (Fig. 20) . The Voronoi tessellation describes then the space filled by a packing of solid polyhedrons, connected by their faces, without empty space between them. The tessellations are mostly performed on the alpha carbon atoms (as point P 1 ) of the structure [145] [146] [147] [148] . Then the polyhedron, sharing a particular alpha carbon C as a vertex, defines its closest neighbourhood. The circumscribed sphere of each polyhedron does not contain any other alpha carbon. Each polyhedron is characterized by its number of edges and faces. Two residues are in direct contact when their corresponding polyhedrons share a common face. The macromolecular interface is characterized by the common faces of polyhedrons, joining the two proteins, or in other words: by the common interfacial faces. The contribution of an amino acid to the interface is characterized by the number and size of the faces exposed to the other chain in the macromolecular interface. The total area of the Voronoi polyhedron V 1 of the l-te residue is denoted by A 1 . The area of the i-te common face to a residue of the other chain is: a i . N a is the number of common faces. Thus a measure for the exposure of the l-te residue to the residues of the other chain is the relative exposure value:
The total area of the macromolecular interface of a protein is defined by summing up the areas of the common faces for all the involved residues:
Therefore the contribution of the l-te residue to the interface is given by (relative contribution):
The identified residues, which contribute mostly to the macromolecular interface, are used for comparing different interfaces and the evaluation of energetically effects. Detecting similar protein surfaces provides an important route for discovering unrecognized or novel functional relationships between proteins. Voronoi tessellations on proteins can be performed with the Voro3D program (http://www.lmcp.jussieu.fr/~mornon/voronoi.html).
Benefits from the Analysis of the Macromolecular Interface
Starting with two separate unbound proteins, or a protein and a substrate, protein docking determines a bound structure complex. Shape complementary can be used to find thigh match between the molecular surfaces of the two interacting structures. This is the key to understand molecular recognition in different biological and medical relevant processes such as: enzyme-substrate interaction; hormonereceptor interaction and protein-DNA interaction. There exist several approaches and methods for studying macromolecular interfaces such as: the web resource iPfam, allowing the investigation of protein interactions in the PDB structures at the level of (Pfam) domains and amino acid residues (http://www.sanger.ac.uk/Software/Pfam/iPfam); MolSurfer, which establish a relation between a 2D Map (for navigation) and the 3D molecular surface (http://projects.villabosch.de/mcm/software/molsurfer); and the approach based on the interactive connection of the interface contact matrix with the 3D structure [149] [150] [151] [152] .
QUANTUM THEORETICAL METHODS
High-throughput methods for the determination of protein structures and the structure of protein-ligand complexes provide a lot of information to build the structure-activity relationships (SAR). Details at the atomic and electronic levels of the protein active sites, needed for deeper understandings of the processes that remain unrevealed after structural elucidation, are provided by methods based on quantum theoretical calculations. Such details are for example: electro negativities; polarities; electron transfer; molecular electrostatic potentials; exited energy states and bond breaking. Therefore the information provided by structural analysis is complemented by the information resulting from quantum mechanical (QM) calculations. The behaviour of atoms and molecules are beyond the realm of our everyday experience and they are not directly accessible, due to principle reasons, for us. Modern computers give us the possibility to visualize these phenomena and let us observe events that cannot be witnessed by any other means. However, one has to be aware of the fact that the visualizations depict the mathematical objects describing reality, not reality itself. Computer visualizations of such energetically phenomena in proteins are of special interest, allowing insights into the dynamical behaviour of molecules.
There exist two alternative ways for the calculation of molecular properties by quantum theoretical methods: the Hartree-Fock (HF) method based on the electron state functions and the density functional theory (DFT) method based on the electron density. Both methods use the concept of independent electrons.
QM/MM Partition
Because proteins contain thousands of atoms, a full treatment on the quantum level is beyond the realm of the available computers. Therefore mixed quantum/classical (QM/MM) methods are chosen [153, 154] . These calculations mix a quantum mechanical procedure of the selected part with a classical description (often based on molecular force fields) of the rest of the molecule. The goal of the QM/MM approach is the portioning of the molecule into a small re-gion of interest, where a quantum description is required (for example active sites) and the bulk of the system which is treated classically (Fig. 21) .
Electron Dynamics in Molecules
Electronic energy can not be treated by classical mechanics calculations. Electronic energy must be computed by solving the quantum mechanical Schrödinger equation [155] [156] [157] [158] . For a molecule with N electrons and K nuclei, described by the state function , the Schrödinger equation is given by:
The Hamiltonian operator H involves the kinetic energy of the electrons and the nuclei, the interaction of the electrons with the nuclei, the electron-electron interactions and the nuclei-nuclei interactions: , h is Planck's constant). The next three terms represent the potential energies of the electron-nuclei interactions (Z a is the nuclear charge in atom a, e is the electron charge), the electronelectron interactions and the nuclei-nuclei interactions (Fig.  22) .
The first step in solving the Schrödinger equation is the separation of the coupling between the nuclei and electronic motion (Born-Oppenheimer approximation). Due to this approximation the Schrödinger equation is separated in an electronic part and a nuclear part. Then the electronic properties can be calculated with the nuclear positions as parameters where the nuclei coordinates are provided by the PDB data files. The resulting major part of the further calculation remains in solving the electronic Schrödinger equation for a given set of nuclear coordinates. The Hamiltonian operator for the electronic Schrödinger equation is then given by: The only possible values for an observable (for example the energy) in quantum theory are the eigenvalues of the corresponding operator (in case of the energy, the Hamiltonian operator) in the eigenstate equation (described by eigenfunctions). The predicted values of the observable are then the expectation values (mean values) of the operator in pure (eigenstates) or mixed states (linear combination of eigenstates). The energy of a molecular system, described by an appropriate normalized state function, is therefore calculated as the expectation value of the Hamiltonian operator (in Dirac bra-ket notation):
To simplify the expression, the coordinate of the i-the electron (r i ) is written as: (i). (i) is the state function (wave function), which is an element of a complex Hilbertspace H . One important property of the state functions is that they are orthogonal:
The physical interpretation of the state function is that * (i) (i)dV gives the probability of finding the electron i in the space volume element dV. It is therefore the square of the state function rather than the state function itself that is related to a physical measurement. The probability of finding the electron in a volume V is given by: The electron interactions in a many electron system are complicated and require sophisticated computational methods.
Independent Electron Model
A significant simplification can be obtained by introducing an independent-particle model [155] [156] [157] [158] . In this model, the dynamic of an electron is considered to be independent of all other electrons and the interaction is taken into account in an average fashion. That means that the electron moves independently in the electric field of the nuclei and the field of all other electrons. In the independent-particle model, the total state function of a molecule with N electrons is the product of the N single electron state functions:
Because the electrons are indistinguishable and due to their fermionic nature (half spin value) the total state function must be antisymmetric. This leads automatically to the Pauli Exclusion Principle. By taking into consideration that the state functions are orthogonal, the energy of the molecular system is given by:
To shorten the expression and making it clearly arranged, it can be written:
The first term describes the mean of the kinetic energy of the electrons and their potential energy in the electrostatic field of the nuclei:
The second term describes the Coulomb interaction between 2 electrons, where one electron is located in the korbital and the second in the l-orbital (the charge is distributed inside the orbitals):
The third term describes the exchange interaction resulting from the indistinguishability of the electrons (this is a pure quantum effect and has no classical analogue):
To solve the Schrödinger equation for a molecular system, the best state functions (molecular orbitals) are determined by a variation principle to find the energy minimum:
From the variation results the Hartree-Fock (HF) equation system, which describes the energy k of single independent electrons:
This is formally a one electron eigenvalue equation for a molecular system. The HF equations describe independent electrons moving in an effective potential provided by the nuclei and the other electrons (one term describes the Coulomb interaction, the second term results from the exchange interaction). Solutions of the HF equation system are the one electron molecular orbitals k (i) .
HF-Linear Combination of Atomic Orbitals
The molecular orbitals are expanded in terms of the basis functions, the atomic orbitals: The matrix elements of the Hamiltonian are given by:
S is the overlap matrix: S = P is the density matrix, which is defined by:
The matrix elements H contain one-electron integrals:
and two-electron (electron interactions: Coulomb and exchange) integrals:
The HF-LCAO equations are solved iteratively (SelfConsistent Field theory: SCF). This is done by, first guess a set of coefficients c n , form H , calculate a new set of coefficients, form a new H , and so on until the coefficients remain the same (they are consistent).
Once the coefficients c n are calculated, the molecular orbitals n can be built up by linear combination of the atomic orbitals . The molecular orbitals are arranged in order of increasing energy n (Fig. 23) . Then the electrons are assigned to the orbitals beginning with the lowest energy. As a result, in a system with N electrons, the N/2 lowest molecular orbitals are occupied by respectively up to two electrons with opposite spins (Fig. 23) . The remaining M-N/2 (virtual) orbitals are unoccupied in the ground state and are occupied in excited electronic states. Physically, the square of the orbitals represents the electron spatial density distribution or in other words: the probability for finding the electron in a certain space volume element. The calculated molecular orbitals (canonical orbitals) are delocalized; by a linear combination of the molecular orbitals, localized orbitals are obtained which describe chemical bonds such as -bonds and hybrid bonds (sp 3 ) in the convenient chemical notation.
The HF method averages over electron repulsions and every electron moves in the averaged field of the remaining electrons. This is of course an approximation because the electron repulsion is correlated and every individual electron interacts with each single electron. The error resulting from this approximation (the real energetically ground state lies deeper than the calculated) can be corrected by sophisticated and time consuming methods like the configuration interaction expansion (CI) where the occupied molecular orbitals are systematically replaced by excited ones. The difference between the true ground state and the calculated is the correlation energy.
A principal difficulty in solving the HF-LCAO equations is the large number (~M 4 ) of two-electron integrals. These integrals can involve up to four atomic centres. Therefore ab initio calculations for large molecules require enormous computer power. Semi-empirical methods reduce the computational cost by reducing the number of these integrals.
Semi Empirical Methods
A great part of semi-empirical methods are based on the Zero Differential Overlap (ZDO) approximation, neglecting all products of atomic orbitals depending on the same electron coordinates which are located on different centres:
Then all three-centre and four-centre two-electron integrals, which represent the greatest part of these integrals, are neglected [155] [156] [157] [158] . Additionally, the overlap matrix is reduced to the unit matrix. A further approximation is that only valence electrons (C, N, O: 2s, 2p orbitals, H: 1s orbital) are taken into consideration. To solve the remaining integrals, the atomic orbitals are expressed as Slater type orbitals (STO) in polar coordinates: Y ( , ) are the spherical harmonic functions (1 =0 for an s orbital, 1= 1 for a p orbital, m=-l,..,+l). The Slater exponents l are fitted on experimental data. The Slater type orbitals approximate the exact orbitals of the hydrogen atoms but, in contrast to these exact orbitals, they have no radial nodes. The STO's are suitable for methods where all three-centre and four-centre integrals are neglected. To compensate the error resulting from this rigorous integral approximation, the one electron parts are replaced by formulas with empirical parameters.
A suitable ZDO based method for large bio molecules is the NDDO (Neglect of Diatomic Differential Overlap) approximation, where the two electron integrals satisfy the condition:
That means an overlap is only allowed between orbitals on the same centres (A,B,C,D) . NDDO retains all one-centre overlap terms when Coulomb and exchange integrals are calculated (Fig. 24) .
Density Functional Theory
In the HF formalism the problem of finding the ground state of a molecule consist of finding the lowest energy value Fig. (23) . 3D visualization of two individual molecular orbitals of the amino acid phenylalanine. Phenylalanine relates to the central nervous system and is used to treat schizophrenia, Parkinsons's diseases, migraines, depression and others. Positive values of the molecular orbitals are green encoded, negative values violet. The highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) are shown, which are the most important in organic chemistry. Since the square of the orbitals represents the electron density distribution, changes in the shape of the molecular orbitals show charge transfer when the molecule is excited. Additionally a part of the energy levels of the bounded electrons and of the excited states are shown. By exciting the electrons, the energy differences determine the electronic spectrum of the molecule. The ab initio calculation was done by the HF-LCAO method with a 3-21G basis set. and the corresponding molecular orbital [155] [156] [157] . In density functional theory (DFT) a different approach, based on the electron density, is followed. Instead of the abstract state function , the electron density , related to a physical interpretation, is used. Formally the N electron problem with 3N spatial variables is reduced to the formulation of the overall electron density depending only on 3 variables. The basis of DFT is the Hohenberg-Kohn theorem, which states that, the ground state energy E of an electronic system is uniquely determined by the ground state electron density :
[ ]
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The functional connecting these two quantities is not generally known [159, 160] . The principle of the DFT method is to design functionals connecting the energy with the electron density. The total electronic energy of a molecular system, expressed as functional of the electron density, is given by the sum of the kinetic part, the electron-nuclei interaction part and the electron-electron interaction part:
As in the case of the HF method the electron-electron interaction is divided in a Coulomb part and an exchange part. Additionally in DFT the electron correlation energy functional is included. This makes one of the main differences to HF. Normally the exchange and the correlation part are joined together in an exchange-correlation functional. Then in DFT the total energy can be written as:
The first term is the single particle kinetic energy of the non interacting electrons, the second term is the potential energy of the electron-nuclei interaction, the third term is the Coulomb energy part of the electron-electron interaction and the fourth part is the combined exchange energy and correlation energy part of the electron-electron interaction. The electron kinetic energy is calculated from an auxiliary set of orbitals which is used for representing the electron density:
These orbitals are called Kohn-Sham orbitals. Again, in order to simplify the expression, the coordinate of the i-the electron (r i ) is written as: (i). The Kohn-Sham orbitals define the electron density as (b k is the orbital occupation number):
Then the terms for the potential energy of the electron-nuclei interaction and the Coulomb energy of the electron-electron interaction can by expressed explicitly as functional of the electron density by:
and:
The term E XC [ ] is the exchange-correlation energy functional. This functional represents the main problem in DFT. The exact form of the functional is unknown and therefore approximations are necessary. The local density approximation (LDA) assumes that the exchange and correlation energy of an electron at a point i r depends only on the electron density (i) at that point (homogeneous electron gas). Better results are obtained by including the gradient of the electron density. This allows a better description of inhomogeneous electron densities (due to different electrostatic potentials) in atoms and molecules. A lot of such gradient-corrected functionals have been proposed during the last decades. Briefly the exchange-correlation functionals are of the general form:
( )
Today, hybrid functionals, connecting several single functionals, are used in practice. Commonly used hybrid functionals are the B3LYP and B3PW91 functionals [156] .
By minimization of the total energy with respect to the Kohn-Sham orbitals (same procedure as in the case of HF), results the Kohn-Sham (KS) equation system:
These are one electron pseudo eigenvalue equations for the one electron energy k . Solutions of the KS equation system are the one electron Kohn-Sham molecular orbitals. The exchange-correlation potential is given by:
The KS equations describe electrons in Kohn-Sham orbitals moving in an effective field consisting of the electron nuclei interaction, the mean Coulomb interaction with the other electrons and the exchange-correlation potential. Under the action of the effective potential the non-interacting electrons acquire the same density as true interacting electrons. The Kohn-Sham equations are the DFT equivalence to the Hartree-Fock equations.
Similar to the HF-LCAO method the Kohn-Sham orbitals are expanded in terms of atomic orbitals. The same procedure as in the case of HF yields an equation system (DFT- Fig. (24) . The electron density of the active site residue tryptophan (Trp 63) of the lysozyme molecule is visualized as a 3D plot (right picture) and as a contour plot (left picture). The contour plot shows the values of the spatial electron density on a plane that is parallel to the plot. The plane is specified through the centre of mass of the residue. Atomic charges are included. The electron density in the 3D plot is colour encoded according to its electrostatic potential. The surface shows where in the spatial distribution the electron density has a value of This integral cannot be calculated analytically because the functional depends implicitly on the integration variables via the electron density. Therefore the exchange-correlation part must be evaluated numerically on a lattice.
For an infinity number of lattice points G, the approximation becomes exact. In practise the selected number of lattice points r 1 is based on the desired accuracy. Typically 1000-10000 lattice points are used for each involved atom.
As atomic orbitals generally Gaussian basis functions are used for the calculation. Gaussian-type orbitals (GTO) are similar to Slater-type orbitals but they have an exponential factor that goes as the square of the distance between the electron and the orbital centre: Formally the DFT-LCAO calculation runs like a HF-LCAO calculation and like those are solved in a selfconsistent (SCF) procedure; a major difference is that the numerical integration of the exchange-correlation part has to be done at the end of each cycle.
Of the many quantum theoretical methods available, DFT has over the past decade become a key method for bio molecules. The advantage over the HF method is that no costly configuration interaction expansion is necessary because in DFT the electron correlation is already included explicitly in the exchange-correlation functional. The exchangecorrelation energy is the only unknown functional in DFT. Because the exchange-correlation energy is only a relatively small part of the total energy, even crude approximations for this term provide quite accurate results. Today, DFT is the "routine" method for the calculation of molecular properties.
Electronic Properties of Molecules
Properties of bio molecules derived by quantum theoretical calculations are: electron density distribution; atomic charges; electric dipoles; molecular electrostatic potentials; electronic spectra and vibration spectra. The properties can be calculated out of the molecular orbitals, in HF or in DFT, once these are known. Their values are the expectation values of the corresponding operator.
A first example of a molecular property is the electric dipole moment, which is a measure for the polarity of a molecule or residue: (Fig. 25) . The detection of regions with high electron densities in molecules enables the evaluation of polarities, electro negativities etc.
By definition, the electrostatic potential is calculated by: b n is the occupation number of the n-te orbital. From the summing up of the coefficients over all the atomic orbitals of an atom, results the brute atomic population. Then the atomic charges are obtained by subtracting the brut atomic population from the number of valence electrons of the neutral atom (Fig. 24) . If there is an access of electrons on the atom then the atomic charge is negative. From a lack of electrons results a positive atomic charge. The second term in the equation defines the overlapping population between two atomic orbitals which can be used as measure for the binding force ( -bonds and -bonds) between the two atoms.
The total energy of a molecule is given by the sum of the molecular orbital energies:
When an electron in an occupied molecular orbital is excited, it changes into an unoccupied orbital and the difference between the energy states determines the electronic spectrum: mn m n = By comparing the calculated excitation spectra (in the visible light and UV light) with the experimentally measured spectra, it can be evaluated how realistic calculated intermediate conformations, binding adducts and alternative reaction mechanisms are.
Structural Analysis Complemented by Quantum Theoretical Methods
Quantum theoretical calculations aid the exploration of processes that provide the link between structural analysis and physicochemical and biological functions. They are used to understand enzyme mechanism (bond breaking and bond formation), ligand binding (hydrogen bonding), ligands that interfere with ion channels (large electric fields), photochemistry of psoralen compounds (electronic spectra) and many other fundamental mechanism in biological medical context. Based on studies of alternative reaction mechanisms for orbital interactions, binding modes, electron transfer, polarization effects, intermediate conformations and effects on energy barriers, the model that best matches the experimental data is selected. The role of the different parts of the reaction mechanisms can be determined, which is information that normally can not be extracted from structural analysis alone. Structural analysis completed by quantum theoretical methods provided insights into catalytic and binding mechanism for a lot of medical relevant enzymes such as: human aldose reductase; glutathione S-transferase; influenca neuraminidase; human thrombin; uracil-DNA glycosylase; thymidine kinase inhibitors and many more [161] [162] [163] [164] [165] .
Additionally it has been observed that pure quantum effects, like tunnelling, are significant in the catalytic mechanism of several enzymes. Quantum tunnelling effects occur, for example, in enzymatic proton transfer through the reaction barrier in a number of enzyme systems. In ligands, the C-H bond breakage occurs by extreme quantum tunnelling. If a quantum object, described by the state function , with a kinetic energy E cannot overpass a potential energy barrier, with height V, it will tunnel through the barrier a height below the maximum. This is possible due to the wave character of the quantum object. The narrower the barrier, the smaller the mass of the particle and the smaller V, the greater the tunnelling probability. Such reactions can be modelled by using the potential energy surface of the molecular system and incorporating a correction factor to account for tunnelling below the saddle point (representing transition states) of the energy surface. Vibrational motions of the protein scaffold play a role in driving proton tunnelling reactions in enzymes. Reaction rates and kinetic effects of proton and hydride tunnelling have been studied in: liver alcohol dehydrogenase; enolase; methylamine dehydrogenase and more [166] [167] [168] [169] . Such calculations have provided a detailed atomic level picture of the factors which are playing a role in tunnelling effects in enzymes.
Special interest is nowadays given to catalytic and active centres in proteins containing metal atoms such as: haemoglobin, myoglobin and DNA binding proteins, involved in the control of transcription processes.
There are a number of commercial software tools that perform quantum theoretical calculations on molecules. Two well known packages, which are used in the scientific community for calculations on proteins, are GAUSSIAN (http://-www.gaussian.com) and HyperChem (http://www.hyper.-com). Both are running on PC or UNIX workstation. They can start from PDB data files.
MOLECULAR MEDICINE
The progress in knowledge about the molecular mechanism of metabolism and differentiation processes has influenced modern medicine. The reduction of reasons for diseases to processes at the molecular level offers the possibility to systematic interventions providing new ways in preventive, diagnostic and therapeutic medicine. The principle of molecular medicine and the benefits from structural analysis will be demonstrated in the following on hand of selected examples of enzyme inhibitions, structural deviations, mutations etc.
In clinical bioinformatics, proteomic analysis is of relevant value only when connected to clinical data [170] . It provides biological and medical information to enable for individual healthcare. The influence of bioinformatics on clinical research and routine is highly dependent on the access and retrieval of genomic and proteomic information and the representation of the biomedical information in an appropriate fashion. Information about genes and diseases is available at: http://www.ncbi.nlm.nih.gov/disease.
Non-Steroidal Anti-Inflammatory Drugs
Structural diversities in the proteome (the whole set of proteins encoded by a genome) are determined by several thousands of SNP (Single Nucleotide Polymorphisms) in the genome. This leads to an individualisation of the organism concerning, among others, the metabolism, the receptor and the transport system. This is of special importance for the planning of an individual drug treatment. Better medication can be developed once the structures of binding sites from target proteins, involved in drug metabolism, are known [171] [172] [173] [174] [175] . By use of scoring functions, based on an estimation of the free binding energies, a rapid evaluation of protein-drug interactions can be done by docking the drug molecule into the target protein. The beneficial effects of drugs are based on molecular recognition and binding of ligands to the active sites of specific targets, such as: enzymes; receptors and nucleic acids. The effect of binding can be inhibition of enzymatic activity, signal transduction and molecular transport. For example: Aspirin and other nonsteroidal anti-inflammatory drugs (NSAID) inhibit two prostaglandin-cyclo-oxygenases: COX-1 and COX-2 [176] . COX-1 is expressed in the gastric mucous membrane. During inflammations COX-2 is induced. A well known undesirable secondary effect of aspirin is the occurrence of bleeding of the stomach wall [177] . Active agents, which inhibit only COX-2 and not COX-1, are therefore desirable [178] [179] [180] . The selective inflammation inhibitor SC-558 (1-phenylsulfoamid-3-trifluormethyl-5-parabromophenylpyrazole) inhibits COX-2 and not COX-1. The active centre of COX-1 differs (among others) from the appropriate centre of COX-2 by an interchanging of the residue valanine by isoleucine. The side chain of isoleucine is responsible for a steric collision with SC-558 and therefore no binding is possible (Fig. 19) .
There are many other successful examples in which structural bioinformatics tools were used to timely provide very useful information for developing drugs to treat various diseases, such as Alzheimer disease [181] [182] [183] [184] [185] , depressing [186] , schizophrenia [187] , SARS [188, 189] , diabetes [190] , ion channel disorders (such as long QT and chronic pain) [191] , AIDS [192] , and influenza [193] [194] [195] . The structural bioinformatics tools were also utilized to provide useful information for studying caspase inhibitors [196, 197] , antiviral inhibitors [198] and personalized drug design [199, 200] . In computer aided drug design, quantum theoretical methods are widely used tools that are applied: to calculate accurate force field parameters; to describe the electronic structure of a molecule; to perform conformational analysis; to calculate atomic point charges which are used to study binding properties and to investigate charge transfer processes, which can play an important role in molecular recognition [201] [202] [203] [204] .
Human Immunodeficiency Virus
The HIV (human immunodeficiency virus) virus is the pathogen of the acquired immune deficiency syndrome (AIDS) where patients suffer from neurological syndromes, profuse perspiration, attack of fever etc. [205] . Among other molecules, the HIV virus contains RNA and the reverse transcriptase (Fig. 26) . The reverse transcriptase performs the transcription of the one stranded RNA code into a double stranded DNA which is inserted into the genome of the host cell [206] . Then, via regular transcription, copies of the virus RNA are produced and new virus particles are synthesized.
The HIV protease is one of the three enzymes which are coded by the RNA of the HIV virus and is essential for the proliferation of HIV [207] . The protein is a homo dimmer and consists mainly of -sheets and the active site which is located in a kind of hole (Fig. 26) . Therapies are based on the inhibition of the HIV protease, so that syntheses of new virus particles are prevented [208] [209] [210] . By knowing the structure of the protease molecule, appropriate inhibitor molecules can be designed. The search for possible candidates of inhibitors showed that the well known molecule pepstatine (inhibitor of several proteases) inhibits the HIV protease too. Pepstatine contains the non natural amino acid statine. For the development of inhibitors, this central functional group is retained and the supporting rest structures are varied according to the observed substrate specificity of the HIV protease. Structural analysis of the resulting proteaseinhibitor complexes enables an evaluation of the binding forces and delivers indications for the improvement of the inhibitor, for example by engineering additional hydrogen bonds.
The development of the commercially available inhibitors, such as: saquinavir (ROCHE); lopinavir; ritonavir and tipranavir; are based on such structural analysis, occasionally combined with quantum theoretical methods [211, 212] . The HIV protease database contains structures of the HIV protease and their complexes with inhibitors, together with analysis tools and information about AIDS: http://mcl1.ncifcrf.-gov/hivdb/.
Binding of Oxygen, Carbon Monoxide and Nitric Monoxide in Myoglobin
Myoglobin stores oxygen in the muscular tissue. The biological function of myoglobin is the binding and release of oxygen, which occurs in the active centre: the heme (Fig.  27) [213] . The heme contains an iron-porphyrin (FeP) compound in its centre. The heme iron is covalently bounded to the nitrogen atom of the proximal histidine residue 93 (HIS93). The distal side (face to hystidine 64: HIS64) of the iron-porphyrin is free and ready to bind oxygen (O 2 ) or carbon monoxide (CO) or nitric monoxide (NO) as ligands. Details of the binding of these diatomic molecules to the heme can not be understood with structural analysis alone. Therefore, the structural analysis is complemented by quantum theoretical calculations based on density-functional theory with LDA approximation, combined with a molecular force field [214] [215] [216] . This enables the analysis of dynamic short-timescale processes in the myoglobin.
Of special interest is, the quantification of the interplay between the structure, energy and dynamics of the binding of O 2 , NO, CO to the heme active centre. The calculation shows that the heme porphyrin substituents do not affect the structural and electronic properties of Fe-ligand bonds. But the proximal hystidin residue increases the binding strength of the Fe-CO and Fe-O 2 bonds as opposed to Fe-NO. The lowest energy spin-state was found to be a triplet for FeP, singlet for FeP-CO and FeP-O 2 and a doublet for FeP-NO. The Feligand complexes are characterized by having a curved porphyrin. This distortion reinforces the bonding between the Fe 2 z d orbital and the orbital of the diatomic molecule. The heme-CO structure is not affected by the conformation of the distal pocket. Conversely the CO stretch frequency and the strength of the CO-HIS64 interaction are highly dependent on the orientation and tautomerization of the distal hystidin. HIS64 is pronated at the nitrogen atom and O 2 and CO are stabilized by interaction with HIS64. The larger interaction of O 2 leads to the conclusion that hydrogen bonding is the origin of myoglobin discrimination of CO.
The results are in agreement with thermodynamic and spectroscopic data. Briefly the quantum calculations enables an understanding of the structure and dynamics of the Feligand bonds, the role of the proximal and distal hystines and the CO stretch bands in the infrared spectrum of myoglobin.
QT-Syndrome
The QT-syndrome is a disease based on the defect of the rhythm control of the heart. The patients suffer from an accelerated heart rhythm [217, 218] . This defect results from a structural deviation of the potassium channel KvLQT1 of the heart muscle, due to a mutation in the corresponding gene [219] . More than 50 genes coding a potassium ion channel have been found in different organisms. The relation of sequence analysis with the structural information plays an important role to understanding such diseases. Other ion channel related diseases are: Charcot-Marie-Tooth disease (Calcium channel) and Myotonie (Chloride channel CIC-2) [220, 221] .
Sickle Cell Anaemia
SNP's are mutations where the difference between genes is restricted to the exchange of a single base pair. Several SNP's are involved in diseases. A mutation, due to an exchange of the nucleotide adenine by thymine in the gene of -globine, results in a replacement of the residue glutamic acid through valine in position 6 of the beta chain of the protein. This leads to a "sticky surface" on the haemoglobin molecule resulting in a polymerisation of the molecules. From this originates the sickle cell anaemia where patients suffer under colic like pain attacks and haemolytic crisis [222, 223] . Information about disease associated SNP's are available at: http://snp.cshl.org/. Cisplatin (   2  3 2 PtCl (NH ) is an anti-cancer drug, which is effective against tumours in the sex glands, head and neck. The target of the drug is cellular DNA, where it distorts the tertiary structure and inhibits replication and transcription O interaction due to hydrogen bonding seems to be the origin of the CO discrimination of myoglobin. (Fig. 28) . Several intrastrand (binding to 5´-GG, 5´-AG and 5´-GXG, G: guanine; A: adenine; GXG: non-adjacent GG) adducts and interstrand (cross-linking binding between the two strands at GG nucleotides) adducts are formed by binding cisplatin to DNA. To understand the reasons for the efficacy of cisplatin, details of the cisplatin activation and its binding to DNA are necessary.
Anti-Cancer Drug
Studies based on density functional theory investigated several solvation mechanisms, intermediate conformations and the effects of different adducts on reaction energy barriers [224] [225] [226] [227] . The activation of cisplatin is a two step process, the first and the second aquation: For the first and the second substitution different adducts for the binding of cisplatin to DNA have been calculated.
Energetically evaluations give hints about the observed probabilities of the occurring adducts: 65% intrastrand 5´-GG adduct, 25% intrastrand 5´-AG adduct, 6% intrastrand 5´-GXG, 3% interstrand GG adduct. Although the calculations reveal important details of the mechanism, such as solvation energy, optimized conformations of activated cisplatin and energy barriers of different conformations of activated cisplatin with guanine and adenine at the DNA strand, several details are still under discussion.
Alzheimer's Disease
Alzheimer's disease is characterized by the deposition and aggregation of the normally soluble amyloid-beta (Abeta) peptide in the extracellular spaces of the brain as parenchymal plaques and in the walls of cerebral vessels as cerebral amyloid angiopathy (CAA). CAA is a common cause of brain haemorrhage in the elderly and is found in most patients with Alzheimer's disease [228] . Symptoms of this disease are disturbance of memory and subsequent neuropsychological symptoms such as disturbance of orientation.
The epsilon4 allele of the apolipoprotein E (APOE) gene is a risk factor for CAA [229, 230] . Therefore genetic variability at the apoliprotein E gene is a major determinant of late onset of Alzheimer's disease [231, 232] (Fig. 29) . The identification of molecular or epigenetic factors affecting primary molecular mechanisms underlying the disease may ultimately contribute to the development of rational therapy for Alzheimer's disease.
Homolog-Scanning Mutagenesis
Homolog-scanning mutagenesis is used for the identification of functional segments within proteins [233] [234] [235] . It helps to analyze related protein binding sites to assess the specificity and importance of individual side chain contributions to binding affinity. The principle of homolog-scanning mutagenesis is demonstrated on hand of Glutamic Acid Decarboxylase (GAD 65) which is one of the antigens playing a considerable role in Diabetes mellitus Type 1. The enzyme GAD uses the irreversible -decarboxylation of L-glutamate as substrate and catalyzes it into -aminobutyrate (GABA). GABA and GAD are typically present in several tissues, especially in the pancreatic -cells [236] . In these cells GABA regulates the glucagon secretion. In autoimmune diabetes, an attack of inflammatory cells to the endocrine pancreatic -cells leads to their complete destruction, resulting in the inability to produce insulin for the body's requirements.
For an analysis of the neutralization of GAD 65 with antibodies, first the locations of epitopes in the amino acid sequence must be determined. The epitopes are identified by homolog-scanning mutagenesis, where segments of sequences from a homologous molecule (GAD 67) known not to bind to the specific antibodies are systematically substituted throughout the GAD 65 gene [237, 238] . A complete or partial loss of antibody reactivity by the resulting mutated molecules (chimeras) suggests that GAD 65 specific sequences required for contact with the antibody has been exchanged by the point mutation. The location of these sequence fragments, which are constituting the epitopes, are highlighted on the GAD 3D structure [239] . The Voronoi tessellation is used to get quantitative values for the exposure of the epitopes. To this purpose the exposure rate (chapter 12) of the epitopes to the surrounding solvent was calculated, giving hints about the accessibilities of the antibodies to the GAD molecule (Fig. 30) .
Gene Therapy
For the therapy of diseases, based on the malfunction of proteins, new possibilities are obtained by manipulating the corresponding genes [240] [241] [242] . In gene therapy, defect genes are either replaced (for the production of the correct protein) or hindered in their expression (HIV therapy) or therapeutically genes are expressed (therapy of malign tumours). The transfer of a gene in the cell nucleus is performed by a vector (for example a virus) which inserts the gene in the cell genome. One procedure for deactivating a gene is based on the insertion of a short DNA fragment which bounds specifically on a certain sequence segment of the gene and therefore inhibits its expression.
CONCLUSIONS
In principle, the DNA string holds the template for human development, physiology and certain diseases. The influence of bioinformatics on medical research is highly dependent on the accessibility of genomic and proteomic data and the transformation of such information into understanding, prevention and treatment of diseases. In future, it will be become more and more routine to tailor medical treatments to the protein shape resulting from individual genetic profiles of patients, their pathogens etc. Therefore the determination of sequence-structure-function relationships, complemented by quantum theoretical methods, is of special importance. Fig. (29) . The protein apolipoprotein E is involved in Alzheimer's diseases (resolution: 1.7 angstrom, R-value = 0.219). A major determinant of the late onset of this disease is the genetic variability at the corresponding gene. The exchange of the nucleotide cytosine (C) through tymine (T) in the DNA sequence results in an exchange of the amino acid arginine (R) by cysteine (C) in the protein sequence. As a consequence structural changes in the 3D structure of the protein occur. Fig. (30) . The central figure show the molecular surface of the GAD 65 molecule (the positions of the epitopes are shaded black), whereas in the surrounding pictures the residues of the epitopes are represented as "balls-and-sticks". The exposure values of the residues, constituting the epitopes, have been calculated by Voronoi tessellation. These values (in %) indicate how much the epitopes are exposed to the surrounding solvent, indicating the accessibility to potential antibodies. In the central figure the mean exposure values of the epitope residues are shown, whereas the small figures display the maximum values of the most exposed residues in the single epitopes.
