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Resumen: En este trabajo presentamos un conjunto de lexicones de polaridades
sema´nticas a nivel de lemas para ingle´s, espan˜ol, catala´n, gallego y euskera. Estos
lexicones esta´n estructurados en capas, lo que permite seleccionar distintos compro-
misos entre la cantidad de estimaciones de positividad y negatividad y la precisio´n de
dichas estimaciones. Los lexicones se han generado automa´ticamente a partir de una
mejora del me´todo utilizado para generar SentiWordNet, un recurso ampliamente
utilizado que recoge estimaciones de positividad y negatividad a nivel de synsets.
Nuestras evaluaciones sobre los lexicones para ingle´s y espan˜ol muestran altos ni-
veles de precisio´n en todas las capas. El recurso que contiene todos los lexicones
obtenidos, llamado ML-SentiCon, esta´ disponible de forma pu´blica para su uso.
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Abstract: In this work, we present a set of lemma-level sentiment lexicons for En-
glish, Spanish, Catalan, Basque and Galician. These lexicons are layered, allowing
to trade off between the amount of available words and the accuracy of the estima-
tions. The lexicons have been automatically generated from an improved version of
SentiWordNet, a very popular resource which contains estimations of the positivity
and negativity of synsets. Our evaluations on the English and Spanish lexicons show
high accuracies in all cases. The resource containing all the lexicons, ML-SentiCon,
is publicly available.
Keywords: Sentiment analysis, lexical resources, multilingual resources
1 Introduccio´n
El Ana´lisis del Sentimiento es una disciplina
enmarcada en el Procesamiento del Lenguaje
Natural que se ocupa del tratamiento compu-
tacional de feno´menos como la subjetividad,
las emociones y las opiniones en textos; una
buena introduccio´n al estado de la cuestio´n
se encuentra en(Liu y Zhang, 2012). Se tra-
ta de un a´rea de investigacio´n muy activa en
los u´ltimos an˜os, debido en gran parte a que
las opiniones expresadas en Internet por los
usuarios constituyen una fuente de informa-
cio´n de incalculable utilidad para las Admi-
nistraciones Pu´blicas, las grandes y medianas
compan˜´ıas y los consumidores. Los conteni-
dos de esta naturaleza generados por usuarios
son de un volumen y velocidad de aparicio´n
tales que imposibilitan su ana´lisis exclusiva-
mente manual y requieren de la aplicacio´n de
me´todos automa´ticos de apoyo. Algunas de
las tareas definidas en el a´rea son la deteccio´n
de textos subjetivos, la clasificacio´n de textos
basada en la polaridad de las opiniones ex-
presadas (positiva/negativa), o la extraccio´n
de opiniones individuales y sus participantes.
Muchas de las soluciones propuestas a estas
tareas se apoyan en lexicones de opiniones o
de polaridad (opinion lexicons o sentiment le-
xicons en ingle´s), recursos le´xicos que contie-
nen informacio´n sobre las implicaciones emo-
cionales de las palabras. Generalmente, esta
informacio´n consiste en la polaridad a prio-
ri de las palabras, es decir, las connotaciones
positivas o negativas de dichas palabras en
ausencia de contexto.
En este trabajo presentamos nuevos lexi-
cones para ingle´s, espan˜ol, catala´n, gallego y
euskera. Los lexicones esta´n organizados en
varias capas, lo que permite a las aplicacio-
nes que los utilicen seleccionar distintos com-
promisos entre la cantidad de palabras dis-
ponibles y la precisio´n de las estimaciones de
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sus polaridades a priori. Para generar estos
lexicones, como paso previo, hemos reprodu-
cido el me´todo utilizado en (Baccianella, Esu-
li, y Sebastiani, 2010) para construir Senti-
WordNet 3.0, un recurso le´xico construido
sobre WordNet y ampliamente utilizado en
el a´rea del Ana´lisis del Sentimiento. Hemos
incorporado diversas mejoras al me´todo ori-
ginal, que repercutieron positivamente en la
calidad del recurso obtenido, segu´n nuestras
evaluaciones.
El resto del art´ıculo se estructura como si-
gue. En la seccio´n 2 repasamos algunos ejem-
plos representativos de trabajos sobre lexico-
nes de opinio´n, tanto en ingle´s como en otros
idiomas, centra´ndonos especialmente en el es-
pan˜ol. En las secciones 3 y 4 describimos el
proceso de construccio´n de nuestro recurso;
dicho proceso esta´ dividido en dos partes fun-
damentales, descritas y evaluadas cada una
por separado. Por u´ltimo, en la seccio´n 5 re-
sumimos el contenido anterior y sen˜alamos
algunas conclusiones y l´ıneas de trabajo fu-
turo.
2 Trabajos relacionados
Existen muchos trabajos que abordan la
creacio´n de lexicones de opinio´n, con enfo-
ques muy distintos. General Inquirer (Sto-
ne, Dunphy, y Smith, 1966) puede ser con-
siderado, entre otras cosas, el primer lexico´n
que contiene informacio´n afectiva. Se trata de
un lexico´n construido manualmente, formado
por lemas, es decir, unidades sema´nticas que
pueden aparecer en mu´ltiples formas lexicali-
zadas (por ejemplo, el verbo approve es un le-
ma que puede aparecer en los textos con dife-
rentes flexiones, como approved o approving).
General Inquirer contiene una gran cantidad
de informacio´n asociada a cada lema, de tipo
sinta´ctico, sema´ntico y pragma´tico. Entre to-
da esta informacio´n, existen un total de 4206
lemas que esta´n etiquetados como positivos o
negativos. A pesar de su antigu¨edad, General
Inquirer es au´n usado en muchos trabajos de
ana´lisis del sentimiento.
El MPQA Subjectivity Lexicon (Wilson,
Wiebe, y Hoffmann, 2005) es un ejemplo de
lo anterior. Se trata de un lexico´n que agluti-
na palabras subjetivas obtenidas mediante un
me´todo automa´tico (Riloff y Wiebe, 2003),
te´rminos obtenidos a partir de un diccionario
y un tesaurus, y las listas de palabras posi-
tivas y negativas de General Inquirer. En to-
tal contiene 8221 palabras, cuyas polaridades
(positiva, negativa o neutra) fueron anotadas
manualmente. La lista final contiene 7631 en-
tradas positivas y negativas, y es muy hete-
roge´nea, conteniendo palabras flexionadas y
otras lematizadas. Al igual que General In-
quirer, la lista no contiene te´rminos formados
por ma´s de una palabra.
Los dos lexicones de opinio´n ma´s utiliza-
dos en la actualidad, atendiendo al nu´me-
ro de citas, son Bing Liu’s Opinion Lexicon
(Hu y Liu, 2004; Liu, Hu, y Cheng, 2005) y
SentiWordNet (Esuli y Sebastiani, 2006;
Baccianella, Esuli, y Sebastiani, 2010). Am-
bos presentan enfoques muy distintos y en
cierto sentido opuestos. Mientras que el Bing
Liu’s Opinion Lexicon esta´ formado por unas
6800 palabras flexionadas, incluyendo inclu-
so faltas de ortograf´ıa y slangs (expresiones
informales utilizadas frecuentemente en In-
ternet), SentiWordNet esta´ construido so-
bre WordNet (Fellbaum, 1998), un recur-
so le´xico en el que las unidades ba´sicas, lla-
madas synsets, aglutinan a distintas palabras
que comparten un mismo significado. El Bing
Liu’s Opinion Lexicon esta´ construido a par-
tir de un me´todo automa´tico, pero las listas
de palabras positivas y negativas han sido ac-
tualizadas manualmente de forma perio´dica,
hasta la versio´n actualmente disponible en la
web, que data de 2011. Por su parte, Senti-
WordNet asigna valores reales de positivi-
dad y negatividad, entre 0 y 1, a cada uno
de los ma´s de 100 mil synsets presentes en
WordNet. Los valores han sido calculados
mediante un me´todo automa´tico, partiendo
de unos conjuntos semilla de synsets positi-
vos y negativos.
Es importante sen˜alar la diferencia entre
los lexicones a nivel de palabras o lemas, co-
mo General Inquirer, el MPQA Subjectivity
Lexicon o el Bing Liu’s Opinion Lexicon, y
los lexicones a nivel de synsets, como Sen-
tiWordNet. Los primeros esta´n formados
por te´rminos con ambigu¨edad sema´ntica, de-
bido a la polisemia de muchas de las palabras.
Sin embargo, los lexicones basados en synsets
no presentan este problema, puesto que las
unidades que los forman representan un´ıvo-
camente un so´lo significado. Por contra, para
poder emplear un lexico´n basado en synsets
es necesario aplicar a los textos que se van a
analizar una herramienta de desambigu¨acio´n
de significados, las cuales tienen una preci-
sio´n au´n relativamente baja hoy por hoy. La
mayor´ıa de los trabajos que utilizan Senti-
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WordNet optan por calcular valores agre-
gados de polaridad a nivel de palabras o le-
mas, a partir de los valores de todos los po-
sibles synsets correspondientes (Taboada et
al., 2011; Denecke, 2008; Mart´ın-Valdivia et
al., 2012; Agrawal y others, 2009; Saggion y
Funk, 2010; Kang, Yoo, y Han, 2012; Des-
met y Hoste, 2013). En este trabajo hemos
construido lexicones de ambos tipos: a ni-
vel de synsets, introduciendo algunas mejoras
al me´todo empleado para la construccio´n de
SentiWordNet 3.0, y a nivel de lemas, a
partir de los valores obtenidos en el lexico´n
anterior.
2.1 Lexicones de opiniones en
otros idiomas
Aunque au´n son pocos los lexicones de opi-
nio´n disponibles para idiomas distintos al
ingle´s, poco a poco van creciendo en nu´mero.
Existen trabajos que se centran en la creacio´n
de lexicones para idiomas tan diversos como
el hindu´ y el france´s (Rao y Ravichandran,
2009), el a´rabe (Abdul-Mageed, Diab, y Ko-
rayem, 2011), el alema´n (Clematide y Klen-
ner, 2010), el japone´s (Kaji y Kitsuregawa,
2007), el chino (Lu et al., 2010; Xu, Meng, y
Wang, 2010), el rumano(Banea, Mihalcea, y
Wiebe, 2008) y el espan˜ol. Creemos que en el
caso del espan˜ol son pocos au´n los lexicones
disponibles actualmente, teniendo en cuenta
que el espan˜ol es el segundo idioma ma´s ha-
blado en el mundo y el tercero ma´s utilizado
en Internet.
En (Brooke, Tofiloski, y Taboada, 2009)
se utilizan dos recursos (un diccionario bi-
lingu¨e1 y Google Translator2) para obtener,
de manera automa´tica y a partir de un le-
xico´n en ingle´s, dos lexicones en espan˜ol. El
trabajo no muestra resultados de evaluacio´n
para los lexicones obtenidos, sino que pre-
senta los resultados de una herramienta de
clasificacio´n basada en la polaridad que se
apoya en los lexicones. Una te´cnica similar es
empleada en (Molina-Gonza´lez et al., 2013),
donde se aplica traduccio´n automa´tica de
ingle´s a espan˜ol al Bing Liu’s Opinion Le-
xicon. Algunas de las ambigu¨edades inheren-
tes a la traduccio´n fueron resueltas manual-
mente. Tambie´n se an˜adieron manualmente
traducciones de algunas palabras informales
y slangs contenidos en el lexico´n de partida.
Tampoco en este trabajo se reportan resul-
1http://www.spanishdict.com
2http://translate.google.com
tados de evaluacio´n directa del lexico´n ob-
tenido, sino que se presentan resultados de
evaluacio´n extr´ınseca basados en clasificacio´n
binaria del sentimiento. Pe´rez-Rosas, Banea,
y Mihalcea (2012) parten de dos lexicones
en ingle´s: el MPQA Subjectivity Lexicon (el
cual es mapeado sobre WordNet mediante
un me´todo automa´tico) y SentiWordNet.
Despue´s utilizan una versio´n en espan˜ol de
WordNet que forma parte del proyecto Eu-
roWordNet (Vossen, 1998) para obtener lis-
tas de te´rminos positivos y negativos en es-
pan˜ol. El trabajo plantea dos variaciones del
me´todo, a partir de las que se obtienen dos
lexicones en espan˜ol, uno formado por 1347
te´rminos y otro por 2496. Las evaluaciones
realizadas mediante la anotacio´n manual de
una muestra de 100 te´rminos de cada uno de
los lexicones arrojan un 90 % y un 74 % de
accuracy respectivamente.
3 Estimacio´n de la polaridad a
nivel de synsets
Nuestro objetivo es la obtencio´n de lexico-
nes a nivel de lemas en varios idiomas. Como
paso previo a la obtencio´n de dichos lexico-
nes, hemos construido un lexico´n en ingle´s
a nivel de synsets. Para la creacio´n de este
lexico´n, partimos del me´todo utilizado para
la construccio´n de SentiWordNet 3.0, in-
troduciendo mejoras en cada una de las eta-
pas del me´todo. Una vez obtenido este re-
curso, generamos lexicones a nivel de lemas
para ingle´s, espan˜ol, catala´n, gallego y eus-
kera. Las evaluaciones llevadas a cabo mues-
tran mejoras significativas tanto en el lexico´n
a nivel de synsets (compara´ndonos con Sen-
tiWordNet 3.0), como en el lexico´n a nivel
de lemas, con valores de precisio´n y volumen
para el lexico´n en espan˜ol superiores a los de
(Pe´rez-Rosas, Banea, y Mihalcea, 2012).
Basa´ndonos en el me´todo empleado por
(Baccianella, Esuli, y Sebastiani, 2010) pa-
ra la generacio´n de SentiWordNet 3.0 e
incorporando diversas modificaciones, hemos
calculado valores reales entre 0 y 1 de posi-
tividad, negatividad y objetividad para ca-
da uno de los synsets de WordNet 3.0. Al
igual que el me´todo en el que nos basamos,
nuestro me´todo se divide en dos partes clara-
mente diferenciadas: un primer ca´lculo indi-
vidual de la polaridad, y un segundo ca´lculo
global de la polaridad a partir de los valores
obtenidos en la primera etapa.
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3.1 Ca´lculo individual de
polaridad
El ca´lculo individual de la polaridad se ba-
sa en la construccio´n de clasificadores terna-
rios, capaces de decidir si un synset es po-
sitivo, negativo o neutro a partir de los tex-
tos de sus glosas (las glosas son definiciones
contenidas en WordNet para cada uno de
los synsets). Para entrenar estos clasificado-
res, se parte de distintos conjuntos de syn-
sets considerados a priori positivos, negati-
vos o neutros. En (Baccianella, Esuli, y Se-
bastiani, 2010) se utilizaron los synsets co-
rrespondientes a palabras positivas y nega-
tivas usadas por Turney y Littman (2003)3
En nuestro caso, hemos utilizado tambie´n
WordNet-Affect(Strapparava, Valitutti,
y Stock, 2006) como fuente de semillas positi-
vas y negativas. Los clasificadores entrenados
a partir de las distintas fuentes de informa-
cio´n, y usando dos algoritmos de clasificacio´n
distintos (Rocchio y SVM), fueron combina-
dos en una etapa de meta-aprendizaje, obte-
nie´ndose finalmente tres clasificadores regre-
sionales capaces de inducir valores de positi-
vidad, negatividad y objetividad en el inter-
valo [0, 1]. Los detalles de esta etapa pueden
consultarse en (Cruz et al., 2014).
3.2 Ca´lculo global de polaridad
El ca´lculo global de la polaridad trata de re-
finar en su conjunto los valores de positivi-
dad y negatividad asignados a cada synset,
a partir de distintos tipos de relaciones entre
ellos. Estas relaciones se modelan mediante
un grafo en el que los synsets son representa-
dos mediante nodos y las aristas dirigidas in-
dican algu´n tipo de relacio´n entre los valores
de positividad y negatividad de dichos syn-
sets. Se asigna a cada nodo un valor nume´ri-
co (por ejemplo, los valores de positividad),
y se aplica entonces al grafo un algoritmo de
paseo aleatorio. Estos algoritmos son capaces
de computar iterativamente las interacciones
que se producen entre los valores asignados
a los nodos: los valores inicialmente asigna-
dos a los nodos “fluyen” a lo largo del grafo
a trave´s de las aristas. Una vez ha convergi-
do, el algoritmo obtiene valores finales para
los nodos, que dependen tanto de los valores
inicialmente asignados a los mismos como de
3Positivas: good, nice, excellent, positive, fortuna-
te, correct, superior. Negativas: bad, nasty, poor, ne-
gative, unfortunate, wrong, inferior.
las relaciones existentes entre los nodos a ni-
vel global.
Las diferencias fundamentales de nuestra
propuesta con respecto a SentiWordNet
3.0 en este paso son dos. En primer lugar,
construimos dos tipos de grafos distintos, uno
a partir de las glosas y otro a partir de las re-
laciones sema´nticas de WordNet (en Sen-
tiWordNet se emplea u´nicamente un gra-
fo basado en las glosas). En ambos casos,
los grafos incluyen aristas con peso positi-
vo, que representan una transferencia directa
entre los valores de positividad y negativi-
dad de los synsets conectados, y aristas con
peso negativo, que indican una transferen-
cia cruzada entre ambos tipos de valores (en
SentiWordNet so´lo se contemplan aristas
sin pesos). En segundo lugar, aplicamos Po-
larityRank(Cruz et al., 2012), un algorit-
mo de paseo aleatorio sobre grafos que per-
mite computar los valores finales de positi-
vidad y negatividad en una sola ejecucio´n,
existiendo adema´s una interdependencia en-
tre los valores finales positivos y negativos
(en SentiWordNet se llevaban a cabo dos
ejecuciones independientes del algoritmo Pa-
geRank, una para los valores de positividad
y otra para los de negatividad). Los detalles
de esta etapa tambie´n esta´n explicados ma´s
ampliamente en (Cruz et al., 2014).
3.3 Evaluacio´n
En la tabla 1 se muestran los valores de la
distancia τp de Kendall (Fagin et al., 2004)
entre un gold standard y los valores obteni-
dos con nuestro me´todo. Esta medida estima
la similitud entre un ranking modelo o gold
standard y otro ranking candidato. Cuanto
ma´s cercano a cero, ma´s parecidos son ambos
rankings. Hemos usado el mismo gold stan-
dard usado en (Baccianella, Esuli, y Sebastia-
ni, 2010), por lo que los resultados son com-
parables con los mostrados en dicho traba-
jo. Como puede apreciarse, hemos conseguido
mejoras significativas en ambas etapas, con
estimaciones finales de positividad y negati-
vidad usando nuestro me´todo ma´s precisas
que las de SentiWordNet 3.0 (se reduce
τp un 24,2 % y un 7,4 %, respectivamente).
4 Induccio´n de ML-SentiCon
Para facilitar el uso del recurso por parte de
aquellos investigadores que no deseen utilizar
desambigu¨acio´n de significados, hemos gene-
rado un lexico´n a nivel de lemas partiendo del
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Etapa Recurso Positiv. Negativ.
1 SWN 0,339 0,286
ML-SC 0,238 0,284
2 SWN 0,281 0,231
ML-SC 0,213 0,214
Tabla 1: Valores de τp de SentiWordNet
(SWN) y ML-SentiCon (ML-SC) obtenidos
en cada etapa del me´todo de ca´lculo de va-
lores de positividad y negatividad de synsets
(1: Ca´lculo individual; 2: Ca´lculo global).
lexico´n a nivel de synsets anterior. Adema´s,
usando recursos que nos permiten conectar
los synsets con lemas en otros idiomas, hemos
generado versiones del lexico´n en espan˜ol, ca-
tala´n, gallego y euskera. El recurso finalmente
obtenido, llamado ML-SentiCon, esta´ dis-
ponible de forma pu´blica para su uso 4.
Cada lexico´n a nivel de lemas esta´ formado
por ocho capas. Las capas esta´n ordenadas,
desde la primera hasta la octava, de mane-
ra que las capas posteriores contienen todos
los lemas de las anteriores, y an˜aden algunos
nuevos. Los lemas que conforman cada una
de las capas son obtenidos rebajando progre-
sivamente una serie de restricciones, de ma-
nera que el nu´mero de lemas que las cumplen
va aumentando capa tras capa, a costa de
una bajada paulatina en la fiabilidad de di-
chos lemas como indicadores de positividad y
negatividad.
4.1 Definicio´n de las capas
Cada synset si en WordNet tiene asocia-
do un conjunto de lemas Li = {l1, l2, . . . , ln}
(tambie´n llamados variants), todos con la
misma categor´ıa morfosinta´ctica (nombre,
adjetivo, verbo o adverbio). Adema´s, cada
synset si tiene un valor de positividad pi y un
valor de negatividad ni en el recurso obteni-
do anteriormente. Diremos que la polaridad
del synset si es poli = pi − ni. De cara a la
definicio´n del lexico´n a nivel de lemas, consi-
deremos que un synset si es la tupla formada
por el conjunto de lemas y la polaridad, es
decir, si = (Li, poli). Invirtiendo esta asocia-
cio´n, a cada lema l le corresponde un conjun-
to de synsets Sl = {si : l ∈ Li}. Denotamos
con poll a la media de las polaridades poli de
los synsets si ∈ Sl. Cada una de las ocho ca-
pas esta´ formada por un conjunto de lemas
positivos l tales que poll > 0, y otro conjun-
to de lemas negativos l tales que poll < 0.
4http://www.lsi.us.es/~fermin/index.php/Datasets
Capa en sp ca eu gl
1 157 353 512 138 49
2 982 642 530 278 223
3 1600 891 699 329 370
4 2258 1138 860 404 534
5 3595 1779 1247 538 883
6 6177 2849 1878 888 1429
7 13517 6625 4075 2171 2778
8 25690 11918 7377 4323 4930
Tabla 2: Distribucio´n de lemas por capas en
los lexicones en ingle´s (en), espan˜ol (es), ca-
tala´n (ca), euskera (eu) y gallego (gl).
Las dos primeras capas esta´n formadas ex-
clusivamente por lemas l ∈ Li de synsets si
que pertenecen a alguno de los conjuntos de
entrenamiento usados en la etapa de ca´lculo
individual de la polaridad. El resto de capas
esta´n formadas por lemas l ∈ Li de cualquier
synset si; en cada capa se exigen valores mı´ni-
mos diferentes sobre el valor absoluto de poll
de los lemas l que las conforman. Estos valo-
res mı´nimos se han escogido tratando de ob-
tener una progresio´n geome´trica en el nu´me-
ro de lemas que componen cada una de las
capas.
4.2 Obtencio´n de lemas en otros
idiomas
Para obtener correspondencias entre los syn-
sets y lemas en otros idiomas distintos al
ingle´s, hemos utilizado el Multilingual Cen-
tral Repository 3.0 (MCR 3.0) (Gonzalez-
Agirre, Laparra, y Rigau, 2012). Este recurso
se compone de WordNets incompletos para
cuatro idiomas: espan˜ol, catala´n, euskera y
gallego. Los synsets de estos WordNets esta´n
conectados con los de WordNet 3.0, lo que
nos permite replicar el mismo procedimiento
de construccio´n de las capas explicado en la
seccio´n anterior. Para el caso del espan˜ol y el
catala´n, hemos utilizado tambie´n la informa-
cio´n generada por el proyecto EuroWordNet
(Vossen, 1998) a fecha de noviembre de 2006,
lo que nos permite aumentar el nu´mero de
lemas para estos idiomas. EuroWordNet se
basa en WordNet 1.6, por lo que hemos te-
nido que realizar un mapeo a WordNet 3.0
mediante WN-Map5 (Daude´, Padro´, y Rigau,
2003) . En la tabla 2 se muestra la distribu-
cio´n de lemas por capas e idiomas de los le-
xicones obtenidos.
5http://nlp.lsi.upc.edu/tools/download-map.php
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4.3 Evaluacio´n
Para evaluar la calidad de los lexicones a ni-
vel de lemas, hemos revisado manualmente
las listas de lemas positivos y negativos de
cada una de las capas, etiquetando cada en-
trada como correcta o incorrecta. Hemos eva-
luado de esta forma los lexicones en ingle´s
y espan˜ol. Para los cuatro primeros niveles
(niveles 1-4), hemos revisado las listas com-
pletas6. Para el resto de niveles (niveles 5-
8), hemos revisado una muestra aleatoria es-
tad´ısticamente representativa de cada uno de
los niveles. Hemos calculado el taman˜o de
la muestra que garantiza un error muestral
menor a ±5 % en la estimacio´n de la pro-
porcio´n de elementos correctos, suponiendo
una distribucio´n binomial de la variable alea-
toria con p = q = 0,5 (el peor caso posi-
ble), y con un intervalo de confianza del 95 %
(α = 0,05). Con estos para´metros, hemos ob-
tenido taman˜os muestrales de entre 300 y 400
elementos, segu´n el nivel.
En la tabla 3 se muestra el accuracy es-
timado (porcentaje de elementos correctos
frente al total) para cada capa de los lexico-
nes en ingle´s y espan˜ol, respectivamente. Los
resultados confirman una gran fiabilidad de
las listas de lemas positivos y negativos ge-
neradas, con valores por encima del 90 % en
las capas 1-6 del lexico´n en ingle´s y las capas
1-5 del lexico´n en espan˜ol.
Como puede observarse, el accuracy del le-
xico´n en ingle´s es mayor al del lexico´n en es-
pan˜ol, lo cual es lo´gico puesto que el lexico´n
en espan˜ol se ha construido a partir de re-
cursos generados mediante me´todos semiau-
toma´ticos y por tanto no carentes de errores.
La diferencia de accuracy entre ambos lexico-
nes va en aumento a lo largo de las capas, pa-
sando de 1,63 puntos porcentuales en la pri-
mera capa a 12,27 puntos en la u´ltima capa.
A pesar de esto, creemos que los valores me-
didos para el lexico´n en espan˜ol son buenos, si
comparamos las capas 5 y 6 (91,75 % en un
lexico´n de 1779 y 86,09 % en un lexico´n de
2849) con los lexicones en espan˜ol de (Pe´rez-
Rosas, Banea, y Mihalcea, 2012) (90 % en un
lexico´n de 1347 lemas y 74 % en uno de 2496
lemas). Ma´s au´n, la siguiente capa de nues-
tro recurso continu´a teniendo un mejor nivel
de acierto (77,69 %) que el mayor de los le-
xicones de (Pe´rez-Rosas, Banea, y Mihalcea,
6En el recurso hecho pu´blico, hemos incluido las
versiones libres de lemas erro´neos de las cuatro pri-
meras capas.
Ingle´s Espan˜ol
Capa Acc. Tam. Acc. Tam.
1 99,36 % 157 97,73 % 353
2 98,88 % 982 97,20 % 642
3 97,75 % 1600 94,95 % 891
4 96,24 % 2258 93,06 % 1138
5 93,95 % 3595 91,75 % 1779
6 91,99 % 6177 86,09 % 2849
7 85,29 % 13517 77,69 % 6625
8 74,06 % 25690 61,29 % 11918
Tabla 3: Estimacio´n muestral del porcenta-
je de lemas con polaridad correcta (Acc.) y
nu´mero de lemas total (Tam.) de cada una
de las capas de los lexicones en ingle´s y es-
pan˜ol.
2012), con un nu´mero de lemas muy superior
(6625).
5 Conclusiones
En este trabajo presentamos un nuevo recur-
so, llamado ML-SentiCon, formado por le-
xicones a nivel de lemas en ingle´s, espan˜ol, ca-
tala´n, gallego y euskera. Los lexicones esta´n
formados por capas, lo que permite seleccio-
nar distintos compromisos entre la cantidad
de te´rminos disponibles y la precisio´n de las
estimaciones de sus polaridades a priori. Pa-
ra cada lema, el recurso proporciona un valor
real que representa dicha polaridad, entre -1
y 1, y un valor de desviacio´n esta´ndar que
refleja la ambigu¨edad resultante del co´mputo
de la polaridad a partir de los valores de los
distintos significados posibles del lema. El re-
curso esta´ disponible de forma pu´blica para
su uso7.
Como paso previo en la obtencio´n de
estos lexicones, hemos presentado tambie´n
una versio´n mejorada del me´todo usado pa-
ra construir SentiWordNet 3.0(Bacciane-
lla, Esuli, y Sebastiani, 2010). Hemos llevado
a cabo evaluaciones de nuestro me´todo simi-
lares a las realizadas en el art´ıculo anterior,
cuyos resultados reflejan mejoras significati-
vas en las estimaciones de polaridad obteni-
das con nuestro me´todo con respecto al me´to-
do original. Los detalles de cada una de las
mejoras implementadas se pueden consultar
en (Cruz et al., 2014).
Creemos que el recurso obtenido puede
ser u´til en multitud de aplicaciones relacio-
nadas con el ana´lisis del sentimiento, tanto
para ingle´s como para espan˜ol. Aunque es
7http://www.lsi.us.es/~fermin/index.php/Datasets
Fermín L. Cruz, José A. Troyano, Beatriz Pontes, F. Javier Ortega
118
presumible que las conclusiones en cuanto al
porcentaje de acierto en la polaridad de los
lemas del lexico´n en espan˜ol sean extrapo-
lables al resto de idiomas incluidos (puesto
que se han utilizado recursos y me´todos equi-
valentes), ser´ıa deseable que otros investiga-
dores ma´s familiarizados con estos idiomas
que los autores del presente trabajo estima-
ran la calidad de dichos lexicones. El me´todo
aqu´ı propuesto puede ser reproducido para
otros idiomas, siempre que existan WordNets
disponibles. En este sentido, puede ser u´til el
recurso Open Multilingual WordNet(Bond y
Foster, 2013), que reu´ne WordNets para mul-
titud de idiomas procedentes de distintos pro-
yectos internacionales.
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