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Summary
TCP was designed nearly three decades ago with some inherent assumptions. Over
the years many fixes and solutions have been proposed to make TCP cope with
changing network conditions. This research work investigates some of the proposed
solutions, studies their applicability and/or limitations in the last mile wireless sce-
nario and proposes novel solutions. Two specific issues are addressed in this thesis:
(a) The effect of algorithms that improve the fairness of TCP congestion avoidance
on slow links and long thin networks, (b) The combined issue of performance and
security in a wired-cum-wireless scenario.
The first part of the thesis demonstrates that fairness algorithms have a detri-
mental effect on connections traversing slow links and long thin networks. Simula-
tions and test-bed experiments substantiate this claim. Some solutions are suggested
to overcome the performance degradation.
iv
SUMMARY v
The second part of the thesis explores the limitations of existing solutions for
improving TCP performance in hybrid wired-wireless networks. The thesis proposes
an integrated solution for IP security and TCP performance in hybrid wired-wireless
networks, traditionally dealt with in a mutually exclusive manner. The novel scheme
called the SPEP (Secure Performance Enhancing Proxy) ensures end-to-end secu-
rity, enhances TCP performance, and offers multifarious benefits over the existing
schemes. The SPEP scheme was implemented in FreeBSD 4.5 and performance
tests were conducted in a controlled test-bed setup. The results show remarkable
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he thesis studies the existing solutions for improving the performance
of TCP, investigates the applicability and/or limitations of the existing
schemes in “the last mile” wireless scenario and proposes efficient solutions for it.
The access network is colloquially known as “the last mile”. The connection from
local service provider to the consumers is referred to as the “local loop” or “the last
mile” [1]. Originally developed to support telephony traffic, the “local loop” of the
telecommunications network now supports both voice and Internet traffic. Different
media can be used to provide “the last mile” connectivity, such as telephone wire,
coaxial cable, fibre optics, satellite communications and wireless RF [1]. Wireless
access to the Internet is referred to as the “last mile wireless” scenario. The “last mile
wireless” is seen as a viable and cost-effective solution for last mile connectivity [2].
Hence, it becomes essential to take a second look at the existing solutions in the
1
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context of the last mile wireless scenario. The following sections of this chapter
describe the motivation for the research work, research objectives, contribution and
the organization of the thesis, respectively.
1.1 Motivation
TCP was designed nearly three decades ago and fine tuned over the years for tra-
ditional networks comprising of wired networks and fixed hosts. However, the net-
works have changed over the years from wired to wireless, low bandwidth to very
high bandwidth, stationary host to mobile host, and infrastructure based networks
to ad-hoc networks. Meanwhile, Internet applications have become more demanding
and versatile. Among today’s applications are interactive applications demanding a
quick response time, bulk data transfer applications requiring high throughput and
multimedia applications sensitive to jitter. Nevertheless, TCP continues to be the
most widely used transport layer protocol. In an attempt to equip TCP to make
better use of the network and meet the demands of the user applications, many solu-
tions have been proposed. The thesis investigates two specific solutions proposed to
fine tune TCP and discusses the limitations of such schemes in the last mile wireless
scenario and proposes solutions to circumvent the encountered problems.
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1.2 Research Objectives
The thesis aims to study the existing solutions for improving the performance of
TCP and to identify specific issues for further study. Investigations into the issues
concerning the applicability and/or limitations of existing schemes in the context of
the last mile wireless scenario and providing efficient solutions constitute the over-all
objectives of the thesis.
1.3 Thesis Contribution
The thesis identifies two issues with the existing schemes designed to improve the
performance of TCP: (i) The detrimental effects of fairness algorithms on the per-
formance of slow links [3] and Long Thin Network [4](LTN); (ii) The limitations of
the existing performance enhancement schemes for TCP over wireless to function in
an end-to-end IPSEC environment.
Simulation and test bed experiments were conducted as part of the detailed
investigations to study the effect of algorithms that improve the fairness of TCP
congestion avoidance on the performance of slow links and LTN. Our results show
that the fairness algorithms have adverse effects on connections traversing either
slow links or LTN. We argue that it is not appropriate to apply the fairness algo-
rithms for connections that traverse slow links or LTN. We have studied some of the
possible solutions (increasing the last-hop router buffer size, reducing the advertised
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window of the receiver and selectively disabling the fairness policies) in order to cir-
cumvent the adverse effects of fairness algorithms in the last mile scenario. We show
that the impact can be reduced by selectively turning off the policies for slow link
or LTN connections. In the second part of the thesis, we present a detailed survey
of the co-existence of security and performance enhancing schemes in the last mile
wireless scenario. We expose the limitations of the existing solutions in providing
both end-to-end security and improved transport layer performance. We propose an
innovative mechanism, which we call Secure Performance Enhancing Proxy (SPEP)
to address the seemingly arduous problem of enhancing TCP performance over wire-
less networks, preserving end-to-end TCP semantics as well as ensuring end-to-end
security. We have implemented the proposed scheme in FreeBSD 4.5 and conducted
experiments in a controlled test bed setup. Our results show improved TCP per-
formance in a secured environment with introduction of about 7 % overhead when
compared to the end-to-end ELN scheme in a WAN scenario with high error rates
of 1 error in every 16KB of data.
1.4 Thesis Organization
The thesis is organized as follows. Chapter 2 describes related work for enhancing
the performance of TCP data transfer in a last mile wireless scenario and iden-
tifies two specific issues: (i) The effect of algorithms that improve the fairness of
TCP congestion avoidance on the performance of slow links and LTN; (ii) The com-
bined issue of performance and security in a last mile wireless scenario. Chapter 3
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presents the setup for simulation and the test-bed experiments conducted to study
the effect of fairness algorithms on performance of slow links and LTN and provides
recommendations. Chapter 4 presents our novel approach called SPEP which pro-
vides a solution for the co-existence of IPSEC and performance enhancing solutions.
Chapter 5 describes our test methodology to evaluate the performance of SPEP
and presents performance results. We conclude with an indication of future work in
Chapter 6.
“To look backward for a while is to refresh the eye, to restore it, and to render
it more fit for its prime function of looking forward”




his chapter introduces the reader to the prior work related to improving
the performance of TCP and describes the specific issues addressed by
the thesis. The following sections discuss congestion control mechanisms of TCP,
the issues with TCP congestion avoidance and control, and solutions proposed to
address the issues.
2.1 TCP Congestion Avoidance and Control
TCP is an end-to-end connection-oriented transport layer protocol which ensures
reliable transfer of data. TCP uses a window based congestion control algorithm to
reduce congestion in the network. It is a self-clocking protocol and automatically
6
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adjusts to the bandwidth of the network. At the start of the connection, TCP
probes the network capacity by sending out packets at an increasingly exponential
rate. This is the slow start phase and it continues until the slow start threshold is
reached or a packet is lost. TCP then enters the congestion avoidance phase and
sends out packets at a linear rate.
2.2 Issues with TCP Congestion Avoidance and
Control
TCP congestion avoidance and control [5] was originally proposed by Van Jacobson
in one of the seminal papers. It was proposed to solve a series of ‘congestion collapses’
that occurred during 1986. The congestion avoidance and control mechanism, later
supplemented with fast recovery and fast retransmit mechanisms became the de
facto standard [6] for TCP. However, there are some issues with TCP congestion
control. Two specific issues are discussed in the following subsections.
2.2.1 Unfairness of TCP Congestion Avoidance
Fairness is an important criterion in the design of congestion control mechanisms.
One way to define fairness is that if multiple TCP connections share a bottleneck
link, the available bandwidth is shared equally among all the connections. However,
it is seen that when a bottleneck link is shared by multiple connections with short
and long round trip times (RTTs), the short RTT connections get a greater share
of the bottleneck bandwidth [7, 8]. TCP uses the slow start mechanism to probe
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the network at the start of a connection, time spent in the slow start phase is
directly proportional to the RTT. And for a long RTT connection, it means that
TCP stays in the slow start phase for a longer time when compared to a short
RTT connection. This drastically reduces the throughput of short duration TCP
connections. Furthermore, following each packet loss, TCP enters the congestion
avoidance phase or even the slow start (in case of retransmission timeout). During
the congestion avoidance phase, the TCP sender increases its congestion window by
atmost 1 segment after each RTT [5], thus the connections with long RTT open up
their congestion windows relatively slower when compared to the connections with
short RTT. In an attempt to counter the bias of the congestion avoidance mechanism
against long RTT connections, and in effect, to improve the fairness, many policies
have been proposed [7, 9, 10] which will be discussed in Section 2.3.1. The policies
were designed to enable long RTT connections to open up their congestion windows
relatively fast.
2.2.2 Inability to Identify the Nature of Loss
TCP was designed for wired networks with an inherent assumption that packet loss
caused by damage in the network is very small and that the loss of a packet always
signals congestion [5]. TCP congestion avoidance and control procedures are invoked
on detection of a packet loss. The occurrence of packet loss is indicated by either
a retransmission timer timeout or the receipt of duplicate acknowledgements [6,11].
However, packet loss can occur for reasons other than congestion. Communication
over wireless links is affected by high bit error rate, temporary disconnections, high
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latencies and low bandwidth. Losses due to bit-error rate and mobility of devices
has a significant effect on the dynamics of TCP resulting in sub-optimal performance
and reduced throughput for the connection.
2.3 Solutions Proposed to Address the Issues
In this section, we discuss the various solutions proposed to address and resolve the
issues mentioned in Section 2.2.1 and Section 2.2.2.
2.3.1 Algorithms That Improve Fairness of TCP Congestion
Avoidance
In an attempt to counter the bias of TCP congestion avoidance against long RTT
connections, various alternate congestion avoidance policies have been proposed.
The “Constant Rate” [9] algorithm was one of the proposed solutions. In this
scheme it is suggested that congestion window be increased by ‘c ∗ r2 ’ segments
for each RTT, where ‘c’ is some fixed constant and ‘r’ is the average round trip
time. In the standard congestion avoidance algorithm, the congestion window is
increased at the rate of approximately 1 segment every RTT. If ‘r’ is the average
RTT of the connection, the increase in throughput of the connection would be
‘1/r’ segment/s every ‘r’ seconds. This means the rate of increase in throughput is
‘1/r2’ segments/s/s. Therefore the long RTT connections suffer. The suggestions
in [8,9] was to modify the additive increase policy so that all connections, irrespective
of their RTT, increase their sending rate similarly. Hence, it was referred to as
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“Constant-Rate” window increase algorithm. However, the choice of a proper value
for the constant ‘c’ is an open problem. According to the studies conducted in [7],
the fairness properties were best at values of ‘c’ less than 100 and large values of
‘c’ made the connections very aggressive. However, smaller values of ‘c’ resulted in
under utilization of the link. As mentioned in [7], in reality, the choice of a proper
value for ‘c’ is not possible.
“Increase-by-K” (IBK) [7] was another policy that was suggested. The IBK pol-
icy was designed so that long RTT connections could increase their own throughput
without co-operation from other connections. The IBK policy suggested that the
congestion window should be increased by ‘K’ segments every RTT. The policy was
to be selectively enabled, only on the long RTT connections. The values of ‘K’ up
to 4 was recommended for good performance [7].
Another algorithm that was proposed was Congestion Avoidance with Normal-
ized Interval of Time (CANIT) [10]. In the long RTT connections the arrival of
ACK packets is relatively slow, compared to short RTT connections. CANIT ad-
dresses the fairness problem in this perspective. CANIT introduces a new parameter
called Normalized Interval of Time (NIT). The congestion avoidance mechanism is





every ACK. Thus, all the connections increase their congestion window by the same
amount after each interval NIT. CANIT with NIT value of 30ms was considered to
be most fair.
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2.3.2 Performance Enhancing Schemes for TCP over Wire-
less
The performance enhancing schemes can be broadly classified into three categories:
• Link-layer schemes
• Split Connection schemes
• End-to-End Schemes
A. Link-layer Schemes
The link-layer schemes address the problem from the perspective that the cause of
suboptimal performance of TCP over wireless is the transmission error that occurs on
the wireless link. Hence, the link-layer schemes propose reliable link-layer protocols
to address the problem. The link-layer protocols employ two classes of techniques (i)
error correction using forward error correction (FEC), and (ii) retransmission of lost
packets using automatic repeat request (ARQ). The link-layer protocols for digital
cellular techniques CDMA and TDMA primarily use ARQ. The AIRMAIL [12]
protocol uses a combination of FEC and ARQ for loss recovery.
B. Split Connection Schemes
Split connection schemes attribute the performance degradation of TCP over wire-
less to the inability of TCP to cope with the dynamics of wireless link. The split
connection schemes as the name suggests, splits the TCP connection from sender
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to receiver at the base station referred to as the mobility support node. One con-
nection is established between the sender and the base station and the other from
the base station to the receiver. Split connection schemes such as I-TCP [13]use
regular TCP for its connection over the wireless link, while other schemes such as
MTCP [14], recommend a protocol optimized for wireless links to be used for the
connection between the base station and the receiver.
C. End-to-End Schemes
End-to-end schemes abide by the principle that end-to-end argument is one of the
architectural principles in the design of the Internet. Hence, all problems with
TCP have to be solved end-to-end. The schemes which maintain the end-to-end
semantics are Freeze-TCP [15], TCP HACK [16], SACK [17]. Freeze-TCP proposes
an end-to-end solution to enable TCP to cope with long periods of disconnection
due to degraded wireless link. The TCP receiver in Freeze-TCP advertises a zero
window in case of an imminent link failure. The sender reacts to the zero window
advertisement by freezing all retransmit timers and entering persist mode. TCP
HACK [16] proposes a scheme, in which the receiver can distinguish between the
nature of loss congestion or corruption. The information about the nature of loss is
conveyed to the sender. The sender retransmits the packets lost due to corruption
without invoking congestion control while the packets lost due to congestion are
handled normally. SACK [17] provides a mechanism which enables the TCP sender
to recover from multiple losses in a window of data transmitted. The SACK enabled
receiver uses the TCP SACK option to acknowledge the blocks of data received in
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sequence. The sender retransmits the lost segments, thereby reducing the number
of probable retransmission timeouts.
D. Other Schemes
The Snoop protocol [18] proposed by Hari et al is another performance enhancement
scheme, which was designed with the intent that local problems should be solved
locally. Therefore, Snoop suppresses the duplicate acknowledgements that signal loss
in wireless link and locally retransmit the lost segments. Thereby, Snoop achieves a
remarkable improvement in the performance of TCP over wireless links.
2.4 Limitations of the Proposed Solutions
The solutions proposed in Section 2.3 overcome the shortcomings of TCP mentioned
in Section 2.2. However, the solutions take a myopic view of the problem. Although
the proposed solutions attempt to resolve the issue at hand, they have some limita-
tions which restrict their applicability. In the following chapters, the drawbacks are
exposed and solutions are proposed to counter the same.
2.5 Summary
This chapter presents a brief description of TCP congestion avoidance and control
and the issues concerning it. Two specific issues with TCP congestion avoidance and
control mechanism are identified for further examination, namely: (i) the unfairness
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of TCP Congestion Avoidance, and (ii) the inability to identify the cause of packet
loss. Various solutions suggested to overcome these issues are described. Finally, it
is mentioned that though the proposed solutions address and resolve the problem
at hand, they may not be applicable for all scenarios.
“I didn’t think; I experimented.” - Wilhelm Roentgen
3
Fairness Algorithms and Performance
Implications
T
his chapter reports the simulation studies and test bed experiments con-
ducted in connection with the first issue addressed by this thesis. The
objective of the experiments is to show that although the fairness algorithms men-
tioned in Section 2.3.1 address and resolve the issues highlighted in Section 2.2.1,
they tend to be harmful to connections traversing slow links and long thing networks.
Currently, there are a significant number of users connecting to the Internet
through slow last-hop links, usually the 56Kbps modem links. And now, with the
increase in the number of wireless devices, there is a growing number of users con-
necting to the Internet through Wireless WANs (W-WAN), often known as the Long
Thin Networks (LTN).
15
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In today’s Internet, a 56Kbps modem link typically used by a laptop to access
the Internet is considered as a slow link. One way propagation delay on slow links is
around 50ms. The Long Thin Networks (LTNs) are called “Long” networks as they
are characterized by large round trip times and are “Thin” since the networks usually
have a low bandwidth. The common examples of LTNs are the Wireless WANs (W-
WAN) like the GSM (Global System for Mobile communications), CDPD (Cellular
Digital Packet Data) and Ricochet [4]. For a W-WAN like Ricochet the typical
RTT value is around 500ms and the bandwidth is 24Kbps [4]. As can be seen, both
LTNs and slow links are low speed links. However, unlike slow links, LTNs have
relatively long and highly varying RTTs, which results in variable bandwidth delay
products. Some LTNs like GSM offer a reliable wireless link by employing link level
error recovery mechanisms. Therefore, increased link error rate would also result in
increased RTT.
The slow links and LTNs are usually considered to be the last-hop links, con-
necting end user to the global Internet. That is, slow links or the LTNs are used
as access links, with most part of the connection traversing through relatively high
speed links. Hence the last-hop router to which the slow link or LTN is connected,
may receive packets at a higher speed than it can forward on a low speed link. The
last-hop router usually has a limited number of buffers configured for each outbound
link. Sometimes even as low as a buffer size of 3 packets [3,4,19]. The last-hop router
becomes a point of congestion and excess packets get dropped. This is an existing is-
sue and many studies have been conducted [19–21] to see the implications of limited
buffer size on the last-hop router.
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As described above, it is not uncommon to have slow “access” links connecting
to the Internet. We consider the following cases : (a) a slow link like a 56Kbps
modem link used as an access link to connect to the global Internet and is a part
of a long RTT connection; (b) a connection which has a long RTT because of the
presence of a LTN as an access link in the path. In both the cases the TCP sender
can only perceive a long RTT connection, but it is ignorant of the characteristics
of the paths in the network. When the TCP sender is equipped with the policies
proposed in [7,9,10] that are designed to improve fairness, it reacts by opening up the
congestion window at a much higher rate. However, the connections described in the
cases above only offer a long RTT but not high bandwidth. Hence, in these cases,
the increased probing harms the connection. As mentioned earlier, the policies
of [7, 9, 10] were designed so that long RTT connections get a fair share of the
bottleneck bandwidth. However, these policies are not appropriate for slow links
and LTNs, since they themselves are the bottlenecks in the network. In the following
sections we evaluate the impact and identify ways to reduce the impact of the policies
proposed in [7, 9, 10] on connections like the ones described above.
3.1 Simulation Setup
We use Network Simulator “ns” [22] to evaluate the impact of the proposed policies
on slow links and LTNs. In this section, we describe the topologies used in our
simulation study. The test configuration shown in Figure 3.1 was chosen as it has
been used previously by the research community [7, 10, 23] in studies related to the
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improvement of fairness. All the links unless specified have a bandwidth of 10Mbps.
The path from source 3 to sink 3 represents a long RTT connection comprising a
slow last-hop link of bandwidth 56Kbps and one way propagation delay of 50ms.
















































































(b) Test configuration 2 : LTN
Figure 3.1: Simulation topology
bandwidth and propagation delay of the path connecting router R2 and the last-hop
router are chosen to be 1.5Mbps and 25ms, respectively. The values were chosen in
accordance with a study previously conducted on the last-hop router with limited
buffer size [19]. We consider RTT of each connection to be twice the sum of all the
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link delays along the path. The utilization of the link connecting router R2 and
the last-hop router is kept close to 1. In the test configuration 2, the connection
from source 3 to sink 3 represents a connection that traverses a long thin network
with bandwidth 9.6Kbps and a constant one way propagation delay of 200ms. We
call the connection that traverses slow link (resp. LTN) as the Slow link connection
(resp. LTN connection).
3.2 Simulation Study
First, our interest is to see the possible impact caused by the CR, IBK and CANIT
policies [7, 9, 10] on connections traversing slow links and LTN. Hence, we try to
analyze the behaviour of those policies in the following subsection. A buffer size
of 3 packets, on the last-hop router is a common configuration followed by Internet
Service Providers (ISPs). We have chosen a buffer size of 3 packets in our stud-
ies since it is a common case [3, 4, 19]. The MTU (Maximum Transmission Unit)
size is chosen as 296 bytes, in accordance with the recommendations in [3]. We
conducted 20 independent simulation runs for each experiment and the duration of
each simulation was 100s.
We evaluate the performance of the connections via two metrics, namely, good-
put and packet losses incurred. These metrics enable us to identify the data that
actually gets across to the receiver and the amount of data lost due to buffer over-
flow. In “subsection B”, we study the impact of those policies by varying the buffer
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sizes from 3 to 40 packets and try to identify the ways to reduce the impact on the
slow links and LTNs.
3.2.1 Behaviour of IBK, CR and CANIT Policies on Con-
nections that Traverse Slow Links and Long Thin Net-
works
We are interested in seeing the amount of increase in congestion window, caused by
each arriving ACK when different policies are employed.Figures 3.2 (a) (b) and (c)
are plots of congestion window against the ACKs received, for slow link connection
(test configuration 1) when CANIT, CR and IBK policies are used, respectively.
IBK policy has to be selectively enabled on long RTT connections. Therefore, in
all our experiments we enable the IBK policy only on the connections from source
3 to sink 3, source 4 to sink 4 and source 5 to sink 5. All the policies are compared
with the behavior of the standard congestion avoidance algorithm. Figures 3.3 (a)
and (b) are plots of congestion window against ACKs received, obtained by using
test configuration 2. Fig 3.3 (a) shows the CR policy compared with the standard
policy. Fig 3.3 (b) shows the variation in congestion window caused by the IBK
policy compared with standard policy. During slow start all the schemes behave
similarly, which is expected. However, during the congestion avoidance phase, the
standard algorithm reacts to congestion by increasing its congestion window by
1/cwnd on the receipt of every acknowledgement, while the other policies increase
their congestion window at a much higher rate. In the congestion avoidance schemes
that consider RTT as a parameter to increase the congestion window, there is a steep





































































(c) IBK Vs Standard
Figure 3.2: Congestion window variation with arrival of ACKs for slow link connec-
tion
increase in the congestion window with the receipt of every acknowledgement. The
reason for the steep increase is obvious : for instance, in CANIT , the congestion




on the receipt of every acknowledgement.
We have considered the optimum value of NIT to be 30ms, as mentioned in [10].
The RTT of the connection could be as high as 500ms. Therefore, this algorithm
would enable the TCP sender to inject many segments into the network on the
receipt of every ACK. On connections with slow links or LTNs and limited last-hop
router buffers, this could be very harmful. Figures 3.2 and 3.3 show a large number
of retransmission timeouts, and congestion window being reset to 1. The effect is













































(b) Constant Rate Vs Standard
Figure 3.3: Congestion window variation with arrival of ACKs for LTN connection
reflected in the number of losses and goodput of the connection as can be seen in
Table 3.1 and Table 3.2.
In Constant Rate Policy, the congestion window is increased at the rate of
c·RTT ·RTT
cwnd
on the receipt of every acknowledgement. According to [7], values of
’c’ less than 100 were best but smaller values of ’c’ decreased the link utilization.
Therefore, in our studies we consider the values of ’c’ as 10. Higher values of c would
only make the connection more aggressive [7]. The losses are relatively high and the
goodput is lower than that achieved by the standard algorithm. The CR policy,
even with a value of ’c’ as small as 10, could prove to be very aggressive when the
RTT is high, like in the cellular links. The impact is worse if a higher value of ’c’ is
chosen, since it would cause more packets to be injected into the network. In test
configuration 2, we have assumed the LTN to have a typical value of 200ms for the
propagation delay. However, in reality LTNs are known to have, long and varying
RTTs, sometimes in the order of seconds. As can be seen in the above policies,
higher values of RTT will only make the connection more aggressive, since more
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packets will be injected into the network.





Table 3.1: Performance comparison for test configuration 1





Table 3.2: Performance comparison for test configuration 2
It is seen that the losses incurred is relatively less in the case of ”Increase-by-K”
policy. According to the policy, congestion window is increased by a minimum of
(K/cwnd, 1 segment) on the receipt of every acknowledgement. The limit ensures
that the connections can only get as aggressive as slow start. As can be seen in
the graph in Figures 3.2 (c) and 3.3 (a), the slope of IBK during the congestion
avoidance phase resembles that of slow start.
3.2.2 Impact of Last-hop Router Buffer Size on Performance
We have seen in the previous subsection that the RTT-aware fairness policies send
out segments in bursts and buffer size of 3 packets for the last hop router is too
small to absorb the bursts. In this subsection, we study the effect of having in-
creased last-hop router buffer sizes. Figures 3.4 (a) and (b) are obtained using the
test configuration 1, and depict the variation in goodput and losses respectively, on
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varying the buffer size. Figures 3.5 (a) and (b) are obtained by using Test config-
uration 2 and depict the variation in goodput and losses incurred respectively, on



























































































Figure 3.5: Goodput and loss for LTN connection
especially when the buffer sizes at the last-hop router are small. Large variations
in goodput is seen, as the buffer sizes are increased. Sometimes, it is seen that the
goodput drops as the buffer size is increased. This happens when losses occur at the
end of a connection, causing a retransmission timeout. Similar observations were
recorded in a study conducted previously [21]. The losses incurred due to the use
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of the proposed policies are more than 2 to 3 times than that incurred by using the
standard policy. As expected, the standard congestion avoidance policy performs
much better with losses being very low and the goodput relatively high. With large
buffer sizes, the traffic bursts can be absorbed and the use of the proposed policies
do not have much impact. But increased buffer sizes introduces additional queuing
delay and therefore increases RTT of the connection. The effect of increased buffer
size on RTT for a LTN connection is shown in Figure 3.6. The RTT values for buffer























Figure 3.6: RTT variation for different buffer size
3.2.3 Impact of Selectively Disabling the Policies on Perfor-
mance
In the test configuration 1, the bottleneck link for the connection between source 3
and sink 3 is 56Kbps, whereas for all the other connections the bottleneck link is
1.5Mbps. The proposed policies [7,9,10] are designed to ensure a fair allocation of the
Chapter 3. Fairness Algorithms and Performance Implications 26
shared link (in this case, 1.5Mbps) to all the competing connections. However, it can
be seen that irrespective of the policies used to improve fairness, the connection from
source 3 to sink 3 can only have a maximum throughput of 56Kbps. It is the same
case for the connection with LTN, which can only a have a maximum throughput of
9.6Kbps. Hence it is not meaningful in trying to get a fair allocation of the shared
link for connections with slow links and LTNs. The policies are not appropriate to
such connections and need not be applied. We have seen in earlier subsections, that
such policies which are intended to provide a fair share will only end up harming the
connections. Therefore, in the next experiments we selectively disable the policies for
connections traversing slow links or LTNs. In other words, the standard congestion
avoidance policy is used on connections traversing slow links or LTNs, while all the
other connections use the alternate policies, namely IBK, CR or CANIT. In Tables
3.3 and 3.4, column 3 indicates the goodputs for the Slow Link/LTN connection
when the corresponding policy is disabled for the Slow link / LTN connection. ( i.e,
when the the standard policy is used on the slow link/LTN connection while all other
connections are enabled with CR, IBK or CANIT policies). As mentioned earlier,
IBK policy is selectively enabled for long RTT connections . We use a limited buffer
size of 3 packets at the last-hop router. We notice that the standard policy gives the
best performance for slow link and LTN connections. However, as we have seen in
Table 3.1, with standard policy being enabled on all the connections, the throughput
of the slow link connection is 16.54Kbps which is greater than the values in column
3 of Table 3.3, when competing connections use aggressive congestion avoidance
schemes. The same applies to the goodput of the LTN connection. The goodput of
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the LTN connection when all the competing connections use the standard algorithm
is 7.62 Kbps as in Table 3.2, which is greater than the values in column 3 of Table
3.4. This is expected since the competing connections are enabled with alternate
policies and can open up their windows at a much higher pace compared to the
connections using standard congestion avoidance policy.
Goodput (Kbps)




Table 3.3: Performance of slow link connection when policies are selectively disabled
Goodput (Kbps)




Table 3.4: Performance of LTN connection when policies are selectively disabled
3.2.4 Impact of Advertising a Limited Receive Window on
Performance
The recommendations in [3] suggest that the hosts which are directly connected
to low speed links could advertise a limited receive window in order to reduce or
eliminate the losses at the last-hop router. In the next set of experiments, instead
of selectively turning off the policies for the slow link and LTN connections, we
allow the congestion window to increase according to IBK, CR or CANIT policies
but restrict the amount of data injected into the network by advertising a smaller
receive window in accordance with the recommendations in [3]. The advertised
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receive window is chosen to have a value slightly more than the pipe capacity of
the low speed link inclusive of the last-hop router buffer size. In a similar study
conducted on slow wireless links [20], it was found that a limited advertised receive
window of 2KB was optimum. Hence, we have chosen the value of 2KB in our
studies. As we can see in Table 3.5 and Table 3.6, there is a marked decrease in
the number of losses incurred. And for the connection using CANIT, the goodput
is increased since the number of losses incurred is vastly decreased. However, there
is a marginal decrease in the goodput in other cases, in spite of decreased losses.
A smaller advertised receive window restricts the amount of data injected into the
network by the TCP sender. Therefore, the number of packet losses incurred due
to buffer overflows at the last-hop router is reduced. However, imposing a limit on
amount of data transmitted, also limits the sender from transmitting new segments
during the fast recovery phase [21]. Besides, the competing connections are enabled
with aggressive policies. These are the reasons for the decrease in goodput.
Goodput (Kbps) (Losses)
Policy No Limit Limited Rwnd No Limit Limited Rwnd
IBK 12.68 11.78 45 21
CR 13.00 12.92 82 16
CANIT 1.86 11.72 304 55
Table 3.5: Performance of slow link connection with a limited receive window
Goodput (Kbps) (Losses)
Policy No Limit Limited Rwnd No Limit Limited Rwnd
IBK 6.90 6.71 21 17
CR 6.39 6.89 27 14
CANIT 2.77 5.65 62 24
Table 3.6: Performance of LTN connection with a limited receive window
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3.3 Test-bed Experiments
We conducted experiments in a controlled network environment in order to study the
behavior and impact of fairness policies on the performance of slow links and LTN.
The objective of the test-bed experiments was to examine the impact of fairness
algorithms in a controlled network environment with real TCP/IP stack implemen-
tation and live GSM network. The test bed was setup to conduct experiments in
two specific scenarios - (i) a 56kbps modem link with parameters typical to dial-up
connections, and (ii) a client connecting to the testbed through SINGTEL GSM
network at 9.6kbps.
3.3.1 Test Configuration
A controlled network environment was set up to carry out the tests as shown in
Figure 3.7. All the sources and routers were running FreeBSD 4.5. Bandwidth and
delay was controlled using dummynet [25]. The bandwidth was limited to 1.5Mbps
at the Bandwidth Controller, to emulate the bottleneck bandwidth. Delay Box 1
was used to introduce a delay of 50ms for src1, 30ms for src2 and 50ms for src3.
Delay Box 2 set a delay of 50ms for sink1, 30ms for sink2 and 50ms for the last-hop
router. Therefore the RTT for the connection from src1 to sink1 was 200ms and
for the connection from src2 to sink2, the RTT was 120ms. The last-hop router
was setup as a PPP server, and sink3 was setup as a PPP client. To conduct tests
on slow links, the PPP connection was setup with a bandwidth of 56Kbps, and
75ms delay. For LTN test, the GSM connection had a bandwidth of 9.6 Kbps, and
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Figure 3.7: Test configuration
approximately 400ms delay. A Nokia D211 multimode radio [26] card was used as
the GSM modem. The RTT for the connection from src3 to sink3 using slow link
was 350ms, and the RTT for connection when using the LTN was around 900ms.
It was ensured that the utilization of the bottleneck bandwidth was close to 1. The
link under study, slow link or LTN as the case may be, is from src3 to sink3.
Figure 3.8: Nokia D211 PCMCIA multimode radio card
3.3.2 Impact of IBK, CANIT and CR Policies on Slow Link
and LTN Connections
Each of these policies attempt to ensure fairness by increasing cwnd at a faster rate
for connections with long RTTs. The effect of the standard congestion avoidance
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policy, CANIT, IBK and CR on cwnd of slow link connections is shown in Figures
3.9 (a) (b) and (c) respectively. As can be seen, the cwnd for CANIT and CR policies
exhibit very steep increases. This is because both CANIT and CR, are very sensitive
to the RTT of the connection. The long RTT of the slow link causes both policies
to increase cwnd at a much faster rate than the standard and IBK policies do. IBK
increases the cwnd in a very similar fashion to the standard algorithm, but at twice
































































Figure 3.9: Variation of congestion window for slow link connection
connection, when the various policies are implemented on all connections sharing
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the bottleneck link. The goodput for the connection when using the standard policy
is only 1 KBps, even though the bandwidth is 7 KBps (56Kbps), the reason being
the other TCP flows that were competing with this connection for bandwidth and









































































Figure 3.10: Variation of congestion window for LTN connection
Due to the limited buffer space, packets are dropped at the last hop-router. This
causes TCP to go into slow start frequently, as can be verified by cwnd diagrams in
Figure 3.9. Policies that rely on RTT as a measure of bandwidth of the connection,
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Slow Link LTN
Policy Goodput (Kbps) Loss Goodput (Kbps) Loss
Standard 8.08 6.2 5.64 3.8
IBK 7.32 11.5 5.25 6.4
CANIT 6.92 13.2 2.65 19.5
CR 4.98 58.6 2.56 18.3
Table 3.7: Performance of slow link and LTN for various congestion avoidance poli-
cies
like CANIT and CR, increase cwnd proportionaly to RTT, causing more buffer
overflows at the last-hop router than the standard and IBK policies.
3.3.3 Impact of Last Hop Router Buffer Size on Perfor-
mance
Most of the retransmission timeouts occur due to buffer overflows at the last hop
router. By intuition, an increase in the last hop router buffer size should lead to
better throughput. This can be verified in the results obtained in Table 3.8 and 3.9.
However the increase in buffer size increases the queuing delay, which leads
Goodput (Kbps)
Policy Buffer-3 Buffer-10 Buffer-20
Standard 8.08 31.35 37.85
IBK 7.32 30.65 36.56
CANIT 6.92 31.57 37.12
CR 4.98 9.2 27.12
Table 3.8: Effect of buffer size on goodput of the slow link connection
to a longer RTT. For a buffer size of 3 at the last hop router, the avg. RTT was
659.7ms; for a buffer of 10 packets the avg. RTT was 686.2ms; and for buffer of
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Goodput (Kbps)
Policy Buffer-3 Buffer-10 Buffer-20
Standard 5.64 5.91 6.04
IBK 5.25 5.79 5.86
CANIT 2.65 2.85 3.44
CR 2.56 2.68 3.42
Table 3.9: Effect of buffer size on goodput of the LTN connection
20 packets the avg. RTT was 855.7ms.This longer queuing delay could adversely
effects user interactive applications like telnet or ssh.
3.3.4 Impact of Receiver’s Advertised Window on Perfor-
mance
For the slow link, the throughput is much lower than the capacity of the link because
of losses at the last-hop router, causing retransmission timeouts. Therefore a lower
receive window leads to lesser packets being dropped at the last hop router, thus
increasing the goodput. This can be verified from Table 3.10.
Goodput (Kbps) Loss
Policy Rwnd(1 KB) Rwnd(8 KB) Rwnd(1 KB) Rwnd(8 KB)
Standard 10.05 8.08 1.6 6.2
IBK 10.8 11.5 0.7 11.5
CANIT 10.86 6.92 0.7 13.2
CR 10.01 4.98 1.7 58.6
Table 3.10: Effect of receiver window on slow link connection
Goodput (Kbps) Loss
Policy Rwnd(1 KB) Rwnd(8 KB) Rwnd(1 KB) Rwnd(8 KB)
Standard 4.41 5.64 0.2 3.6
IBK 4.46 5.25 0.0 6.4
CANIT 4.41 2.65 0.0 19.5
CR 4.42 2.56 0.0 18.3
Table 3.11: Effect of receiver window on LTN connection
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For the LTN however, the capacity of the link is only 1.2KBps (9.6 Kbps).
The utilization of the link is quite high. The standard and IBK policies are quite
conservative, and a low receive window restricts them from sending enough data to
fill the pipe, causing a lower throughput. It does, however, manage to improve the
throughput for CANIT and CR policies, which are relatively aggressive.
3.3.5 Impact of Selectively Disabling Fairness Policies on
Slow Links and Long Thin Networks
The fairness policies were disabled on the slow link or LTN connection, but were
enabled on the competing connections. As can be seen from Table 3.12 and 3.13,
the performance of slow link connection and LTN connection is improved when the
fairness policies are disabled, even when competing connections are using aggressive
fairness policies.
Goodput (Kbps)




Table 3.12: Performance of slow link connection when policies are selectively disabled
Goodput (Kbps)




Table 3.13: Performance of LTN link connection when policies are selectively dis-
abled
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3.4 Recommendations
Our studies were focused to show that the algorithms to improve fairness have ad-
verse effects on connections traversing either slow links or LTNs. We have argued
that it is not appropriate to apply the fairness algorithms to connections that tra-
verse slow links or LTNs. We have also shown that, increased buffer sizes in the
last-hop router absorb the bursts but only at the cost of increased delay. Advertis-
ing a limited receive window on the LTN/slow link connection reduces the number
of packet losses but harms the fast recovery mechanism. Besides, the competing
connections enabled with the fairness policies are more aggressive as they can inject
more data into the network compared to the slow link/LTN connection with limited
advertised receive window. Hence, advertising a limited receive window cannot mit-
igate the impact. It is seen that the impact could be reduced by selectively turning
off the policies for slow link/LTN connections.
3.5 Summary
This chapter delineates the first issue addressed by the thesis viz., Effect of algo-
rithms that improve fairness of TCP congestion avoidance on the performance of
slow links and long thin networks. This chapter started by describing the impact
of fairness algorithms on connections traversing slow links and long thin networks.
Simulation experiments are conducted to show that the fairness algorithms have ad-
verse effects on slow link or long thin networks. Test bed experiments are conducted
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and the results show behavior similar to the one identified in simulations. Finally,
the chapter is concluded with recommendations for performance improvement.
“The best way to escape from a problem is to solve it.”
- Alan Saporta
4
SPEP: Secure Performance Enhancing
Proxy
S
everal studies have been conducted and various schemes have been proposed
as discussed in Section 2.3.2 to address the suboptimal performance of TCP
in a hybrid wired-wireless network. However, the proposed solutions were designed
oblivious of security considerations and therefore fail to work in secured environment.
In this chapter, we discuss the limitations of the existing schemes to function in a
secured environment and propose an innovative mechanism, which we call Secure
Performance Enhancing Proxy (SPEP), to address the problem of enhancing TCP
performance over wireless networks while preserving the end-to-end semantics of
TCP as well as ensuring end-to-end security.
With the proliferation of wireless hot spots, cellular networks and the antici-
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pated merger of Wireless Wide Area Networks (WWAN) and Wireless Local Area
Networks (WLAN), wireless networking is becoming a new way of gaining access to
the Internet. The wireless link is known to be unreliable and improving the per-
formance of applications over such links continues to be a concern. Most of the
solutions previously proposed to address this problem, e.g., [13, 14, 18, 27–29] are
designed oblivious of security considerations and violate the end-to-end semantics
of TCP. Meanwhile, Internet applications such as e-commerce, business-to-business
communication, banking etc. demand a secured environment for communication
and conducting transactions. Achieving improved performance together with ensur-
ing end-to-end security necessitates the co-existence of security mechanisms such as
IPSEC and performance enhancing solutions. RFC 3135 [3] is a survey of existing
performance enhancing proxies that describes the various approaches for improving
TCP performance and their implications. The draft mentions that its authors are
unaware of the existence of any PEP which provides support for IP Security. This
RFC also mentions the research underway to change the IPSEC implementation to
accommodate PEP. However, changing the IPSEC implementation to support PEP
requires wide scale changes in the network besides introducing more complexity to
the security architecture. The real challenge lies in designing a scheme which pro-
vides both end-to-end security and improved TCP performance without introducing
complexity in the network.
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4.1 Related Work and Issues
Several approaches have been proposed to enhance the performance of TCP over
wireless links. In this section, we categorize some of these approaches based on their
conformance to the principles of end-to-end security and discuss the limitations of
various schemes. We also look at some attempts in the area of IP security which
are designed to accommodate the existing performance enhancement solutions.
A. Performance enhancement schemes that cannot co-exist with end-to-end IP Se-
curity
Split connection approaches such as I-TCP [13], MTCP [14] propose to split the
connection between the Fixed Host (FH) and Mobile Host (MH) at the intermediate
base station (BS). This would necessitate the BS to maintain TCP state information
of both the connections. The split connection approaches propose to have either
TCP or a protocol optimized for wireless links for the connection between BS and
MH. Though the schemes achieve performance improvement, they violate end-to-end
TCP semantics and prevent the use of end-to-end IPSEC.
TCP
TCP    or   any 
optimized  protocol
Fixed Host                                 Base Station          Mobile Host
Figure 4.1: Split-Connection approach
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Other approaches to improve the performance of TCP e.g., SNOOP [18], M-
TCP [27], WTCP [28], ELN [29] preserve the end-to-end semantics of TCP. However,
all the above mentioned approaches require base station mediation and are based
on the assumption that TCP headers are readable by the base station. Therefore
the schemes can function only in the absence of end-to-end IPSEC.
SNOOP
2. Base Station intercepts ACKs, releases ACKedpackets, 
suppresses DUPACK
1. Base Station identifies connection, reads TCP 
sequence numbers, caches packets




Figure 4.2: Snoop approach
TCP HACK [16] is another approach suggested to distinguish between cor-
ruption and congestion losses that preserves true end-to-end semantics. However,
the inherent nature of TCP HACK renders it ineffective in an end-to-end IPSEC
environment. A TCP HACK-enabled mobile node checks the received packet to
determine if the corrupted portion is the TCP payload or the TCP header. If the
corrupted portion is the TCP payload and the TCP header is intact, the packet is
considered lost due to corruption and action is taken accordingly. However, when
encrypted packets get corrupted, the decryption of corrupted packets results in the
whole packet being garbled. This is not the case if encryption is carried out using
stream ciphers in the Output Feedback mode or the Cipher Block Chain mode.
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However, such modes of stream ciphers are vulnerable and necessitate the use of au-
thentication for integrity check [30]. When integrity check is enabled, the corrupted
packets are dropped by the IPSec protocol. Hence, TCP HACK cannot work with
IPSEC.
B. Performance enhancement schemes that can co-exist with End-to-End IP Security
Some schemes [15, 31, 32] have been proposed that comply with the end-to-end
principles. Freeze-TCP [15] is one such solution that can co-exist with IPSEC.
However, Freeze-TCP provides a solution only for TCP performance degradation
caused by frequent and/or long disconnections. Freeze-TCP does not address the
problem of distinguishing congestion losses from corruption losses. The proposed
SPEP approach complements the Freeze-TCP solution and Freeze-TCP can easily
be accommodated with SPEP.
Delayed Duplicate-Acknowledgement [31] is a proposal to improve the perfor-
mance of TCP over wireless links by delaying the third and subsequent duplicate
acknowledgements if the packet loss is determined to be due to corruption. The
scheme maintains end-to-end semantics and can function in a secured environment.
However, the scheme has some open issues regarding the method to differentiate the
nature of packet loss.
Another approach [32] explores the possible use of congestion avoidance tech-
niques (CAT) as loss predictors to distinguish between congestion and corruption
loss. The congestion avoidance techniques discussed in [32] are delay based. The
Chapter 4. SPEP: Secure Performance Enhancing Proxy 43
1. Mobile Host detects 
impending disconnection
2. Mobile Host sends ACK with Zero Window Advertisement
3. Sender enters “Persist Mode”
4. Sender sends Zero Window Probes






6. Sender exits “Persist Mode”
Figure 4.3: Freeze-TCP approach
decision to increase/decrease the congestion window is based on the size of current
congestion window and RTT. The approach of using CAT as loss predictors can
co-exist with IPSEC. However, the study [32] shows that the CAT based loss pre-
dictors can correctly identify congestion losses only if congestion losses are preceded
by a “long” queue build-up, otherwise its futile to use CAT as a loss differentiation
mechanism.
C. Novel Security schemes that can accommodate existing performance enhancement
schemes
This subsection discusses some solutions that address the issue of inter work-
ing and coexistence of IPSEC and Performance Enhancing Proxies (PEP). In an
attempt to provide an architecture for inter-working of PEP and IPSEC, Assaf et
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al [33] propose the use of an intelligent switch at the PEP (intermediate nodes).
The approach is straight-forward, the switch identifies if the packets are encrypted,
which can be done easily by reading the unencrypted IP header information. The
PEP normally handles the unencrypted packets while the encrypted packets bypass
it. Encrypted packets are handled by PEP if the PEP happens to be a part of
the security association. The above proposal only provides an architecture for the
inter-working of IPSEC and PEP. With this approach, the applications can choose
between security and performance, but both are not obtainable together.
SSL, as proposed by Netscape and later standardized by IETF as TLS [34], is
a transport layer mechanism that provides data security. The suggested mechanism
encrypts data, but not transport layer headers, such as those for TCP. Since the
transport layer headers are now in plaintext, the intermediate nodes can access or
modify the transport layer headers; thereby the performance related issues can be
resolved. However, it is unacceptable to have TCP headers in plaintext due to
security concerns as described later in this section. Suggestions were also made
to use SSL/TLS with IPSEC in order to protect the header information. The use
of SSL/TLS with IPSEC is not a good solution because (a) a lot of overhead is
introduced because the packets have to undergo encryption/decryption process twice
once at the SSL layer and then at the IPSEC layer, and (b) PEP cannot function
as IPSEC encrypts the TCP headers.
Transport Friendly ESP (TF-ESP) or Modified ESP (M-ESP) [35] proposed a
modification to the ESP header to accommodate the necessary TCP header infor-
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mation in the ESP header outside the scope of encryption. The mechanism proposed
that the unencrypted TCP header information in ESP should be authenticated for
integrity. Although this method addresses the performance issues, it exposes enough
information to make the connection vulnerable to security threats.
In the previous two approaches, exposing the transport layer header information
was considered to be hazardous since it would facilitate the chances of a probable
plaintext attack. As can be seen in [36], knowledge of full blocks of plaintext is not
needed for cryptanalysis. The IP and the transport layer headers provide ample
probable plaintext information that can be used to drive a cracking engine. Most
fields of the TCP header are predictable. The only random parts and hard to predict
fields of the TCP header are the sequence number field, the client’s port number
field and the window advertisement field. The previous two approaches make it
easier for the attacker by exposing this vital information also.
The Multilayer IPSEC Protocol (ML-IPSEC) [35] proposed a multi-layer en-
cryption scheme. The IP datagram payload is divided into zones; each zone has
its own security association and protection mechanisms. For instance, the TCP
data could be in one zone, using end-to-end encryption with the keys only shared
between end-hosts. The TCP header could be in another zone with security associ-
ations between the source, destination and a few trusted nodes. The trusted nodes
can decrypt the transport layer headers to provide the performance enhancements.
This mechanism ensures security and can accommodate existing performance solu-
tions. Though the requirements are satisfied, as can be seen, there is quite a lot of
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complexity involved in key exchange and management. Also, the assumption that
intermediate nodes are ‘trustworthy’ may not be acceptable.
4.2 The SPEP Approach
The SPEP approach addresses the problem in a different way. As discussed in
Section 4.1, the previous approaches either totally ignore security considerations
or make modifications in the security architecture to run TCP performance im-
provement solutions. Modifications in the security architecture are done with the
assumption that the TCP header information is vital for the proper functioning of
PEP. In the TF-ESP approach the TCP header information is included in the ESP
header in plaintext but authenticated, and in ML-IPSEC the ‘trusted’ intermediate
nodes capable of decrypting TCP headers are included in the security association.
The SPEP approach is a paradigm shift and attempts to provide security and
performance with a minimal increase in complexity. We realize that the actual cause
for the problem is the fact that performance enhancement proxies are implemented
at the transport layer and the security is implemented at the network layer. SPEP is
a secure performance enhancing proxy implemented at the network layer; it proposes
a novel way to implement PEP rather than change the IPSEC implementation to
support PEP.
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4.2.1 SPEP Overview
The SPEP approach decouples the loss detection and loss distinction mechanism
from the loss recovery mechanism. The mechanism for loss detection and distinction
is implemented at the network layer. The loss recovery is done at the transport layer
by using the information about the nature of loss obtained from loss detection and





































Figure 4.4: The SPEP approach
A. Loss Detection and Loss Distinction
The SPEP approach comprises two components one located at the base station
and the other at the mobile node. The SPEP base station component facilitates in
distinguishing between congestion and corruption losses based on the fact that losses
that occur in the path between the fixed host and the base station are caused by
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network congestion and the losses that occur in the path between the base station
and the wireless node are caused by corruption in the wireless link. The SPEP
scheme requires an additional option field in the IPv6 header for carrying the blocks
of sequence numbers received in-sequence at the base station. The option field is
initialized to 0 at the fixed host. The base station keeps track of the blocks of
sequence numbers received in-sequence. The base station then populates the option
field in each packet to reflect the blocks of in-sequence packets received. Figure
4.4 shows packets 1-5 transmitted from the fixed host. The portion of the packet
initialized as 0-0 is the option field and the other portion contains the sequence
numbers. Packets 1, 2 are received in sequence at the base station and the option
field of packet 2 is populated as 1-2, indicating that packets 1, 2 were received in
sequence. Packet 3 is lost, the next packet received by the base station is 4 and
option field of packet 4 is populated appropriately with 1-2, 4-4 indicating that it
received a block of packets from 1-2 in sequence followed by a block of packets 4-4 in
sequence. Following the same logic, when packet 5 arrives, the option is populated
as 1-2, 4-5. It may be inferred that the packets that do not feature in the blocks of
in-sequence numbers that are received at the base station are lost due to congestion.
The base station forwards the packets 1,2,4,5 to the mobile node. Suppose
packet 4 is lost due to corruption over the wireless link, the mobile node receives
packets 1, 2 followed by packet 5. On receipt of packet 5, the SPEP mobile node
component realizes that packets 3 and 4 are lost. The packet 5 contains the option
field with values 1-2, 4-5. The SPEP mobile node component searches for sequence
numbers of the lost packets 3, 4 in the option field of the received packet 5. Packet
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3 is not part of the blocks of in-sequence numbers received at the base station.
This implies that packet 3 was not received even by the base station. Hence it is
concluded that it was lost due to network congestion. Packet 4 features in the block
of in-sequence numbers received at the base station. This implies that packet 4 was
received by the base station. However, packet 4 was not received by the mobile
node. Hence packet 4 must have been lost due to corruption in the wireless link.
The SPEP approach explained above is capable of distinguishing the losses by
tracking only the data packets and does not require the acknowledgements (ACK)
to be tracked by base station. Hence the approach can co-exist with the end-to-
end security principles. The SPEP approach is not affected by packet-reordering as
explained in Section 4.3.1.
B. Loss Recovery
The SPEP mobile node component detects the nature of loss and stores the infor-
mation for each lost packet in the TCP reassembly queue. TCP invokes the loss
recovery mechanism by sending duplicate acknowledgements for the next expected
packet. The vital information regarding the nature of loss determined by the SPEP
component is conveyed to the sender by setting a bit in the TCP header of the
ACK packet. A mechanism like Explicit Loss Notification (ELN) implemented us-
ing the reserved bit in TCP header conveys to the sender about the corruption loss.
The sender then retransmits the packet lost due to corruption without invoking
congestion control.
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4.2.2 SPEP Design Considerations
The implementation of the SPEP approach discussed in the previous section neces-
sitates the following requirements:
• a means for the SPEP base station component to uniquely identify the flow;
• a monotonically increasing sequence number to uniquely identify each packet
in the flow;
• an additional option field in each packet to carry the blocks of in-sequence
numbers.
As mentioned earlier, the SPEP architecture is based on IPv6 and leverages on
the features offered by it. The IPv6 header as shown in Figure 4.5 consists of an
encrypted portion which includes the TCP header and data, and an unencrypted
portion which includes the Encapsulated Security Payload (ESP) header, Destina-
tion Option (DSTOPT) header and the IPv6 header [37]. The IPv6 header has a
24-bit flow label field meant to be used by a source to uniquely label packets belong-
ing to a particular flow which requires special handling at the intermediate routers.
The flow label along with the source address can be used to uniquely identify a flow
at an intermediate router, thereby satisfying the first requirement by SPEP.
IPv6 mandates the use of IPSEC for security and supports extension headers
for purposes such as encryption and authentication of the IPv6 payload. The end













*  =  If present, could be before ESP, after ESP, or both.
Figure 4.5: IPv6 header
hosts opting for end-to-end security should first establish a security association. A
Security Association (SA) is a simplex connection that provides security to the data
carried by it. The end hosts should contain mode, protocol, algorithms and keys
required by the SA. In addition each end host should have a Security Policy Database
(SPD). The SPD determines the processing required for each packet being sent out
against discarding, applying or bypassing IPSEC. Packets can be classified based
on a variety of selectors. The SPD can give a very fine-grained control so as to use
a separate SA for every TCP connection [38]. Finally, the Authentication Header
(AH) [39] or ESP [40] protocol can be used in the SA to provide confidentiality
and/or authentication, data integrity and anti-replay services. The ESP Header has
a 32-bit field which contains a counter value that increases by one for each packet
sent out in a particular SA. Thus, the second requirement of SPEP as identified in
the beginning of the section is satisfied.
The IPv6 header provides extension headers to carry optional Internet layer
information. The DSTOPT header is an extension header of IPv6 used to carry
optional information that needs to be examined by the packet’s destination node(s)
[37]. The DSTOPT header contains a variable length options field to carry Tag-
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Length-Value (TLV) encoded options. Hence, the third requirement of SPEP can
be satisfied by using the options field of DSTOPT header.
4.2.3 SPEP Implementation Description
The SPEP implementation was done in FreeBSD 4.5. The availability of a stable
stack for IPv6 and IPSEC was the primary reason for choosing FreeBSD. The SPEP
component at the base station performs the following three functions :
• uniquely identifies a flow using the <source address, flow label, destination
address> triplet;
• keeps track of the ESP sequence number to check if the received packet is the
next expected packet;
• updates the option field in the DSTOPT header as explained in the Section
4.1.
The SPEP mobile node component comprises loss detection and distinction
mechanism and a loss recovery mechanism. The loss detection and distinction mech-
anism uses the algorithm described below.
The algorithm keeps track of the next expected ESP sequence number. If the re-
ceived ESP sequence number is not equal to the next expected sequence number
then it is inferred that some packets are lost. The difference between received and
expected ESP sequence numbers gives the number of lost packets. The lost sequence
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If ( recvd esp seq != expected esp seq )
{
num lost = recvd esp seq - expected esp seq;
}
for ( i = 0; i < num lost && expected seq != recvd seq; i++ )
{










Table 4.1: SPEP loss detection and distinction algorithm
numbers are the ones starting from the expected sequence number till the received
sequence number. The expected sequence number is then searched in the option
field of DSTOPT header. The option field of the DSTOPT header is implemented
using the TCP sticky options described by Advanced Sockets API for IPv6 [41].
If the expected sequence lies within the range of any of the blocks of in-sequence
numbers carried in DSTOPT header, then the loss is determined to be caused by
corruption else it is concluded to be a congestive loss.
The loss recovery mechanism operates at the transport layer by using the loss
information provided by the loss detection and distinction mechanism. The transfer
of information from the network layer to the transport layer is explained next. In
FreeBSD, the Internet protocol layer maintains a protocol control block, from now
on referred to as INPCB, which among other things contains information about the
connection end point identifiers and a pointer to the TCP Control Block (TCPCB)
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[42]. The TCPCB maintains the entire state information required by each TCP
connection. The loss detection and distinction mechanism stores the determined
loss information in INPCB which is eventually copied into the TCPCB as the packet
traverses up the protocol stack. TCPCB contains a pointer to the head of TCP
reassembly queue. The TCP reassembly queue is a linked-list of out-of-order packets
used to arrange the packets in sequence before delivering data to the application
layer. The loss information is conveyed to respective element in the reassembly
queue. The loss recovery mechanism works by sending ACKs to recover the lost
packet by enabling the ELN bit in the header if the loss is determined to be by
corruption.
The sender reacts to the ELN bit in the TCP header in accordance with the
proposed ELN scheme in [29]. On receipt of an ACK with ELN bit set, the sender
immediately retransmits the lost packet without invoking congestion control.
4.3 Behavior of SPEP under Different Conditions
This section describes the behavior of SPEP under conditions such as packet re-
ordering and mobile handoff. It is essential to ensure the proper working of SPEP
in the conditions mentioned above which are quite common.
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4.3.1 Presence of Packet Reordering
Previous research [43] indicates that packet reordering is not a rare phenomenon
in the Internet. In this section, we show that, although the SPEP approach relies
on blocks of in-sequence packets for loss detection and distinction, the working of
SPEP is not affected by packet reordering.
Fixed Host Packet Mobile Host
DSTOPT ESP Reordering DSTOPT ESP
0 - 0 1 1 1 - 1 1
0 - 0 2 3 1 - 1, 3 - 3 3
0 - 0 3 4 1 - 1, 3 - 4 4
0 - 0 4 2 1 - 1, 3 - 4, 2 - 2 2
0 - 0 5 5 3 - 4, 2 - 2, 5 - 5 5
Table 4.2: SPEP behavior in presence of packet reordering
Table 4.2 shows a simple contrived example to explain the working of SPEP
in a situation where there is packet reordering. Column ’ESP’ on the left, shows
the packets transmitted from fixed host as 1, 2, 3, 4, 5. Column ’Packet Reorder-
ing’ shows the sequence after packet re-ordering in the network as 1, 3, 4, 2, 5.
Column ’ESP’ on the right shows the packets arriving at the base station in the
sequence 1, 3, 4, 2, 5. The SPEP populates the blocks of in-sequence numbers in
the DSTOPT header as shown in Column Mobile Host. The SPEP mobile node
component behaves as follows. The SPEP loss detection and distinction mechanism
receives packet 1 followed by packets 3 and 4. On receipt of packet 3, the SPEP
determines that packet 2 is lost due to congestion and the loss recovery mechanism
at the transport layer sends an acknowledgement to recover the corresponding lost
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segment. This process is repeated on receipt of packet 4. The SPEP loss detection
and distinction mechanism has an additional check to handle packet reordering. If
the sequence number of a received packet is less than the expected sequence number,
the loss detection and distinction mechanism is bye-passed and the packet is directly
processed by the loss recovery mechanism. Arrival of a packet with sequence number
less than the expected sequence number indicates that the packet was delayed in
the network. However, the SPEP loss detection and distinction mechanism would
have already accounted for the delayed packet considering it to be lost. Therefore
on arrival of the delayed packet the SPEP does not invoke the lost detection and
distinction mechanism again, instead allows the delayed packet to be bye-passed
to loss recovery mechanism. The loss recovery mechanism processes the received
packet to complete the sequence in the TCP reassembly queue and passes the com-
pleted sequence to application layer. The loss recovery mechanism then sends ACK
containing the next expected sequence. The working of SPEP in presence of packet
reordering is in accordance with the standard TCP mechanism.
4.3.2 SPEP Mobile Handoff Scenario
As a mobile node moves, it may get connected to different base stations. Therefore,
if any state information relevant to the ongoing connection is stored in the base
station, it has to be migrated to the new base station, when the base station moves.
The SPEP base station component maintains minimal state information at the base
station. However, migration of such state information to the new base station will
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not be necessary because the SPEP station component at the new node can perform
independently.
Fixed Host Base Station Mobile Host
DSTOPT ESP DSTOPT ESP
0 - 0 1 1-1 1 - 1 1
0 - 0 2 1-2 1 - 2 3
0 - 0 3 3-3 lost
Table 4.3: SPEP before handoff operation
Fixed Host Base Station Mobile Host
DSTOPT ESP DSTOPT ESP
0 - 0 4 4 4 - 4 4
0 - 0 5 5 4 - 5 5
Table 4.4: SPEP after handoff operation
Tables 4.3 and 4.4 show a contrived example to explain the working of SPEP
in a handoff scenario. Table 4.3 shows the packets being processed by the SPEP
base station. Table 4.3 shows that Packets 1, 2, 3 are received by the base station
and marked accordingly by the SPEP base station component. Table 4.4 shows the
case when the mobile node moves to a new base station. The new base station can
process the packets independently without any state information from the previous
base station. The new base station functions as follows: (i) identifies the flow using
the triplet < source IP address,flow label,destination IP address >. (ii) Determines
that it is a new flow and has no information of the last received packet. Therefore
populates the DSTOPT header with received packet which is ‘4’ in this case. There
is no change in the functionality of the SPEP mobile node component and it behaves
as explained in Section 4.2.1.
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4.4 Summary
This chapter describes the second issue addressed by this thesis viz., Combined
issue of performance and security in a wired-cum-wireless scenario. This chapter is
started by describing the need for security in today’s applications and the limitations
of existing performance enhancement schemes to co-exist with end-to-end security.
This is followed by a survey of various approaches and their limitations. A novel
approach called SPEP has been presented in this paper which ensures end-to-end
security as well as enhances performance of TCP over wireless links. The design
considerations, the implementation details and behavior of SPEP in various scenarios
are described.




SPEP: Test Methodology and
Performance Evalulation
I
n order to build and evaluate SPEP scheme, the first and foremost requirement
was a test bed. Some obstacles mentioned in Section 5.4 had to be overcome
and most of existing performance tools had to be enhanced to setup an IPSEC
enabled IPv6 test bed for SPEP implementation and performance evaluation.
5.1 Test Configuration
A controlled network environment as shown in Figure 5.1 was set up to carry out the
tests. A site local IPv6 address was assigned to each machine. The Sender and the
Receiver machines were separated by 3 machines each of which was designated with
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a specific functionality. IPSEC was configured to encrypt the traffic using transport
mode ESP protocol between Sender and Receiver. SPEP mobile node component
was installed on the Receiver. The SPEP base station component was installed on
the machine named SPEP (base station). The ELN implementation was installed
on the Sender. The corruption emulation used in Snoop [18] experiments was





( SPEP Base station 
Base Station
( SPEP Mobile node
component )
Figure 5.1: SPEP test configuration
enhanced to support IPv6-IPSEC and installed in Corruption Box. All the machines
mentioned above were running FreeBSD 4.5. The rshaper [44] tool was enhanced to
support IPv6-IPSEC and installed in the Delay Box to generate delay.The traffic was
generated using iperf tool [45]. Iperf was enhanced by using TCP sticky option [41]
to support DSTOPT header. TCPDUMP [46] with IPv6-IPSEC support was used
for network monitoring.
5.2 Performance Evaluation
The test configuration described in the previous section is used to conduct the ex-
periments. Tests were carried out with an intent to: (i) evaluate the performance
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improvement achieved by SPEP scheme over traditional TCP New Reno for vary-
ing levels of corruption in the wireless link; (ii) analyze the achieved performance
improvement; (iii) to estimate the overhead of SPEP scheme. All the test runs were
conducted by making a bulk data transfer from sender to receiver for 100s. All the

















































(b) Congestion window variation without SPEP
Figure 5.2: Congestion window variation for LAN scenario (1 error in every 32KB)
Tests were conducted by setting a 20ms delay in the Delay Box for LAN ex-
periments and by setting a 200ms delay for WAN experiments. Figures 5.2 - 5.4
show the performance improvement achieved by SPEP scheme in a LAN scenario for
different levels of corruption. The SPEP scheme distinguishes between congestion
and corruption losses and informs the TCP sender to avoid invocation of conges-
tion control for corruption losses. Figure 5.2, shows that the variation of congestion
window with SPEP scheme is relatively less compared to the case without SPEP.
The number of retransmission timeouts ( indicated by the number of times the con-
gestion window is reset to one segment ) is much less with SPEP scheme. As can
be seen in the time sequence graph in Figure 5.3 SPEP scheme is able to transmit
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Figure 5.4: Throughput of New Reno with and without SPEP for LAN scenario
more packets in the given time, indicated by steeper slope.
The performance improvement achieved by SPEP over standard TCP New Reno
in a WAN scenario for different levels of corruption can be seen in Figures 5.5 -
5.7. The reduced number of retransmission timeouts and relatively less variation in
congestion window of SPEP scheme as seen in Figure 5.5 explains the reason for
increased throughput. The time sequence graph in Figure 5.6 further justifies the
above increase in throughput.
















































(b) Congestion window variation without SPEP
Figure 5.5: Congestion window variation for WAN scenario (1 error in every 32KB)
A comparison was made between the SPEP scheme and E2E-ELN scheme in
an IPSEC environment, to estimate the communication and processing overhead
introduced by SPEP scheme. Figure 5.8 shows that overhead introduced by the
SPEP scheme is minimal. An implementation strategy for E2E-ELN is mentioned
in [47]. However, in practice, it is not possible to realize an effective E2E-ELN
scheme to co-exist with IPSEC. The decryption of a corrupted packet at the receiver
garbles the entire packet. Hence, E2E-ELN scheme proves to be ineffective with
application of security. We implemented a simple mechanism to emulate E2E-ELN
scheme. We used test configuration shown in Figure 2 and ensured absence of any
congestion between sender to base station. The Corruption Box was removed and
the Receiver possessed the logic to drop 1 packet in say ’x’ KB. The information of
the packet dropped was used for loss recovery using ELN.
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Figure 5.7: Throughput of New Reno with and without SPEP for WAN scenario
5.3 SPEP Approach: Merits
RFC 3135 [48] describes some of the implications of using PEP. SPEP addresses all
the implications as detailed below.
The End-to-end Argument
End-to-end argument is considered to be one of the architectural principles in the
design of the Internet, the violation of which is unacceptable. The SPEP approach
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Figure 5.8: Throughput of SPEP with NewReno V/s SPEP
complies with the end-to-end argument:
(i) Security: The SPEP approach ensures end-to-end security along with providing
end-to-end performance. All the security issues that arise by having intermediate
node as a PEP [48] are dealt with.
(ii) Fate Sharing: Fate sharing is used to describe the amount of state information
on behalf the connection present in the network and also whether such state is
self-healing in an event of network failure. Fate sharing also mentions that the
user should be provided with a choice of using PEP. The SPEP approach does not
maintain any state information in the network. The SPEP components are activated
only on the receipt of the particular option in DSTOPT header. Hence, the user
application has the option to enable/disable this option.
(iii) End-to-end reliability: It is recommended that data should be acknowledged
end-to-end to ensure end-to-end reliability. SPEP adopts the above said approach.
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(iv) End-to-end Failure Diagnostics: End-to-end loss recovery is done in SPEP, thus
circumventing all the concerns expressed in [48]
Asymmetric Routing
The SPEP approach operates by racking only data packets in the forward direction
and does not need to track the ACK packets in the reverse direction. Hence, SPEP
works even in cases where data and ACK packets traverse in different paths.
Handoff Performance
The SPEP approach does not maintain any state information in the intermediate
node(s). The SPEP base station component only needs to keep track of blocks of
in-sequence ESP sequence numbers, for a specific connection as explained in section
4.1. In the case of mobility, the new SPEP base station starts afresh and easily
performs the above said functionality, without requirement for any additional state
information.
Scalability
Most of the previous PEP implementations are implemented above the IP layer and
are not scalable as they maintain a lot of state information. The SPEP approach is
scalable, the SPEP base station component operates at the IP layer and the nature
of processing is comparable to marking of a ingress router in Diffserv architecture.
Generic Network layer Proxy
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SPEP can also serve as a generic proxy for all transport layer protocols be it TCP,
UDP with TFRC or any other transport layer protocol. SPEP can easily be en-
hanced to support TFRC flows, thereby improving the performance of real time
applications over Wireless.
5.4 Problems Encountered
• Non-availability of a stable version of IPSEC enabled IPv6 Linux kernel. There
were some problems in using beta release of Linux FreeSWAN (IPSEC patch
for IPv6). Hence KAME FreeBSD chosen for implementation.
• IPv6 Destination Option support was needed in the traffic generator. However,
IPv6 Advanced Socket API does not support TCP sockets to send ancillary
data. It was resolved using TCP Sticky Options suggested in RFC 2292.
• Most TCP performance tools like tcptrace, iperf, rshaper lack IPv6 and/or
IPSEC support. Scenarios cannot be emulated and implementation cannot be
tested without such tools. The issue was resolved by enhancing the tools to
support IPv6/IPSEC.
• Problems were encountered in managing and establishing IPv6 site-local rout-
ing due to statically configured routes. It was resolved by using Zebra protocol
and running OSPFv6 on all the nodes.
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5.5 Summary
This chapter describes the test methodology adopted to evaluate the performance
of SPEP. The results of the various test bed experiments are presented followed by
enumerating the problems encountered during the implementation.
“A conclusion is the place where you got tired thinking.”




n this chapter, the thesis is concluded with a summary of contributions followed
by a review of thesis objectives and some directions for future work.
6.1 Summary
Many solutions have been proposed over the years to improve the performance of
TCP. However, some approaches address the problem with a myopic view. Although
such approaches resolve the issue at hand they are not applicable to other scenarios.
In this thesis two specific issues have been examined viz., (i) Effect of algorithms
that improve fairness of TCP congestion avoidance on the performance of slow links
and long thin networks; (ii)Combined issues of end-to-end security and performance
in a wired-cum-wireless scenario.
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In the first part of the thesis, the limitations of fairness algorithms are identified
and a detail study is conducted to examine their effects on connections traversing
slow links and long thin networks. Simulation experiments were conducted using a
topology used commonly by the research community for fairness related experiments.
The simulation results show that the algorithms to improve fairness have adverse
effects on connections traversing either slow links or LTN. Different methods were
used to counter the performance degradation, namely (i) increasing the buffer size at
the last hop router (ii) advertising a smaller receive window (iii) selectively disabling
the policies. It has been argued that it is not appropriate to apply the fairness
algorithms to connections that traverse slow links or LTNs. Test bed experiments
were also conducted by setting up a controlled network environment and using live
GSM network. The results of our test bed experiments concur with the simulation
results.
In the second part of the thesis, it is discussed that most of the existing solutions
to improve the performance of TCP in a wired-cum-wireless scenario, fail to work
when end-to-end security schemes are applied. Extensive survey was conducted and
it was identified that the IP security and TCP performance have so far been treated
in a mutually exclusive manner. An innovative mechanism, Secure Performance
Enhancing Proxy (SPEP) was proposed, to address the seemingly arduous problem
of enhancing TCP performance over wireless networks, preserving end-to-end TCP
semantics as well as ensuring end-to-end security. The design of SPEP leverages
on the features of IPv6 to provide security as well as performance enhancement
for TCP connections in a wired-cum-wireless environment. The proposed SPEP
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scheme decouples error detection and error distinction mechanism from error re-
covery mechanism which not only facilitates in performance improvement but also
offers multifarious advantages discussed in the paper. The proposed scheme was
implemented in FreeBSD 4.5 and experiments were conducted in a controlled test
bed setup. The results show improved TCP performance in a secured environment
with introduction of minimal overhead.
6.2 Review of thesis objectives
In the first chapter, the objectives of thesis and the related research work was laid
down as :
• Study the existing solutions to improve the performance of TCP.
• Identify the issues with the proposed solutions and zero in on specific issues
for further study.
• Investigate into the issues concerning the applicability and/or limitations of
existing schemes in the context of the last mile wireless scenario.
• Provide efficient solutions to overcome the limitations.
• Simulation / test bed experiments to substantiate and verify the performance
improvement.
Extensive survey was done to explore the various schemes proposed to improve
the performance of TCP. Two specific issues were identified for the study namely
(i) Effect of algorithms that improve fairness of TCP congestion avoidance on the
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performance of slow links and long thin networks; (ii)Combined issues of end-to-end
security and performance in a wired-cum-wireless scenario.
Extensive simulation and test bed experiments were conducted to bring to light
the limitations of the existing schemes to improve fairness algorithms.Various meth-
ods were suggested to counter the performance degradation and suggested methods
were evaluated by simulations and test bed experiments.
The literature survey identified that most of the solutions previously proposed
to address the problem of enhancing TCP performance in a hybrid wired-wireless
network are designed oblivious of the security considerations and violate end-to-end
semantics.A novel approach called SPEP has been presented which ensures end-
to-end security as well as enhances performance of TCP over wireless links. The
multifarious advantages obtained by using SPEP approach was also discussed. The
SPEP protocol was implemented in FreeBSD 4.5. Performance evaluation was done
in a controlled network environment and results show remarkable improvement in
performance with minimal overhead.
6.3 Future Work
The SPEP approach described in this paper, offers a unique solution at the network
layer which can be readily extended to support applications using TFRC over wire-
less. SPEP can be designed to be a generic framework to support applications using
TFRC and also other transport layer protocols. SPEP approach uses cumulative
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acknowledgements for loss recovery, it could be extended to support SACK. SACK
enabled SPEP scheme would be capable of recovering from multiple losses in a win-
dow and hence result in improved performance. SPEP scheme can be evaluated in
a real network for LAN and WAN scenarios.
The current SPEP scheme is designed to use the ELN mechanism to inform the
sender about the nature of loss and prevent the invocation of congestion control if
the loss is due to corruption. This would require a modification of TCP stack at
the sender. The sender side modification can be overcome when SPEP is designed
to use delayed duplicate acknowledgement scheme.
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TCP Transmission Control Protocol
RTT Round Trip Time
ACK Acknowledgement
LTN Long Thin Networks
IBK Increase-by-K
CR Constant Rate
CANIT Congestion Avoidance in Normalized Interval of Time
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SPEP Secure Performance Enhancing Proxy
FEC Forward Error Correction
ARQ Automatic Repeat Request
ISP Internet Service Provider
MTU Maximum Transmission Unit
IPSEC IP Security
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TLS Transport Layer Security
