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The noise driven motion in a bistable potential acts as the archetypal model of various physical phenomena.
Here, we contrast the overdamped dynamics with the full (underdamped) dynamics. For the overdamped particle
driven by a non-equilibrium, α-stable noise the ratio of forward and backward transition rates depends only on
the width of a potential barrier separating both minima. Using analytical and numerical methods, we show that
in the regime of full dynamics, contrary to the overdamped case, the ratio of transition rates depends both on
widths and heights of the potential barrier. The analytical formula for the ratio of transition rates is corroborated
by extensive numerical simulations.
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I. INTRODUCTION
A noise induced escape of a particle is one of archety-
pal problems in stochastic dynamics. It underlines various
noise induced effects. Among others, it was studied by
H. A. Kramers in the case of the Gaussian white noise (GWN)
in overdamped (large viscosity) and underdamped (small vis-
cosity) regimes [1]. In these cases, the “velocity of chemi-
cal reactions” (reaction rate) depends only on the height of
the barrier separating reactants. Moreover, in the overdamped
regime, the obtained formula for the reaction rate can be inter-
preted as the Arrhenius equation [2]. Therefore, the stochastic
motion in the double-well potential can be used as a model of
chemical reactions. Since then the noise induced escape of a
particle was intensively studied in the overdamped [3, 4] and
underdamped [4–7] regimes as well as in quantum analogs
[8–10].
The Gaussian white noise is a very special representative
of the more general family of α-stable white noises. Except
the Gaussian white noise, α-stable noises have the so-called
“heavy tails”, i.e., they allow for occurrence of extreme events
with a significantly larger probability than the Gaussian dis-
tribution. For instance, noise induced displacements under
Lévy noises follow the power-law distribution with the ex-
ponent −α − 1 (0 < α < 2). Consequently, only fractional
moments of order smaller than α exist [11, 12]. Heavy-tails
of α-stable densities are responsible not only for divergence
of moments, but also for discontinuity of trajectories of pro-
cesses driven by Lévy noises. In particular, in the overdamped
and underdamped regime, position or velocity, respectively, is
discontinuous.
Heavy-tailed, Lévy type fluctuations, similarly to the equi-
librium, thermal GWN noise, leads to many surprising noise-
induced phenomena like ratcheting effect [13–15], stochas-
tic resonance [16] or resonant activation [17]. Moreover,
non-negligible probability of extreme events produces mul-
timodal stationary states in single-well potentials steeper than
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parabolic [18–20]. Non-Gaussian, heavy-tailed fluctuations
have been observed in plenitude of experimental setups rang-
ing from disordered media [21], biological systems [22], rotat-
ing flows [23], optical systems and materials [24, 25], physio-
logical applications [26], financial time series [27–29], disper-
sal patterns of humans and animals [30, 31], laser cooling [32]
to gaze dynamics [33] and search strategies [34, 35]. They are
studied both theoretically [36–41] and experimentally.
One might expect that α-stable noise can significantly
change properties of escape kinetics in overdamped systems.
Indeed, contrary to the Gaussian white noise driving, for
which the rate of reaction rates depends only on the depth
of the potential well [1], under α-stable noise the ratio of
transition rates depends on the width of the potential barrier
[42–44]. In the weak noise limit, i.e., when the noise inten-
sity tends to 0, the dependence of the ratio of transition rates
solely on the width of the potential barrier can be demon-
strated [43, 44]. This relation holds also for finite noise inten-
sity as long as noise intensity is much smaller that the depth
of the potential well [45], however the combined action of the
Lévy noise and the Gaussian noise might reintroduce the sen-
sitivity of the ratio of reaction rates to the barrier height [46].
In the regime of full dynamics, a particle is characterized
both by the velocity and the position. Depending on the noise
type, the velocity can be discontinuous, e.g., for Lévy noises
with α < 2. At the same time, the position is continuous,
which might change properties of the same models in com-
parison to their overdamped counterparts. For example, in the
low friction limit, stationary states in potentials steeper than
parabolic are no longer multimodal [47]. In this manuscript,
we extend the discussion on the underdamped kinetics driven
by Lévy noises in double-well potentials. In the next section
(Sec. II Model) we derive the relation between transition rates
in the weak noise limit. Sec. III (Results) presents compar-
isons between the approximate formula obtained in Sec. II and
results of numerical simulations. The manuscript is closed
with Summary and Conclusions (Sec. IV).
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2II. MODEL
The Langevin equation [48] is the fundamental equation de-
scribing a particle motion in a noisy environment. In the un-
derdamped regime, the Langevin equation takes the following
form
mx¨(t) = −γx˙(t)− V ′(x) + ζ(t). (1)
In Eq. (1), −V ′(x) is the deterministic force acting on a par-
ticle, ζ(t) stands for the noise (random force), which approxi-
mates interactions of the test particle with its environment. We
assume that the noise ζ(t) is of white, α-stable, Lévy type,
i.e., it generalizes the Gaussian white noise [11, 12]. More-
over, we restrict ourselves to symmetric α-stable noises only.
The symmetric Lévy noise is the formal time derivative of the
symmetric α-stable motion L(t), see [49], whose characteris-
tic function φ(k) = 〈exp[ikL(t)]〉 is given by
φ(k) = exp [−tσα|k|α] . (2)
The parameter σ (σ > 0) scales the strength of fluctuations,
while α (0 < α 6 2) controls the noise asymptotics. For
α = 2, the α-stable noise transforms into the standard Gaus-
sian white noise [11, 12]. Increments of the symmetric α-
stable motion L(t), i.e., ∆L = L(t + ∆t) − L(t), are dis-
tributed according to a symmetric α-stable density. Its charac-
teristic function is φ(k) = 〈exp[ik∆L]〉 = exp [−∆tσα|k|α].
Importantly, symmetric α-stable densities are unimodal prob-
ability densities which for α < 2 exhibit a power-law asymp-
totics with tails decaying as |ζ|−(α+1), see [11, 12].
Equation (1) can be rewritten as the set of two first order
differential equations{
mv˙(t) = −γv − V ′(x) + ζ(t)
x˙(t) = v(t)
. (3)
The deterministic force −V ′(x) is produced by the fixed po-
tential V (x), with two minima located at x1 and x2, for which
V (x1) = E1 and V (x2) = E2, and a single local maxi-
mum at xb (x1 < xb < x2) with V (xb) = Eb. We assume
that both the potential barrier separating potential minima and
outer (large |x|) parts of the potential are steep enough to as-
sure that the particle position is limited to the neighborhood
of potential minima.
Using Eq. (3), we study the problem of noise induced es-
cape over the potential barrier with the special attention to
the weak noise limit. Under the weak noise approxima-
tion, the Lévy noise can be decomposed into the Wiener part
and the compound Poisson process [43, 44]. The bounded
jump component part is responsible for short displacements,
while the Poisson part controls the jump length asymptotics.
For the Lévy noise, characterized by the stability index α
(0 < α < 2), the probability of recording an event ξ larger
than ζ is given by
P (ξ > ζ) ∼ ζ−α. (4)
In further considerations, we will mainly disregard the
Gaussian component, as properties of escape kinetics in the
weak noise limit are mainly determined by tails of the jump
length distribution. Therefore, the protocol of escaping over
the potential barrier is based on a single long “jump” in the
velocity, which in the single, strong, kick gives the particle
kinetic energy sufficient to overpass the potential barrier de-
terministically. More precisely, we assume that initially a par-
ticle has velocity v0 and it is located in the ith minimum of
the potential. From this point, it moves deterministically to
the top of the potential barrier. During the motion to the top
of the barrier, it loses some of its energy due to the friction. If
we disregard the friction, the condition for the minimal veloc-
ity, which is sufficient to produce the transition from the ith
minimum to the barrier top, reads
mv2
2
> Eb − Ei = ∆Ei. (5)
During the motion the energy is dissipated by friction, there-
fore, the minimal initial velocity v0 needs to be larger
v0 = v +
γ
m
∫ t0+δt
t0
v(t)dt, (6)
where δt (δt 0) is the time necessary to reach the top of the
potential barrier. The integration over time gives the distance
between the initial position xi and the potential barrier xb, i.e.,
Li. Consequently, we can rewrite the condition for the initial
velocity in the simple form
v0 = v +
γ
m
Li. (7)
From Eq. (5) we can calculate the minimal velocity v and in-
sert it into Eq. (7). Finally, we get the following estimate for
the minimal initial velocity v0
v0 =
√
2∆Ei
m
+
γ
m
Li. (8)
We study the full Langevin dynamics, see Eq. (1), in the
regime of linear damping. For a free particle under linear fric-
tion the velocity is distributed according to the α-stable den-
sity with the same stability index α as the noise [18, 19, 50].
Here, the situation is more complex because the deterministic
force −V ′(x), see the first line of Eq. (3), affects the shape of
the stationary velocity distribution. For the weak noise, i.e.,
small σ, the majority of particles are localized in the vicinity
of potential minima, where the deterministic force is small and
can be neglected. Consequently, in the weak noise limit, we
can assume that the velocity is distributed according to the α-
stable density, while for the large σ it can be approximated by
the α-stable density. Moreover, as the first approximation, we
assume that the large initial velocity is directed towards the
potential barrier. If the potential barrier is narrow and outer
parts of the potential are steep, the particle is unlikely to ex-
plore positions placed beyond minima, i.e., |x| > xi. Conse-
quently, the large velocity is most likely to be directed towards
the potential barrier. As it will be shown later, the transition
initiated by the abrupt velocity towards the potential barrier
is the most probable and the approximation based on this as-
sumption, see Eq. (10), works very well. If the velocity is not
3large enough, the particle could be reversed prior to reaching
the top of the potential barrier. On the one hand, transitions
over the potential barrier are produced by extreme velocities,
which are ruled by the tail of the velocity distribution. On
the other hand, a particle during its motion to the barrier top
is subject to damping and to continuous small perturbations
controlled by the central part of the α-stable density, i.e., the
Gaussian like part. Employing Eq. (4), we can find the proba-
bility that the velocity larger than the minimal value v0, which
is necessary to overpass the potential barrier, is recorded
P (v > v0) ∼
(√
2∆Ei
m
+
γ
m
Li
)−α
. (9)
If initial position of the particle is in the ith minimum, i.e.,
x(t0) = xi, the probability given by Eq. (9) is equal to the
transition rate kij . Therefore the ratio, κ, of forward, k+, and
backward, k−, transition rates is given by
κ =
k12
k21
=
k+
k−
=
(√
2∆E2 + γ
√
mL2√
2∆E1 + γ
√
mL1
)α
. (10)
The derivation of Eq. (10), assumes that the particle is wan-
dering around a minimum of the potential and waiting for the
extreme velocity larger than v0, see Eq. (8). If the particle
velocity is larger than v0, it can overpass the potential barrier
practically in the deterministic manner. For γ →∞, Eq. (10)
reduces to the well-known overdamped limit, where the ra-
tio of transition rates depends only on the ratio of distances
between potential minima and the barrier top [42–44], i.e.,
κ =
k12
k21
=
k+
k−
=
(
L2
L1
)α
. (11)
Transition rates and their ratio can be calculated using the
relationship with the mean first passage times (MFPT), see
[3]. For the particle starting in the left minimum x1 of the
potential the MFPT, T12, is defined as
T12 = 〈τ〉 (12)
= 〈min{τ : x(0) = x1 = −L1 ∧ x(τ) > xb = 0}〉.
Therefore, the forward transition rate, k12 = k+, is given by
k12 =
1
T12
. (13)
Definitions of the MFPT from the right potential well, T21,
and the backward transition rate, k21 = k−, are analogous,
i.e.,
T21 = 〈τ〉 (14)
= 〈min{τ : x(0) = x2 = L2 ∧ x(τ) 6 xb = 0}〉.
and
k21 =
1
T21
. (15)
Finally, from numerically estimated MFPTs the ratio of tran-
sition rates can be obtained
κ =
k12
k21
=
k+
k−
=
T21
T12
. (16)
Mean first passage times T12 and T21 can be calculated using
Monte Carlo simulations of the Langevin equation (3), which
can be rewritten in the discretized form{
vi+1 = vi −
[
(γvi + V
′(xi))∆t+ (∆t)
1/α
ζi
]
/m,
xi+1 = xi + vi+1∆t
.
(17)
The velocity part, containing the α-stable noise, is approxi-
mated using the Euler-Maruyama scheme [12, 51], while the
spatial part is constructed trajectory wise. In order to esti-
mate the required MFPT T12 (T21) trajectories x(t) are gen-
erated using the approximation (17), with the initial condition
x(0) = −L1 (x(0) = L2), as long as x(t) < xb (x(t) > xb).
From the ensemble of first passage times the mean first pas-
sage times and their ratios are calculated. Within computer
simulations, it is assumed that the particle mass is set to
m = 1.
The approximation given by Eq. (10) suggests that the ratio
of escape rates depends both on depths of potential wells and
distances between minima and the maximum of the potential.
For the convenience of simulations, we chose such a potential
which allows easy control of its depths and distances between
minima and the maximum. We use the following potential
V (x) =

4h1
[
x4
4L41
− x2
2L21
]
x < 0
4h2
[
x4
4L42
− x2
2L22
]
x > 0
, (18)
where h1 and h2 controls depths of the left and right minimum
respectively, while L1 and L2 represent distances between the
potential maximum and the corresponding minimum. The po-
tential given by Eq. (18) is depicted in Fig. 1.
FIG. 1. The sketch of the potential, see Eq. (18), used in numerical
studies of escape kinetics.
Numerical results were obtained by use of the discretized
version of the Langevin equation (3), see Eq. (17). Simula-
tions were performed mainly with the integration time step
∆t = 10−3, which is significantly smaller than the transition
time δt. Nevertheless, some of them were repeated with the
smaller integration time step, i.e., ∆t = 10−4. Final results
were averaged over N = 105 − 106 realizations. For sim-
plicity we have assumed m = 1 and γ = 1 (except situations
4when it is varied). Remaining parameters: L1, L2, h1, h2 and
σ varied among simulations. Their exact values are provided
within the text and figures’ captions.
III. RESULTS
We start our studies with the inspection of trajectories of
the process generated by Eq. (1) under Cauchy (α = 1) noise,
see Fig. 2. The top panel shows results for γ = 1, while
in the bottom panel the damping is set to γ = 5. Since the
motion is perturbed by the α-stable noise, the velocity v(t)
is discontinuous, while the position x(t), x(t) =
∫
v(t)dt,
is continuous. First of all, with the increasing damping the
particle motion becomes more restricted, i.e., the particle is
most likely to be found in the vicinity of one of the potential
wells. At the same time, the particle loses its velocity and
energy faster. Inspection of trajectories confirms that, in or-
der to overpass the potential barrier, the instantaneous velocity
needs to be large enough and, interestingly, it can be directed
both towards the top of the potential barrier (bottom panel) or
outwards (top panel). Horizontal lines in Fig. 2 depict min-
imal values of velocities, see Eq. (8), which are sufficient to
induce a transition over the potential barrier. Due to the po-
tential asymmetry minimal forward and backward velocities
are different. Moreover, because of the damping, the minimal
velocity in the direction of the boundary is smaller than the
minimal velocity in the opposite direction.
The top panel of Fig. 2 shows the situation when the initial
large velocity is directed in the opposite direction than the po-
tential barrier. A particle initially moves to the right. It gets
to the reversal point in which the velocity drops to zero and
the motion is reversed. The particle returns to the right mini-
mum of the potential where it has the negative velocity equal
to the minimal backward velocity. Consequently, it continues
its motion towards the potential barrier, which is successfully
overpassed. In the vicinity of the top of the potential barrier,
the absolute value of the velocity is minimal. After passing
the potential barrier, due to the deterministic force, the particle
accelerates. In the bottom panel of Fig. 2 the initial velocity
is equal to the minimal backward velocity and it is directed
towards the potential barrier. Consequently, the particle can
successfully pass from the right to the left minimum of the
potential. Moreover, during the sliding from the barrier top
to the left minimum of the potential the velocity is perturbed
twice. Therefore, Fig. 2 clearly confirms that the assumption
of the “single-jump” escape is fully legitimate.
Our analysis is continued with the comparison between
numerical simulations and predictions of Eq. (10). Fig. 3
shows ratio of transition rates as a function of the stability
index α. Points depict results of numerical simulations of
the Langevin equation, while solid lines present the approx-
imate formula (10). Fig. 3 correspond to fixed distances be-
tween minima and the maximum of the potential (L1 = 1 and
L2 = 1) and various potential depths (h1 and h2). Parameters
h1 and h2, characterizing depths of potential wells, were cho-
sen in such a way that both are of the same order and signifi-
cantly larger than the scale parameter σ = 0.2, i.e., h1  0.2
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FIG. 2. Sample trajectories of the particle moving in the potential
(18) with L1 = L2 = 1, h1 = 12 and h2 = 8. The stability index
α is equal to α = 1 and the damping coefficient γ is set to γ = 1
(top panel — (a)) and γ = 5 (bottom panel — (b)). Horizontal lines
show minimal velocities for forward (orange) and backward (blue)
transitions which are given by Eq. (8).
and h2  0.2. Such a choice of parameters ensures that weak
noise approximation can be employed. Fig. 3 clearly shows
that the ratio of transition rates depends on depths of both po-
tential wells. For α > 1, there is a perfect agreement between
results of simulations and the formula (10). For small values
of the stability index α (α < 1) there are some discrepancies.
More precisely, the numerically estimated ratio of transition
rates is slightly larger than expected from the scaling given by
Eq. (10).
Lack of the full agreement between predictions of Eq. (10)
and numerical results, for small α, post the question about va-
lidity of all undertaken assumptions used to derive Eq. (10).
First of all, the potential (18) is not completely impenetrable
at large |x|. A random walker can explore outer parts of the
potential corresponding to x < −L1 or x > L2. The lack of
full agreement is recorded for small α, for which the central
part of the velocity distribution is narrower and its tails are
heavier. Therefore, one might expect that the difference be-
tween predictions and results of simulations come from par-
ticles having large velocities. For the large enough velocity
directing outwards of the barrier top, a particle may explore
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FIG. 3. Ratio κ(α) of transition rates from minima of the potential
(18) to the barrier top as a function of the stability index α. Various
points correspond to numerical results for different depths of poten-
tial wells, i.e., different values of h1 and h2, calculated from numer-
ical simulations, while lines plot the scaling predicted by Eq. (10).
Distances from minima of the potential to the barrier top are set to
L1 = 1 and L2 = 1. The scale parameter σ is equal to σ = 0.2 and
the damping coefficient is set to γ = 1.
the outer part of the potential. Before a next long jump, the
particle can reach the reversal point, change the velocity direc-
tion and still overpass the potential barrier, see the top panel of
Fig. 2. To verify this hypothesis, the potential (18) was mod-
ified by the addition of reflecting boundaries in (i) minima of
the potential, i.e., at −L1 and L2, or (ii) at the same distance
from the potential minima as the potential barrier i.e., at−2L1
and 2L2.
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FIG. 4. Ratio κ(α) of transition rates from minima of the potential
(18) to the barrier top as a function of the stability index α. Points
represents results of computer simulation while solid lines present
scallings given by Eq. (10) (green solid line) and Eq. (20) (orange
dashed line). Black dots (•) represent unrestricted motion, while red
squares () correspond to the motion restricted by reflecting bound-
aries placed in the minima of the potential. Simulations parameters
h1 = 8, h2 = 12, L1 = 1, L2 = 1, γ = 1 and σ = 0.2.
Placing reflecting boundaries in the minima of the potential,
option (i), suppress the exploration of outer parts of the poten-
tial and improves the agreement for small α, see red squares
in Fig. 4. At the same time, it destroys the agreement for
α → 2. In the restricted space, numerically estimated ratios
of transition rates start to deviate from theoretical scaling in an
analogous way like for the increasing scale parameter σ, see
discussion below, i.e., the strongest deviations are visible for
largest values of α. In the scenario (ii), reflecting boundaries
at −2L1 and 2L2, ratios of transition rates are unaffected (re-
sults not shown). They follow, up to the level of numerical un-
certainties, results obtained in the unrestricted dynamics, see
Fig. 3. This is in accordance with the observed dependence of
x(t), see Fig. 2, which is restricted to |x(t)| < 2.
Placing reflecting boundaries in minima of the potential
confirms that indeed the difference between Eq. (10) and nu-
merical simulations comes from particles having the velocity
directed outwards from the barrier top. Large enough veloc-
ity in the outer direction is capable of producing an excursion
to the outer part of the potential. After such an excursion the
particle can return to the minimum of the potential well and
cross the barrier top, see the top panel of Fig. 2. Probability
of recording a minimal velocity fulfilling this condition can
be calculated in the similar manner as in Eq. (9), but this time
a particle moves along a different (longer) path. For the con-
venience, we assume that the particle reverses its motion at
|x| = 2Li, i.e., at −2L1 or 2L2. At the first glance this as-
sumption might seem to be very crude, nevertheless, as it was
demonstrated in scenario (ii) introduction reflecting bound-
aries placed at −2L1 and 2L2 produced the same results as
unrestricted dynamics, see also Fig. 2. Therefore, there is no
need to consider excursions beyond −2L1 and 2L2 points. In
such a case, the trajectory length is 3Li and the probability of
finding a particle having the velocity v0 sufficient to cross the
potential barrier after the deterministic velocity reversal reads
P (v > v0) ∼
(√
2∆Ei + 3γLi
)−α
. (19)
From Eq. (19) the ratio κ of transition rates can be calculated
κ =
k12
k21
=
k+
k−
(20)
=
(√
2∆E1 + γL1
)−α
+
(√
2∆E1 + 3γL1
)−α(√
2∆E2 + γL2
)−α
+
(√
2∆E2 + 3γL2
)−α .
Comparison of scalings given by Eq. (10) and Eq. (20) with
results of simulations is performed in Fig. 4. Fig. 4 shows sim-
ulation results for the motion in the unrestricted space (black
dots) and the restricted space (red squares), i.e., the interval
[−L1, L2] restricted by two reflecting boundaries placed in the
minima of the potential. For α > 1 agreement between sim-
ulations in the unrestricted space (black dots) and Eq. (10) is
clearly visible, as it was already discussed in this section. For
small α one might observe that results of numerical simula-
tions follow predictions of Eq. (20) corroborating that indeed a
part of trajectories explores outer (x > |Li|) parts of the space.
Exploration of outer parts of the potential is responsible for
violation of Eq. (10). Moreover, results obtained for the dy-
namics in the unrestricted space (black dots) interpolates be-
tween scalings given by Eq. (20) (small α) and Eq. (10) (large
α) with some points, corresponding to intermediate α, lay-
ing between these two curves. As already mentioned, results
6of simulations with reflecting boundaries placed in minima of
the potential (red squares) follow scaling given by Eq. (10) for
small α only.
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FIG. 5. The same as in Fig. 3, i.e., κ(α), for various distances be-
tween potential minima and the maximum. Various points depict re-
sults of numerical simulations with various lengths L1 and L2, while
solid lines show the scaling given by Eq. (10). Simulation parameters
h1 = 8, h2 = 12, γ = 1 and σ = 0.2.
Formula (10) shows that the ratio of transition rates depends
both on the barrier heights and distances between minima and
the maximum of the potential. So far we have explored the
role played by the barrier heights. Now, we study how the
distance between minima and the maximum of the potential
affects results of numerical simulations. Fig. 5 shows ra-
tios of transition rates for various values of L1 and L2 with
fixed h1 = 8, h2 = 12 and σ = 0.2. In general, results
of computer simulations qualitatively follow scaling given by
Eq. (10). Nevertheless, quantitative deviations are especially
well visible in situations when L1/L2  1, e.g., L1/L2 = 2
or L1/L2 = 3.
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FIG. 6. The same as in Fig. 3, i.e., κ(α), for various values of the
scale parameter. Various points depict results of numerical simula-
tions with various scale parameters σ, while the solid line shows the
scaling given by Eq. (10). Simulation parameters h1 = 8, h2 = 12,
L1 = 1, L2 = 1 and γ = 1.
The ratio of transition rates, see Eq. (10), was derived in
the weak noise limit. Moreover, computer simulations con-
firm the validity of Eq. (10) for small but finite values of the
scale parameter σ. Therefore, we have checked if results ob-
tained under the weak noise approximation holds for larger
σ and how the ratio of transition rates behaves in this case.
Fig. 6 presents ratios of transition rates for various values of
the scale parameter σ. For α < 1 results for all four presented
values of σ agree very well. Nevertheless, for α > 1, there
is the agreement between results of computer simulations and
Eq. (10) only for small values of σ, e.g., σ = 0.1 and σ = 0.2.
Results for σ = 0.5 are still very close to the scaling given by
Eq. (10), however one may observe that the ratio of transition
rates is slightly smaller than the weak noise prediction, see
Eq. (10). This deviation amplifies with the increasing σ, and
for σ = 1 results diverge quickly from the weak noise scaling.
The amplification of deviations is very similar to the behavior
in the overdamped regime [46] and can be attributed to the
violation of the weak noise approximation, i.e., for large σ,
transitions occur not only via a single change of the velocity
but also due to a series of smaller “kicks”.
Finally, we explore properties of the ratio of transition
rates for the increasing damping strength. In the limit of
γ → ∞, Eq. (3) reduces to the overdamped Langevin equa-
tion for which the ratio of transition rates is given by Eq. (11).
From Eq. (10) one might expect a smooth, steady transition to
the ratio of transition rates for the overdamped limit, i.e., to
Eq. (11). As it is clearly visible from Fig. 7, the transition is
not smooth. With the increasing γ, the ratio of transition rates
increases. For small values of the friction parameter γ, sim-
ulation results reproduce predictions of Eq. (10) but with the
increasing γ results of simulations deviate from the prediction
given by Eq. (10). In particular, for γ = 5, numerically esti-
mated ratios of transition rates follow predictions of Eq. (10)
with γ = 10 almost precisely. For γ = 10, with α < 0.75,
the ratio of transition rates reached the overdamped limit. Si-
multaneously, for α > 0.75, κ(α) significantly deviates both
from the underdamped and overdamped scalings. In overall,
this indicates that the overdamped limit is reached already for
a finite damping, but the critical value of γ depends on the
stability index α. More precisely, for small α the overdamped
limit is reached faster.
IV. SUMMARY AND CONCLUSIONS
The escape of a particle from the potential well is possi-
ble due to action of the noise. The escape protocol is sensi-
tive both to the noise type (Gauss versus Lévy) and dynamics
type (overdamped versus underdamped). In the overdamped
regime a particle is fully characterized by the position. The
particle can jump over the potential barrier or surmounts it.
Therefore, during the escape from the potential well a particle
is either waiting for the strong enough noise pulse (Lévy) or
for a sequence of small kicks (Gauss). In the underdamped
regime the particle needs to harvest energy which is sufficient
to overpass the potential barrier. Analogously like in the un-
derdamped regime, the particle steadily accumulates energy
(Gauss) or it waits for the abrupt jump in the velocity (Lévy).
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FIG. 7. The same as in Fig. 3, i.e., κ(α), for various values of the
friction coefficient γ. Various points depict results of numerical sim-
ulations with various values of damping γ, while solid lines show the
scaling given by Eq. (10). Simulation parameters h1 = 8, h2 = 12,
L1 = 1, L2 = 1 and σ = 0.2. The purple dashed line corresponds
to overdamped scaling given by Eq. (11).
The most significant difference between Lévy noise and
Gauss noise induced escape is recorded in the overdamped
case. Lévy process with α < 2 has discontinuous trajectories,
while the trajectory of the Brownian motion is continuous. In
the weak noise limit, under α-stable noise the ratio of reac-
tion rates depends on the barrier widths, because the particle
waits for the jump which is long enough. Consequently, the
escape time is insensitive to the barrier height. The escape un-
der Gaussian white noise follows a completely different sce-
nario. The particle escapes via a sequence of short jumps,
therefore the transition rate is sensitive to the barrier height.
The underdamped regime is very different from the over-
damped regime because in the underdamped regime the tra-
jectory x(t) is continuous both under Lévy and Gauss driv-
ings. The escaping particle needs to harvest sufficient energy
to pass over the potential barrier. Therefore, the ratio of the
escape rates is sensitive to the barrier height, also in the weak
noise limit both under Gauss and Lévy drivings, as the bar-
rier height defines the amount of energy which needs to be
accumulated.
In the weak noise limit, under action of Lévy noise a par-
ticle typically escapes due to a single rapid change in the ve-
locity. Using asymptotic properties of α-stable densities, we
have derived the formula for the ratio of escape rates. The ra-
tio of the escape rates depends both on the barrier widths and
heights, but the sensitivity to the barrier width is larger. In the
limit of the large friction the derived formula correctly reduces
to the result already known for the overdamped dynamics, i.e.,
the ratio of transition rates depends on the width of the poten-
tial barrier only. The obtained formula works very well un-
der the assumption that the studied process, more precisely
its spatial part, can be approximated as the two state pro-
cess. Consequently, the potential barrier separating minima
and outer parts of the potential need to be steep enough. De-
viations from the derived formula are especially visible when
a particle position is not restricted to the vicinity of the poten-
tial minima. It happens when the restoring force is not large
enough or noise cannot be considered as weak.
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