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Necessary and sufftcient conditions for an arbitrary q-variate stationary sequence 
x,, t E Z, to be deterministic are presented. A characterization of the rank r(x) of 
x,, t E L, and a method to construct the Wold-Cramer decomposition for x,, t E Z, 
are given. Subordination of q-variate bounded orthogonally scattered vector 
measures is considered. 
INTRODUCTION 
Let xt, t E Z, be a q-variate stationary sequence. Jang Ze-Pei [4, Part I] 
has presented a characterization of the rank T(X) of xt, t E Z, and also a 
necessary and sufficient condition for xI, t E H, to be deterministic. 
In this paper we present another, probably more practicable, charac- 
terization of r(x) and the determinism of xt, t E Z. Our method is based on 
the following idea: For a given q-variate stationary sequence xI, t E Z, a 
family of q-variate stationary sequences xl(f), t E Z, is constructed such that 
(9 xt, t E Z, is deterministic, if and only if all the sequences xt(f), 
t E Z, are deterministic; 
(ii) all the sequences xl(f), t E Z, are either deterministic or purely 
non-deterministic with rank = 1; 
(iii) the rank of x1, t E Z, is the maximal number of purely non- 
deterministic pairwise orthogonal sequences xt(f), t E Z. 
Our method gives rather explicit characterizations, since in testing whether 
a sequence xl(f), t E Z, is purely non-deterministic or deterministic one can 
apply the necessary and sufficient conditions obtained by Matveev [ 11, 
Theorem 1 ] (cf. Masani [8, Theorem 12.1 I). 
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The construction of the sequences x#‘), t E Z, is based on the subor- 
dination of q-variate stationary sequences (cf. Kolmogorov [6], Rosenberg 
[ 191, and Mandrekar and Salehi [7]). For this reason we consider in Part I 
the subordination of q-variate bounded orthogonally scattered vector 
measures and generalize the results obtained by Ressel [ 141 for the case 
q = 1. We also present a characterization for all the doubly invariant 
subspaces for a q-variate orthogonally scattered bounded vector measure p 
defined on the circle group [0,2a[ extending the well-known result by 
Wiener for the Lebesgue measure on [0,27r[ (cf. [3, p. 71). Our result is 
closely related to the characterization of all the doubly invariant subspaces 
in the space of all Hilbert space valued L*-functions on [0,27r[ presented by 
Helson [3, p. 591. 
I. SUBORDINATION OF ORTHOGONALLY SCATTERED VECTOR MEASURES 
I. 1. Biorthogonal q-variate orthogonally scattered vector measures 
Let H be a (fixed) complex Hilbert space. For q > 1 define 
H* = {f= (f’,...) j-7)’ jp E H,j= l,...) q}. 
The space Hq is a Hilbert space with the Hilbertian structure: 
(9 the Grahm (f, g) = [(fj, gklHlj4k,l ; 
(ii) the inner product ((f, g)) = trace(f, g); and 
(iii) the norm If] = ((f, f))“*, 
f, g E Hq (cf. [8, Sect. 21). 
Let Y be a a-algebra of subsets in a space S. We are concerned with q- 
variate bounded orthogonally scattered vector measures p = (p, ,..., p,)’ on 
(S, 9) with values in Hq. Thus, each ,uj is a countably additive set function 
on (S, 9) with values in H and 
01,(A 19 El/AA ‘>h = 0 for all j, k = l,..., q, if A, A ’ E Y 
andAnA’=@ 
(cf. [ 18, Sect. 41). I n what follows we use the notation 
where Sp{cc/ ; A} is the closed linear subspace in H spanned by the set 
{Pj@ ’ )JA’EY,A’cA} andsp~~~}=sp{~j;S),j=l,...,q. 
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Remark. We assume that the reader is familiar with the basic facts 
concerning the integration of orthogonally scattered vector measures, i.e., 
with the case q = 1 (cf. [9]). 
Two q-variate bounded orthogonally scattered vector measures lo and p’ 
on (S, 9) are biorthogonal if 
CujU 13 PkCA ‘)I* = O for all j, k = l,..., q, 
ifA,A’EY andAnA’=a. (1) 
The next proposition follows from the well-known facts concerning the 
integration of q-variate bounded orthogonally scattered vector measures (cf. 
[ 18, Sect. 4]), by noting that under the hypothesis (1) the 2q-variate bounded 
vector measure I(” = (,u, ,..., ,u~, ,uU; ,..., ,u;)’ is orthogonally scattered. 
PROPOSITION 1.1. Let p and p’ be two bounded biorthogonal 
orthogonally scattered vector measures on (S, 9’). There exists a uniquely 
determined q x q-matrix of bounded scalar measures on (S, 9) 
(2) 
such that 
for all u E P’ol,), v E P’(,u;), j, k = l,..., q. 
Let m be a non-negative a-finite measure on (S, 9). By L l,m we denote 
the class of all Y-measurable q x q-matrix valued functions Cg with the 
property that each component #j,k of Q, is m-integrable. For Q, E L,,, we 
define 
Let M = [mj,k]y,k=l be a matrix consisting of bounded scalar measures on 
(S, 9). Then, M is absolutely continuous with respect to (w.r.t.) m, i.e., 
M < m, if mj,k is absolutely continuous w.r.t. m for all j, k = l,..., q. For two 
Y-measurable matrix functions Cp and \y with @(dM/dm) Y * E L,,, we 
define 
I @dM\y*= @(dM/dm)\y*dm; s I S (4) 
here Q* stands for the conjugate transpose of a matrix Q. It can be shown 
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that the left-hand side of (4) is independent of the choice of the o-finite non- 
negative measure having the property M & m; one can choose, e.g., 
m = Cz,k Imj,kl (cf. [ 18, Sect. 3.11). 
Let p be a q-variate bounded orthogonally scattered vector measure on 
(S, 9). The space (consisting of equivalence classes) 
L*(M,,,) = @ ] Q, is an Y-measurable q x q-matrix function 
such that 
I s 
Cp dM,,@* exists 
i 
is a Hilbert space with the Hilbertian structure: 
(i) the Gramian 
(a, ‘I’) = j 
s 
0 dMp,,I*; 
(ii) the inner product ((a, Y)) = trace(@, Y); and 
(iii) the norm ]Q] = ((a, Q))“‘, 
for all 0, \y E L*(M,,,) (cf. [ 18, Theorem 3.91). The correspondence Q, + f 
defines an inner product preserving isomorphism between the Hilbert spaces 
L*(M,,) and Sp{R}” (cf. [ 18, Theorem 4.61). 
1.2. Subordination of q-variate orthogonally scattered vector measures 
In this section we generalize the characterization of fully subordinated 
orthogonally scattered vector measures obtained by Ressel [ 14, Theorem l] 
to the q-variate case. The subordination of q-variate orthogonally scattered 
vector measures is closely related to the subordination of multivariate 
stationary stochastic processes (cf. Kolmogorov [6], Rosenberg [ 191, and 
Mandrekar and Salehi [7]). 
The next definition reduces to that presented in [ 14, p. 4481 for q = 1. 
DEFINITION I. 1. Let p and p’ be two q-variate bounded orthogonally 
scattered vector measures on (S, 9). Then: 
(i) p’ is subordinate to p, if Sp{p’} cSp{p}; 
(ii) p’ isfu& subordinate to p, if Sp{p’; A } c @{p;A } for all A E 5“. 
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Recall that the!(Moore-Penrose) generalized inverse Q” of a q X q matrix 
Q is the uniquely determined solution of the equations 
Q = QXQ, X = XQX, (QX)* = QX, (xQ)* = XQ 
(cf. [L P. 91). 
In what follows, by .5@(Q) and J”‘(Q) we denote the range and null-space, 
respectively, of a given q x q-matrix Q, i.e., S(Q) = {y ( y = xQ}, J’(Q) = 
{xIxQ=O}. 
Let M = [n~~,~]j,~=, and N = [nj,k]i”.k=, be two bounded matrix valued 
measures. Recall that N is strongly absolutely continuous w.r.t. M, i.e., 
N 4 M, if 
(A.l) there exists a non-negative a-finite measure n on (S, Y) such 
that M < n and N G n; and 
(A.2) B’(dN/dn) c S?(dM/dn) n-a.e. 
(cf. [ 16, p. 3611). It can be shown that N 4 M, if and only if there exists a 
matrix function @ E L ,.n such that 
N(A)=j @dM for all A E Csp. 
A 
In fact @ is uniquely determined (mod M); one can choose 
@ = (dN/dn) . (dM/dn)#. (6) 
The left-hand side of (6) is independent of the choice of n having the 
properties (A.l)-(A.2) (cf. [16, pp. 361-3621). In what follows we use the 
notation 
dN e dM* = (dN/dn) . @M/&z)? 
The next proposition is a generalization of a result of Masani 19, Theorem 
5.101 (cf. Rosenberg [19, Theorem 1.81). 
PROPOSITION 1.2. Let p be a q-variate bounded orthogonally scattered 
vector measure on (S, 9) and let f E sp{~}~. Then: 
(i) the set function 
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is a bounded matrix valued measure on (S, 27) with the property 
Mf., -4 Yw ; 
(ii) ifmf E L2(M,,,) is the uniquely determined element satisfying 
f= O,dp 
i S 
W (5)), then 
‘I’,= dM,, - dM;,, (mod M, J 
and, a fortiori, 
(f, f) = I, dM,, . dME, . dM&. 
Proof: It clearly follows from the boundedness and countably additivity 
of the measures flu1 ,..., ,u, that M,, is a bounded matrix valued measure on 
(S, 9). Since f E Sp(c(}4, there exists a uniquely determined element 
@rE L*(M,,J such that 
(cf. (5)) and, a fortiori, 
M,,W = j WM,,,,,, AEY. 
A 
Thus, the assertion Mr+d M,, follows from the characterization of the 
strong absolute continuity obtained by Robertson and Rosenberg [ 16, 
Theorem 5.41. Since the Radon-Nikodym derivative of M,, w.r.t. M,, is 
uniquely determined (mod M,,,), we get 
‘&= dM,, - dMEr (mod M, ,J 
(cf. [ 16, Theorem 5.41). 
It is obvious that M,,,(A) is a non-negative definite Hermitean matrix for 
all A E 9. Thus, the values of (dM,,/dn) are also non-negative definite 
Hermitean matrices n-a.e. for any o-finite non-negative measure on (S, Sp) 
having the property M,, < n. Since for any q X q-matrix Q one has 
Q#QQ” = Q#, (Q *)# = (Q”)* (cf. [ 1, pp. 9-l 1) and since Q# is obviously 
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non-negative definite and Hermitean for non-negative definite Hermitean 
matrices Q, we get 
(f, f) =I ‘I+dM,,,,@,* = j dMr,, . dM;,, * dM,,(dMr,, * dM$,r)* 
s s 
= s dM,+, dM;,, dM:,,> S 
finishing the proof. 
In what follows, by P, we denote the orthogonal projection of H onto a 
given closed linear subspace K in H. We also use the notation P,f = 
(PKf',..., PKfQ)‘, f E Hq. 
THEOREM 1.1. Let p and p’ be biorthogonal q-variate bounded 
orthogonally scattered vector measures on (S, 9). Then: 
(i) the set function 
P”w=p~,p, P’(A), AEF, 
is a q-variate bounded orthogonally scattered vector measure on (S, Y); 
(ii) p” is subordinate to p; 
(iii) p” and p are biorthogonal; 
(iv) MCI+= M,,lf,,,, M,,,+ % M,,,,; 
(v) for all A E 9 
P”(A) = j, dM,t,, . dM;+dp, (6’) 
Proof. (i) It is obvious that the set functions 
P~,,,PJv)~ A E -i”,j= l,..., q, 
are bounded countably additive vector measures on (S, Y) with values in H. 
To show that p” is orthogonally scattered, note that the biorthogonality of 
p and p’ implies that &(A) I pk(A”) for all j, k = l,..., q, provided that 
A,A”EY and A”cAC. Thus, 
cli”tA)=P~,,,Clj’(A)Esp{~~;A} for all A E 9, j = l,..., q. 
Let A, A’ E 27 be disjoint sets. Since p is orthogonally scattered, it is 
obvious that Sp{p; A} I Sp{p; A’}. Thus, ,$‘(A) I ,u;(A’) for allj, k = l,..., q, 
implying that p” is orthogonally scattered. 
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(ii) It is obvious that P” is subordinate to P. 
(iii) The biorthogonality of p” and p follows directly from the 
biorthogonality of P’ and P, since 
@jY4Pkwhf= (~~{r~Pj(4~PL(A’)IH (7) 
= @x4YkW)H for all A, A ’ E 5“; j, k = l,..., q. 
(iv) Equations (7) clearly imply that M,,,,, = M,,,,. 
Since f = P”(S) E S~{II}~, there exists a uniquely determined element 
8,E L*(M,,,) such that 
P”(S) = i, QfdP- 
Define 
W,,(A)= K~‘J~~)HI;,~=~~ AEY. 
Then, by Proposition 1.2(i) M,, 4 M,,. Furthermore, by the biorthogonality 
of IL and p” we get 
proving that M,,,,, B M,,. 
(v) Let A E 27. Since Sp{pN} cSp{p}, it follows from PrOPOSitiOn 
1.2(ii) that 
with f = (u;(A),...,&‘(A))‘. Furthermore, 
M,,W = [~~(A),~u,(A’)>HI~~~=I 
= [Olj’(A),~u,(A’)),lj4k=, 
for all A’ E 9. It then follows from the biorthogonality of P’ and )I that 
(mod M,,,), proving (6’). 
The next theorem is the generalization to the q-variate case of the subor- 
dination results obtained by Ressel [ 14, Theorem l] for q = 1. Our proof is 
based on the same technique as applied by Ressel. 
DETERMINISTIC STATIONARY SEQUENCES 107 
THEOREM 1.2. Let p and p’ be q-variate bounded orthogonally scattered 
vector measures. The following four conditions are equivalent: 
(i) p’ is fully subordinate to p; 
(ii) p’ is subordinate to p and in addition I(’ and p are biorthogonal; 
(iii) there exists a Qb,, E L*(M,,,) such that 
y’(A) = jA @,a dcI, AEY. (8) 
(If (8) holds, then Qr, is uniquely determined (mod M,,), in fact 
a,,, = dM,,,, - dM;,.) 
(iv) p’ and p are biorthogonal and 
M,,,,@) = I, dM,,+ * dM;,, . dM,*,,,, AEY. 
ProoJ (i) z- (ii) Suppose A, A’ E Sp; A r? A’ = 0. Then 
,$(A’> EW{p’;ACI c@{p;AC1 I/+@) 
for all j, k = l,..., q, implying the biorthogonality of p’ and p. 
(ii) * (iii) If p’ is subordinate to p, then PGt,) P’ = p’. Thus, 
(ii) * (iii) follows from Theorem I. 1 (v). 
(iii) 3 (iv) Since p is orthogonally scattered and since 
it is obvious that p’ and p are biorthogonal. Furthermore, since 
@,,, = dM,,,, . dM;,, (mod M, J 
(cf. Proposition 1.2(ii) and Theorem 1.1(v)) we get 
M,,,,@) = I, dM,+. dM;,p + dM,,, . (dM,,,, . dM;,)* 
= J dM,,,, . dM;,, - dM,*,,,, 
AEY, 
A 
as in the proof of Proposition I.Z(ii). 
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(iv) + (i) Suppose R’ and p are biorthogonal and (9) holds. Then, by 
Proposition L2(ii) 
Thus, for any A E F 
M,,,,,,,,(A) = I, dM,,,, . dM& . dM;+ 
and, a fortiori, by hypothesis 
M,,,,,&4) = M,,,,,(A) 
showing that 
P”(A) =eF,r,P’(4 = P’(A), ACY. 
Therefore, p’(A) E Sp{P}q for all A E s”, proving that p’ is subordinate to P. 
We close this section by indicating briefly the connection between our 
Theorem I.2 and Theorem 1.10 by Rosenberg [ 191 (for the case q = 1 cf. 
[ 14, Corollary 11). 
Let E be a spectral measure on (S, Y’), i.e., E is a strongly countably 
additive maping from (S, 9) to the orthogonal projections on H such that 
E(S) = Id, (cf. [2, Sect. 361). Then for each f, g E Hq the mappings 
E,-(A) = (E(A)f’,..., E(A)fq)‘, E,(A) = (E(A) gl,..., E(A) g’)‘, AEY, 
are biorthogonal q-variate bounded orthogonally scattered vector measures. 
COROLLARY 1.1. Let E be a spectral measure on (S, 9) and let 
f, g E Hq. The following conditions are equivalent: 
(i) E, is subordinate to E,; 
(ii) E, is fully subordinate to Es ; 
(iii) there exists Cp E L2(MEgeE8) such that 
E,(A)=J @dE,, AEY; 
A 
(iv) for all A E 9 
(10) 
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If (10) holds, then Q, is uniquely determined (mod MEI,ns); 
(mod MEg, Eg)’ 
1.3. Subordinated Orthogonal Decompositions 
Subordinated orthogonal decompositions of q-variate bounded 
orthogonally scattered vector measures play a major role in linear prediction 
of q-variate stationary sequences (cf. [ 151). In this section we present three 
methods to obtain such decompositions. 
DEFINITION 1.2. Let p, p’, and IL” be q-variate bounded orthogonally 
scattered vector measures on (S, Y) such that 
p = p’ + p”. (11) 
The decomposition (11) is said to be 
(i) orthogonal, if Sp{p’} I sp{p”}; 
(ii) subordinated, if Sp{p’} c F@(p). 
The first method is based on orthogonal projections onto coordinate 
measures. 
PROPOSITION 1.3. Let p be a q-variate bounded orthogonally scattered 
vector. measure and let 1 <p < q. The q-variate, resp. p-variate, bounded 
vector orth gona~~~~~~~red~~~d~, ,..., P,, O,..., 0)’ and vp = Cu, ~-.-~ P,)’ are 
The q-variate bounded vector measures 
(12) 
P”(A) = P(A) - P’(A), AEY, 
are orthogonally scattered and the decomposition p = p’ + p” is subor- 
dinated and orthogonal. 
Proof It is obvious that pP is a q-variate bounded orthogonally scattered 
vector measure, which is subordinated to p and also biorthogonal with p. 
Thus, (12) and the orthogonally scatteredness of p’ follow from Theorem I. 1. 
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A straightforward calculation then shows that p” = p - p’ is also 
orthogonally scattered and 
(c(‘(A), P”(A’)) = 0 for all A,A’EY. 
Moreover, it is obvious that Sp(p’} c Sp{p}, showing that the decomposition 
P = P’ + P” is subordinated. 
Finally, to justify the formula for Mc,b, cf. Proposition 1.2.1 in [ 1, p. 
121. 
Remark. (i) Notice that the integrand 
in (12) is uniquely determined only (mod M 
to calculate the components #j,k 
,,,J. In practice it is preferable 
of Q, directly. One can always choose 
#j,j- 1, $j,k=O,j#k;j,k= l,..., p. 
(ii) The special case p = 1 has been considered in [ 12, 131 (cf. [lo]). 
The next proposition can be proved as Proposition 1.3. 
PROPOSITION 1.4. Let p be a q-variate bounded orthogonally scattered 
vector measure on (S, 9). For any f E L’(M,,) the q-variate bounded 
vector measure 
144) = 1 ‘WcI, A E 9; with f=,( @,dp, (13) 
A s 
(cf. (5)) is orthogonally scattered and fully subordinate to p. The q-variate 
bounded vector measures 
are orthogonally scattered and the decomposition p = p’ + cl” is subor- 
dinated and orthogonal. 
Remark. Suppose f = (f, 0 ,..., 0)’ E HP, withfE Sp{p}, i.e., 
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In this special case (14) reduces to 
@,p dclp, A E 9;j = l,..., q. 
(14’) 
The next proposition was already considered in [ 12, Example 31 (cf. [ 16, 
p. 3661). 
PROPOSITION 1.5. Let p be a q-variate bounded orthogonally scattered 
vector measure and let v be a o-Jinite non-negative measure on (S, 9). There 
exist uniquely determined q-variate bounded orthogonally scattered vector 
measures p, and pC such that pj,S is singular, iui,, is absolutely continuous 
w.r.t. v, j = I,..., q, and 
P=P,+Pc* (15) 
The decomposition (15) is subordinated and orthogonal; and M,, = 
M )Ls.cls+ Mlk4b is the Lebesgue decomposition of M,,, w.r.t. v. 
1.4. Doubly Invariant Subspaces 
Let u be a q-variate bounded orthogonally scattered vector measure on the 
circle group [0,2n[. The operator U: Sp{p} + Sp{p) defined by 
eiAQj(k) Qj(A), f= ~ I”” ~j(~)d~(~)Esp{CI} (16) 
,Tl 0 
(cf. (5)) is clearly a unitary operator on sp(p}. Following Helson [3, p. 71 a 
closed linear subspace K c sp {p} is called doubly invariant, if UK c K and 
U-‘Kc K. 
In this section we present a characterization of all doubly invariant 
subspaces in sp{p}. Our characterization is, in fact, a generalization of 
Wiener’s characterization of doubly invariant subspaces in L2[0, 27r[ (cf. [3, 
p. 71). It is also closely related to the characterization of doubly invariant 
subspaces in the space of all Hilbert space valued L2-functions on [0,2n[ 
presented in [3, p. 591. 
Remark. Recall that a sequence xI = (x: ,,.,, xy)’ E Hq, t E H, is a q- 
variate stationary process, if the Gramian (xS, XJ depends only on the 
difference s - t for all s, t E Z. A sequence x,, t E Z, is a q-variate stationary 
process, if and only if there exists a q-variate bounded orthogonally scattered 
vector measure p on [0,27r[ such that 
j = l,..., q; t E Z. 
‘0 
683/15/l-8 
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Furthermore, @{p} = sp{x} (= span(x’; ]j= l,..., q; t E Z}). The unitary 
operator U: sp {p} -+ sp {p} defined according to (16) is the shift operator of 
xr, t E Z, i.e., xl+1 = Ux,, t E Z. If E is the spectral measure of U, then 
cU,(4,...,&W = @(4&v &4)x:) for all A in the Bore1 field 9 in 
[0,2n[ (cf. [18, Sect. 5, 81). 
PROPOSITION 1.6. Let p be a q-variate bounded orthogonally scattered 
vector measure on [0,27r[. A closed linear subspace K c sp {p} is doubly 
invariant, if and only if there exists a q-variate bounded orthogonally 
scattered vector measure p’ on [0,27r[ such that 
(i) p’ is fully subordinate to p; and 
(ii) K=w{p’]. 
ProoJ Let p’ be a q-variate bounded orthogonally scattered vector 
measure on [0,27r[, which is fully subordinate to cc, and let U: sp (p} + sp {r } 
be the unitary operator defined according to (16). 
The integrals of simple functions are dense in Sp{p’ ) (cf. [ 18, Sect. 41). 
Thus, in order to show that USp{p’} cSp(p’}, it is enough to show that 
U,,;(A) E Sp@‘} for all j= l,..., q; A E 9. 
Since )L’ is fully subordinate to p, there exists by Theorem 1.2(iii) a 
Q,, E L*(M,,,) such that 
P’(A) =I, mr’ dw for all A E 9, 
and, a fortiori, 
Up’(A) = jA e”%,,(A) dp(I) =I, ei’ Id dp’@) E Sp{p’}“, 
proving that USp{p’} csj?{p’}. In a similar way one obtains that 
u-l sp{p’} cqi{p’}. 
On the other hand, suppose K c @{II} is a doubly invariant subspace. 
Define a q-variate bounded vector measure p’ on [0,27r[ by 
~j (A > = P,Pj@ 1, j = I,..., q;AE9. 
Clearly, K = @{IL’}. To show that II’ is orthogonally scattered we show 
that the sequence xt = (x: ,..., A$)‘, 
4=j:n e”‘dp,!@), j= I,..., q; tEh, 
is a q-variate stationary stochastic process. 
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Since K is doubly invariant, we have PK U = UP,. Thus, 
[ii 
2n 
(x,9 xt) = 
0 
eisA dpj(l), jin e”’ d&(A)) ] ’ 
H j,k=l 
= eisA dpj(#i), PK j:n e”’ dpk(l)) ] ’ 
H j.k=l 
showing the stationarity of x,, t  E Z. Thus, there exists a q-variate bounded 
orthogonally scattered vector measure u” on ]0,2n[ such that 
I 
2n 
Xj= eitA Q;(I), j = l,..., q; t E z. 
0 
It then follows from the general results on Fourier-Stieltjes transforms of 
bounded vector measures by Kluvanek [5] that u’ = u”, proving that u’ is 
orthogonally scattered. 
The next definition is adapted from [3, p. 571. 
DEFINITION 1.3. A q x q-matrix valued function @ on S is a range 
function, if @(A) is an orthogonal projection of Cq for all A E S. 
Remark. Suppose Cp is an Y-measurable q x q-matrix valued function. 
Then, also cP# is an Y-measurable function (cf. [ 16, Lemma 3.11) and, a 
fortiori, the range function P,,,, = @# . Q is Y-measurable. 
LEMMA 1.2. Suppose p is a q-variate bounded orthogonally scattered 
vector measure on (S, 9) and suppose @ E L’(M,,). Let cc’ and p” be the 
q-variate bounded orthogonally scattered vector measures defined by 
Then Sp{p’) =Sp@“}. 
Proof. Since Cp = Q . P,, , it follows that 
and, a fortiori, Sp{p’) c Sp(y”}. 
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On the other hand, since I( is bounded and P,,,, is an y-measurable 
range function, it follows that P,,,, is p-integrable. Since @#a 0 = P9Cmj, it 
then follows that b# is p’-integrable and 
P”(A) = j Vdp’, 
A 
proving that Sp{p”} c Sp{P’}. 
The next lemma is an analogon of Lemma 1 by Rosanov [ 171. 
LEMMA 1.3. Suppose p is a q-variate bounded orthogonally scattered 
vector measure on (S, 9) and suppose Y(A), J E S, is an 9-measurable 
q x q-matrix valued range function. If p’ is the q-variate bounded 
orthogonally scattered vector measure on (S, 9) defined by 
then 
sp{~(‘}~= j Od~IOEL’(M,~),~(0)cS(Y)M,,a.e.(. 
s 
Proof The lemma follows immediately from the facts that 
I #dp’= QYdp s I S for all @ E L2(M,,,,,). 
We are now ready to present our characterization of doubly invariant 
subspaces in sp{p}. The characterization follows immediately from Theorem 
1.2, Proposition 1.6, and Lemmas 1.2, I.3 by noting that two range functions 
Y’, Y” E L2(M,,+) are equal (mod M,,), if and only if 9(Y’) = 9’(Y”) 
(mod M,,,,). 
THEOREM 1.3. Let p be a q-variate bounded orthogonally scattered 
vector measure on [0,271[. A closed linear subspace KC sp{p} is doubly 
invariant, tf and only tf there exists a Bore1 measurable range function Y, on 
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[0,2n[ such that the q-variate bounded orthogonally scattered vector 
measure CL’, 
P’(A)= I, ‘I’Kdpv AE9, 
has the property Sp{p’} = K. If ‘4; and Y; are two Bore1 measurable range 
functions on [0,27r[ for which K =Sp{p’} = sp(p”) with 
then Yfi = Yg (mod M,,). 
Remark. Let p be a q-variate bounded orthogonally scattered vector 
measure on [0,27r[ and let 
I 
2n x”; = eit* dp#), j = l,..., q; t E z, 
0 
be the corresponding stationary sequence. The closed linear subspace 
sp{y;-co)} = n span{xi,]j= l,...,q;s< t) 
tcz 
is doubly invariant. One of the main problems considered in the latter part of 
the paper is how to express the orthogonal projection Pzt,,; --o3J explicitly. 
This problem is equivalent to the problem of how to construct the Wold- 
Cramer decomposition for x1, t E Z. 
II. WOLD-CRAM~R DECOMPOSITION 
II. 1. Dominated Orthogonal Decompositions of Stationary Sequences 
We assume that the reader is familiar with the basic covariance, spectral, 
and prediction properties of q-variate stationary sequences (cf. Masani [8]). 
We use the same terminology as used in [8]. 
Let xt = (x: ,..., XT)‘, t E Z, be a q- v riate a stationary sequence. In what 
follows we use the notation 
Sp{x; t} = span{xl, ]j= l,..., q; s < t), QT(x; -al} = (-) sp{x; t}. 
IEi! 
Suppose xI, yt, and zI, t E Z, are q-variate stationary sequences such that 
the Gramian matrices (xs, yt) depend only on the differences s - t; s, t E Z, 
and 
Xt=Yt+=tr tE z. (17) 
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The decomposition (17) is called (i) orthogonal, if Sp{y } 1 Sp{z}; (ii) subor- 
dinated, if Sp{y} c w(x); and, respectively, (iii) dominated, if Sp(y; 0) c 
sp{x; 0) (cf. [ 151). The decomposition (17) is orthogonal (resp. subor- 
dinated), if and only if the decomposition pX= p,+ ltz of the spectral 
measure pX of xt, t E Z, is orthogonal (resp. subordinated). 
There exists a uniquely determined dominated orthogonal decomposition, 
called the Wold-Cramer decomposition, of a given q-variate stationary 
sequence x1, t E Z, in the form (17) such that yI, t E Z, is deterministic (i.e., 
W{Y;-a} =sP{y}) and zt, t E Z, is purely non-deterministic (i.e., 
@(z; --oo ) = (0)). This decomposition is obtained as follows: 
y,=P- sP(x:-ao)xt~ Zf = x, - Y,, tE z. 
In what follows we use the notation 
S,(x) =PFii(~-co, XI? R,(x) = xt - S,(x), tE z. 
For any q-variate stationary sequence xt, t E Z, there exists an innovation 
representation 
xt = St(x) + 2 &AL,(X), tE z, (18) 
k=O 
with 
gltx)=xl-P~,x:r-l,X1, tEZ 
(cf. [8, pp. 357-3591). I n what follows we use the notation 
sPIg,tx)~ = wn{dtx) Ij = L 41 t&(x) = tdwY..~ g:(x))‘)* 
Notice that 
W{W); t) = c 0 @lg,(x)L tEZ, 
s<t 
and recall that the rank r(x) of xt, t E Z, is equal to dim(sp{g,(x)}). 
Remark. Suppose xt, t E Z, is a q-variate stationary sequence with 
spectral measure cc. LetyE Sp{x} (=w{~t}) and let f = (f, O,..., 0)’ E q(x)“. 
If U: q(x) -+ Sp{x} is the shift operator of xt, t E Z, then 
is a q-variate stationary sequence. It is obvious that the q-variate bounded 
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orthogonally scattered vector measure pr defined according to (13) is the 
spectral measure of xt(f), t E Z. Notice that the q-variate sequences 
Y, =%,d41Xr and zl=x1-Y(, tE z, (20) 
are stationary. 
The next lemma follows immediately from Lemma 4 in [ 121 and 
Corollary 2.7 in [ 151. 
LEMMA 11.1. Suppose xt, t E Z, is a q-variate stationary sequence. Let 
f E Sp{x; -00) and let x,(f), t E Z, be the q-variate stationary sequence 
defined according to (19). Then the orthogonal decomposition xt = yI + zI, 
t E Z, defined according to (20) is dominated, the sequence yI, t E Z, is 
deterministic, r(x) = r(z), and 
S*(x) = Yt + S,(x), R,(x) = W>, tE H. 
LEMMA 11.2. Suppose xI, t E Z, is a q-variate stationary sequence. Let 
f~ @{go(x)} and let xl(f), t E Z, be the q-variate stationary sequence defined 
according to (19). Then the orthogonal decomposition xI = y1 + zt, t E Z, 
defined according to (20) is dominated, the sequence yI, t E Z, is purely non- 
deterministic, and 
St(x) = St(z), R,(x) = yt + R,(z), tE z. (21) 
Proof Since fE sp (go(x)}, it follows that x((f) = (U’f, O,..., 0)’ E 
W@,(x)}” and, a fortiori, 
Sp{x(f); t} c &5{R(x); t} c Sp{x; t} for all t E Z. 
Thus. 
YI =pG,.,,P,@> + R,(x)) = p~(x(D)st(x)~ tE z. 
Furthermore, it clearly follows from the innovation representation (18) that 
R,(x) _L xs(f) for all s > t, proving that 
pxp,x(r),$ E sp{x(f); t), t E i&j= l,...) q. (22) 
Especially we get y”; = P- sp,x(O,XJ;~sp{x(f);O} cSp{x;O), j= l,..., q, and 
@(y; t} c sp{x; 0} for all t < 0, proving that the decomposition xI = yI + zI, 
t E Z, is dominated. 
To show that xl, t E Z, is purely non-deterministic, we first note that xl(f), 
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t E %, is obviously purely non-determinstic. Moreover, by (22) we have 
Sp{y; t} c$(x(f); t}, t E Z, implying 
sp{y; -co} = (-) sp{y; t} c (-) sp{x(f); t} = {O}. 
tsz te z 
The formula (21) now follows directly from Corollary 2.9 in [ 151. 
Remark. The q-variate stationary sequence xt(f), t E Z, defined 
according to (19) is in general not purely non-deterministic for an arbitrary 
fC w{R(x)},f# 0 (cf. [ 15, Example 7.31). 
11.2. Deterministic q-Variate Stationary Sequences 
In this section we present necessary and sufftcient conditions for a q- 
variate stationary sequence xt, t E Z, to be deterministic. For other 
conditions of this type we refer to Jang Ze-Pei [4, Part I, Theorem 151 (cf. 
Matveev [ 10, Theorem 21). Our characterization is based on subordinated 
orthogonal decompositions of the form xt = y, + zt, 
yt=P- SPlxwJIXt~ CE L, 
where xt(f), t E Z, is defined according to (19). 
In what follows, by m we denote the Lebesgue measure on [0,2n[. 
LEMMA 11.3. Let xt, t E Z, be a q-variate stationary sequence. Suppose 
the spectral measure p, of x,, t E E, is absolutely continuous w.r.t. m and 
suppose f E sp{x}. Then the q-variate stationary sequence yt, t E Z, defined 
according to (23) has the following properties: 
(i) the spectral measure pY of yt, t E Z, is absolutely continuous w.r.t. 
m and for the corrresponding spectral density matrix h, one has 
rank h,(A) ( 1 m-a.e.; (24) 
(ii) yt, t E Z, is either purely non-deterministic or deterministic. 
Proof (i) Since 
P,(A) =J, *&x9 AE9, 
for some Cp E LZ(M,X,,X) (cf. Proposition 1.4) and since PX is absolutely 
continuous w.r.t. m, it follows that uY is also absolutely continuous w.r.t. m. 
Since f E Sp {x } (=w {p}), there exists a representation 
DETERMINISTIC STATIONARY SEQUENCES 119 
(cf. (5)). The bounded orthogonally scattered vector measure 
is absolutely continuous w.r.t. m and, a fortiori, there exists a non-negative 
function h E L’(m) such that 
tp(A),p(Ar)),=jAnA, hdm, A,A’E9. 
Moreover, it follows from (14’) that the spectral measure pY can be 
represented in the form IQ = (!P,,u,..., y6~)’ with suitably chosen functions 
Yj E Y’(B), j = l,..., q. Thus, the spectral density matrix h, of yr, t E Z, can 
be represented as 
m-a.e., 
proving (24). 
(ii) The latter part of the lemma follows then by Lemma 5.1 and 
Corollary 5.3 in [15]. 
Remark. Necessary and sufficient conditions for a q-variate stationary 
sequence xt, t E Z, to be purely non-deterministic have been obtained by 
Matveev [ 11, Theorem l] (cf. [8, pp. 371-372, 3681). Matveev’s conditions 
can also be used to verify whether the conditions of Theorems II.1 and II.2 
are satisfied. In fact, a q-variate stationary sequence xt, t E Z, is purely non- 
deterministic and r(x) = 1, if and only if the following two conditions are 
satisfied (cf. [8, pp. 371-3721): 
(M.l) pX is absolutely continuous w.r.t. m and for the corresponding 
spectral density matrix h, = [hj,& i one has rank h, = 1 m-a.e.; 
(M-2) there exists an index j, (say, j, = 1) such that 
I 
Zn 
log hll(n) d)L > -co 
0 
and for j = 2,..., q 
where Yj is a function in the Nevanlinna class Jy^, for some 6 > 0. 
Let xt, t E Z, be a q-variate stationary sequence and let pX= pX,S + clX,c be 
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the Lebesgue decomposition of p, w.r.t. m. In what follows we use the 
notation 
i 
2n 
X c,t = et’* dp,,(A), tE n. 
0 
THEOREM II. 1. A q-variate stationary sequence xt, t E Z, is deter- 
ministic, if and only if the q-variate stationary sequence 
Y,(f) =PG-(X(tJ)x,? ten 
(having an absolutely continuous spectral measure w.r.t. m and a spectral 
density matrix satisfying (24)) is deterministic for all f E Sp{xc} and, a 
fortiori, for all f E ijT{x}. 
Proof: Suppose xI, t E Z, is deterministic. It then follows from Lemma 
II.1 that the sequence y,(f), t E Z, is deterministic for all f E ${x}. 
On the other hand, suppose the q-variate stationary sequence y,(f), t E Z, 
is deterministic for all f E Sp{x,}. Suppose the sequence xt, t E Z, is not 
deterministic. Then, R(x) # 0 and, a fortiori, also @{g,(x)} # {O}. It then 
follows from Lemma II.2 that the sequence y,(f), t E Z, is purely non- 
deterministic for all f E v{g,(x)}. This is a contradiction, since 
@{g,(x)} cSp{xc} (cf. 18, pp. 371-372]), showing that x,, t f Z, must be 
deterministic. 
11.3. A Characterization of the Rank 
In this section we present a characterization of the rank of an arbitrary q- 
variate stationary sequence XI, t E Z. Our characterization is similar to the 
characterization presented by Jang Ze-Pei [4, Part I, Theorem lo]. We also 
present a method to obtain the Wold-Cram& decomposition for xt, t E Z. 
THEOREM 11.2. Suppose x,, t E Z, is a q-variate stationary sequence. 
Then: 
(i) R(x) # 0, if and only if there exists f E Sp{x,j such that the q- 
variate stationary sequence 
(having an absolutely continous spectral measure w.r.t. m and a spectral 
density satisfying (24)) is purely non-deterministic; 
(ii) the maximum number p of vectors f E @{xc} such that the q- 
variate stationary sequence y,(f), t E Z, is purely non-deterministic and 
@{x(f)} I Sp{x(f’)} for f #f’ is equal to r(x). 
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Proof The statement (i) follows immediately from Theorem II. 1. 
In order to prove (ii) consider vectors jJ E G{x,}, j = l,...,p, having the 
property @{x(fj)} I Sp{x(f,)}, j # k. The sequence 
VI = Xt - 2 Yttfjh tE z, 
j=l 
is clearly a q-variate stationary sequence satisfying 
It then follows from Theorems 2.4 and 2.6 in [ 151 that 
Thus, p Q T(X) and, a fortiori, also p < I(X). 
On the other hand, consider the innovation representation 
R,(x)= ?- &g,&), k&J 
tE z, 
of the form (18). Since r(x) = dim(sp (g&x)}), it follows that there exists an 
orthonormal basis e, ,..., ertxj in @{g,(x)}. Define fj = ej, j = l,..., r-(x). Since 
Sp{g,(x)} I Sp{g,(x)}, s # t, it clearly follows that @{x(q)} 1 Sp(x(f,)}, 
j # k. Moreover, by Lemma II.2 all the q-variate stationary sequences y,(fj), 
t E z, j = l)...) F(x), are purely non-deterministic. Since ej E Sp { xc}, 
j = l,..., r(x) (cf. [8, pp. 371-372]), it then follows that p > T(X). 
The next theorem is an analogon of Theorem 9 in [4, Part I]. 
THEOREM 11.3. Suppose xI, t E Z, is a q-variate stationary sequence. Zf 
f, ,...,frcxj E Sp(x,} are vectors such that Sp{x(fj)} I @{x(f&}, j# k, and the 
q-variate stationary sequences 
Yt =pKlrxcfj),xt, t E Z; j = l,..., r(x), 
are purely non-deterministic, then 
R,(x) = 1 Yt(fjh tE z, 
j=l 
if and only if 
T(X) 
r C y(fj) = r(x). ( 1 j==l (25) 
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There exist vectors fi,...,frcX, E Sp{x,} satisfying (25); one can choose, e.g., 
fi = ej, j = l,..., r(x), where e, ,..., erCx) is an orthonormal basis in Sp{g,,(x)}. 
Proof. Define 
r(x) 
Ut = c Yf(f,), VI=Xf-Ut, tE z. 
j=l 
Since Sp{x(fj)} -L Sp{x(f,)}, j # k, it is obvious that 
r(x) 
Uf = PKXf, t E Z, with K= V F{x(fj)}, 
j=l 
proving that xt = u, + vl, t E Z, is an orthogonal subordinated decom- 
position. The first part of the theorem follows then from Theorem 3.1 in 
[151* 
The latter part of the theorem can be proved by following the proof of 
Theorem 11.2. 
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