Let G be a graph of order n ≥ 3 with sequence degree given as d 1 (G) ≥ . . . ≥ d n (G) and let µ 1 (G), . . . , µ n (G) and q 1 (G), . . . , q n (G) be the Laplacian and signless Laplacian eigenvalues of G arranged in non increasing order, respectively. Here, we consider the Grone's inequality [R. Grone, Eigenvalues and degree sequences of graphs, Lin. Multilin. Alg. 39 (1995) 
Introduction and main results
Define G = (V, E) as a finite simple graph on n vertices. The sequence degree of G is denoted
. Write A for the adjacency matrix of G and let D be the diagonal matrix of the row-sums of A, i.e., the degrees of G.
The matrix L (G) = A−D is called the Laplacian or the L-matrix of G and the matrix Q (G) = A+D is called the signless Laplacian or the Q-matrix of G. As usual, we shall index the eigenvalues of L (G) and Q (G) in non-increasing order and denote them as µ 1 (G) ≥ µ 2 (G) ≥ . . . ≥ µ n (G) and q 1 (G) ≥ q 2 (G) ≥ . . . ≥ q n (G), respectively. We denote the following graphs on n vertices: the complete graph K n ; the star S n and the complete bipartite graph K n 1 ,n 2 , such that n 1 ≥ n 2 and n = n 1 + n 2 .
The main result of this paper is about to the sum of the two largest Q−eigenvalues of a graph. There is quite a few papers on that subject and a contribution to this area have been made very recently by Ashraf et al., [1] , Oliveira et al., [8] , and Li and Tian, [7] . An useful result to the area was obtained by Schur [9] as the following:
Theorem 1 (Schur's inequality, [9] ) Let A be a real symmetric matrix with eigenvalues λ 1 ≥ . . . ≥ λ n and diagonal elements t 1 ≥ . . . ≥ t n . Then
In 1994, Grone and Merris, [4] , proved that µ 1 (G) ≥ d 1 (G) + 1 with equality if and only if there exists a vertex of G with degree n − 1. Based on Schur's inequality, Grone, in [5] , proved a more general bound to the Laplacian eigenvalues related to the sum of the vertex degrees:
Considering Grone's inequality, [5] , we proved that the extremal graph to the case k = 2 is the star graph S n . Hence, we state the equality conditions to the Grone's inequality when k = 2 as presented in the following theorem.
Theorem 2 Let G be a simple connected graph on n ≥ 3 vertices. Then
with equality if and only if G is a star S n .
The signless Laplacian version of Grone's inequality could be stated as the following:
Motivated by Grone's inequality, we considered to study whether the signless Laplacian version of the inequality (1) is true. The case k = 1 has been proved in the literature (see Lemma 5 in Section 2). For k ≥ 3, we show a counterexample such that inequality (2) is not true when G is the star graph plus one edge.
The main result of this paper proves that inequality (2) is true for k = 2 as stated by the next theorem.
Theorem 3 Let G be a simple connected graph on n ≥ 3 vertices. Then
Equality holds if and only if G is one of the following graphs: the complete graph K 3 or a star S n .
The paper is organized such that preliminary results are presented in the next section and the main proofs are in the Section 3.
Preliminary results
Define the graph S + n as the graph obtained from a star S n plus an edge. We introduce the paper showing that inequality (2) does not hold for k ≥ 3.
Since for k ≥ 3,
then the result follows.
The following two results are important to our purpose here.
Lemma 5 ([2])
Let G be a connected graph on n ≥ 4 vertices. Then,
with equality if and only if G is the star S n .
Lemma 6 ([3])
Let G be a graph. Then From Lemmas 5 and 6, it is straightforward that
Here, we improved that lower bound to d 1 (G) + d 2 (G) + 1 and in order to prove it we need to define the class of graphs H(p, r, s) that is obtained from 2K 1 ∨ K p with additional r and s pendant vertices to the vertices u and v with largest and second largest degree, respectively (see Figure 1 ).
The Propositions 7 and 8 will be useful to prove Theorem 3 and both present a lower bound to q 2 (G) within the family H(p, r, s).
Proof For p ≥ 1, r ≥ s ≥ 1, consider G as the graph isomorphic to H(p, r, s). Labeling the vertices in a convenient way, we get
Observe that x j = e 3 − e j , for j = 4, . . . , p + 2 are eigenvectors associated to the eigenvalue 2 which has multiplicity at least p−1. Also, let us define y j = e p+3 −e j for each j = p+4, . . . , p+r +2 and z j = e p+r+3 − e j for each j = p + r + 4, . . . , p + r + s + 2. Observe that y j and z j are eigenvectors associated to the eigenvalue 1 with multiplicity at least r + s − 2. In all the cases the others 5 eigenvalues are the same of the reduced matrix
Proposition 8 For p ≥ 1 and r ≥ 1, let G be a graph on n ≥ 3 vertices isomorphic to H(p, r, 0).
Equality holds if and only if G = P 4 .
Proof For p, r ≥ 1, consider G as the graph isomorphic to H(p, r, 0). Labeling the vertices in a convenient way, we get
If p ≥ 1 and r ≥ 2, observe that x j = e 3 − e j , for j = 4, . . . , p + 2 are eigenvectors associated to the eigenvalue 2 which has multiplicity at least p − 1.
Let us define y j = e p+3 − e j for each j = p + 4, . . . , p + r + 2. Observe that y j are eigenvectors associated to the eigenvalue 1 with multiplicity at least r − 1. The others 4 eigenvalues are the same of the reduced matrix
The characteristic polynomial of M is given by f (x, p, r) = Let G(p, r, s) be the graph isomorphic to H(p, r, s) plus the edge (u, v), see Figure 2 . The next proposition shows that Theorem 3 is true for the family G(0, r, s).
Proposition 9 For r, s ≥ 1, let G be isomorphic to G(0, r, s). Then, 
Let us define y j = e 3 −e j for each j = 4, . . . , r+2, and z j = e r+3 −e j for each j = r+4, . . . , r+s+2. Observe that y j and z j are eigenvectors associated to the eigenvalue 1 with multiplicity at least r + s − 2. The others 4 eigenvalues are the same of the reduced matrix
The characteristic polynomial of M is given by f (x, r, s) = x 4 + (−r − s − 4)x 3 + ((r + 2)s + 2r + 5)x 2 + (−r − s − 2)x. As f (0, r, s) > 0, if we take q 2 (G) < y < q 1 (G), then f (y, r, s) < 0. Since
From the equality conditions of Lemma 5, q 1 (G) > d 1 (G) + 1 and the result follows.
Next, in the Proposition 10, we present some bounds to q 1 (G) and q 2 (G) when G is isomorphic to G(p, r, s) for p ≥ 1, r ≥ s ≥ 1.
Proposition 10 For p ≥ 1, r ≥ s ≥ 1, let G be a graph on n ≥ 3 vertices and isomorphic to G(p, r, s). Then Proof For p ≥ 1, r ≥ s ≥ 1, let G be isomorphic to the graph G(p, q, r). Labeling the vertices in a convenient way, we get
Observe that x j = e 3 − e j , for j = 4, . . . , p + 2 are eigenvectors associated to the eigenvalue 2 which has multiplicity at least p−1. Also, let us define y j = e p+3 −e j for each j = p+4, . . . , p+r +2, and z j = e p+r+3 − e j for each j = p + r + 4, . . . , p + r + s + 2. Observe that y j and z j are eigenvectors associated to the eigenvalue 1 with multiplicity at least r + s − 2. The others 5 eigenvalues are the same of the reduced matrix
Since all eigenvalues of Q are nonnegative, the roots of f (x, p, r, s) are also nonnegative. As f (0, p, r, s) < 0, if we take q 2 (G) < y < q 1 (G), then f (y, p, r, s) < 0. This fact will be useful for the proof of the following cases below.
The largest and second largest degree of G are given by d 1 (G) = p + r + 1 and d 2 (G) = p + s + 1, respectively. Using the characteristic polynomial f (x, p, r, s), we prove the following cases: . For r = s ≥ 1, we get f (d 1 (G) + 3/2, 1, r, s) < 0 and f (d 2 (G) − 1/2, 1, r, s) > 0. As from Lemma 5, f (d 1 (G) + 1, 1, r, s) < 0 and we get f (d 1 (G) + 3/2, 1, r, s) < 0, so
(ii) p ≥ 2 and r = s : note that f (d 1 (G) + 2, p, r, r) = −(2r + 3p + 6)(pr − 2r + p 2 + p − 2) < 0 and also from Lemma 5, f (d 1 (G) + 1, p, r, r) < 0. So, we can conclude that
(iv) p ≥ 1 and r ∈ {s + 1, s + 2} : note that n = 2s + p + r + 2. Considering first r = s + 1, we get f (d 1 (G) + 1 + p/(p + 2s + 4), p, s + 2, s) = −(ns + np + p + n/n) < 0 and f (d 2 (G) − p/(p + 2s + 4), p, s + 2, s) = (2s 2 + 3ps + 3s + p 2 + 2p)/(p + 2s + 4) 2 > 0. Using Lemmas 5 and 6 analogous to the previous cases, we get Using Lemmas 5 and 6 analogously to the previous cases, we get
Proofs
In this section, we prove the main results of the paper.
Proof of Theorem 3 Let G be a simple connected graph on n ≥ 3 vertices. Assume that u and v are the vertices with largest and second largest degrees of G, i.e.,
Take H as a subgraph of G containing u and v isomorphic to H(p, q, r) or G(p, r, s). Note that d 1 (G)+d 2 (G) = d 1 (H)+d 2 (H) and from interlace Theorem (see [6] 
Firstly, suppose that H is isomorphic to H(p, r, s). Since G is connected, the cases p = 0 with any r and s are not possible. 
e., the complete split graph, and it is well-known that q 1 (H) = (n + 2 + √ n 2 + 4n − 12)/2 and q 2 (H) = n − 2. It is easy to check that for p ≥ 2, we have
and s ≥ 0, from the interlacing theorem (see [6] ) and the proof to the graph H(p, r, s), we get q 1 (H) + q 2 (H) ≥ q 1 (H(p, r, s)) + q 2 (H(p, r, s)) > d 1 (H(p, r, s)) + d 2 (H(p, r, s) ) + 1 and the result of the theorem follows.
From the cases above, the equality conditions are restricted to the graphs K 3 and S n and the result follows.
Proof of Theorem 2 Let G be a simple connected graph on n ≥ 3 vertices. The result µ 1 (G) + µ 2 (G) ≥ d 1 (G) + d 2 (G) + 1 follows from Grone in [5] . Now, we need to prove the equality case. Assume that u and v are the vertices with largest and second largest degrees of G, i.e., d(u) = d 1 (G) and d(v) = d 2 (G). Take H as a subgraph of G containing u and v isomorphic to H(p, q, r) or G(p, r, s). Note that d 1 (G) + d 2 (G) = d 1 (H) + d 2 (H) and from interlace Theorem (see [6] ) µ 1 (G) + µ 2 (G) ≥ µ 1 (H) + µ 2 (H).
Firstly, suppose that H is isomorphic to H(p, r, s). In this case, H is bipartite and µ i (H) = q i (H) for i = 1, . . . , n (see [2] ). The proof is analogous to the Theorem 3 and the equality cases are similar, i.e., when H = S 3 . Now, suppose that H is isomorphic to G(p, r, s). 
