Abstract. We survey some L p -vanishing results for solutions of Bochner or Simons type equations with refined Kato inequalities, under spectral assumptions on the relevant Schrödinger operators. New aspects are included in the picture. In particular, an abstract version of a structure theorem for stable minimal hypersurfaces of finite total curvature is observed. Further geometric applications are discussed. 
Introduction and some vanishing results
This paper originates from an attempt to understand the abstract content of a structure theorem for stable minimal hypersurfaces of finite total scalar curvature. Theorem 1. Let f : M m → R N be a complete, m-dimensional, minimal submanifold, m ≥ 2. Assume that its second fundamental form II satisfies
Partial forms of this beautiful result, under various restrictions, have been obtained by R. Schoen, L. Simon and S.T. Yau, [27] , M.P. do Carmo and C.K. Peng, [13] , [14] and P. Bérard, [4] . In the above general form, it is due to M. Anderson, [1] , and, Y.-B. Shen and X.-H. Zhu, [30] .
In case m = 2, it is known from previous work by Bernstein (minimal graphs), do Carmo-Peng, [13] , and D. Fisher-Colbrie and Schoen (general surfaces), [16] , that condition (i) is unnecessary. Actually, it has been conjectured that this conclusion can be extended to every dimension m ≤ 7. The upper bound m = 7 is due to the famous non-planar (and stable) minimal graphs by E. Bombieri, E. de Giorgi and E. Giusti. We also record that, in higher dimensions, condition (i) can be replaced by the next more general requirement, [35] , [25] ,
, for some γ ≥ m/2.
As we shall see in the next section, the approaches proposed by the above mentioned authors are very different from each others. However they have a key analytic ingredient in common, i.e., the fact that the second fundamental form satisfies the Simons equation
The last inequality is a special case of what is known in the literature as a "refined Kato inequality", [5] , [10] . In particular, from (1) it follows that (2) |II| ∆ |II| + |II| 2 |II| − 2 m |∇ |II|| 2 ≥ 0, weakly on M . From the analytic viewpoint, vanishing results for L p -solutions of PDEs, under spectral assumptions on the relevant Schrödinger operator, are quite well understood, [15] , [3] , [20] , [22] . For instance, consider the following statement from [20] . Theorem 2. Let (M, , ) be a complete Riemannian manifold and let 0 ≤ ψ ∈ Lip loc (M ) be a distributional solution of the differential inequality
for some a (x) ∈ C 0 (M ) and A ∈ R. Assume that the bottom of the spectrum of the (modified) Schrödinger operator L H = −∆ − Ha (x) satisfies
for some H ≥ A + 1 > 0. If
+∞ dR ∂B R (o) ψ 2p = +∞, for some origin o ∈ M and for some A + 1 ≤ p ≤ H, then the following hold:
(ii) If H = A + 1 then ψ satisfies (3) with the equality sign.
Remark 3. For future purposes, and for comparison with other vanishing results, we point out the following chain of (strict) implications:
Thus, in the standard "stable" case H = 1, one can get triviality provided a small power (say ≤ 2) of ψ is integrable. It is important to observe that large powers of ψ (like p = m/2 in the geometric case) are not allowed.
Proof of Theorem 2 (sketch). The method to prove Theorem 2 resembles the one used to prove the generalized maximum principle for the operator L H , [26] . Namely, following [16] , one interprets (4) as the existence of a smooth solution ϕ > 0 of the linear equation
Next, we combine ψ and ϕ to obtain a new function
which is subharmonic with respect to a suitable diffusion-type operator, i.e.,
, the more general case where (5) holds true can be dealt similarly. Since u ∈ L 2 (M, ωdvol), a version (for diffusion operators) of the classical theorem by Yau on positive, L q>1 -subharmonic functions implies that u is constant. The remaining conclusions on ψ now follows easily from considerations on the constants A, H, p.
It is worth to point out that, actually, one can obtain triviality making a direct use of the spectral assumption with suitable test functions. This method, which was used in [27] , [3] , works particularly well in non-linear contexts, and vanishing results for the energy density of a p-harmonic map are nontrivial examples, [24] . The "direct" method has a further nice feature. It enables one to obtain vanishing for ψ ∈ L 2p even if p > H. This is shown in the following result that, in its full generality, has been never observed before.
Theorem 4. Let (M, , ) be a complete Riemannian manifold and let 0 ≤ ψ ∈ Lip loc (M ) be a distributional solution of the differential inequality (3) for some 0 ≤ a (x) ∈ C 0 (M ) and A ∈ R. Assume that the bottom of the spectrum of the (modified) Schrödinger operator L H = −∆−Ha (x) satisfies (4) for some H ≥ A + 1 > 0. Let p 0 ≤ H ≤ p 1 be the solutions of
for some origin o ∈ M and for some (3) with equality sign on the open set Ω where ψ A > 0. In particular, it holds on M if A ≤ 0.
Thus, as expected (and confirmed by computations), there is again an upper bound for the integrability exponent and this is related to the (Kato) constant A. For instance, in the minimal surface setting, this upper bound prevented Bérard to reach dimensions m ≥ 6. Very recently, L.F. Tam and D. Zhou employed this method to give characterizations of higherdimensional catenoids, [33] . It is also important to remark that with the direct method we are able to reach low exponents p 0 < p ≤ A + 1, i.e., even smaller than those considered in Theorem 2. Apparently, one of the main drawbacks of the direct approach, when compared with Theorem 2, concerns with the case H = A + 1 where one obtains equality only on the set Ω where ψ A is positive. However in geometric applications this is not a serious problem, because, typically, A arises from a refined Kato inequality and therefore it is negative.
Proof of Theorem 4. The proof aims at obtaining a Caccioppoli-type inequality for ψ. Define the distribution
Note that since by assumption E is nonnegative, E is in fact a positive measure. By the weak formulation of inequality (6),
for each test function 0 ≤ η ∈ Lip c (M ). From now on, until otherwise specified, we assume that 0 < p < 1. The case p ≥ 1 is easier and will be dealt with at the end of proof. We apply (7) to the function η = ρ 2 ψ 2p−2 δ where 0 ≤ ρ ∈ C ∞ c (M ) is a cut-off function to be chosen later, and, for
Now, assume H > A+1. Since δ ≤ ψ δ , E ≥ 0, recalling the Young inequality 2ab ≤ εa 2 + ε −1 b 2 , valid for each a, b ≥ 0 and ε > 0, and applying Schwarz inequality, we deduce that
Using this inequality into (9) we finally obtain
where
Note that, by assumption,
therefore we can take ε small enough so that F > 0. Moreover, using monotone and dominated convergence we see that (10) holds even in the limit δ → 0. Thus, if we choose
and letting R → +∞ we conclude that ψ is constant on the set
Since 0 < p < 1, then Ω p−1 = M and ψ is constant on M . This completes the proof in the case H > A + 1. Now suppose that H = A + 1. Since, in this case,
We claim that
Indeed, since 0 < δ ≤ ψ δ , recalling also that we are in the case −1 < A = p − 1 < 0, we can compute
Now, we recall from the regularity theory for Bochner type inequalities in the presence of a refined Kato inequality ( [20] or Lemma 4.12 and Lemma 4.13 in [22] ) that
we deduce that the quantity
on the right hand side of (13) is bounded uniformly in δ. The validity of (12) now follows by letting δ → 0 in (13), thus proving the claim. With this preparation, we can now take the limits as δ → 0 in (11) and conclude
Then, choosing as before ρ = ρ R and letting R → ∞ we obtain that E ≡ 0 on the set Ω A where ψ A > 0, thus completing the proof of the Theorem for 0 < p < 1.
If p ≥ 1, all the above arguments can be greatly simplified because one can obtain the validity of inequality (8) with δ = 0. This is obviously true if 2p − 2 ≥ 1, i.e., p ≥ 3/2. On the other hand, if 1 ≤ p < 3/2, then
Accordingly, we can take the limits as δ → 0 and use dominated convergence to deduce that inequality (8) persists with δ = 0 and ψ δ = ψ, as claimed. Now, in case H > A + 1 we get that ψ is constant on Ω p−1 . Using a connectedness argument, it follows easily that either
In any case, ψ is constant. Finally, in case H = A + 1(≥ 1), we immediately get the validity of (14) and the desired conclusion follows.
What makes Theorem 2 and Theorem 4 interesting is that, due to their abstract formulations, they can be adapted to a number of different geometric situations where a relevant function, of geometric content, obeys an inequality of type (3). For instance, this is the case if ψ = |df | where f : M → N is a harmonic map or ψ = |Ric| where Ric is the Ricci tensor of a locally conformally flat manifold M with zero scalar curvature. However, in many geometric applications, this function is required to satisfy (scaleinvariant) integral conditions that cannot be captured in the above theorem, unless more restrictive spectral assumptions are imposed. Thus, we are led to ask the following Problem 1. Is there an abstract formulation of Theorem 1, i.e., a vanishing result for solutions of (3) with higher integrability exponents?
Statement of the new abstract result
Note that, in the special situation of minimal submanifolds, it happens that the solution to the PDE, the potential term of the Schrödinger (stability) operator, the bound of the curvature tensor (Gauss equations) etc... coincide. This is the reason why the result looks so elegant: one L p assumption controls so many different objects! Furthermore, it is well known that Euclidean minimal submanifolds enjoy an isoperimetric (hence Sobolev) inequality and much more. In particular, volumes are at least Euclidean. Obviously all this is, in general, no longer true in the abstract setting and some choices have to be made. In this note we propose the following answer to Problem 1.
Let 0 ≤ ψ ∈ Lip loc be a distributional solution of the differential inequality (3) where 0 ≤ a (x) ∈ L m/2 satisfies the uniform decay estimate
for some p > (1 + A)/2. Then: (i) If the spectral condition (4) holds for some
(ii) If the spectral condition (4) holds with
then ψ satisfies (3) with the equality sign.
In geometric situations, the potential term a (x) has a geometric content (the norm of the second fundamental form, of a curvature tensor etc.) and satisfies some semi-linear elliptic inequality. It follows that the uniform decay estimate required on a (x) is a consequence of the assumption a ∈ L m/2 ; see e.g. [8] , [25] , [34] and references therein.
It is well known that, in the presence of a Sobolev inequality, the spectral assumption is implied by the requirement that the potential term a (x) is small in a suitable integral sense when compared with the Sobolev constant. Using this point of view, the vanishing part of Theorem 5 can be formulated in the following elegant form.
for every v ∈ C ∞ c (M ) and for some constant S > 0. Assume also that
We note that, actually, the upper bound on a L m 2 can be improved bypassing Theorem 2 and using directly the Sobolev inequality as explained in [23] , [22] . We leave the corresponding statement to the interested reader.
Back to minimal hypersurfaces
Before proceeding in our analysis, let us observe how Theorem 1 follows from the vanishing part of Theorem 5. Actually, it improves the original version. This generalization of Shen-Zhou result has been recently observed also by H. Fu and Z. Li, [19] . However, their approach is less direct than ours and relies on a structure theorem by Anderson, [1] . Accordingly, they show that, in the above assumptions, the minimal submanifold has only one end; see also Section 4. Recall that the immersed, minimal submanifold is said to be H-stable if the "modified stability operator"
Proof. By the Simons equation, ψ = |II| satisfies (3) with
Anderson curvature estimates (see also [25] ) state that
, and λ 1 (L H ) ≥ 0, for some H > (m − 2) /m then, by Theorem 5 (i), either a = |II| 2 ≡ 0 or ψ = |II| ≡ 0. In any case, the submanifold is planar.
Remark 8. The geometric setting of minimal submanifolds allows us to test the sharpness of our abstract theorem. In the recent paper [33] it is shown that the m-dimensional catenoid is a (non-planar) minimal hypersurface of R m+1 satisfying λ 1 (L H ) ≥ 0 with H = (m − 2) /m. A direct computation also shows that its total curvature is finite. Noting that if a (x) ≥ 0 and
, it follows from the discussion in the previous proof, that the condition H > (1 + A) in Theorem 5 cannot be relaxed.
As a straighforward application of the non-vanishing part of Theorem 5 we get the following characterization of the higher dimensional catenoids. Corollary 9. Let f : M m → R m+1 be a complete, non-planar, minimal hypersurface of finite total curvature
m -stable then it is a catenoid. Proof. According to a nice result in [33] it suffices to show that
But this follows immediately from Theorem 5 (ii) applied with the choices
We note that the same conclusion can be deduced e.g. by [9] where the authors prove a structure theorem for m−2 m -stable minimal hypersurfaces with bounded second fundamental form. More precisely, they show that, in these assumptions, the hypersurface is a catenoid provided it has at least two ends. Since, by Anderson, non-planar minimal hypersurfaces with finite total curvature have bounded second fundamental form and more than one end, the asserted characterization follows. As the above proof shows, our argument is much more straightforward.
Analysis of the proofs of the geometric theorem
In order to prove Theorem 1, the arguments supplied by Schoen-SimonYau, do Carmo-Peng and Bérard on the one hand, and Anderson and ShenZhu on the other hand are very different. More precisely, both start from uniform decay estimates for |II| and use upper volume estimates in a crucial way. The decay estimates follow from Moser-iteration arguments once it is observed that v = |II| 2 satisfies the Simons (semi-linear) inequality ∆v +
Granted this, the former approach is very analytic and abstract in nature. Using directly, and from the very beginning, the spectral assumption in combination with equation (1) and suitable test functions, it produces an estimate of the L m/2 -norm of |II| 2 over large balls. In contrast, the second approach is very geometric and relies on smooth convergence of Riemannian manifolds. The spectral assumption appears only at the final step and in relation with the L 1 -norm of |II| 2 . More precisely, Anderson deduces from (i) of Theorem 1 that M is planar provided it has only one end and this is the case because of condition (ii). Indeed, the potential theoretic characterization of the ends by H.-D. Cao, Y. Shen and S. Zhu, [11] , shows that all the ends of M are non-parabolic so that, by harmonic function theory, [17] , [18] , condition (ii) of Theorem 1 forces M to have only one end; see also [22] . Unlike Anderson, Shen-Zhu show that (i) of Theorem 1 forces a uniform decay of |II| 2 that is faster than expected, i.e., sup M \B R |II| 2 = O (R −m ). This is obtained via a theorem by Schoen on the curvature decay of minimal graphs of bounded slope. Now, as established by Anderson, M has Euclidean volume growth. It follows that |II| 2 ∈ L 1 (M ) and the conclusion is reduced on the L 2 -vanishing result by do Carmo-Peng, [14] .
Proof of the abstract result
In a certain sense, the strategy by Shen-Zhu looks promising. According to Theorem 2, on noting also that Moser-type arguments work for general PDEs, what we need is a way to improve the uniform decay of the solution of (3). It is reasonable that this can be obtained thanks to the presence of the gradient term, that corresponds to a refined Kato inequality. But this kind of arguments are already known in an ambient that only apparently is far from the minimal surface theory. Namely, the theory of ALE ends of conformally flat, half-conformally or, more generally, Bach-flat 4-manifolds, see [7] , and e.g. [8] , [31] , [32] . In fact, we have the following result by S. Bando, A. Kasue and H. Nakajima; see Section 4 in [7] . 
, be a weak solution of the differential inequality
If a ∈ L m/2 ∩ L q for some q > m/2 and
Now, suppose we are in the assumptions of Theorem 5 so that ψ satisfies inequality (3) and ψ ∈ L 2p for some p > (1 + A)/2. As we have already recalled during the proof of Theorem 4, we have that ψ 1+A ∈ W 1,2 loc ; [21] , [22] . Therefore, using the test function (ψ + ε) A−1 ρ, 0 ≤ ρ ∈ Lip c (M ), in the weak formulation of (3) and letting ε → 0 yields that u = ψ 1+A satisfies (15) ∆u + bu ≥ 0, weakly on M , where we have set b (x) = (1 + A) a (x) ≥ 0; see page 209 in [22] . Since b ∈ L m/2 and
we deduce that, for every q > m/2,
Therefore, we can use Theorem 10 to deduce
for every α < m − 2. This means that the original solution ψ of (3) satisfies
, for every 0 < ε << 1. Thus, using the co-area formula, the volume assumption, the fact that H ≥ A + 1, and integrating by parts, 6. Further applications 6.1. Topology of H-stable minimal hypersurfaces. As observed in the introduction, the "direct" approach has been proposed to face the problem of the triviality of minimal surfaces with finite total curvature, [4] . We also pointed out that this method is not suitable to obtain Theorem 1 for higher dimensions m because an upper bound for the integrability exponent arises. Nevertheless, since it permits to consider the case H < p, it reveals useful to obtain topological informations on minimal surface immersed in non-negatively curved manifolds without integrability assumptions on |II|, provided M is H-stable. Namely, in the spirit of [28] , we obtain the following The proof relies on a suitable use of harmonic maps; see also Remark 6.22 in [22] . Consider a complete Riemannian manifold M whose Ricci curvature
It follows that
for some continuous function k ≥ 0 and let h : M → N be a harmonic map with finite energy |dh| ∈ L 2 . In N has non-positive curvature, then the energy density satisfies the Bochner inequality
Furthermore, the following refined Kato inequality holds true, [5] , [10] ,
Therefore ψ = |dh| satisfies (3) Now, suppose that M is isometrically immersed as complete, H-stable, minimal hypersurface into a space Q with Sect Q ≥ 0. According to Gauss equations, M Ric ≥ −|II| 2 . Moreover, by assumption, the operator L H = −∆−H|II| 2 satisfies λ 1 (L H ) ≥ 0. Hence, we are precisely in the assumptions of Proposition 12, thus obtaining that each harmonic map with finite energy from M into a non-positively curved N is homotopic to a constant. Starting from this point, we can conclude the proof of Theorem 11 proceeding as in [28] . See also [22] , Theorem 6.21.
6.2. Locally conformally flat manifolds. As expected, Theorem 5 works perfectly in the setting of conformally flat manifolds. Recall that the mdimensional Riemannian manifold (M m , , ) is said to be locally conformally flat if every point of M has a neighborhood which is conformally immersed into the standard sphere S m . We have the following result which, in our opinion, fits very well in the nice works by G. Carron and M. Herzlich, [8] , and, G. Tian and J. Viaclovsky, [31] , [32] . 
/m then, either M = R m or |Ric| > 0 and, in a neighborhood U of each point x ∈ {DRic = 0} = ∅, there is an isometric splitting U = (−ε, ε) × f N where N has constant curvature K and f satisfies
Proof. Our basic reference for conformally flat manifolds is Chapter 6 in Schoen and Yau book [29] . See also Section 9 in [22] for the relevant PDEs involving the traceless Ricci tensor of a conformally flat manifold. It is a classical result by N. Kuiper that the simply connected, locally conformally flat M m has a conformal immersion into S m . Therefore, according to Schoen and Yau, the Yamabe constant of M satisfies Q (M ) = Q (S m ) > 0. Since M is scalar-flat, this means that M enjoys the Sobolev inequality (17) v
. Now, the norm of the Ricci tensor of M satisfies the Simons-type identity
where Ric (3) denotes the third composition power of the Ricci tensor. Moreover, since Ric is scalar flat we have the classical Okumura inequality,
the equality holding at some point x if and only if (m − 1) eigenvalues of Ric (x) coincide, [2] . Finally, since Ric is a Codazzi tensor the refined Kato inequality
holds. Summarizing, we have
weakly on M . In particular, u = |Ric| satisfies the semilinear elliptic inequality ∆u + m/ (m − 1)u 2 ≥ 0.
When combined with the Sobolev inequality this yields that |Ric| = o R −2 as R → +∞ (see, e.g. From the equality case in Okumura inequality we obtain that Ric has two (possibly equal) eigenvalues µ and −µ/ (m − 1) of multiplicity 1 and (m − 1) , respectively. We claim that they are everywhere distinct. Indeed, using (19) and arguing as in Section 5, we see that v = |Ric| Thus |Ric| > 0 and this forces µ = −µ/ (m − 1), as claimed. Now, we observe that Ric is not parallel. Indeed, suppose the contrary. Since |Ric| is constant, |Ric| ∈ L m/2 and, due to the Sobolev inequality (17) , vol (M ) = +∞, then Ric = 0. As above, this implies M = R m , contradicting our initial assumption. Therefore, Ric is not parallel. Since Ric is a Codazzi tensor with constant (zero) trace and two distinct eigenvalues, we can apply a result by A. Derdzinski, [12] , and conclude that every point x ∈ {DRic = 0} has a neighborhood of the form U = (−ε, ε)× f Σ, with f nonconstant. Since U is locally conformally flat then the (m − 1)-dimensional manifold Σ must be of constant curvature, [6] , say Σ Sec = K. Computing the scalar curvature of the warped product U , and recalling that M is scalar flat, we get (m − 2) f ′ 2 + 2f f ′′ − K (m − 2) = 0, thus completing the proof.
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