ABSTRACT: For the purpose of localizing a distant noisy target, or inversely, calibrating the receiving array, the time delays defined by the propagation across the array of the target-generated signal wavefronts are to be estimated in the presence of array self-noise. The Cramer-Rao matrix bound is used to show that either properly filtered beamformers or properly filtered systems of multiplier correlators can be used to provide efficient estimates. The effect of suboptimally filtering the array outputs is discussed. 
I}
the wavefronts from the distant source. This paper discusses the theoretical bounds on the precision with which the set of delays can be measured, and shows that either properly filtered beamformers or properly filtered systems of correlators can be L~ed to obtain estimates that achieve the theoretical bound. 1.5 The following notation is used: If A is a matrix, A' is its inverse, A is its conjugate, AT is its transpose, tr A is its trace, and det A is its determinant. A square matrix whose elements off the main diagonal are all zero may be written as diag (al, a 2 , ... , an), where ai is the i-th diagonal element.
Vectors are column vectors unless otherwise specified. 1 denotes a vector with every element a one (1) . 0 is a matrix of zeros, and I is the identity matrix. 
where ni(t) is the additive sensor noise. The M sensors are observed for T seconds, -T/2 : t : T/2, and the M time records are represented by Fourier coefficients,
where wo = 27r/T, and wk = kwo" The following assumptions will determine the joint density function for the random Fourier coefficients.
Sa. The random signal and each of the M additive sensor noises are all stationary zero-mean Gaussian random processes.
b. All of the random processes are independent. c. T is large compared to the correlation times of the random processes, and also to the time needed for the signal wave fronts to transverse the array.
If X is a vector containing the Fourier coefficients as elements, if S(W)
and Ni(w) are the signal and noise power spectra at the i-th sensor, and if only 2-1
Fourier coefficients up to frequency Nwo are to be processed, the density for X can be written as
k=l k=l where:
2.3
In what follows the frequency arguments of the functions discussed will be generally suppressed. will indicate a sum over the positive Fourier i+ frequencies being considered, while will be Lsed to denote the array sum
iil When w appears following a sum , it will be understood to stand for kwo. i i+ 2.4 Since det R(k) = (0 + 1i S/Ni) det N(k), only the exponential part of the density function will depend on the di. Let the signal delay vector D be , defined as 
The gradients in equation ( Chapter 3
The Maximum Likelihood Estimate 3.1 It is well known that when the MLE is based on a large number of independent samples, it is consistent, asymptotically normal, a,.d asymptotically efficient [3] . Since the observation time T is large compared to the process correlation times, there should be, in some seise, a large number of independent samples. Ihe covariance matrix for the error in the MLE for D should be the CRMB, at least to first order. 
The MLE vectors D and V satisfy
where by expanding exp{jw(dn -di)} as a power series, the vector B is seen to be
while the matrix C is determined by
In equation (15), Xp is the single frequency data vector with the first element partitioned away. The terms XiX in equation (16) are elements of the sample covariance matrix at a single frequency based on T seconds of data. These sample covariance elements do not converge, even if T is arbitrarily long [4) . However, since T is large compared to the process correlation times, the spectra are smooth enough so that the sample covariance can be averaged with samples from nearby frequencies to provide statistical convergence. The I sumation in equa-B+ tion (16) provides such an averaging of the XiXk. Thus, it is assvqned that XiXk can be replaced by Rik =< XiXk > in equation (16), from which it follows that
)_-:•= -(FIN ). (15), it follows immediately that < B > = 0, and not so imnediately that
From equation
-(FIN).
3.4 Neglecting the HOT, and assuming C = < C >, the vector D is given by
3-2 NOLTR 72-220 so that- "hence can be taken to be identical filters. A.typical correlator is shown in Figure 2 . The steering delay is adjusted to give the maximum deflection of the meter, and this defines the delay estimate for the correlator. Let e.. and F be, respectively, the error in the estimate dij, and the filter used on the inputs to the correlator. Define the following scalars, vectors, and matrices:
4.3 The square matrix G has fzr its elements the scalars G(ij;kl) positioned according to the scheme determined by the order of the subscripts in EET, where ij is the row designation, and kl the column designation. (22), the covariance matrix for the correlator scheme measurement error vector can be conpactly written [2]:
Using equations
4.5 The correlator delay measurement vector is related to the vector to be estimted ,D, by the equation 
and the covariance matrix for the Gauss-Narkcv estimate is 
where I is the identity matrix and U is defined in the same way as in the GOY preceding chapter. If the Gauss-4Nrkov estimate is formed from the suboptimally filtered delay estimates, the inverse of the covariance matrix for the Gauss-Markov 
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The FIM for this case is (FIN) r (B W S2/N2 dw) AT A.
5.2 Thus, the covariance matrices for the optimally and suboptimally filtered estimates differ by a constant factor, and it is easy to take account of the effects of suboptimally filtering the inputs. Equations (39) and (40) can also be used to determine the degradation of the delay estimate due to an imprecise knowledge of either S(w) or N(w).
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