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Ein Sandkorn wurde in ein Haus geweht.
Es liegt dort in einer dunklen Ecke hinter einem Schrankbein,
unerwischt vom Putzlappen der Hausfrau.
Denkt nicht, daß es so still daliegt, wie es euch erscheint;
in ihm rasen Atome, umkreisen Elektronen die Atomkerne.
Wehte der Wind das Sandkorn in den Winkel,
damit ihm die Gelegenheit wurde,
Erkenntnisse zu sammeln?
Erwin Strittmatter Der Wunderta¨ter
1Einleitung
Granulare Materialien, deren prominentester Vertreter Sand ist, sind in sehr vielen Forschungbe-
reichen von Bedeutung. Ihr besonderen Eigenschaften machen sie sowohl fu¨r die industrielle An-
wendung bedeutsam, als auch als Arbeitsgebiet in der Grundlagenforschung. Die vorliegende Arbeit
befaßt sich mit der numerischen Untersuchung von Granulaten.
Die Gro¨ßenskala typischer granularer Teilchen beginnt im   -Bereich fu¨r feine Sta¨ube. Die obe-
ren Grenze liegt etwa im Bereich von einigen Kilometern Teilchendurchmesser fu¨r die Felsbrocken
in den Ringen des Saturn [1]. Obwohl man im allgemeinen bei Granulaten immer an große Zahlen
von Partikeln denkt, so ist dies nicht notwendig, um interessante Systeme zu erhalten. Schon die
Untersuchung der Dynamik eines einzelnen Teilchens in Kontakt mit einer Wand [2–5] kann inter-
essante Erkenntnisse liefern. Einige Dutzend Murmeln in einer Petrischale zeigen schon neuartige
Verhaltensweisen wie die sog. Reptationsbewegung [5–8]. Zur Untersuchung komplexerer Systeme
mit Hilfe einer Computersimulation ist es notwendig, hinreichend große Teilchenzahlen berechnen
zu ko¨nnen. Hier ist es dann sinnvoll, durch die Implementierung optimierter Algorithmen die vor-
handene Rechenzeit besser zu nutzen. Von besonderer Bedeutung ist auch die Form der Teilchen in
einem granularen Medium. Runde, glatte Dragees in einer Pharmafirma haben sicher andere Eigen-
schaften als die rauhen Erzbrocken im Bergbau. Deswegen wurde in dem fu¨r diese Arbeit erstellten
Simulationsprogramm auch die Gestalt der Teilchen mit beru¨cksichtigt. Ein noch komplizierteres
Verhalten kann entstehen, wenn Granulate noch mit Flu¨ssigkeiten [9–12] oder Gasen [13] wechsel-
wirken. Ebenso hat die Form der Wechselwirkung zwischen zwei Partikeln einen Einfluß auf das
Verhalten des Gesamtsystems. Kommt zur Kraft aufgrund von Kollisionen noch eine weitere anzie-
hende Kraft [14] hinzu, kann man den Einfluß von Koha¨sion untersuchen.
Die Arbeit gliedert sich folgendermaßen: zuerst wird im Kapitel 1 auf diejenigen grundlegenden Ei-
genschaften von Granulaten eingegangen, die fu¨r die untersuchten Systeme von Bedeutung sind. Im
darauf folgenden Kapitel 2 werden die verwendeten Simulationsmethoden vorgestellt und erla¨utert.
Dies umfaßt die physikalische Modellierung der Kontakte, die Auswertung der Simulationsergeb-
nisse, den Test der Numerik und die verwendeten Strategien, um die Simulation in akzeptabler Zeit
durchzufu¨hren. Die beiden folgenden Abschnitte befassen sich dann mit der Untersuchung zweier
verschiedener Systeme. Kapitel 3 bescha¨ftigt sich mit Schu¨ttgutsa¨ulen; hier wird eine Erweiterung
der klassischen Theorie von Janssen vorgestellt und mit Simulationen verglichen. Im Kapitel 4 wer-
den dann Simulationsergebnisse beschrieben, die einen Einblick in Sandhaufen ermo¨glichen. Es wer-
den fu¨r die Theorien interessante Gro¨ßen untersucht. Ebenso wird versucht, den Blick auf eine bisher
nicht beru¨cksichtigte Gro¨ße, die lokale Dichte, zu lenken. Abschließend werden die Ergebnisse der
Arbeit nochmals zusammengefaßt und im Hinblick auf zuku¨nftige Entwicklungen bewertet.
Das im Rahmen der vorliegenden Arbeit entstandene Programmsystem gc2d wurde so entwickelt,
daß verschiedenste granulare Systeme untersucht werden ko¨nnen. Dieses Simulationssystem besteht
aus drei Komponenten fu¨r die Beschreibung des zu simulierenden Systems, die Simulation selbst
und die Auswertung der Simulationsergebnisse.
Die Vorgabe des zu berechnenden Systems u¨ber eine Beschreibungssprache soll es erleichtern, die
2vielfa¨ltigen Mo¨glichkeiten effektiv zu nutzen. Die eigentliche Simulation selbst geschieht durch ein
C-Programm mit dem Namen gc2d1, es gab auch dem Gesamtsystem seinen Namen. Die Auswer-
tung der Simulationsergebnisse mit Matlab, einem Programm fu¨r die numerische Berechnung und
graphischer Darstellung, erfolgt durch selbstentwickelte Routinen. Dies, zusammen mit den verwen-
deten komplexen Algorithmen, fu¨hrte zu einem sehr großen Umfang von mehr als 15.000 Zeilen
C-Code, 3.000 Zeilen Perl-Skripten und u¨ber 5000 Zeilen Matlab-Routinen. Um die Nutzung des
Systems auch fu¨r andere Nutzer zu ermo¨glichen, dient der Anhang als Programmdokumentation.
Es werden in den Anha¨ngen B und C die Formate der Ein- und Ausgabedateien beschrieben, sowie
im Anhang D das Interface zur Skriptsprache Perl. Im Anhang E.3 wird ein graphischer ¨Uberblick
u¨ber die verwendeten Funktionen gegeben. Die weiteren Anha¨nge beschreiben die verschiedenen
Optionen bei der Kompilierung und beim Start des Programms sowie andere programminterne De-
tails. Auf der beigelegten CD sind verschiedene Filme, die einen Eindruck von der vielfa¨ltigen Nut-
zungsmo¨glichkeit von gc2d geben. Ebenso findet sich dort eine lauffa¨hige Version des Programms.
1Der Name gc2d ist lediglich eine Abku¨rzung fu¨r “Granulate / C-Programm / 2 Dimensionen”.
3Kapitel 1
Granulare Medien
1.1 Grundlegende Eigenschaften granularer Materie
1.1.1 Einfu¨hrung
In diesem Abschnitt soll eine ¨Uberblick u¨ber die Vielfalt der Physik granularer Systeme gegeben
werden. Detaillierte Beschreibungen der Grundlagen fu¨r die in dieser Arbeit behandelten granularen
Aufschu¨ttungen folgen dann im Abschnitt 1.2.
Typische Vertreter fu¨r diese Stoffklasse sind beispielsweise Getreide, Sand, Kies, Tabletten oder
Pellets. Aber auch die Ringe des Saturns [1] oder Eisschollen auf dem Meer [15, 16] ko¨nnen als
granulares Material betrachtet werden. Die Verschiedenartigkeit der Materialien la¨ßt erahnen, daß
man bei der Untersuchung von Granulaten eine Vielzahl von Arbeitsbereichen zu beru¨cksichtigen
hat.
Bezeichnung Korngro¨ßenbereich in mm
Blo¨cke u¨ber 200
Steine u¨ber 63 bis 200
Kies u¨ber 2 bis 63
Sand u¨ber 0.06 bis 2.0
Schluff u¨ber 0.002 bis 0.06
Tonkorn unter 0.002
Tabelle 1.1: Korngro¨ßenverteilung von Sand nach DIN 4022/1. Fu¨r Kies, Sand und Schluff gibt es
jeweils noch Einteilungen in grob, mittel und fein.
Je nach Gro¨ße haben verschiedene Kra¨fte einen Einfluß auf die Partikel.
Bei sehr kleinen Partikeln (Staub, Feinkorn) ist der Einfluß von anziehenden oder abstoßenden Wech-
selwirkungen aufgrund von Ladungen noch von Bedeutung. Auch das die Partikel umgebende Medi-
um muß beru¨cksichtigt werden. Eine einfache Abscha¨tzung, wie schnell ein derartig kleines Teilchen
in Luft fa¨llt, zeigt das Problem. Nimmt man fu¨r das Partikel die Kugelform mit    und der
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Bei etwas gro¨ßeren Partikeln (typischerweise 01 mm) kann der Einfluß der Luft in bestimmten
Systemen vernachla¨ssigt werden. Dies gilt natu¨rlich nicht, wenn ein Luftstrom u¨ber das Granulat
streicht; dabei kann es zur Bildung Du¨nen und Rippeln kommen.
4 Granulare Medien
Abbildung 1.1: Die physikalische Beschreibung eines granularen Systems geschieht auf mehre-
ren Ebenen. Bei der Simulation mit gc2d werden Eigenschaften der mikroskopischen Ebene
(Masse, Form, etc.) vorgegeben. Die Simulation liefert als Ergebnisse Daten im mikroskopi-
schen Bereich (z.B. Kra¨fte). Durch Mittelung u¨ber kleine/große Volumina, erha¨lt man dann meso-
/makroskopische Gro¨ßen. Durch die in Abschnitt 2.3 beschriebene Auswertung kann man dann
beispielsweise die Spannungstensoren bestimmen. (aus [22])
Die Bagnold-Zahl [17]
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gibt Auskunft daru¨ber, ob man das Granulat als reine Flu¨ssigkeit mit einer korrigierten Viskosita¨t
betrachten kann. Dabei beschreibt
4
die Konzentration der Teilchen in einer Flu¨ssigkeit mit der dy-
namischen Viskosita¨t %>=@? . 9
5
9<;
ist die vorgegebene Scherrate,  5 die Dichte und A der Durchmesser
der Partikel. Fu¨r Bagnoldzahlen kleiner als 40 dominiert die Fluidviskosita¨t, im Bereich gro¨ßer als
450 dominiert die Kollision der Ko¨rner. Teilchen dieser Gro¨ße ko¨nnen aber noch durch elektrosta-
tische Kra¨fte beeinflußt werden. Untersuchungen von Scheffler [18] befassen sich mit den dabei
entstehenden Fragestellungen.
Bei Teilchen im Bereich von Millimetern bis hin zu vielen Metern ko¨nnen langreichweitige Wechsel-
wirkungen im allgemeinen vernachla¨ssigt1 werden. Dies ist der Bereich, fu¨r den die in dieser Arbeit
vorgestellte Simulation konzipiert wurde. Die Teilchen wechselwirken nur durch einen Stoß, zusa¨tz-
liche Kra¨fte, wie Adha¨sion aufgrund von Luftfeuchtigkeit oder ¨Olbeimengungen [19–21] ko¨nnen
beru¨cksichtigt werden.
Auch wenn man Granulate zuerst mit großen Partikelzahlen assoziiert, so ist auch die Untersuchung
der Wechselwirkung einzelner Partikel miteinander oder mit dem Untergrund wichtig. Auch Sy-
steme mit wenigen Teilchen zeigen interessante Pha¨nomene. In Abbildung 1.1 unterteilt Ja¨ger die
Forschungsbereiche in eine mikroskopische, eine mesoskopische und eine makroskopische Ebene.
Die ¨Ubergang von der mikroskopischen auf die mesoskopische Ebene ist Aufgabe vieler Unter-
suchungen. An erster Stelle steht hierbei eine detailliertes Versta¨ndnis der Reibung [23] und der
Stoßvorga¨nge. Dabei wird das Gleiten oder Rollen eines Partikels auf einer Unterlage betrachtet.
Dippel et al. [2,3,24–26] haben die Bewegung einer einzelnen Kugel auf einer rauhen, schiefen Ebe-
ne untersucht. Es wurde gezeigt, daß es dabei verschiedene Formen der Bewegung (Abbremsen bis
1Entscheidend ist dabei eigentlich das Verha¨ltnis der Gravitationskraft BDCFEHGJI und der zusa¨tzlich wirkenden Kraft.
In meinem Besitz befindliche Styroporkugeln mit ca. 4 mm Durchmesser zeigen ein deutlich von elektrischen Ladungen
und der Luft dominiertes Verhalten.
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zum Stillstand, konstante mittlere Geschwindigkeit oder beschleunigte Bewegung) gibt, die von der
Reibung und der Energiedissipation beim Stoß abha¨ngen. Untersuchungen zur sogenannten stick-slip
Bewegung beim Ziehen eines Blocks u¨ber eine Oberfla¨che wurden von Elmer [27,28] durchgefu¨hrt.
Ein einzelnes Teilchen in einer Trommel zeigt ein Schwingungsverhalten, mit dem sich verschiedene
Kraftgesetze untersuchen lassen. Dabei zeigt sich, daß zur Beschreibung dieses einfachen Falls das
Coulombsche Reibungsgesetz nicht ausreichend ist [5, 29]. Scherer et al. haben die Bewegung von
wenigen Kugeln in einer geschwenkten Schale untersucht [6–8,29]. Hierbei zeigt sich, daß sich eine
Umkehr der Bewegungsrichtung abha¨ngig vom Fu¨llgrad des Beha¨lters ergibt. Man kann dabei den
¨Ubergang von der Bewegung einzelner Teilchen zur Bewegung beobachten.
H. Ja¨ger bezeichnet die beiden Extremfa¨lle eines schnellen Scherflusses und der kompakten ruhen-
den Teilchenanordnung als “alive state” und “dead state”. Eine System kann durch externe Kra¨fte
angeregt werden. Dissipation und Reibung entziehen ihm Energie und bringen es zur Ruhe. Das
Problem ist, daß der ¨Ubergang als eine Funktion der Dichte durch einen großen Bereich metasta-
biler Systeme erfolgt. Hier ist die Dichte der Partikel groß genug, um durch gegenseitige Blockade
den ¨Ubergang zu verlangsamen. Als Folge kann das System sehr leicht ”einfrieren”, also in einem
metastabilen Bereich ha¨ngenbleiben. Das Verhalten des Systems wird irreversibel und hysteretisch,
abha¨ngig davon ab, wie stark das System “geku¨hlt” oder “geheizt” wird. Ja¨ger bezeichnet diesen
Zustand als glasartig [22].
Bei der technischen/physikalischen Bedeutung von Granulaten gibt es ein breites Spektrum an Mo¨-
glichkeiten. Die Geowissenschaften bescha¨ftigen sich schon seit Tausenden von Jahren mit Gra-
nulaten; der Ausspruch “. . . auf Sand gebaut” findet sich schon in der Bibel. Aussagen u¨ber die
Tragfa¨higkeit des Untergrundes ermo¨glichen es erst, Hochha¨user und Bru¨cken zu konstruieren, die
auch standfest sind. Auch der Transport von Granulaten ist von großer technischer Bedeutung. Die
Fo¨rdertechnik bescha¨ftigt sich mit den dabei auftretenden Problemen. Die Physik begann sich erst
deutlich spa¨ter fu¨r diese Materialien zu interessieren, wie Arbeiten von Coulomb [30] u¨ber die Rei-
bung, Faraday [31] u¨ber Sand auf einer schwingenden Platte und Reynolds [32] u¨ber die Dillatanz
zeigen. Reynolds beispielsweise beschrieb die Dillatanz, also die Volumenzunahme eines Granulates
bei Scherung. In den letzten Jahren hat das Interesse dann sehr stark zugenommen. Dies ha¨ngt sicher
mit der zunehmenden Leistungsfa¨higkeit der Computer zusammen, aber auch mit der Vereinfachung
der Bildanalyse, so daß granulare System sto¨rungsfrei untersucht werden ko¨nnen.
Die Forschung an granularen Medien beru¨hrt auch andere Forschungbereiche. Die ¨Ahnlichkeit von
fließendem Sand und dem Autoverkehr ist schon seit einigen Jahren Thema einer Konferenzreihe
unter dem Namen “Traffic and granular Flow” [33,34].
Bak, Tang, Wiesenfeld fu¨hrten ein Modell [35, 36] eines Sandhaufens als ein Paradigma fu¨r die
selbstorganisierte Kritikalita¨t ein (siehe Abschnitt 1.2.2). Frette [37] untersuchte die Lawinenbildung
fu¨r Reis in einer Hele-Shaw Zelle, also einem quasi zweidimensionalen System, und fand dieses
Verhalten.
All dies zeigt, daß Granulate aufgrund ihrer Vielfalt ein anspruchsvolles, vielseitiges Forschungebiet
sind. Da es unmo¨glich ist, die ganze Vielfalt der Systeme gleichzeitig bearbeiten zu wollen, muß die
Art des Systems festgelegt werden, das beschrieben werden soll. In der vorliegende Arbeit werden
Systeme mit den folgenden Eigenschaften behandelt:
1. zweidimensionale Systeme
2. keine langreichweitigen Wechselwirkungen.
3. Reibung, Koha¨sion werden beru¨cksichtigt.
4. Rauhe und glatte Partikel sollen unterschieden werden.
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5. Die Partikel sind elastisch, nicht plastisch, und ko¨nnen nicht brechen.
6. beliebige Gro¨ßenverteilungen
Aufgrund dieser Vorgaben ko¨nnen die vom Simulationsprogramm zu erfu¨llenden Forderungen ange-
geben werden:
1. Kra¨fte wirken nur bei Kontakten. Beru¨hren sich 2 Teilchen nicht, ist die Kraft zwischen ihnen
Null.
2. Die Partikel werden durch Polygone beschrieben. Eine große Zahl von Ecken na¨hert ein glattes
Teilchen beliebig genau an.
3. Eine hinreichend große Zahl an Partikeln muß berechnet werden, um physikalisch relevante
Systeme simulieren zu ko¨nnen.
Die zweite und dritte Forderung zusammen fu¨hren zu einem Problem mit der Rechenzeit. Typische
Simulationen in dieser Arbeit berechnen zwischen 3000 und 10000 Teilchen bei etwa K bis *L
Zeitschritten. Dabei kann man sich die speziellen geometrische Eigenschaften (siehe Abschnitt 2.4)
der Partikel zunutze machen, um schnelle, effiziente Algorithmen zu entwickeln und zur Anwendung
zu bringen.
1.2 Granulare Aufschu¨ttungen
1.2.1 Bo¨schungswinkel
Schu¨ttet man ein gewo¨hnliches, trockenes Granulat auf eine Ebene, so entsteht ein Haufen. Diese
Tatsache ist als solche eigentlich schon bemerkenswert. Eine Flu¨ssigkeit wu¨rde zu einem du¨nnen
Film zerfließen, begrenzt nur durch seine Oberfla¨chenspannung. Ein Festko¨rper wu¨rde seine Form
bis auf elastische und plastische Verformungen beibehalten.
Die Oberfla¨che eines Sandhaufens scheint auf Skalen, die gro¨ßer als der typische Teilchendurch-
messer sind, eine glatte Kurve zu sein. Der Winkel, den die Oberfla¨che eines Sandhaufens mit dem
Untergrund einschließt, heißt “Bo¨schungswinkel” oder “angle of repose”. Dieser Winkel ist eine ty-
pische Gro¨ße des verwendeten Materials. Am einfachsten ist dann die Form eines Sandhaufens zu
bestimmen, der auf einer Platte mit einer bestimmten Form aufgeschu¨ttet wird. Dabei entsteht dann
der Ko¨rper, der unter der Voraussetzung, daß die Oberfla¨che den Bo¨schungswinkel hat, maximales
Volumen hat. Auf einer runden Scheibe ist dies beispielsweise ein Kegel und auf einer quadratischen
Grundfla¨che eine vierseitige Pyramide.
Nach Herrmann [38] gibt es noch keine Theorie, mit der man den Bo¨schungswinkel fu¨r eine be-
stimmte Granulatsorte aus dessen mikroskopischen Eigenschaften wie Gro¨ße, Form, Oberfla¨chenrau-
higkeit, Restitutionskoeffizient und Elastizita¨tsmodul berechnen kann. In derselben Vero¨ffentlichung
wird ein Modell vorgestellt, welches den Bo¨schungswinkel fu¨r ein vereinfachtes System bestim-
men kann. Es wird angenommen, daß die Oberfla¨che des Sandhaufens aus einzelnen Stufen besteht.
Springt nun ein Teilchen mit der Energie MON eine Stufe hinunter, hat es anschließend die Energie
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Abbildung 1.2: Numerisch bestimmte Werte des Bo¨schungswinkels [ in Abha¨ngigkeit der Funktion
\^]
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_
fu¨r W
`ba ( c ), 0.5 ( d ), 0.7 ( e ) und 0.9 (f ). Dabei ist  der Restitutionskoeffizienten und \
die Ho¨he der Stufen (aus [38]).
wobei  der Restitutionskoeffizient ist und TWV der Energiegewinn aufgrund der Ho¨he der Stufe.
In einem realen Sandhaufen kann ein herabrollendes Korn in einem lokalen Energieminimum lie-
genbleiben. Dies wird durch eine Energiebarriere \ beschrieben. Wenn also M
P
N
0
\
ist, bleibt das
Teilchen liegen und erho¨ht stattdessen die Stufe. Die beiden Parameter  und \ fassen dann die mi-
kroskopischen Parameter zusammen, wobei  den Stoß zweier Teilchen charakterisiert und \ das
Anhaften an der Oberfla¨che des Haufens.
Numerische Untersuchungen [38,39] ergeben das in Abbildung 1.2 dargestelle Verhalten. Die Stufen
sind Artefakte des Modells, da auf einem quadratischen Gitter simuliert wurde. Der allgemeine Trend
ist aber, wenn entweder bei jedem Sprung viel Energie dissipiert wird (kleines  ) oder die lokalen
Minima sehr groß sind (großes U), dann steigt der Bo¨schungswinkel. Das genannte Modell la¨ßt sich
auch analytisch berechnen, wobei man annimmt, daß sich der Haufen in einem stationa¨ren Zustand
befindet. Dies stellt gewisse Bedingungen an die Energien der einzelnen Stufen, die dann nicht mehr
wachsen oder schrumpfen du¨rfen. Eine genaue Ableitung findet sich in [38, 40]. Interessant ist, daß
sich dieses Modell auf ein Ising-Spinglas mit langreichweitiger Wechselwirkung abbilden la¨ßt. Die
Hamiltonfunktion ist dann:
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wobei - N ﬂst und die Wechselwirkung
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ist.
Einer Stufe entspricht in diesem Modell ein Spin mit -hN" !  . MON ist die Wechselwirkungsenergie
des Spins. Der Bo¨schungswinkel y entspricht der Magnetisierung der Spinkette und U dem externen
Magnetfeld z . Dieses Modell wurde von Bak und Bruinsma gelo¨st und besta¨tigt die Ergebnisse der
Numerik.
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Abbildung 1.3: Geometrie zur Bestimmung der Bo¨schungswinkel y}yh~ und yh
(a) Abha¨ngigkeit des Bo¨schungswinkels  von
der Dicke der Hele-Shaw Zelle  und dem Teil-
chendurchmesser 
(b) Abha¨ngigkeit der Bo¨schungswinkel  und 
von der Zellenbreite 
Abbildung 1.4: Experiment von Graselli in einer Hele-Shaw Zelle (aus [38])
Die Angabe eines Bo¨schungswinkels ist aber nicht ausreichend, um echte Sandaufschu¨ttungen zu
beschreiben. Dazu muß man das Verhalten eines echten Sandhaufens ansehen. Man schu¨ttet Mate-
rial auf und die Neigung der Oberfla¨che nimmt zu. Irgendwann ist der Winkel y
/
erreicht und die
Oberfla¨che setzt sich in Bewegung und kommt erst bei einem zweiten Winkel yh zum Stehen. Schon
Bagnold zeigte dies [17] und bestimmte T y
y
/
$yh
.
*ŁD
j
Ł ; y
/
heißt der statische (static angle
of repose) und yO der dynamische Bo¨schungswinkel (dynamic angle of repose).
Man muß beru¨cksichtigen, daß der Haufen eine ausreichende Gro¨ße haben muß. Sonst ist der durch
die Winkel y
/
und yh eingeschlossene Bereich so eng, daß dort keine Teilchen Platz finden. Dann
kann sich keine große Lawine ausbilden und die Art der Lawinenbildung a¨ndert sich [41]. Eine Basis
von ungefa¨hr 30 Partikeln kann als typische Mindestgro¨ße angenommen werden.
Die Experimente von Grasselli [38, 42] sind aus zwei Gru¨nden interessant. Erstens wurden die Ver-
suche in einer vertikalen Hele-Shaw Zelle durchgefu¨hrt, deren Dicke variiert wurde. Damit kann der
Einfluß der Wa¨nde beim ¨Ubergang von einem quasi2-zweidimensionalen zu einem dreidimensiona-
len Experiment untersucht werden.
In Abbildung 1.4(a) sieht man, daß der Bo¨schungswinkel mit zunehmender Dicke der Zelle abnimmt.
2Die Reibung mit den Wa¨nden hat Einfluß auf das Verhalten des Systems.
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Der Einfluß der Wa¨nde ist bei Systemen, deren Dicke ungefa¨hr dem Teilchendurchmesser entspricht,
sehr groß. Deswegen ist ein Vergleich dieser Systeme mit echt zweidimensionalen Simulationen
schwierig. Die Reibung zwischen den Partikeln und der Glasplatte wird bei den Simulationen um-
gangen. Die Experimente zeigen außerdem einen Zusammenhang zwischen den kritischen Winkeln
und der inneren Struktur beziehungsweise der Entstehungsgeschichte des Haufens. Das Granulat
wurde in die Hele-Shaw Zelle am Rand eingefu¨llt, so daß nur ein “halber” Sandhaufen entstand.
Dann wurde ein kleines Loch an der Unterseite der Zelle geo¨ffnet, so daß das Material langsam,
ohne Lawinen, ausfließen konnte. Wie in Abbildung 1.3 dargestellt, entstanden damit zwei weitere
Bo¨schungen mit den Winkeln y ~ und yh . Dabei ist aus Abbildung 1.4(b) ersichtlich, daß durchga¨ngig
y0ﬂyO0
yh~ gilt. Ein Erkla¨rungsansatz ko¨nnte in der Strukturierung des Materials durch den vorher-
gehenden Aufschu¨ttungsprozeß gesucht werden.
Ein weiterer kritischer Winkel yh tritt auf, wenn man das Granulat am Fließen ha¨lt. Dies wird
bewerkstelligt, indem es in einer horizontalen Trommel langsam um die La¨ngsachse gedreht wird
(z.B. [43–48]).
Im allgemeinen gibt es also mehrere kritische Winkel, die zusa¨tzlich noch durch Koha¨sion [49],
Dichte des Systems [50] und andere Parameter beeinflußt werden ko¨nnen.
1.2.2 Lawinenbildung
Eng verbunden mit dem Pha¨nomen des Bo¨schungswinkels ist die Bewegung von Partikeln auf der
Oberfla¨che eines Granulates. Dabei treten typischerweise zwei Bewegungsmuster auf: entweder ein
einzelnes Teilchen bewegt sich u¨ber die Oberfla¨che des Sandhaufens oder aber das bewegte Teilchen
lo¨st eine Lawine aus.
Bei der Bewegung eines einzelnen Partikels u¨ber eine rauhe Fla¨che gibt es nach Experimenten [51,
52] und theoretischen Arbeiten [2, 3, 24–26] drei Bereiche:
1. Das Teilchen verliert bei jeder Kollision Energie und bleibt irgendwann liegen.
2. Das Teilchen erreicht einen stationa¨ren Zustand: im Mittel verliert es durch die Kollisione
genau soviel Energie, wie es durch seine Abwa¨rtsbewegung gewinnt.
3. Die Zeit zwischen den Sto¨ßen wird immer la¨nger, die Spru¨nge des Teilchens werden immer
gro¨ßer. Dabei nimmt die Geschwindigkeit linear zu.
Ein schematisches Phasendiagramm ist in Abbildung 1.5 dargestellt. Ein erweitertes System wurde
von Quartier et al. [53] untersucht. Dabei wird der Untergrund durch Kugellager ersetzt, so daß die
“Beweglichkeit” einer Sandoberfla¨che, das Abrollen der Ko¨rner, genauer repra¨sentiert wird. Diese
Systeme als Modell fu¨r die Oberfla¨che eines Sandhaufens haben dort ihre Grenzen, wo das sich
bewegende Teilchen genug Energie hat, um weitere Teilchen aus der Oberfla¨che herauszulo¨sen.
Wenn es eine kollektive Bewegung von vielen Sandteilchen gibt, spricht man von einer Lawine.
Da diese in einem relativ großen Bereich das Material umlagern, ko¨nnen sie die innere Struktur
eines Sandhaufens vera¨ndern. Interessant ist dabei, wie tief eine Lawine wirkt und ob lawinenartige
Umordnungsvorga¨nge auch im Inneren eines Sandhaufens stattfinden ko¨nnen [54].
Bei den Experimenten mit Lawinen in du¨nnen Sandschichten konnte Aguirre [55,56] zeigen, daß die
Gro¨ße des Bo¨schungswinkels fu¨r Systeme, die tiefer als etwa 10 Lagen sind, nicht mehr beeinflußt
wird. Auch andere Daten zeigen, daß dies eine typische Gro¨ße der Lawinen in dem untersuchten
System ist.
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Abbildung 1.5: Phasendiagramm der Bewegung eines Teilchens auf der schiefen Ebene. Auf der
Abszisse wird das Verha¨ltnis der Kugelgro¨ße  zur Oberfla¨chenrauhigkeit  der Ebene aufge-
tragen, auf der Ordinate die Neigung y der Ebene Bereich A: Das Teilchen kommt zur Ruhe.
Bereich B: Das Teilchen bewegt sich mit einer konstanten mittleren Geschwindigkeit Bereich C:
Das Teilchen wir beschleunigt. (nach [3])
Daerr [57–59] untersuchte die Ausbreitung einer Lawine in einer du¨nnen Granulatschicht auf einer
rauhen Unterlage. Dabei zeigt sich, daß die Lawine ab einem bestimmten Neigungswinkel zusa¨tzlich
auch bergaufwa¨rts laufen kann. Außerdem wurde in dieser Arbeit die Form der Front untersucht.
Allgemeinere theoretische Modelle versuchen die zeitliche Entwicklung der Oberfla¨che eines Sand-
haufens V RvuZ X unter verschiedenen Annahmen [60,61] zu berechnen. Das wohl bekannteste Modell
von Bak, Tang und Wiesenfeld [35,36] diskretisiert zusa¨tzlich die Ortsvariablen. Man hat einen zel-
lula¨ren Automaten mit den Regeln:

RvuZ
X1 
RvuZ
X
YZ (1.5)

RvusZ
X1 
RvusZ
XD!
Z (1.6)

RvuqZHs
X1 
RvuZsU
XD!
Z (1.7)
falls  RvuZ X gro¨ßer als ein kritischer Wert K ist. Der Wert z entspricht dabei der lokalen Steigung
eines Sandhaufens. Fu¨r die Ra¨nder des Systems gilt   , was bedeutet, daß die “Teilchen” dort
“herabfallen”. Das System wird mit einer zufa¨lligen Anfangsbedingung 
( 
initialisiert und
entwickelt sich dann in einen stationa¨ren Zustand; fu¨r alle  RvuqZ X gilt  0

. Um die Dynamik
zu untersuchen, sto¨rt man das System an zufa¨lligen Positionen RvuZ X . Die dabei entstehenden La-
winen ko¨nnen auf allen Gro¨ßenskalen auftreten ( ]= -Rauschen). Dieses Modell ist das Paradigma der
“Self-Organized Criticality”. Ein a¨hnlicher zellula¨rer Automat von Nishimori [62,63] beschreibt sehr
anschaulich die Bildung der verschiedenartigen Du¨nen und ihre Wanderung in einer Wu¨ste. Diese
Modelle sind fu¨r die Ziele dieser Arbeit nur sehr schwer anwendbar, da sie keine Aussage u¨ber die
innere Struktur eines Sandhaufens treffen. Da keine Kra¨fte im Inneren des Haufens beschrieben wer-
den, ist es nicht sinnvoll, Aussagen u¨ber Spannungstensoren oder Druckverteilungen zu treffen, ohne
vorher weitere Annahmen zu machen.
Interessant ist in diesem Zusammenhang noch eine Arbeit von Alonso und Herrmann [64], in der sie
die Form des Fußes eines Sandhaufens beschreiben. Lawinen, die auf einem Sandhaufen abgehen,
werden ja am Ende des Abhangs vom Untergrund aufgehalten. Die Oberfla¨che trifft nicht exakt
unter dem Winkel y den Untergrund, sondern hat einen Ausla¨ufer. Aus ¨Uberlegungen zum Fluß der
Teilchen R VYX und der Forderung, daß der Haufen wa¨hrend des Wachstums immer stationa¨r sein soll,
folgt als Profil uqR VX
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Dabei ist V  die Ho¨he des Haufens an der Spitze, [ der Reibungskoeffizient und  die typische
horizontale Entfernung, bevor ein Teilchen auf der Oberfla¨che liegenbleibt. Zur Steigung aufgrund
des Bo¨schungswinkels kommt also noch ein logarithmischer Korrekturterm hinzu.
1.2.3 Gro¨ßen–Segregation
Bei der Handhabung einer Mischung von unterschiedlichen granularen Materialien (Gro¨ße, Reibung,
Rauhigkeit) gibt es einen Effekt, der die Ergebnisse stark beeinflussen kann. Die verschiedenen Par-
tikel des Granulates entmischen sich.
Das klassische Beispiel fu¨r die Entmischung ist die Frage “Warum liegen im Mu¨sli die Nu¨sse im-
mer oben?” und fu¨hrt zum bekanntesten Problem, dem Brazil-Nut-Effekt. Wenn man ein Granulat,
das aus vielen kleinen Partikel und einigen gro¨ßeren besteht, in einem Beha¨lter vibriert, so ist es
mo¨glich, daß die großen Partikel nach oben wandern, selbst wenn sie eine ho¨here Dichte als die
kleinen Partikel haben. Beispielsweise untersuchten Ja¨ger et al. [22, 65] mit NMR-Mesungen den
Aufstieg von Kaffeebohnen in Mohnsamen und konnten Geschwindigkeitsprofile im Inneren des Sy-
stems bestimmen. K. Aoki [66] zeigte sehr anschaulich, daß in diesen Systemen Konvektionsrollen
auftreten. Diese sollen in bestimmten Systemen fu¨r den Transport von Teilchen an die Oberfla¨che
verantwortlich. Duran [67] untersuchte die Wechselwirkung zweier Partikel in einer derartigen Ver-
suchsanordnung. Wenn im Abschnitt 4 ein Sandhaufen durch Vibration vera¨ndert wird, so muß man
die Amplitude der Vibration so klein wa¨hlen, daß dieser Effekt nicht auftritt.
Als weiteren Effekt gibt es die Entmischung, wenn man einen mit einem Granulat gefu¨llten Zylinder
um seine La¨ngsachse dreht. Dabei sind zwei Formen zu unterscheiden, die axiale Segregation und
die radiale. Bei der radialen Segregation entsteht ein Kern, in dem sich dann eine Sorte des Materials
ansammelt. Bei der axialen Segregation entstehen Streifen, in denen eine Sorte des Materials geha¨uft
auftritt. Ristow untersuchte mit Simulationen das Geschwindigkeitsprofil [43,68] in einer derartigen
Trommel, bestimmte mit Hilfe von NMR die Geschwindigkeit, mit der sich der Kern ausbreitet [69]
und zeigte den Einfluß der Ro¨hrenenden auf das System [43]. Ein a¨hnlicher Effekt kann auch auf-
treten, wenn man ein Material in einen Beha¨lter fu¨llt. Ka´rolyi et al. zeigten mit der Simulation eines
zellula¨ren Automaten, daß sich eine bidisperse Mischung von Teilchen beim Einfu¨llen in ein Silo
entmischen kann, wenn man die Teilchen nicht mittig, sondern seitlich zufu¨hrt [70].
Der wohl optisch reizvollste Effekt der Entmischung ist die Stratifikation [44,72–76]. Ein großfla¨chi-
ges Streifenmuster entsteht, wenn sich eine Mischung zweier unterschiedlicher Partikel lawinenartig
hangabwa¨rts bewegt und dabei von einer sich hangaufwa¨rts bewegenden Schockfront abgebremst
wird. Da die im Abschnitt 4 simulierten Haufen mit der gleichen Methode aufgeschu¨ttet werden wie
in den Experimenten, mußte beachtet werden, ob es zur Streifenbildung kam. Ko¨ppe zeigt [71] ein
Phasendiagramm, das die Bereiche beschreibt, in denen Streifenbildung beobachtet werden kann.
1.3 Druckverteilung unter granularen Aufschu¨ttungen
Die Druckerverteilung auf dem Untergrund eines Sandhaufens ist nicht eindeutig bestimmt. Typi-
scherweise zeigen kegelfo¨rmige Sandhaufen ein deutliches lokales Minimum im Druck direkt unter
der Spitze (siehe 1.7). Der Druckabfall kann bis zu 50% des Maximaldrucks betragen [77], ha¨ngt
aber sehr stark von der Art des verwendeten Materials [78] und dessen Gro¨ßenverteilung [79] ab. Es
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Abbildung 1.6: a) Bilder der Stratifikation bei Sandhaufen. b) Phasendiagramm fu¨r das Auftreten
der Stratifikation in Abha¨ngigkeit vom Plattenabstand und der Flussrate. (aus [71])
gibt aber auch Materialien, deren Druckminima sehr a¨hnlich sind, zum Beispiel Seesand und eine be-
stimmte Sorte Du¨nger [80,81]. Die Form des Sandhaufens spielt eine große Rolle, keilfo¨rmige Sand-
haufen (Du¨nen) haben bisher in den Experimenten keinen [82, 83] oder einen sehr kleinen [77] sog.
Dip gezeigt. Dieser Unterschied kann durch eine Mittelung entlang der Du¨ne erkla¨rt werden [84].
Die Effekte, die aufgrund der Eigenschaften der einzelnen Ko¨rner wie Form, Reibung, Oberfla¨chen-
rauhigkeit und anderen entsteht, sind dagegen sehr viel komplexer.
Die Schwierigkeiten bei der Beschreibung von Granulaten resultieren aber nicht nur aus den Mate-
rialeigenschaften der einzelnen Partikel, sondern auch aus den entstehenden Strukturen. Der Mag-
deburger Dom ist aus Sandsteinblo¨cken errichtet. In einem Haufen Sandsteinblo¨cke haben zwar die
Partikel die gleichen Eigenschaften wie die erste gothische Kathedrale no¨rdlich der Alpen, aber die
Eigenschaften als Ganzes sind vo¨llig unterschiedlich (natu¨rlich ganz abgesehen von den a¨sthetischen
Aspekten dieses Vergleiches). Im folgenden sollen einige einfache Modellvorstellungen fu¨r den in-
neren Aufbau eines Sandhaufens und die daraus resultierenden Druckverteilungen gezeigt werden.
Entsprechende Simulationen zu einigen dieser Beispiele finden sich im Abschnitt 4.1.
Abbildung 1.8(a) zeigt das einfachste Modell, dessen Druckverteilung auch dem entspricht, was
man intuitiv erwartet. Einzelne Steine werden u¨bereinandergeschichtet, der Druck wird senkrecht
nach unten abgeleitet. Solche Druckverteilungen erha¨lt man bei Sandhaufen, die schichtweise auf-
geschu¨ttet wurden (siehe Abschnitt 4.2.1) und als Modelle fu¨r Da¨mme dienen [83].
Das zweite (Abbildung 1.8b) Modell ordnet die Partikel auf einem Gitter so an, daß die Partikel ihr
Eigengewicht auf die beiden unteren Nachbarn gleichma¨ßig verteilen. Die Partikel am Boden tragen
dann alle jeweils gleichviel Last, der Druck am Boden ist konstant. Wichtig ist, daß der Untergrund
dann auch die Kra¨fte in Tangentialrichtung aufnehmen muß. Wenn man den Winkel des Haufens ver-
kleinert, indem man einzelne Teilchen an der Oberfla¨che entfernt (siehe 1.8c), umfaßt der konstante
Bereich zwar nicht mehr den ganzen Haufen, bleibt aber vorhanden. Eine genauere mathematische
Behandlung dieses Modells findet sich bei Hong [86]. Molekulardynamische Simulationen [87, 88]
zeigten, daß diese analytischen Resultate mit der Simulation, abgesehen von einer Abrundung des
Druckverlaufes durch die endliche Elastizita¨t, sehr gut u¨bereinstimmen.
Das dritte Modell (Abbildung 1.8d) setzt den Sandhaufen aus Sta¨ben zusammen, um einen sogenann-
ten “falschen Bogen” zu bilden. Die Kra¨fte werden dann nur entlang der Sta¨be weitergeleitet und in
der Mitte ist der Druck gleich Null. Die Vorstellung, daß Granulate einzelne Sta¨be bilden, erscheint
auf den ersten Blick etwas eigentu¨mlich. Die verschiedenen Bilder der Kraftnetzwerke in dieser Ar-
beit zeigen aber, daß die Kra¨fte sich tatsa¨chlich auf Pfaden fortsetzen, die den Sta¨ben a¨hnlich sehen.
Dreht man die Sta¨be so, daß sie einen anderen Winkel haben als der Bo¨schungswinkel, so entsteht
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Abbildung 1.7: Experimentelle Bestimmung der Druckverteilung eines
(oben) von einer punktfo¨rmigen Quelle aus aufgeschu¨tteten Sandhaufens
(unten) unter einem geschichteten Sandhaufen. (aus [85])
eine Druckverteilung mit einem Dip (Abbildung 1.8e). Ein a¨hnliches Bild zitieren auch Wittmer et
al [89], die auf Edwards und Oakeshott [90] verweisen. Eigentlich ist die Art und Weise, mit die-
ser Anordnung Druck zur Seite abzuleiten, schon deutlich a¨lter. Die alten ¨Agypter haben mit dieser
Methode bereits ihre Pyramiden (Abbildung 1.8f) gebaut, wobei sie im Inneren zur Versta¨rkung ver-
steckte Wa¨nde einsetzen, die die Last von der in der Mitte befindlichen Grabkammer wegleiten; die
falschen Bo¨gen wurden auch u¨ber der Grabkammer selbst eingesetzt. Pyramiden habten eine a¨hnli-
che Form wie Sandhaufen, auch neigen manche Pyramiden, wie beispielsweise diejenige in Medun,
gelegentlich zur Lawinenbildung. Trotzdem sind diese Bauwerke mit einem Bo¨schungswinkel von
56 Ł und ihrer regelma¨ßigen inneren Struktur (vergl. Abschnitt 4.1) keine geeigneten Modelle fu¨r
Sandhaufen.
Durch eine Linearkombination dieser Modelle la¨ßt sich eine fast beliebige Druckverteilung realisie-
ren. Kommt dann noch die zufa¨llige Positionierung der Teilchen und der Kra¨fte hinzu, so existiert ein
riesiger Parameterraum, der die a-priori Auswahl eines Modells sehr schwer macht. Erst das Wissen
u¨ber die innere Struktur von Sandhaufen mit einem Dip in der Druckverteilung erleichtert dabei die
Auswahl.
Auf der Tagung “Physics of Dry Granular Media” 1997 in Carge`se gab es eine intensive Diskus-
sion u¨ber die Modellierung von granularen Medien und den zugeho¨rigen Randwertproblemen. Im
Zentrum stand dabei ein Ansatz von Wittmer, Cates und Claudin [89, 91–94], der das lokale Druck-
minimum zu erkla¨ren versucht. Dabei werden Annahmen u¨ber die Spannungen im Inneren eines
Sandhaufens gemacht, die anschaulich motiviert werden ko¨nnen. Diese Annahmen sind aber ex-
perimentell nur sehr schwer [95] zu verifizieren. Bisher gibt es nur wenige experimentelle Metho-
den, um Kraftnetzwerke zu visualisieren. Man kann die Spannungen durch den photoelastischen Ef-
fekt [96,97] sichtbar machen oder mit der Methode von Tsoungui [98] arbeiten, bei der die Kontakt-
fla¨che gemessen wird. Diese Methoden bieten aber noch nicht die Mo¨glichkeit, sehr große Systeme
mit unterschiedlichen Teilchen quantitativ zu untersuchen. Dies motivierte zu den Untersuchungen
an Sandhaufen durch Simulationen.
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0      5      10    15 mOblique auxiliary walls
3 Layers of large blocks 
Abbildung 1.8: “Einfache” Modelle, um das Innere eines Sandhaufens zu beschreiben. f) zeigt
schematisch das Innere einer a¨gyptischen Pyramide.
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Abbildung 1.9: Koordinatensystem nach Wittmer [89]
Um die Simulationsergebnisse im Abschnitt 4 werten zu ko¨nnen, sollen hier kurz die Theorien
von Wittmer et al. vorgestellt werden. In ihren Vero¨ffentlichungen [89] werden vier verschiedene
Lo¨sungsansa¨tze fu¨r ein zweidimensionales System untersucht.
Da das Modell in den Orginalarbeiten auf 3 Dimensionen erweitert wird, werden Zylinderkoordina-
ten verwendet (siehe Abbildung 1.9). Der Ursprung liegt in der Spitze des Haufens,  zeigt senkrecht
nach unten. Die Dichte  wird als konstant angenommen und gleich 1 gesetzt. Im mechanischen
Gleichgewicht gilt dann
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Man hat also zwei Gleichungen fu¨r drei Unbekannte. In einem elastischen Festko¨rper hat man als
dritte, konstitutive Gleichung das Hookesche Gesetz, welches Spannung und Verformung zueinander
in Beziehung setzt. Bei einem Granulat scheint eine sinnvolle Definition einer Verformung aber nicht
immer mo¨glich. Vielmehr wird versucht, das System aufgrund der Reibung an den Kontakten zu
verstehen. Die Reibung gibt aber nur einen Maximalwert fu¨r die Scherung an, die ein einzelner
Kontakt tragen kann.
Wittmer et al. nehmen nun an, daß auf einer La¨ngenskala gro¨ßer als die Einzelteilchen ein Zusam-
menhang zwischen der mittleren Reibung und den Normalkra¨ften besteht. Dadurch rechtfertigt sich
die Annahme, daß die fehlende konstitutive Gleichung einen Zusammenhang zwischen den einzelnen
Komponenten des Spannungstensors darstellt. Folgende Anforderungen werden dabei gestellt:
1. Die Gleichung ist lokal.
2. Die lokale Anordnung und die Kontakte der Partikel soll wiedergespiegelt werden.
3. Die konstitutiven Gleichung sollen die Entstehungsgeschichte des Materials beru¨cksichtigen.
4. Ab dem Zeitpunkt, an dem ein Bereich u¨berdeckt ist,ist die Entstehungsgeschichte zu einem
Abschluß gekommen und die konstitutiven Gleichung ko¨nnen sich nicht mehr a¨ndern. Witt-
mer et al. sprechen hier von einem perfekten Geda¨chtnis.
Zu bemerken ist hier, daß Wittmer den Begriff der konstitutiven Gleichung etwas anders benutzt, als
normalerweise u¨blich. Die vorgeschlagenen konstitutiven Gleichungen sind nicht nur bloss von den
Materialeigenschaften abha¨ngig, sondern gelten nur fu¨r das Ergebnis eines bestimmten Prozesses.
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Fu¨r die weitere Rechnung wird noch eine Skalenvariable ª$ _
'

Ui«<¬
¢F­ beno¨tigt, sie ist gleich
0 im Zentrum des Haufens und 1 an der Oberfla¨che; dabei ist ­ der Bo¨schungswinkel des Haufens.
Aus der Annahme, daß an der Oberfla¨che gerade das Mohrsche Stabilita¨tskriterium gilt3 (IFSRand-
bedingung), kann man dann folgern, daß die Komponenten des Spannungstensors an der Oberfla¨che
gleich Null sind:
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Die Stabilita¨tsbedingung legt gleichzeitig auch noch das Verha¨ltnis der Komponenten des Span-
nungstensors in der Na¨he der Oberfla¨che fest
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und ergibt dann an bzw. nahe der Oberfla¨che als Winkel der Hauptachsen des Spannungsellipsoides
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Im na¨chsten Schritt wird eine Skalenanalyse durchgefu¨hrt. Dabei nimmt man an, daß es keine aus-
gezeichnete La¨ngenskala im System gibt; die Gro¨ßenordnung der Teilchen soll klein genug sein, um
nicht von Bedeutung zu sein. Fu¨r Gleichung 1.10 wird eine Lo¨sung der Form
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gesucht. Diese RSF-Skalierung (Radial Stress Field) zusammen mit der Forderung nach der Lokalita¨t
ergibt als allgemeinsten Ansatz
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Die Annahme des perfekten Geda¨chtnisses des Sandhaufens fu¨hrt dazu, daß die Funktion » nicht
von ª abha¨ngen darf, also
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Fu¨r ein derartiges »¼R \ X gilt, ist der Winkel µ der Hauptachse des Spannungstensors gegen die
Senkrechte der Oberfla¨che immer gleich
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Nun zu den einzelnen Modellen. Das erste Modell IFE (Incipient Failure Everywhere) nimmt an,
daß die Bedingung, daß das Material an der Stabilita¨tsgrenze ist, nicht nur an der Oberfla¨che gilt,
sondern im ganzen Haufen erfu¨llt ist. Es gilt dann
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Dieses Modell zeigt fu¨r
¤
§©§
kein lokales Minimum.
Das BCC-Model (Bouchaud-Cates-Claudin) nimmt an, daß die Diagonalelemente des Spannungs-
tensors zueinander proportional sind.
3Dies bedeutet, daß die Oberfla¨che gerade nicht am Abrutschen ist.
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Aus der IFS-Annahme folgt außerdem %  % ´ .
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hat hier im Inneren ein ebenes Plateau, aber
keinen Dip.
Das FPA-Modell (Fixed Principal Axis) postuliert, daß die Orientierung µ der Hauptachsen im In-
neren des Sandhaufens immer gleich ist. Aus der IFS-Annahme folgt dann µ Ã½ÄÅ}
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Aus dem Bo¨schungswinkel als einzigen Materialparameter ergibt sich dann ein Druckverlauf, der
einen deutlichen Dip zeigt.
Die FPA-Annahme ist ein Spezialfall des OSL-Modells (Oriented Stress Linearity), das wiederum
eine Verallgemeinerung des BCC-Modells darstellt. Anstatt im Koordinatensystem Rv&Z >X eine Pro-
portionalita¨t der Diagonalelemente zu fordern, wird nur angenommen, daß dies in einem um den
Winkel É gegen die Vertikale gedrehten Koordinatensystem R  Z ÇÈX gilt.
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gilt. Der Spezialfall %  % ´ und   
 entspricht dem BCC-Modell, % 
 und   

j
«<¬
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das FPA Modell.
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Wittmer et al. stellen dann die Gleichung 1.10 in der Form
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im Außenbereich.
Im Abschnitt 4 sollen die Winkel der Hauptachsen des Spannungstensors mit diesen Ergebnissen
verglichen werden; dazu werden die Eigenvektoren von
¤
N¹m bestimmt.
Im Außenbereich haben die Eigenvektoren von
¤
Nºm die Form
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und sind somit unabha¨ngig von S. Daraus kann man folgern, daß der Winkel der Hauptachsen kon-
stant ist, zusammen mit der IFS-Bedingung ergibt sich µ R
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Im Innenbereich ist µ nur beim FPA-Modell konstant. Bei den anderen Modellen ist der Winkel
abha¨ngig von ª .
1.4 Ausblick auf die Dynamik von Granulaten
Die bisherigen Abschnitte beziehen sich auf diejenigen Bereiche der granularen Medien, die wichtig
fu¨r die vorliegende Arbeit sind. Bei den beschriebenen Systemen handelt es sich um statische Syste-
me, zum Teil erzeugt durch langsames Fließen der Teilchen. Dies ist aber nur ein Teil der vielfa¨ltigen
Fragestellungen, die es bei der Forschung zu Granulaten gibt. In der Dynamik von Granulaten gibt
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a) b) c) d)
Abbildung 1.10: Verschiedene Du¨nenformen, simuliert mit dem zellula¨ren Automaten von Nishi-
mori. a) Wanderdu¨nen b) Sicheldu¨nen c) seif Du¨nen und c) sternfo¨rmige Du¨nen (aus [63] )
a) b) c) d)
Abbildung 1.11: Muster auf der Oberfla¨che eines vibrierenden Granulates. a) Quadrate b) Streifen
c) Hexagone d) Oszillonen (aus [100])
es noch vielfa¨ltige Probleme, bei denen Fluktuationen, Intermittenz und Instabilita¨ten eine wichti-
ge Rollen spielen. Um den Formenreichtum granularer System zu zeigen, sollen einige Beispiele
vorgestellt erwa¨hnt werden.
Das sicherlich bekannteste Pha¨nomen aus dem Bereich der Granulate ist die Bildung von Du¨nen und
Rippeln. Der Grundlagen zu diesem Forschungsgebiet wurden von Bagnold in seinem Buch [99]
“The Physics of Blow Sand and Desert Dunes” gelegt. Die Entstehung der vielfa¨ltigen Formen und
ihre zeitliche Entwicklung birgt noch eine Vielzahl an unverstandenen Problemen.
Zur Musterbildung kann es kommen, wenn man eine du¨nne Schicht aus Kugeln vibriert. Ein anfa¨ng-
lich flaches Bett aus Bronzekugeln zeigt dann Strukturen wie Faraday-Instabilita¨t oder Rayleigh-
Taylor, die a¨hnlich jenen von anderen strukturbildenden Systemen sind. Dabei ko¨nnen auch lokali-
sierte Strukturen entstehen, die sogenannten Oszillonen (siehe Abbildung 1.11).
Die Untersuchung stark verdu¨nnter Granulate bzw. granularer Gase ist ein weiteres fruchtbares For-
schungsgebiet. Es treten verschiedene interessante Pha¨nomene auf, wie beispielsweise die Bildung
von Clustern, Strukturbildung und Schockwellen. Ein kleines Beispiel fu¨r den Effekt der Clusterbil-
dung findet sich im Abschnitt 2.5.5.
Eine Schilderung aller Effekte wu¨rde den Rahmen dieser Arbeit sprengen. Eine Einfu¨hrung bietet
der Band der Sommerschule “Physics of Dry Granular Media” [101], die Konferenzba¨nde [23, 33,
34], das Buch von Duran [102] und speziell zu granularen Gasen [103]. Ein Teil der Effekte kann
bereits jetzt mit dem Programmsystem gc2d untersucht werden. Im folgenden konzentriert sich die
vorliegende Arbeit auf granulare Aufschu¨ttungen aus Teilchen variabler Form.
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Kapitel 2
Simulationsmethoden
Mit der Entwicklung leistungsstarker Computer etabliert sich die Simulation als drittes Standbein der
Physik. Abbildung 2.1 zeigt, wie Allen und Tildesley [104] die Rolle der Computersimulation in der
Physik sehen. Durch den Vergleich von Experiment und Simulation la¨ßt sich das der Simulation zu-
grundeliegende Modell besta¨tigen. Dann kann man aus der Simulation weitere Erkenntnisse ziehen,
die dabei helfen, eine Theorie zu entwickeln und zu testen. Komplexe Simulationen wie das in dieser
Arbeit vorgestellte System sind zusa¨tzlich im Grenzgebiet zur Numerik/Informatik angesiedelt, da
das Laufzeitverhalten die Gro¨ße der untersuchbaren Systeme begrenzen kann.
2.1 Verschiedene Methoden zur Simulation von Granulaten
Es sollen verschiedene Methoden vorgestellt werden, mit denen man ein System granularer Medien
oder bestimmte Teilaspekte davon simulieren kann. Zuerst sollen bei einigen Methoden die Grundi-
deen kurz beschrieben werden. Außerdem wird diskutiert, warum sie nicht zur Anwendung kamen.
Im na¨chsten Abschnitt wird schließlich die verwendete Diskrete-Elemente-Methode erkla¨rt.
gleich
Ver-
Ver-
gleichgranulat
Modell-
Theorie
Simulation
reales
Modellierung
Granulat Experiment
theoretische
Vorhersage
exp.
Ergebnis
exakte Lösung
des Modells
Theorie
Test der
Modells
Test des
Abbildung 2.1: Die Verbindung von Experiment, Theorie und Simulation nach [104]
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2.1.1 Abstrahierende Methoden
Eine Mo¨glichkeit bei der Simulation ist, die Teilchenebene nicht zu beru¨cksichtigen, sondern das
Granulat als Kontinuum zu beschreiben. Die besonderen Eigenschaften des Granulates werden durch
geeignete Materialgesetze beru¨cksichtigt. Beispielsweise ist in der Geotechnik die Finite-Elemente-
Methode ein bewa¨hrtes Hilfsmittel fu¨r quasi-statische Systeme. Auch der schnelle Fluß eines Gra-
nulates kann damit untersucht werden. Auf weitere Details der kontinuumsmechanischen Modellie-
rung festko¨rper- oder flu¨ssigkeitsa¨hnlicher Systeme soll nicht weiter eingegangen werden, da immer
Stoffgesetze zur Beschreibung beno¨tigt werden. Gerade diese sollen aber durch die Simulation un-
tersuchbar gemacht werden.
Bei der Beschreibung der Pha¨nomenologie eines granularen Systems sind zellula¨re Automaten nu¨tz-
liche Werkzeuge. Dabei wird die kontinuierliche Natur des Raums durch auf einem Gitter angeord-
nete gleichartige Zellen und die Zeit durch feste Zeitintervalle abstrahiert. Diese diskrete Struktur ist
eine der wichtigsten charakteristischen Eigenschaften. Jede Zelle kann nur in bestimmten Zusta¨nden
sein1, im einfachsten Fall nur, ob sich ein Sandkorn an dieser Position befindet oder nicht. Die Ent-
wicklung einer Zelle ha¨ngt dann nur noch von den Zusta¨nden der Nachbarzellen2 ab. Die Wahl der
Regeln fu¨r diese Zustandsa¨nderungen ist das zentrale Element der Simulation. Einer der besonde-
ren Vorzu¨ge der zellularen Automaten ist die Geschwindigkeit, mit der die Simulationen berechnet
werden ko¨nnen. Die im allgemeinen sehr einfachen Regeln mu¨ssen in einer großen Matrix nur lo-
kal angewandt werden. Die Simulation der Entstehung und Bewegung von Sicheldu¨nen [62, 63] ist
eines der scho¨nsten Beispiele fu¨r die Simulation von Granulaten. Allerdings vereinfachen zellulare
Automaten die Kraftberechnung u¨berma¨ßig stark, so daß die Berechnung von Kraftnetzwerken und
Spannungsverteilungen nicht mehr sinnvoll erscheint.
Ein Modell, das die geometrischen Beschra¨nkungen bei der Bewegung sehr stark betont, ist die
von Baumann [46, 47] verwendete “Bottom-to-Top-Restructuring” Methode. Diese Methode wurde
hauptsa¨chlich zur Untersuchung von Gro¨ßensegregation in verschiedenen Systemen (Aufschu¨ttung,
rotierende Trommel) verwendet. Dabei bewegt sich ein Teilchen auf der Oberfla¨che so lange ent-
lang der gro¨ßten Steigung hangabwa¨rts, bis es in einem lokalen Minimum festsitzt; die Berechnung
von Kra¨ften erfolgt nicht. Die Kra¨fte werden nur noch abstrakt durch die Geometrie des Systems
beru¨cksichtigt.
Eine beeindruckende Teilchenzahl bei der Simulation von Gasen erreicht man durch die Nutzung von
“Direct Simulation Monte Carlo” [105]. Mu¨ller [106–108] erweiterte diese Methode auf granulare
Gase. Dabei wird die Dynamik der einzelnen Partikel sehr stark idealisiert. Diese Methode kommt
a¨hnlich wie die ereignisgesteuerte Molekulardynamik ohne Kraftberechnungen aus und eignet sich
gleichzeitig hervorragend zur Parallelisierung. Dabei werden Bewegung und Kollision der Teilchen
vollsta¨ndig entkoppelt. Durch die Zusammenschaltung zweier Cray T3E (Stuttgart und Pittsburgh)
konnten 1,759,165,695 Teilchen simuliert werden.
2.1.2 Diskrete-Elemente Methode
Zur Untersuchung von Gasen und Flu¨ssigkeiten wurden Simulationsmethoden entwickelt, die auf
der Untersuchung der individuellen Bewegung der einzelnen Teilchen beruhen [104]. Diese Methode
heißt Molecular dynamics (MD). Dabei berechnet man die Trajektorie jedes Moleku¨les oder Atoms
der Simulation. Erstmalig auf die Untersuchung von Granulaten wurde diese Methode in den 70er
Jahren von Cundall und Strack [109] angewandt. Natu¨rlich berechnet man nicht mehr die Bewegung
1Manche Simulationen gehen inzwischen von diskreten Werten fu¨r die Zusa¨nde zu Gleitkommazahlen in den einzelnen
Zellen u¨ber.
2Welche Zellen als benachbart betrachtet werden, ha¨ngt von der Art der Simulation ab.
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Abbildung 2.2: Duran [102] stellt in einem a¨hnlichen Diagramm die Ereignisse als einzelne Zeit-
punkte dar. Bei Simulationen, die ein Ergebnis mit ruhenden Teilchen liefern, ko¨nnen Kontakte
aber auch sehr lange dauern. Erla¨uterungen zum “inelastischen Kollaps” werden im Abschnitt
2.1.2.1, zu den “verlorenen Kontakten” in Abschnitt 2.1.2.2 gegeben.
einzelner Atome, sondern die kleinste Einheit ist ein Sandkorn. Fu¨r diese Art der Simulation hat sich
der Name “discrete element method” (DEM) eingebu¨rgert. Prinzipiell gibt es keinen Unterschied
der Methoden, aber bei Simulationen fu¨r Gase und Flu¨ssigkeiten hat man meistens langreichweitige
Wechselwirkungen, bei Granulaten typischerweise nur kurzreichweitige, doch auch hier gibt es Aus-
nahmen, wenn man elektrisch geladene Teilchen untersucht [18]. Ausgehend von den Newtonschen
Bewegungsgleichungen muß man fu¨r jedes Polygon der Simulation
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lo¨sen. Dabei sind Õ N und ­ N Ort und Winkel des Polygons. Als Teilcheneigenschaften hat man deren
Masse  N und das Tra¨gheitsmoment Ø N . Ú³N ist die Summe aller extern wirkenden Kra¨fte, meistens nur
die Gravitation. Fu¨r diese Arbeit wird angenommen, daß es keine externen Drehmomente ÙiN gibt.
Daraus ergeben sich aber keine Einschra¨nkungen, so daß man bei Bedarf auch ÙiN"ÛÅ setzen kann.
Ö
Nºm ist die Kraft, die auf das i-te Teilchen vom j-ten Teilchen ausgeu¨bt wird. Es gilt Ö N¹m Ö mN .
Drei- oder Mehrteilchenkra¨fte werden vernachla¨ssigt: Ö Nºm·ÜÝÜÝÜ  ¾
 .
Durch diese Vereinfachungen folgt aus den Gleichungen 2.1 und 2.2 dann
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2.1.2.1 Ereignisgesteuerte Dynamik
Zu Erkla¨rung der ereignisgesteuerten Dynamik (ED, event driven) geht man sinnvollerweise von ei-
nem sehr stark verdu¨nnten granularen System aus (siehe z.B. Abbildung 2.42(b)). Dabei bewegen
sich die Partikel zwischen zwei Kollisionen fu¨r relativ lange Zeit, vom Blickpunkt der zeitschrittge-
steuerten Molekulardynamik aus gesehen, nur beeinflußt von der Gravitation, und dies auf einfachen,
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analytisch zuga¨nglichen Trajektorien. Man nimmt nun an, daß die Zeit fu¨r die Kollision zweier Parti-
kel unendlich kurz ist. Dies bedeutet, daß man die Kugeln als unendlich hart annimmt. Die Kollision
wird durch einen Kollisionsoperator beschrieben, der aus den Geschwindigkeiten und der Position
die Geschwindigkeiten nach dem Stoß berechnet.
Der Algorithmus ist dann sehr einfach und elegant. Wir starten zum Zeitpunkt t:
1. Berechne den Zeitpunkt 
'
der na¨chste Kollision eines Teilchenpaares
2. Berechne die neue Position aller Teilchen fu¨r das Zeitintervall T Î
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3. Berechne die Kollision von Teilchen p und r
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4. setze Î
'
5. Springe zu 1.
Die Art, wie die Berechnung der Kollision erfolgt, bestimmt die physikalischen Eigenschaften. Auf
Details soll nicht genauer eingegangen werden, sie finden sich unter anderem in [3, 102,110] und in
vielen Artikeln in [23,33,34,101].
Der große Vorteil von ED ist, wie man im Beispiel in Abbildung 2.2 sieht, daß man mit sehr großen
Schritten die Bereiche u¨berspringt, in denen sich nichts ereignet. Damit ist es dann mo¨glich, sehr
große Partikelzahlen und/oder sehr lange Zeiten zu simulieren.
Die Anpassung der Zeitschritte an die stattfindenden Ereignisse fu¨hrt allerdings auch dazu, daß es
umso mehr Kontakte pro Zeitraum gibt, je dichter das System ist; der Algorithmus wird langsamer.
Der Fall des “inelastic collaps” ist der schlimmstmo¨gliche Fall. McNamara et al. zeigten, daß es
mo¨glich ist, bei bestimmten Konstellationen in einem granularen Gas [111–114] in einem festen
Zeitraum unendlich viele Kollisionen zu haben. Der Algorithmus kann dann u¨ber diesen Zeitpunkt
nicht hinausrechnen. Erst durch zusa¨tzliche Erkennungsalgorithmen von Luding [113] kann man das
System u¨ber diese Grenze hinwegsetzen. Die sinkende Effizienz bei steigender Dichte bleibt aber
erhalten.
Die Annahme, daß die Kontaktzeit unendlich kurz ist, bedeutet ein weitere Grenze fu¨r diese Methode.
Es ist nicht mo¨glich, ruhende Kontakte zu haben. Systeme, in denen ein Klotz auf einer Unterlage
wie Abschnitt 2.5.1 ruht, sind nicht simulierbar.
Neben diesen methodenbedingten Nachteilen gibt es auch noch ein numerisches Problem, wenn ED
auf Polygone angewandt werden soll. Fu¨r zwei Kugeln p und r mit den Radien àN und m berechnet
man u¨ber [3]
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den Zeitpunkt SN¹m der Kollision. Wie im Abschnitt 2.4.3 gezeigt wird, ist die Berechnung des Ab-
stands zweier Polygone aber a¨ußerst aufwendig: fu¨r beliebig geformte Teilchen wu¨rde dies zu einer
deutlichen Steigerung der Rechenzeit fu¨hren.
ED ist damit nur dann die Methode der Wahl, wenn man verdu¨nnte System, z.B. vibrierte Schich-
ten [100,115] und granulare Gase untersuchen mo¨chte.
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2.1.2.2 Zeitschrittgesteuerte Methode
Im Rahmen dieser Arbeit wurde die zeitschrittgesteuerte Methode (“time driven”, TD) verwendet.
Dabei lo¨st man die Gleichungen 2.3 und 2.4 mit einem Differentialgleichungslo¨ser in festen Zeit-
abschnitten T  . Fu¨r gc2d wurde das Predictor-Corrector Verfahren nach Gear [104, 116, 117] ver-
wendet. Eine Beschreibung dieses Differentialgleichungslo¨sers findet sich im Anhang F. Er bietet
hohe Stabilita¨t und hat vor allem den Vorteil, daß die Energie gut erhalten wird [118]. Dies heißt, daß
der Lo¨ser nicht durch numerische Fehler Energie zufu¨hrt. Gleichzeitigt erlaubt das Verfahren relativ
große Zeitschritte, was der Geschwindigkeit der Simulation zugute kommt.
Anders als beim ED ist jetzt die Kontaktzeit nicht gleich Null, sondern endlich. Der Differential-
gleichungslo¨ser beno¨tigt die aufgrund der Kontakte wirkenden Kra¨fte. Diese Kraftberechnung (siehe
Abschnitt 2.2.2) bestimmt wie bei der ED die physikalische Relevanz des Systems.
Die Wahl des Zeitschrittes ist von entscheidender Wichtigkeit. Um die Programmeffizienz zu stei-
gern, sollte der Zeitschritt natu¨rlich mo¨glichst groß sein. Andererseits beno¨tigt der DGL-Lo¨ser circa
10 Schritte, um eine Kollision korrekt zu beschreiben.
Die Obergrenze wird wie folgt abgescha¨tzt: da die Kontaktkra¨fte wie ein harmonischer Oszillator
modelliert sind, kann man aus der Eigenfrequenz á ´ 


die Zeitdauer einer halben Periode
berechnen und damit den Zeitschritt abscha¨tzen:
T
â

Wã
 ä
 (2.9)
Dabei wird als Masse  die des leichtesten Partikels angenommen. Diese Abscha¨tzung ist nur fu¨r
rundliche Teilchen brauchbar. Werden lange, du¨nne Teilchen simuliert, berechnet man besser fu¨r
jedes Teilchen p den maximalen Radius N des Kreises, der sich in das Polygon um den Schwerpunkt
einbeschreiben la¨ßt. Mit dem kleinsten Radius   N
Ê
wird die Obergrenze von Tå mit  U 8
N
Ê
 

abgescha¨tzt. Da die Kontaktzeit auch von der Teilchenform abha¨ngt, sind dies nur Obergrenzen. Zur
Kontrolle muß die Simulation mit ku¨rzeren Zeitschritten durchgefu¨hrt werden, da nur so u¨berpru¨fbar
ist, ob das System stabil arbeitet. Aus der festen Wahl der Zeitschritte resultieren aber auch einige
typische Probleme:
Wenn der Zeitschritt zu groß gewa¨hlt wird, kann es sein, daß Kontakte, die ku¨rzer als T  dauern,
u¨bersehen werden (siehe Abbildung 2.2). Dabei gibt es zwei Extremfa¨lle: die erste Mo¨glichkeit ist
ein streifender Kontakt, wie beispielsweise bei den Simulationen in Abschnitt 2.5.2. Wenn dieser
Kontakt dann nur so kurz dauert, daß er u¨bersehen wu¨rde, ist der Fehler, den man dabei macht, nicht
sehr groß. Bei den Untersuchungen in Abschnitt 2.5.2 konnte dieser Bereich gar nicht gefunden
werden.
Die zweite, sehr viel problematischere Situation liegt vor, wenn ein Teilchen so schnell wird, daß
es mitten in ein anderes Teilchen hineinspringt. Dadurch steigt die Gesamtenergie des Systems dra-
matisch an, es explodiert regelrecht. Das bedeutet aber, daß ein derartiger Fehler im Endzustand des
Systems deutlich sichtbar ist. Die Gefahr, daß der Fehler unentdeckt bleibt, ist gering.
Die zeitschrittgesteuerte Diskrete-Elemente Methode ist sehr gut geeignet, um statische und dynami-
sche Systeme hoher Dichte zu untersuchen. Das Verfahren zeichnet sich durch große Zuverla¨ssigkeit
und Robustheit aus. Aus diesem Grund wurde es zur Untersuchung der in dieser Arbeit vorgestellten
Systeme verwendet.
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Abbildung 2.3: a) Zula¨ssige Teilchenformen b) Unzula¨ssige Teilchenformen, die Polygone sind
nicht konvex oder nur Strecken c) Bestimmung der zufa¨llig generierten Teilchen durch Plazierung
der Ecken auf einer Ellipse
2.2 Physikalische Grundlagen der Simulation
2.2.1 Gestalt und Eigenschaften der Partikel
Der Versuch, einen Haufen aus Glasmurmeln zu bauen, wird zwangsla¨ufig scheitern, da Teile des
Haufens abrollen. Um in der zweidimensionalen Simulation realistische Haufen zu erzeugen, gibt es
typischerweise zwei Alternativen. Entweder, man stellt die Teilchen als Kreise dar und schra¨nkt den
Rotationsfreiheitsgrad ku¨nstlich ein oder man versucht, rauhe Teilchen zu simulieren [48,119–121].
Fu¨r die vorliegende Arbeit wurde die zweite Mo¨glichkeit gewa¨hlt und als Form der zu simulierenden
Teilchen Polygone verwendet. Dabei ergeben sich einige Herrausforderungen, die bei der Simu-
lation von Scheiben nicht auftreten: die Modellierung des Kraftgesetzes wird schwieriger und der
Rechenaufwand steigt deutlich an. Werden geeignete Kraftgesetze (Abschnitt 2.2.2) und effiziente
Algorithmen (Abschnitt 2.4) verwendet, bekommt man ein zuverla¨ssiges Werkzeug, um granulare
Systeme zu untersuchen.
Fu¨r die simulierbaren Polygone gibt es nur zwei Beschra¨nkungen:
1. Das Polygon hat mindestens 3 Ecken.
2. Das Polygon ist konvex.
Die erste Forderung ist naheliegend, wenn die Art der Kraftberechnung beru¨cksichtigt wird. Wie in
Abschnitt 2.2.2 erla¨utert wird, ist die Abstoßung bei Kontakt proportional zu der Fla¨che des ¨Uber-
lapps zweier Polygone. Strecken oder Punkte als Teilchen sind dann nicht sinnvoll, da die ¨Uberlapp-
fla¨che immer gleich Null wa¨re. Damit wu¨rde auf diese Partikel keine Kraft aufgrund von Kollisionen
wirken. Die zweite Forderung ist eine Einschra¨nkung des Algorithmus zur Abstandsbestimmung,
gewa¨hrleistet aber außerdem, daß es zwischen zwei Teilchen nur einen Kontaktbereich gibt.
Bei vielen in dieser Arbeit vorgestellten Systemen werden große Mengen von Teilchen simuliert,
die sich zwar a¨hnlich sein sollen, aber doch Unterschiede in Gro¨ße und Form haben mu¨ssen, um
Ordnungseffekte zu umgehen. Diese Partikel werden wa¨hrend des Programmlaufs erzeugt, indem
man per Zufall Ecken auf einer Ellipse plaziert. Wenn also in den weiteren Abschnitten Angaben
zu den Radien eines Teilchens gemacht werden, beziehen sich diese immer auf die Ellipse, in die
das Teilchen eingepaßt wurde. Detaillierte Angaben, wie die Form, Eckenzahl und Gro¨ßenverteilung
vorgegeben und bestimmt werden, findet sich im Anhang B.1.6.
Fu¨r die Simulation mu¨ssen fu¨r jedes Polygon drei Gro¨ßen berechnet werden:
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1. Masse
2. Schwerpunkt
3. Tra¨gheitstensor
Es wird angenommen, daß die Polygone eine homogene Massenverteilung haben, die Dichte ist  .
Zur Berechnung der Masse wird das Polygon in æ einzelne Dreiecke p zerlegt, deren Fla¨che
Ó
N
einfach zu bestimmen ist.
Dann gilt
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Gleiches gilt auch fu¨r die Berechnung des Schwerpunktes. Man zerlegt das Polygon wieder in geeig-
nete Dreiecke, fu¨r die die Masse  N und der Schwerpunkt êëN bestimmt wird. Es gilt dann
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Danach wird das Polygon so verschoben, daß sein Schwerpunkt bei (0,0) liegt und der Tra¨gheitsten-
sor wird bestimmt. Dann wird das Polygon ein weiteres mal in Dreiecke zerlegt, diesmal so, daß von
allen Dreiecke p eine Ecke auf dem Ursprung liegt. Dann kann das Tra¨gheitsmoment mit Hilfe des
Steinerschen Satzes fu¨r die Rotation um diese Ecke berechnet und somit das Gesamttra¨gheitsmoment
bestimmt werden [118].
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Die Berechnung dieser Gro¨ßen wird fu¨r jedes Partikel nur einmal bei dessen Erzeugung durchgefu¨hrt
(siehe Abbildung E.1). Zu diesem Zeitpunkt werden noch viele andere Initialisierungen (Listenver-
waltung, Voronoiregionen, Bounding–Boxes) fu¨r die effektive Repra¨sentation eines Teilchens durch-
gefu¨hrt. Diese sind aber fu¨r die physikalischen Eigenschaften nicht von Bedeutung. Einen kurzen
¨Uberblick bietet der Anhang E, ansonsten sind diese Schritte ausfu¨hrlich im Quellcode von gc2d
dokumentiert.
2.2.2 Kraftberechnung bei der Kollision
Die Kraft, die auf polygonale Partikel wirkt, zu modellieren, ist die Herausforderung bei der Simu-
lation. Folgende Kra¨fte3 wurden beru¨cksichtigt:
c Gravitation
c Abstossung bei Kontakt
c Reibung
3Mit gc2d ist es auch mo¨glich, Federn an ein einzelnes Partikel anzuha¨ngen. Da diese Kra¨fte nicht zur physikalischen
Modellierung der Kollision geho¨ren, werden sie hier nicht beschrieben (siehe Anhang B).
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c Koha¨sion
Da von jedem Korn p die Masse  N bekannt ist, erfolgt die Berechnung der Gravitationskraft einfach
u¨ber
F  

N

` (2.13)
Der Wert von  kann vorgegeben werden. Solange nichts anderes erwa¨hnt wird, ist  í`bî ° Â ) 8
verwendet worden.
Eigentlich mu¨ßte man bei der Kollision von weichen Teilchen deren Deformation berechnen. Mo¨glich
wa¨re dies zum Beispiel u¨ber eine Finite-Elemente-Methode. Aus Rechenzeitgru¨nden ist dies aber mit
heutigen Computern nicht praktikabel. Stattdessen erlaubt man den Teilchen wa¨hrend der Simulation
zu u¨berlappen. Nach dem von Hertz [122] hergeleiteten Kraftgesetz ist bei Kugeln die Kraft ÚN¹m von
der Eindringtiefe V 
AJ ] 
8
abha¨ngig:
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V
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Die Richtung der Kra¨fte ist dann parallel zur Verbindungslinie der Schwerpunkte. In gleicher Weise
wird dieses Kraftgesetz auch fu¨r die Simulation von Scheiben in zweidimensionalen Systemen ver-
wendet [3, 123]. Fu¨r Polygone muss man diesen Ansatz erweitern. Hier beschreibt die Eindringtiefe
die Kollision sicher nicht mehr vollsta¨ndig, sondern die Kraft ha¨ngt auch von der Geometrie der
beteiligten Teilchen ab. Außerdem ist die Kraftrichtung nicht mehr aus der Lage der Schwerpunkte
bestimmbar, wie sich am Beispiel zweier langer Sta¨be zeigt, die sich an ihren Enden beru¨hren.
Man nimmt nun an, daß der deformierte Bereich bei der Kollision zweier Partikel p und r dem
¨Uberlappbereich entspricht. Dann kann man mit der Poissonschen Vermutung [123], daß die Kraft
proportional zur verformten Fla¨che ist, folgern, daß die Normalkraft auch proportional zur Fla¨che
ì
N¹m des ¨Uberlappgebietes sein muß. Da die ¨Uberlappfla¨che
ì
und Eindringtiefe V bei Scheiben u¨ber
ì
ï
A
ð
zusammenha¨ngen, gilt fu¨r diesen Fall weiterhin ÚN¹m}ï V
 ð
.
In Abbildung 2.4 sind die beteiligten Vektoren und Punkte dargestellt. Als Angriffspunkt -hN¹m der
Kra¨fte wurde die Mitte der Strecke  ] 
8
gewa¨hlt. Es ist auch mo¨glich, stattdessen den Schwerpunkt
der Fla¨che A zu verwenden, dies fu¨hrt aber zu sta¨rkeren Oszillationen bei verschiedenen Geometrien.
Im Falle von Kugeln sind beide Punkte identisch. Normalkra¨fte wirken senkrecht zur Verbindungsli-
nie, Tangentialkra¨fte parallel zur ihr.
Bevor die Berechnung genauer beschrieben wird, sollen noch einige praktische Gro¨ßen definiert
werden.
Charakteristische La¨nge:
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Reduzierte Masse:
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Zur Berechnung der Tangentialkra¨fte notwendige Masse unter Beru¨cksichtigung der Tra¨gheitsmo-
mente
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Abbildung 2.4: Die Normalen- und Tangentialrichtung bei der Kollision wird durch die Kontaktli-
nie (gru¨n) bestimmt. Die Vektoren N und m deuten vom Schwerpunkt des jeweiligen Teilchens
zur Mitte der Kontaktlinie.
Tangentialgeschwindigkeit am Punkt -hNºm
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Effektive Eindringtiefe
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Die effektive Eindringtiefe setzt dabei die ¨Uberlappfla¨che und die charakteristische La¨nge zueinander
ins Verha¨ltnis.
Die Normalkraft, also die Kraft in Richtung von ÇËñ , wird bestimmt durch:
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Dabei ist ÷ der Elastizita¨tsmodul (Young-Modul), in zwei Dimensionen hat es die Einheit N/m.
Diese Modellierung der Kraft orientiert sich am Hookschen Gesetz. Die Definition der effektiven
Eindringtiefe fu¨hrt zu folgender ¨Uberlegung unter der Annahme des ¨Uberlapps
ì
zweier Partikel:
je kleiner die beteiligten Teilchen sind, umso kleiner ist  , entsprechend ist die Normalkraft dann
gro¨ßer. Dies modelliert die Tatsache, daß es leichter wird, einen Ko¨rper um ein festes Volumen zu
komprimieren, je gro¨ßer er ist.
Beim zentralen Stoß zweier Partikel ist  praktisch konstant und die Kraft nimmt mit zunehmender
¨Uberlappfla¨che zu. Fu¨r die in Abbildung 2.5 dargestellten Geometrien wurde nun der Kraftverlauf
fu¨r eine Kollision zweier identischer Teilchen simuliert. In Abbildung 2.6 ist die Abha¨ngigkeit der
Normalkraft von der Eindringtiefe V dargestellt. Fu¨r die Kollision zweier Kugeln erha¨lt man Ú
Ê
ï
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Abbildung 2.5: Bestimmung der Eindringtiefe bei der Kollision zweier Scheiben (rot), zweier Spit-
zen (gru¨n) und zweier Pla¨ttchen (blau). Die Pla¨ttchen wurden leicht versetzt dargestellt, um die
Darstellung zu verbessern. Bei den Simulationen zu den Abbildung 2.6 und 2.7 gab es diese Ver-
setzung nicht.
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Abbildung 2.6: Der Zusammenhang zwischen der Eindringtiefe und der Normalkraft bei der Kol-
lison zweier Spitzen, zweier Scheiben oder zweier Pla¨ttchen.
2.2 Physikalische Grundlagen der Simulation 31
0 0.5 1 1.5 2 2.5 3
x 10−3
−6
−4
−2
0
2
4
6
8
10
12
14
x 104
Kontaktzeit  [s]
Kr
af
t [N
]
Spitzen F
n
Spitzen F
d
Scheibe F
n
Scheibe F
d
Plättch. F
n
Plättch. F
d
Abbildung 2.7: Der zeitliche Verlauf der Normalkraft und Normalenda¨mpfung bei der Kollison
zweier Spitzen, zweier Scheiben oder zweier Pla¨ttchen.
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Abbildung 2.8: Der zeitliche Verlauf der Tangentialkraft beim schra¨gen Auftreffen (45 ø ) einer Spit-
ze, einer Scheibe oder eines Pla¨ttchens auf eine Wand.
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ùËúû
. Dies ist die Hertzsche Pressung [109]; die Kollision zweier Sta¨be entspricht dem Hookschen
Gesetz ü³ýßþ
ù
. Aus dem ¨Uberlapp zweier 45 ø -Spitzen folgt fu¨r diesen Fall ü³ý þ ù

.
Wa¨hrend des Stoßes wird, außer im voll elastischen Fall, Energie dissipiert. Im ersten Schritt wird
die Da¨mpfung der Da¨mpfungskraft  des harmonischen Oszillators nachempfunden.
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Dabei wird wieder angenommen, daß  wa¨hrend der Kollision konstant ist. 	 ist die Da¨mpfungskon-
stante, wobei 	!#" dem elastischen Fall entspricht. Bei der Kollision kann nun der Fall auftreten,
daß die Da¨mpfung betragsma¨ßig gro¨ßer wird als die Normalkraft. Dies kann auftreten, wenn sich die
Teilchen wieder voneinander entfernen, da dann die Normalkraft u¨berkompensiert und damit negativ
werden kann. Dies wu¨rde kurzzeitig zu einer attraktiven Wechselwirkung fu¨hren. Deswegen erfolgt
die Berechnung der eigentlichen Da¨mpfung durch

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der Partikel. Ein typischer Verlauf der Normalkraft und der Da¨mpfung ist in Abbildung 2.7 gezeigt.
Simuliert wurde wieder die Situation aus Abbildung 2.5, diesmal mit 	./"1032 . Dargestellt ist immer
der Kraftverlauf ab dem Beginn der Kollision. Man sieht, daß die Kontaktzeit  5476898 von der Geome-
trie abha¨ngig ist. Bei der Kurve fu¨r die Kollision der Quadrate wird das Abschneiden von  im
Zeitraum ' : <;1">=@? )BA <;1">=@?
,
sichtbar.  macht zur Zeit : <;1">=@? s einen Knick. Ab dort ist dann


+
ü

und die Da¨mpfung wird damit betragsma¨ßig nicht gro¨ßer als die Normalkraft.
Die Tangentialkraft und die Reibung sind entsprechend den Modellen von Cundall und Strack [109]
gestaltet. Die einfachste Vorstellung ist, daß in dem Moment, in dem sich die beiden Teilchen
beru¨hren, eine Feder am Kontaktpunkt angebracht wird, die bei der weiteren Bewegung gespannt
ist und somit das Teilchen bremst. Die Reibungskraft gibt aber nur eine Maximalkraft an, die auf das
System wirkt, ohne daß es beschleunigt wird. ¨Ubersteigt also die Kraft der Feder die Reibungskraft,
so wird sie nicht weiter gedehnt, sondern mitgezogen.
Zu Beginn der Kollision ist die Tangentialkraft üDCFE "1GH/" . Die Kraft, die diese Feder zum Zeitpunkt
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gegeben. Der Faktor
 V
ist angepasst an eine Herzsche Pressung ohne Rotation [124]. Im allgemeinen
wurde die Coulombsche Reibung
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verwendet, aber auch die Modellierung eines geschwindigkeitsabha¨ngigen Reibungsgesetzes nach
Rabinowicz [125] mit
üTS
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=ZY
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G (2.25)
oder andere Formen sind mo¨glich.
Zu betonen ist, daß die verwendeten Reibungsgesetze nicht rein viskos sind, also auch fu¨r eine Rela-
tivgeschwindigkeit N C /" eine Reibungskraft üTS^] " existiert.
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Warum nun kann man nicht einfach mit dem Ansatz ü C _X ü

und die Kraftrichtung entgegen-
gesetzt zu N
C
arbeiten? Im Bereich der Oszillation sehr kleiner Geschwindigkeiten um 0 wu¨rde die
Reibung bei gleichem Betrag dauernd ihr Vorzeichen wechseln; die Unstetigkeit des Kraftverlaufs
fu¨hrt zu numerischen Problemen.
Um dies zu umgehen, wird normalerweise ein viskoser Reibungsterm [3, 102, 126] verwendet, fu¨r
kleine Geschwindigkeiten gilt dann ü`S 
X N C ü  E  G .
Dieses Modell fu¨hrt bei polygonalen Teilchen dazu, daß ein rechteckiger Block auf einer schiefen
Ebene nie zum Stillstand kommt oder, wenn er gestoppt wird, nicht liegen bleibt. Erst der Trick mit
dem “langsamen Einschalten” der Reibung gewa¨hrleistet, daß ein Block auf einer schiefen Ebene
zur Ruhe kommen kann (siehe Abschnitt 2.5.1). Um Tangentialschwingungen zu da¨mpfen, wurde
ein vikoser Da¨mpfungsterm

C analog zu Gleichung 2.21 verwendet:
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Da auch die Summe ü 
C
I

C immer kleiner als die Reibungskraft bleiben soll, ist die vollsta¨ndige
Darstellung der Tangentialkraft ü C bei Coulombscher Reibung dann
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wobei sich das Vorzeichen nach dem des ersten Terms richtet.
In Abbildung 2.8 wird die Entwicklung der Normal- und der Tangentialkraft exemplarisch fu¨r drei
Ko¨rper (Scheibe, Pla¨ttchen mit der Kante und Dreieck mit der Spitze) bei schra¨gem Auftreffen auf
den Boden dargestellt. Fu¨r den Reibungskoeffizienten gilt Xde"1032 , fu¨r die Da¨mpfung 	
e"10 A . Bei
allen drei Ko¨rpern sieht man das Ansteigen des Betrages der Tangentialkraft mit zunehmender Dauer
des Kontaktes bis zu einem jeweiligen Extremwert. Diese Minima bei den drei Kurven der Tangenti-
alkraft sind jeweils der Zeitpunkt, bei dem sich das Vorzeichen der Normalengeschwindigkeit a¨ndert,
die Teilchen sich also wieder voneinander wegbewegen. Beim Quadrat sieht man ab dem Zeitpunkt
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eine ¨Anderung des Kurvenverlaufs. Ab dann rutscht das Teilchen nicht mehr mit der
Kante u¨ber den Untergrund, sondern kippt u¨ber die vordere Ecke ab. Gleichzeitig wird die Tangeti-
alkraft durch die Coulombsche Reibung dominiert. Bei Dreieck und Kugel ist das Verhalten etwas
anders. Zu Beginn des Kontaktes dominiert die Coulombsche Reibung. Dann, bedingt durch die Ro-
tation, nimmt die Tangentialkraft ab und wechselt sogar das Vorzeichen. Erst gegen Ende dominiert
der Term X ü  wieder ü C .
Eine einfache Modellvorstellung fu¨r die Koha¨sion ist, daß die Kraft proportional zur Kontaktfla¨che
ist. In unserem zweidimensionalen Modell entspricht die Gro¨ße der Kontaktfla¨che der La¨nge  der
Strecke ghBiFh  (siehe Abbildung 2.4).
Die Koha¨sionskraft ist dann
ü-j7kml
/n
jokml

c

cWp (2.28)
wobei der Parameter n jokml die Sta¨rke der Koha¨sion bestimmt und die Einheit [N/m] hat. Im Gegensatz
zu dem von Kun [127] vorgeschlagenen Modell, bei dem die attraktiven Kra¨fte zwischen den Schwer-
punkten direkt wirken, greifen sie hier am Kontaktpunkt an und sind nicht konstant. Diese Definition
der Koha¨sion la¨ßt sich sehr einfach fu¨r die vorgestellte Simulation von Polygonen realisieren, da die
Geometrie des Kontaktes auch schon fu¨r die Berechnung von Normal- und Tangentialkraft notwen-
dig ist. Der numerische Aufwand reduziert sich dadurch auf eine Addition und eine Multiplikation
pro Kontakt.
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Das aufgrund eines Kontaktes wirkende Drehmoment um den Schwerpunkt fu¨r Teilchen q ist
r

rsHt F 0 (2.29)
2.2.3 ¨Anderung der Teilchengro¨ße
Es kann aus verschiedenen Gru¨nden interessant sein, die Gro¨ße des Teilchens wa¨hrend der Simulati-
on zu vera¨ndern:
u Ausdehnung aufgrund von globalen Temperatura¨nderungen
u Materialabtrag durch Reibung
u Volumena¨nderung durch Austrocknung des Granulates
Dabei werden keine Forma¨nderungen beru¨cksichtigt, sondern eine Skalierung des Teilchendurch-
messers durchgefu¨hrt. Diese wird bei der Berechnung der Position der v + ten Ecke des q + ten Teil-
chens beru¨cksichtigt. wTsyx pz syx sind die Koordinaten der Ecken im Schwerpunktsystem des Teilchens,
w
s
pz
s dessen Schwerpunkt und { s dessen Winkel:
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}
s ist der Skalierungsfaktor des einzelnen Teilchens. } s b; gibt die Orginalteilchengro¨ße, "/} s /;
bedeutet eine Verkleinerung der Teilchen, ;/} s eine Vergro¨ßerung.
Um die Einflu¨sse einer globalen Temperatura¨nderung zu simulieren, setzt man mit
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alle Skalierungsfaktoren auf den selben Wert. } ] ; entspricht dann einem Aufheizen des Sy-
stems in Bezug auf }*; und }*Ł; ein Abku¨hlen. Damit sind Simulationen zu Systemen, wie
sie Geminard [128, 129] untersucht, durchfu¨hrbar. Dabei wird die Kompaktion eines Granulates ge-
messen, welches periodisch erwa¨rmt und wieder abgeku¨hlt wird. Die Vera¨nderung der Gro¨ße der
Partikel fu¨hrt dann zu einer Volumenvera¨nderung des Gasamtsystems. Diese Mo¨glichkeiten, das Sy-
stem “aufzuheizen”, ist in gc2d implementiert. Wie diese Mo¨glichkeiten genutzt werden, ist im
Anhang B.1.2.3 beschrieben. In der gleichen Art und Weise kann man auch das Schrumpfen des
Granulates durch Austrocknung simulieren.
Eine anderes System, bei dem die Gro¨ßena¨nderung der Partikel beru¨cksichtigt werden muß, ist in
Erweiterung von [130] der Materialabtrag von Eisenbahnschotter bei Belastung. Bei der Simulati-
on bietet es sich an, die einzelnen Skalierungsfaktoren in Abha¨ngigkeit der wirkenden Kra¨fte zu
vera¨ndern. Ein mo¨gliches Modell wa¨re, daß man den Teilchendurchmesser um  reduziert, wenn
eine gewisse Kraft ü  , die auf das Teilchen wirken darf, u¨berschritten wird:
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Kleiner als }  s¹ý du¨rfen die Teilchen dabei nicht werden, um Konflikte mit dem Zeitschritt des Dif-
ferentialgleichungslo¨sers auszuschließen. gc2d ist fu¨r diese Erweiterungen vorbereitet (siehe An-
hang E.2), in dieser Arbeit gilt aber grundsa¨tzlich4 } s /; .
2.3 Berechnung physikalischer Daten aus den Simulationsergebnissen
“The aim of computing is enlightenment, not numbers” [131] ko¨nnte man als Motto u¨ber diesen
Abschnitt setzen. Ein Simulationslauf von gc2d kann mehrere Gigabyte an Daten liefern. Aus diesen
Rohdaten mu¨ssen dann erst die aus physikalischer Sicht interessanten Daten gewonnen werden, sei es
durch geeignete Mittelung oder durch komplexere Berechnungen. Die dazu verwendeten Methoden
werden im folgenden Abschnitt vorgestellt.
2.3.1 Simulationsdaten
Zuerst soll beschrieben werden, welche Daten zur Verfu¨gung stehen. Dabei ist es unwichtig, wie
diese Daten tatsa¨chlich gespeichert werden. Eine genaue Beschreibung dieses technischen Aspektes
findet sich in Anhang C.1. Die Daten, die man aus der Simulation fu¨r ein einzelnes Teilchen q erha¨lt,
lassen sich in zwei Untergruppen einteilen:
1. zeitunabha¨ngige Daten
2. Daten fu¨r einen bestimmten Zeitpunkt  
Zu den zeitunabha¨ngigen Daten geho¨ren in erster Linie Materialparameter wie Dichte, Elastizita¨t und
Reibungskoeffizient. Bei einer Simulation ist es zwar einfach mo¨glich, diese Werte wa¨hrend eines
Laufs zu vera¨ndern, in der vorliegenden Arbeit wurde von dieser Mo¨glichkeit aber kein Gebrauch
gemacht5. Ebenfalls zu den zeitunabha¨ngigen Daten geho¨rt die Masse eines Teilchens, die sich aus
dessen Geometrie berechnen la¨ßt. Hier muß man aber beru¨cksichtigen, daß bei Simulationen in denen
die Ausdehnung eines Granulates aufgrund externer Erwa¨rmung beschrieben wird, sich die Fla¨che
und Dichte des Teilchens sehr wohl a¨ndern. Im weiteren wird, wenn nichts anderes erwa¨hnt ist,
mit konstanter Teilchenfla¨che gerechnet. Zeitunabha¨ngig ist auch die Form der Partikel, also ist fu¨r
ein Teilchen q auch die Zahl der Ecken  s konstant. Bekannt ist fu¨r den Fall, daß der Schwerpunkt
xs

wTs
z
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"
im Ursprung liegt und die Rotation { " gleich Null ist, die Position der

+ ten Ecken

ý
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s
mit  /;J0B0B0 s 0 (2.34)
Zeitabha¨ngige Gro¨ßen eines Partikels sind seine Position x E  G , sein Rotationswinkel {DE  G , sowie die
entsprechenden Geschwindigkeiten  E  G , {ﬀE  G und Beschleunigungen  E  G , {DE  G . Die Lage der Ecken
zum Zeitpunkt  berechnet sich dann fu¨r Teilchen q mit dem Schwerpunkt xs5E  G und der Rotation {Ts5E  G
mittels
4Um Rechenzeit zu sparen, ist durch entsprechende Kompilierung (siehe Anhang E.2) sichergestellt, daß die Multipli-
kation mit 1 garnicht erst ausgefu¨hrt wird
5Ein Ausnahme bildet der Film mid9f.mpg auf der beigelegten CDROM. Hier wurde wa¨hrend der Simulation die
Reibung schlagartig auf Null reduziert, was zur Fluidisierung eines Sandhaufens fu¨hrt.
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Neben den Daten fu¨r einzelne Teilchen sind auch die kompletten Daten der Kra¨fte zu einem be-
stimmten Zeitpunkt bekannt. Fu¨r jede Kraft q sind
1. der Ansatzpunkt der Kraft 

s
2. die Gro¨ße der Kraft s
bekannt, ebenso, auf welche Teilchen die Kra¨fte wirken.
2.3.2 Berechnung weiterer Gro¨ßen
In den Abschnitten 3 und 4 wird es no¨tig werden, den Druck auf den Boden bzw. die Seitenwand
des Systems zu berechnen. Dazu werden aus allen Kra¨ften des Systems zuerst die Kra¨fte s an den
Punkten 

s
ausgesucht, die auf die zu untersuchende Wand wirken. Die Seitenwand bzw. der Boden
habe die La¨nge  . Der mittlere Druck auf einen Boden ergibt sich dann aus

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der auf eine Seitenwand aus
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Interessant ist aber nicht nur der mittlere Druck, sondern auch die o¨rtliche Verteilung £¤E¥w G . Um dies
zu erreichen, bestimmt man den Druck in einem geeigneten Messintervall der Breite
O1¦
.
Dazu definieren wir eine Testfunktion §E¥w p w
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Angewandt auf die Angriffspunkte der Kra¨fte ergibt s§E¥w p    

s
G
alle Kra¨fte, die innerhalb eines
bestimmten Intervalls um w angreifen.
Der lokale Druck auf einen Boden ist
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der auf eine Wand
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Bei der Bestimmung des Drucks gilt es, einen geeigneten Wert fu¨r die Gro¨ße des Meßintervalls zu
finden. Ist das Intervall zu klein, wird u¨ber zu wenige Kra¨fte gemittelt und in der Druckkurve sind
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a) b)
b
Abbildung 2.9: Die Bestimmung des Bo¨schungswinkels kann a) u¨ber einen Fit an die obersten
Partikel in einzelnen Intervallen oder b) u¨ber die Fla¨che des Systems erfolgen.
die einzelnen Kra¨fte zu erkennen. Ist das Meßintervall zu groß, so werden Details wie das lokale
Druckminimum bei einem Sandhaufen weggemittelt. Die Erfahrung hat gezeigt, daß 10-20 Kontakte
pro Intervall ein guter Kompromiß sind. Es muß aber immer durch Variation der Intervallbreite u¨ber-
pru¨ft werden, ob vermeintliche Effekte nicht nur Artefakte sind. Anders als im realen Experiment
ist es auch mo¨glich, die Meßbereiche u¨berlappen zu lassen, so daß eine bessere o¨rtliche Auflo¨sung
mo¨glich ist.
Aus der Simulation sind alle wirkenden Kra¨fte bekannt und es ist einfach, entsprechende Wahr-
scheinlichkeitsverteilungen zu bestimmen. Man berechnet die Richtungen ªTs der Kra¨fte s u¨ber
«
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ªTs
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s
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(2.41)
und bestimmt dann deren Wahrscheinlichkeiten £Emª G . Diese Daten werden sinnvollerweise in einem
Polarkoordinatensystem aufgetragen (siehe z.B. Abbildung 4.2(e) oder 4.5(e)). Hier ist sehr leicht
zu erkennen, ob das Kraftnetzwerk anisotrop ist. Da an jedem Kontakt zwei entgegengesetzte Kra¨fte
angreifen6, gilt £Emª G¬ £Emª a
­G . Die Verteilung der Gro¨ße der Kra¨fte £¤ESü®  ü¯] G ist auch
direkt berechenbar.
Da bekannt ist, auf welches Teilchen  jede der Kra¨fte wirkt, kann fu¨r ein bestimmtes Teilchen
abgeza¨hlt werden, wieviele Kontakte es hat. Diese Zahl heißt Koordinationszahl ° , ihre Verteilung
£¤Em°
G ist wiederum direkt berechenbar.
Zur Bestimmung des Bo¨schungswinkels wurden zwei Methoden verwendet:
Im Fall eines Haufens, der auf einem Untergrund aufgeschu¨ttet wurde, ist die Oberfla¨che hinreichend
glatt. Ein Beispiel ist der Haufen in Abbildung 4.17. Von jedem Teilchen q ist dessen Schwerpunkt
bekannt. Dann wird fu¨r Intervalle an den Orten wTs (a¨hnlich wie Gleichung 2.38) der jeweils ho¨chst-
gelegene Schwerpunkt
ù
E¥wTs
G bestimmt. An
ù
E¥w
G
wird eine Gerade angefittet, u¨ber deren Steigung
der Bo¨schungswinkel ± berechnet wird. Eigentlich sollte bei der Bestimmung der Oberfla¨che die
ho¨chstliegende Ecke gesucht werden, da bei der Berechnung mit Hilfe des Schwerpunktes die Ober-
fla¨che
ù²
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GH
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S·¸@ý
³F¹
E¥w
G
I
 zu tief angesetzt wird. Da aber nur die Steigung interessant
ist, ist  unwichtig. Die Berechnung u¨ber die Schwerpunkte ist im allgemeinen um den Faktor 10-20
schneller. Problematisch ko¨nnte diese Vereinfachung erst werden, wenn man einen Haufen aus sehr
langen Sta¨ben aufschu¨tten wu¨rde.
6Gravitationskra¨fte seien hier unberu¨cksichtigt.
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a) b)
Abbildung 2.10: Die Testfla¨che (rot) zur Berechnung des lokalen Fu¨llgrads. Grau eingezeichnete
Fla¨chen werden bei der Berechnung der lokalen Dichte beru¨cksichtigt und der gemittelte Fu¨ll-
grad wird dann fu¨r den rot markierten Schwerpunkt der Testfla¨che angegeben. b) Die Testfla¨che
schneidet die freie Oberfla¨che des Granulates; die Fla¨che wird entsprechend verkleinert (gestri-
chelte rote Linie).
Wenn, wie im Abschnitt 4.4 die Oberfla¨chen allerdings sehr zerklu¨ftet sind, ist eine andere Metho-
de, analog der in [49, 132] verwendeten, gu¨nstiger. Allerdings muß hierzu die Breite
¦
der Basis der
Aufschu¨ttung bekannt sein. Aus der Fla¨che º , die das Granulat einnimmt, ergibt sich der Bo¨schungs-
winkel u¨ber
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0 (2.42)
Der Vorteil diese Methode ist, daß sie integralen Chrakter hat und eine Bestimmung der Oberfla¨che
nicht notwendig ist. Dadurch umgeht man die Probleme mit stark zerklu¨fteten Granulathaufen bei
sehr starker Koha¨sion.
Eher der Visualisierung als der Auswertung dienend ist die Darstellung des Systems selbst bzw. des
Kraftnetzwerkes; “eigenartige” Simulationen lassen sich so fru¨hzeitig erkennen.
Bei der Darstellung des Systems selbst bekamen die Teilchen immer eine Farbe entsprechend ihrer
internen Teilchennummer zugewiesen. Da diese Nummer im allgemeinen aufsteigend vergeben wird,
haben bei den Sandhaufen Teilchen gleichen “Alters” a¨hnliche Farben. Damit kann man die “Ge-
schichte” des Systems erkennen. So ist zum Beispiel an dem Haufen in Abbildung 4.16 zu erkennen,
daß wohl im Laufe der Entstehung dieses Haufens ein Teil des Haufens zur Seite gerollt/gerutscht ist
und sich daru¨berliegendes Material wie ein Keil dazwischengeschoben hat. Der Grund dafu¨r ist, daß
die Teilchen sehr glatt waren und exakt dieselbe Gro¨ße haben.
Radji (siehe Titelseite von [23]) verbindet zur Darstellung der Kraftnetzwerke die Schwerpunkte
zweier sich beru¨hrender Teilchen. Die Breite der Linie ist dann proportional zur Kraft. Hat man aber
nichtrunde Teilchen, so wird im allgemeinen der Aufpunkt der Kraft nicht auf dieser Linie liegen.
Deswegen wurde stattdessen fu¨r jeden Kontakt je eine Linie vom Schwerpunkt zum Aufpunkt der
Kraft gezeichnet. Auch hier ist die Dicke und Farbigkeit proportional zum Betrag der Kraft. Durch
die Darstellung (z.B. Abbildung 4.20(a)) lassen sich sehr einfach Pfade darstellen, entlang derer die
Kra¨fte wirken.
2.3.3 Berechnung der lokalen gemittelten Dichte
Betrachtet man einen Ausschnitt aus einer granularen Aufschu¨ttung, so ist zu sehen, daß die ein-
zelnen Ko¨rner den vorhandenen Raum nicht wie eine Flu¨ssigkeit oder ein Gas ausfu¨llen, sondern
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daß große Zwischenra¨ume entstehen. In zwei Dimensionen beschreibt die Packungsdichte, wieviel
Prozent der Fla¨che vom Festko¨rper bedeckt werden. Die Packungsdichte ist nicht nur von Form und
Gro¨ßenverteilung der Teilchen abha¨ngig, sondern auch von der Entstehungsgeschichte des Systems.
Dementsprechend ist es interessant, diesen Wert auch o¨rtlich aufgelo¨st zu bestimmen.
Dazu wird eine Testfla¨che ﬃ u¨ber das System gelegt und fu¨r alle Teilchen q der Simulation berechnet,
welcher Anteil ªTs der Teilchenfla¨che ºWs innerhalb der Testfla¨che liegt. Dabei gilt
ª`s
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; Teilchen q vollsta¨ndig in ﬃ
" Teilchen q außerhalb von ﬃ
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sonst
0 (2.43)
Der einfachste Ansatz fu¨r die lokale relative Dichte ist dann
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Fu¨r den Fall, daß wie in Abbildung 2.10a) die Testfla¨che komplett von Granulat umgeben ist, ist
diese Methode zuverla¨ssig. Problematisch wird es aber, wenn die Testfla¨che am Rand des Systems
liegt, also nicht komplett ausgefu¨llt wird. In Abbildung 2.10b) wu¨rde dann die lokale Dichte extrem
unterscha¨tzt werden. Deswegen wird in einem zweiten Schritt die Testfla¨che verkleinert. Dazu wird
die Menge  i der innerhalb von ﬃ liegenden Ecken derjenigen Teilchen bestimmt, fu¨r die ª s ] "
gilt. Dann berechnet man die Menge der Schnittpunkte   der Teilchen mit dem Rand. Von den
Punkten  iD¼   wird dann die konvexe Hu¨lle und deren Fla¨che ﬃ½³ bestimmt.
Die verbesserte Definition fu¨r die lokale Dichte lautet dann
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Im Inneren des Systems sind Gl. 2.44 und Gl. 2.45 gleichwertig. Am Rand unterscha¨tzt die Variante
mit der konvexen Hu¨lle die Dichte aber deutlich weniger.
2.3.4 Berechnung von Spannungstensoren aus den Kra¨ften
Zur Bestimmung der Spannungstensoren im Granulat stehen die Kra¨fte und deren Angriffspunkte zur
Verfu¨gung. Zuerst soll gezeigt werden, wie daraus der mittlere Spannungstensor in einem einzelnen
Partikel berechnet wird, anschließend wird die Rechnung auf gro¨ßere Gebiete mit mehreren Teilchen
erweitert; es gilt immer q p v p n p
(¾À¿
w
pzPÁ
. Im Gleichgewichtszustand gilt fu¨r einen deformierten
Ko¨rper
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Zur Berechnung des mittleren Spannungstensors wird Gleichung 2.46 mit wx multipliziert und dann
u¨ber das Volumen Ä · des Teilchens integriert [122].
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a) b)
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Abbildung 2.11: a) Alle Teilchen, deren Schwerpunkt innerhalb einer Testfla¨che liegt, werden zur
Spannungsberechnung herangezogen. b) Kra¨fte (gru¨n) die im Inneren wirken, tragen zur Span-
nungsberechnung nicht bei. Die Testfla¨che wird den Aufpunkten  der Kra¨fte angepaßt.
Mit dem Gausschen Integralsatz wird das Volumenintegral in ein Oberfla¨chenintegral umgeschrie-
ben.
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Da an der Oberfla¨che des Partikels nur einzelne Kra¨fte angreifen, kann die linke Seite der Gleichung
als Summe u¨ber alle angreifenden Kra¨fte geschrieben werden.
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Die Symmetrie des Spannungstensors erlaubt die Vertauschung der Indizes bei w und ü . Die Span-
nungstensoren in einem Teilchen werden jetzt u¨ber ein gro¨ßeres Volumen Ä gemittelt. Da der die
Partikel umgebende Leerraum spannungsfrei ist, gilt
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Die Doppelsumme kann nun durch Zerlegung der Kontaktvektoren und anschließende Summation
u¨ber alle Kontakte vereinfacht werden [123]. Man kann aber auch anschaulich (siehe Abbildung 2.11
argumentieren. Zuerst wird der Ursprung des Koordinatensystems o.B.d.A. in den Schwerpunkt der
Testfla¨che gesetzt. Da im Inneren an einem Kontakt zwei entgegengesetzt gerichtete und gleich große
Kra¨fte wirken, tragen diese zur mittleren Spannung nichts bei. Es bleiben also nur die Kra¨fte an der
Oberfla¨che des Testko¨rpers u¨brig. ¨Uber diese wird nun summiert:
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sx^]
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Ä
wTsüTx (2.51)
Cundall und Strack [109] haben in a¨hnlicher Weise den Spannungstensor in einem Granulat berech-
net. Um zu gewa¨hrleisten, daß 
Ã
syx] auch bei der Simulation symmetrisch ist, verwendet man bei
der Auswertung
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2.4 Methoden zur effizienten Simulation 41
Bei der Auswertung wird dann zuerst fu¨r ein beliebiges Rechteck, das ungefa¨hr die gewu¨nschte
Gro¨ße hat, bestimmt, welche Partikel innerhalb dieser Fla¨che liegen. Fu¨r die Kontakte dieser Teilchen
wird nun die Summe aus Gleichung 2.52 bestimmt. Es muß jetzt noch die Gro¨ße der Testfla¨che
festgelegt werden. Die Kra¨fte sollen eigentlich an der Oberfla¨che angreifen. Aus der Fla¨che des
Rechtecks erha¨lt man zu niedrige Werte, da die Kra¨fte meist außerhalb der Testfla¨che angreifen.
Kommt man an die Oberfla¨che des Systems (a¨hnlich Abbildung 2.10b), ist die Fla¨che Ä deutlich zu
klein.
Zu betonen ist, daß damit kein eigentlicher Fehler macht wird. Die Berechnung der Spannungstenso-
ren fu¨r diese Fla¨che ist korrekt. Das Problem ist vielmehr, daß u¨ber mehrere Teilchen gemittelt wird
und somit die Testfla¨che mo¨glichst genau den Teilchen entsprechen soll. Deswegen wird als Fla¨che
Ä dann diejenige der konvexen Hu¨lle um die Aufpunkte der Kraft genommen. Dies ist vernu¨nftig,
da dann alle Kra¨fte an oder in der Testfla¨che angreifen. Eine weitere Mo¨glichkeit wa¨re, die konvexe
Hu¨lle um die Teilchen wie bei der Dichtebestimmung zu benutzen. Die Unterschiede zwischen bei-
den Fla¨chen sind im allgemeinen marginal, lediglich ist diese Methode bei der Auswertung deutlich
rechenzeitaufwendiger.
Bei der Gro¨ße der Testfla¨che ist man, wie bei der Druckbestimmung, wieder auf Erfahrungswerte
angewiesen; mit 100-200 Teilchen pro Testfla¨che erha¨lt man im allgemeinen sehr gute Ergebnisse.
Vorteilhaft fu¨r die Auswertung ist natu¨rlich, daß die Testfla¨chen sich u¨berlappen du¨rfen, so erreicht
man eine hohe ra¨umliche Auflo¨sung.
Durch eine Hauptachsentransformation kann man dann 
Ã
syxË] auf Diagonalgestalt bringen. Daraus
erha¨lt man das Spannungsellipsoid praktisch ohne zusa¨tzliche Arbeit. Damit kann man den Winkel
der Hauptachsen des Spannungsellipsoiden7 Ì (siehe Abschnitt 1.3) berechnen.
2.4 Methoden zur effizienten Simulation
2.4.1 Grundlegende Konzepte
In den Abschnitt 2.1 und 2.2 wurde erkla¨rt, welchen Regeln eine DEM-Simulation fu¨r polygona-
le Partikel zu folgen hat. Dabei blieb allerdings der Zeitaufwand unerwa¨hnt, der fu¨r eine derartige
Rechnung notwendig ist. Entscheidend fu¨r eine aussagefa¨hige Simulation ist eine so große Anzahl
an Partikeln, daß die Bestimmung physikalisch interessanter Gro¨ßen durch die Mittelung u¨ber hin-
reichend große Bereiche mo¨glich ist.
Selbstversta¨ndlich sollte eine aufwendige Gleitkommaberechnungen, wenn das Ergebnis mehrfach
beno¨tigt wird, nur einmal berechnet werden. Eines von unza¨hligen Beispielen ist die Berechnung der
reduzierten Masse zweier Teilchen bei der Kollision (Gleichung 2.16). Diese Gro¨ße wird nur beim
ersten Auftreten der Kollision berechnet und in den weiteren Zeitschritten wiederverwendet.
Die Entscheidung, welche Algorithmen verwendet werden, legt schon im Vorfeld das grundlegende
Laufzeitverhalten der Simulation fest. Effiziente Algorithmen ko¨nnen hier die Mo¨glichkeiten bieten,
sehr große physikalische Systeme zu bewa¨ltigen. Zuerst wird eine worst-case-Abscha¨tzung versucht,
um zu u¨berpru¨fen, ob sich der Arbeits- und Zeitaufwand fu¨r komplexere Algorithmen lohnt. Zu si-
mulieren seien 1000 Teilchen mit je 10 Kanten. Wu¨rden alle 500000 mo¨glichen Kollisionen einzeln
u¨berpru¨ft, wobei jeweils ;1"  /;1"1" Strecken auf einen Schnittpunkt zu pru¨fen sind, ha¨tte man A ;1"
V
Streckenschnittpunkte zu berechnen. Eine einzelne Berechnung dauert ca. A ;1">=@Í Sekunden. Ins-
gesamt wu¨rde dann die Berechnung eines einzelnen Zeitschritts ca. 250 Sekunden dauern. Typische
Simulationen in der vorliegenden Arbeit haben etwas ;1" Í Zeitschritte, die Simulation wu¨rde also
etwa 8 Jahre dauern. Dies u¨berschreitet aber deutlich den Zeitrahmen einer Doktorarbeit.
7In zwei Dimensionen der Spannungsellipse.
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Abbildung 2.12: Dargestellt ist die verwendete Form von Bounding–Boxes. Um eine Bounding–
Box vollsta¨ndig zu beschreiben, genu¨gen die Werte
¦

,
¦
¡
, Î

und Î ¡ .
a) Die Bounding–Boxes beru¨hren sich nicht, so daß die darin enthaltenen Teilchen auch nicht
kollidieren ko¨nnen. b),c) Beru¨hren sich die Bounding–Boxes, ist keine Aussage u¨ber die Kollision
der enthaltenen Partikel mehr mo¨glich. Die weitere Kontaktberechnung muß durch den closest-
feature-Algorithmus u¨bernommen werden.
Betrachtet man das Problem nun genauer, so sieht man, daß fu¨r die meisten Kra¨fte zwischen Teilchen
q und v aber üTsx #" gilt. Bei typischen Koordinationszahlen von 4 (siehe Abschnitt 3 und 4) muß
man fu¨r Ï Teilchen dann Ï

Kraftvektoren bestimmen, davon sind aber nur : Ï ungleich Null. Ziel
eines verbesserten Verfahrens muß es also sein, mo¨glichst viele Kra¨fte, fu¨r die üTsyx Ð" gilt, sehr
schnell oder, noch besser, garnicht zu berechnen. Verschiedene typische Eigenschaften der beabsich-
tigten Simulationen kann man sich dabei zunutze machen:
1. Es gibt keine langreichweitigen Wechselwirkungen. Sind zwei Partikel soweit voneinander
entfernt, daß sich zwei einfache, die einzelnen Partikel umgebende, Ko¨rper nicht beru¨hren, so
gilt ü`syx b" . Dies macht man sich bei der Verwendung von Bounding–Boxes zunutze.
2. Die Position der Schwerpunkte der Teilchen a¨ndert sich vom Zeitpunkt  zum na¨chsten  I ﬁ 
nur sehr geringfu¨gig. Mit sehr großer Wahrscheinlichkeit gilt dann
ü
¹oÑ
i
syx
/"
wenn ü
¹
syx
b"
und
ü
¹oÑ
i
syx Ò
/"
wenn ü
¹
syx
Ò
b"10
Man kann durch das im Folgenden vorgestellte Sortierverfahren diejenigen Eintra¨ge identifi-
zieren, fu¨r die die obige Aussage nicht gilt. Alle anderen Eintra¨ge mu¨ssen nicht vera¨ndert8
werden und ko¨nnen aus dem letzten Zeitschritt u¨bernommen werden.
3. Die Lage zweier Partikel zueinander a¨ndert sich auch nur sehr geringfu¨gig. Auf der Basis
dieser Eigenschaft gibt es ein schnelles Verfahren, daß den Abstand zweier Partikel zueinander
bestimmen kann.
Zusammenfassend kann man sagen, daß versucht wurde, alte Information, soweit mo¨glich, nur an-
zupassen oder als optimale Anfangsbedingung zu verwenden, anstatt diese zu jedem Zeitschritt neu
zu berechnen.
2.4.2 Bounding–Boxes und Sortierverfahren
Es gibt verschiedene Verfahren, um die Partikel in der Nachbarschaft eines Teilchens zu bestim-
men. Nur mit diesen Teilchen aus der na¨heren Umgebung wird dann die aufwendige Kontaktpru¨fung
8Daß sich der Betrag von ÓÔ
Ç
a¨ndert, ist hier noch nicht ausschlaggebend.
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Abbildung 2.13: Dargestellt ist ein einfaches Beispiel von drei Bounding–Boxen zu zwei aufeinan-
derfolgenden Zeitschritten. Trotz der ¨Anderung der Position der Anfangs- und Endkoordinaten ist
die Reihenfolge weitestgehend gleich geblieben. Nur Î  und
¦
f haben den Platz getauscht, daran
erkennt man einen neu hinzukommenden Kontakt.
durchgefu¨hrt. Zum Beispiel ist es mo¨glich, u¨ber das zu simulierende Gebiet ein Gitter zu legen und
nur mit Teilchen in den benachbarten Maschen zu vergleichen. Dies hat aber Nachteile, wenn Teil-
chen unterschiedlicher Gro¨ße verwendet werden. Ein Vergleich dieses Verfahrens mit dem in der
vorliegenden Arbeit verwendeten findet sich in [133].
Bei der Verwendung von Bounding–Boxen wird das zu pru¨fenden Element mit einer geeigneten ein-
fachen geometrischen Form umgeben. Dann wird gepru¨ft, ob sich die Bounding–Boxen von zwei
Teilchen beru¨hren. Ist dies nicht der Fall, dann ko¨nnen sich auch die entsprechenden Partikel nicht
beru¨hren. ¨Uberschneiden sich die Bounding–Boxes, kann nicht entschieden werden, ob sich die Teil-
chen tatsa¨chlich beru¨hren oder nur sehr nahe sind. Eine weitere Kontaktpru¨fung ist notwendig.
Fu¨r das zugrunde liegende Sort-and-Sweep Verfahren (siehe [118, 133, 134]) haben die Bounding–
Boxen die Form eines Rechtecks, dessen Seiten parallel zu den Koordinatenachsen sind. Die Werte
¦

,
¦
¡
, Î

und Î ¡ reichen aus, um sie zu beschreiben (siehe Abbildung 2.12). Diese Methode basiert
auf einem Sortierverfahren, dem Insertion-Sort [118, 135]. Ziel ist es, eine Liste9 °

¹
, die fu¨r den
Zeitpunkt Õalle Kollisionen von Bounding–Boxen entha¨lt, zu erstellen. Je nach verwendetem Sortier-
verfahren kann der Zeitaufwand bei unsortierten Listen auf Öþ×ÏÙØ 1Ú Ï reduziert werden. Beim
Insertion-Sort erreicht man fu¨r unsortierte Listen nur Ö þŁÏ

, fu¨r sortierte Listen aber Ö þÛÏ .
Allerdings wird dieses Verfahren nur noch zur Initialisierung des Systems verwendet.
Anstatt na¨mlich die Liste in jedem Zeitschritt neu zu erstellen, wurde eine Methode entwickelt, um
die Liste nur noch zu korrigieren. Zuerst soll dies am eindimensionalen Fall erla¨utert werden, danach
folgt die Verallgemeinerung auf zwei oder mehr Dimensionen.
Im eindimensionalen Fall sind die Bounding–Boxen nur Intervalle auf der X-Achse. In Abbildung 2.13
sieht man drei Intervalle. Die Liste der Kollisionen entha¨lt nur das Paar (1, 2). Anfang
¦
und Ende Î
der Bounding–Boxen sind auf der X-Achse markiert. Aus dem vorhergehenden Schritt hat man eine
vorsortierte Liste dieser Punkte:
¦
i
p
¦

p
Î
i
p
Î

p
¦
f
p
Î
f .
Generell gilt, wenn
1.
¦

¨/¦
ý
¨
Î

¨
Î©ý oder
2.
¦

¨/¦
ý
¨
Î©ý
¨
Î

oder
9Es ist wichtig, daß dies eine Liste ist. Eine Matrix, die die Information entha¨lt, ob zwei Teilchen kollidieren oder nicht,
mu¨ßte wieder in Ü
û
Schritten ausgewertet werden, wu¨rde den Vorteil des Verfahrens also zunichte machen.
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  I
;
¨Anderungen in °

¹
¦

¦
ý Ý
¦
ý
¦
 keine ¨Anderung
Î

Î©ý Ý ÎOý`Î
 keine ¨Anderung
¦

Î©ý Ý ÎOý
¦
 Kollision aus °

¹
entfernen
Î

¦
ý Ý
¦
ý Î
 Kollision zu °

¹
hinzufu¨gen
Tabelle 2.1: Diese Tabelle zeigt die Regeln, nach denen die Liste der Kollision °

¹
bei einer Ver-
tauschung zweier Werte mit Insertion-Sort angepaßt werden muß. Werden zum Beispiel, zwei
“Anfa¨nge” vertauscht, so bleibt die Liste unvera¨ndert.
3.
¦
ý
¨/¦

¨
Î

¨
Î©ý oder
4.
¦
ý
¨/¦

¨
Î©ý
¨
Î

,
dann u¨berschneiden sich die Bounding–Boxen. Nun wird angenommen, die Teilchen haben sich be-
wegt, d.h. die Bounding–Boxen haben sich verschoben. In Bild. 2.13 ist diese Situation dargestellt.
Die Werte fu¨r
¦
i p
Î
i p
03030 haben sich alle gea¨ndert, aber ihre Reihenfolge ist fast unvera¨ndert. Dies ist
eine Folge der kurzen Zeitschritte bei einer DEM-Simulation, die ja eine Kollision genau nachver-
folgen muß.
Wie oben erwa¨hnt, entha¨lt die Sortierreihenfolge der Teilchen die vollsta¨ndige Information u¨ber die
Bounding–Box-Kontakte. Es wurde nun ein Schema entwickelt, mit dem die Neusortierung der alten
Liste mit den ¨Anderungen in der Liste der Kollisionen verknu¨pft werden kann.
Dieses Verfahren beruht wieder auf dem bereits erwa¨hnten Sortierverfahren Insertion-Sort. Dieses
Verfahren, obwohl im allgemeinen eines der ineffizienteren Verfahren, hat seine Sta¨rken, wenn es
eine Liste sortieren soll, die schon fast perfekt sortiert ist. Es werden dann nur noch lokale Korrek-
turen durchgefu¨hrt. Der Zeitbedarf dafu¨r liegt in der Gro¨ßenordnung von Ï . Jeder dieser Schritte
bedeutet das Vertauschen von zwei Werten. Dies bedeutet, daß sich nur der ¨Uberlappstatus eines
einzigen Paares a¨ndern kann. Die Regeln fu¨r einen Austausch finden sich in Tabelle 2.1. Es kann bei
Insertion-Sort vorkommen, daß ein Wert mehrfach mit seinen Nachbarn vertauscht wird. Dann muß
fu¨r jeden einzelnen dieser Schritte die Liste korrigiert werden. Das Verfahren bleibt dabei korrekt,
lediglich die Effizienz sinkt. Dies passiert allerdings in realen Simulationen eher selten.
Ein Schritt fu¨r diesen Algorithmus an Hand des Beispiels in Abbildung 2.13 findet sich in Tabelle 2.2.
Der Zeitbedarf ist im allgemeinen Fall proportional der Zahl der beteiligten Bounding–Boxen.
Die Erweiterung dieses Verfahrens auf den zweidimensionalen Fall ist offensichtlich. Die Projekti-
on jeder Bounding–Box auf die Koordinatenachsen ergibt Grenzen
¦

p
¦
¡p
Î

p
Î
¡
. Zwei Bounding–
Boxen beru¨hren sich dann und nur dann, wenn sich die Intervalle auf beiden Achsen beru¨hren.
Wiederum kann eine Kollision nur verschwinden oder neu auftauchen, wenn zwei Grenzen auf ei-
ner der Koordinatenachsen vertauscht werden. Mu¨ssen nun zwei Grenzen vertauscht werden, spielt
der Zustand der Intervalle auf der anderen Koordinatenachse eine entscheidende Rolle. Wenn diese
korrespondierenden Intervalle sich nicht u¨berlappen, kann keine Kollision entstehen. Nur wenn dies
nicht der Fall ist, kann der Austausch zweier Grenzen u¨berhaupt einen Einfluß auf die Liste °

¹
haben. Die genauen Regeln sind in Tabelle 2.3 dargestellt.
Wenn man zwei “Anfa¨nge” oder “Enden” vertauscht, bleibt alles beim Alten; der Zustand der Inter-
valle auf der anderen Koordinatenachse ist unwichtig. Wenn man
¦
i
Î

ÝÞÎ

¦
i ausfu¨hrt, kann man
eine eventuell vorhande Kollision einfach entfernen. Auch hier ist der Zustand auf der anderen Achse
nicht von Bedeutung.
2.4 Methoden zur effizienten Simulation 45
Schritt sortierte akt. unsor- Vertau- Ader-
Liste Element tierte schungen ungen
Liste in °

¹
1
¦
i
¦

Î
i
Î

¦
f
Î
f
¦
i©ß
¦
 keine
2
¦

¦
i
Î
i
Î

¦
f
Î
f
- -
3
¦

¦
i
Î
i
Î

¦
f
Î
f
- -
4
¦

¦
i
Î
i
Î

¦
f
Î
f
Î

ß
¦
f (2;3) hinzufu¨gen
5
¦

¦
i
Î
i
¦
f
Î

Î
f
- -
¦

¦
i
Î
i
¦
f
Î

Î
f
Tabelle 2.2: Diese Tabelle zeigt einen vollsta¨ndigen Lauf fu¨r das Beispiel in Abbildung 2.13. Das
Konzept von Insertion-Sort ist einfach: es gibt eine sortierte und eine unsortierte Liste. Ein Ele-
ment der unsortierten Liste wird ausgewa¨hlt und mit den Elementen der sortierten Liste vergli-
chen (Elemente, die verglichen werden, sind unterstrichen dargestellt). Die Vergleiche beginnen
mit dem rechten Wert; ist das aktuelle Element gro¨ßer, dann ist der korrekte Platz schon gefunden.
Ist es kleiner, dann werden die Position der beiden Werte vertauscht und die Liste der Kollisionen
gema¨ß Tabelle angepasst. Dies wird wiederholt, bis das aktuelle Element seine korrekte Position
gefunden hat.
  
I
; kein ¨Uberlapp ¨Uberlapp
auf der anderen auf der anderen
Koordinatenachse Koordinatenachse
¦

¦
ý Ý
¦
ý
¦
 keine ¨Anderung keine ¨Anderung
Î

Î©ý Ý Î©ý-Î
 keine ¨Anderung keine ¨Anderung
¦

Î©ý Ý Î©ý
¦
 keine ¨Anderung Kollision entfernen
Î

¦
ý Ý
¦
ý`Î
 keine ¨Anderung Kollision hinzufu¨gen
Tabelle 2.3: Diese Tabelle zeigt die Regeln, nach denen die Liste der Kollision °

¹
bei einer Ver-
tauschung zweier Werte mit Insertion-Sort im zweidimensionalen Fall angepaßt werden muß.
Werden zum Beispiel, zwei “Anfa¨nge” vertauscht, so bleibt die Liste unvera¨ndert, egal ob die
Intervalle auf der anderen Koordinatenachse u¨berlappen oder nicht.
Nur im letzteren Fall muß man die Intervalle der anderen Achse testen. Gibt es dort einen ¨Uberlapp,
hat man eine neue Kollision gefunden und muß diese in °

¹
aufnehmen.
Der Zeitbedarf ist absolut gesehen doppelt so groß wie im eindimensionalen Fall, bleibt aber wei-
terhin proportional zur Zahl der verwendeten Teilchen. Eine Diskussion eines worst-case Szenarios
findet sich in [136].
2.4.3 Bestimmung der Partikelabsta¨nde
Der Closest–Feature Algorithmus, der hier kurz vorgestellt wird, berechnet den Abstand zweier Po-
lygone in konstanter Zeit. Dabei wird versucht, diejenigen Elemente der konvexen Polygone u¨ber die
Zeit hinweg zu verfolgen, die sich am na¨chsten liegen. Mit Hilfe lokaler Tests kann dies bewerkstel-
ligt werden. Es sind also nur wenige Ecken und Kanten zu beru¨cksichtigen. Die ganze Komplexita¨t
der Partikel ist nicht von Bedeutung; es ist egal, wie viele Kanten die beteiligten Polygone haben.
Die Methode wurde urspru¨nglich von Lin [137] fu¨r Anwendungen in der virtuellen Realita¨t und in
der Bewegungsplanung bei Robotern eingesetzt. Der Algorithmus wurde angepaßt und optimiert fu¨r
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Polygon
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Abbildung 2.14: Die Zerlegung eines Polygons in einen Ring aus Ecken und Kanten. Kanten haben
dabei eine Orientierung; blickt man entlang dieser Richtung, liegt das Polygon links der Kante.
region
Voronoi-
regionVoronoi-
EckeKante
Abbildung 2.15: Voronoiregion einer Kante und einer Ecke
die Simulation zweidimensionaler Granulate.
Von grundlegender Wichtigkeit ist die Frage, wie das Polygon dargestellt werden soll. Hier gibt
es verschiedene Mo¨glichkeiten: man kann eine einfache Liste von Eckpunkten verwenden oder ei-
ne Liste von Strecken, die die Kanten beschreibt. Fu¨r das hier zu behandelnde Problem ist es am
sinnvollsten, das Teilchen durch seine Bestandteile (Features) zu beschreiben. Dies sind Ecken und
Kanten. Diese Elemente werden ihrer Position gema¨ß miteinander verknu¨pft, so daß man einen Ring
aus sich abwechselnden Ecken und Kanten erha¨lt (Abbildung 2.14). Eine Ecke darf aber nicht mit
einem Punkt gleichgesetzt werden, ebensowenig eine Kante mit einer Strecke. Obwohl natu¨rlich die
Koordinaten eines Punktes Bestandteil einer Ecke sind, so ist diese doch eine weitaus komplexe-
re Struktur, die mehr Information entha¨lt. Gleiches gilt entsprechend fu¨r eine Kante; diese hat eine
Orientierung. Es ist festgelegt, daß bei einer Kante auf der Seite “links” ist, auf der das Polygon liegt.
Das Konzept der “Voronoiregionen” ist fu¨r den Algorithmus von Bedeutung. Das Voronoidiagramm [135]
ist eine Zerlegung der Ebene in Bereiche, wobei jeder eine Menge von Punkten ist, die na¨her am
Punkt  s als an den Punkten  xFà
Å
s liegen. Man kann also mit einem Voronoidiagramm die Frage
“Welcher Punkt  s liegt am na¨chsten zu einem beliebigen Punkt á ?” beantworten.
Erweitert man dieses Konzept von Punkten  s auf Ecken und Kanten eines Polygons, so kann man
dann die Frage “Welches Polygonbestandteil É liegt am na¨chsten zu einem beliebigen (außerhalb des
Polygons liegenden) Punkt á ?” beantworten. Die einem Polygonbestandteil zugeho¨rige Voronoiregi-
on ist dann die Menge aller Punkte, die na¨her zu diesem Element liegen als zu jedem anderen. Die
Region wird begrenzt durch das jeweilige Element und zwei Halbgeraden (siehe Abbildung 2.15).
Fu¨r den Closest–Feature Algorithmus geho¨rt also zu den einzelnen Bestandteilen des Polygons auch
die entsprechende Voronoi-Region. Jeder Polygonbestandteil entha¨lt damit die Koordinaten von ei-
nem (Ecke) oder zwei (Kante) Punkten, Verbindungen zu den Vorga¨ngern und Nachfolgern innerhalb
des Rings und die Beschreibung der Grenzen der Voronoiregion. Eine graphische Darstellung dieser
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Abbildung 2.16: Die Punkte £`â und £  mit dem ku¨rzesten Abstand der getesteten Polygonbestand-
teile (Ecke und Kante) liegen jeweils in der Voronoiregion des anderen Elements. Der Abstand
dieser Punkte ist also der Abstand der Polygone.
Datenstrukturen findet sich im Anhang E. Mit Hilfe der Voronoiregionen wird im folgenden dann
der Abstand zweier Polygone bestimmt.
Gegeben seien die beiden Polygone ﬃ und ã . Der Abstand von ﬃ und ã ist die ku¨rzeste Distanz
ä
â


L Mæå
ç<èêé
âJë
çêì-é

c
£`â
+
£

c
Dabei sucht man vor allem das Paar an Polygonbestandteilen É â p É  , auf dem die Punkte liegen, die
den ku¨rzesten Abstand bestimmen. Dies sind diejenigen, fu¨r die £Tâ ¾ ÉBâ und £  ¾ É  gilt. Sie
geben dem Algorithmus (closest features) seinen Namen [138–140].
Dies fu¨hrt zu folgender Aussage:
Gegeben seien zwei beliebige Polygonbestandteile ÉBâ und É  der Polygone ﬃ und ã . Die Punkte
£
â und £  bestimmen die Distanz
ä
â
 von É â und É  . Wenn £ â innerhalb der Voronoiregion von
É
 liegt und £  innerhalb der Voronoiregion von ÉBâ , dann ist
ä
â
 der Abstand der beiden Polygone
(zur Veranschaulichung siehe Abbildung 2.16).
Ob also ÉBâ und É  mit den zugeho¨rigen Voronoiregionen Ä@â and Ä  den ku¨rzesten Abstand der
Polygone festlegen, kann mit zwei Schritten festgestellt werden. Zuerst sucht man die Punkte, die den
Abstand der zwei Bestandteile festlegen. Fu¨r alle drei Mo¨glichkeiten10 (Ecke-Ecke, Kante-Kante,
Ecke-Kante) sind dies einfache geometrische Rechnungen. Anschließend pru¨ft man die Gu¨ltigkeit
der obigen Aussage. Ist sie zutreffend, hat man den Abstand der beiden Polygone bestimmt und hat
dabei nur Information u¨ber die beiden Bestandteile ÉBâ und ÉBí benutzt. Dieser Test ist also unabha¨ngig
von der Komplexita¨t der beteiligten Polygone.
Die Pru¨fung, ob zwei Polygonelemente den Abstand festlegen, ist aber nur ein Teil der Arbeit. Die
Frage, wie man diese Elemente findet, ist genauso wichtig. Was passiert, wenn die ¨Uberpru¨fung,
ob ein Punkt £ â in der Voronoiregion Ä  liegt, ergibt, daß der Punkt außerhalb ist? Ist der Punkt
außerhalb des Polygons11, so muß nach der Definition der Voronoiregionen das benachbarte Poly-
10Hier muß man einige Spezialfa¨lle [118, 139] beru¨cksichtigen, z.B. parallele Kanten oder eine Ecke liegt auf einer
Kante.
11Liegt der Punkt links der Kante und gleichzeitig innerhalb der nach links verla¨ngerten Grenzen der Voronoiregionen,
so ist dies der “worst-case”; wa¨hrend einer Simulation kommt dieser Fall außer bei der Initialisierung praktisch nicht vor.
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gonelement É
|
 na¨her an £`â liegen als É  . Dann wird É  durch É
|
 ersetzt und die ¨Uberpru¨fung wie-
derholt. Ein Beweis fu¨r die Konvergenz dieses Verfahrens in drei Dimensionen findet sich in [137].
Der Beweis ist auch fu¨r zwei Dimensionen gu¨ltig, wenn man zylindrische Polyeder konstruiert.
Der gesamte Algorithmus, um den Abstand zweier Polygone zu bestimmen ist also:
Angenommen, man hat die Bestandteile É â and É  auf den Polygonen ﬃ and ã
1. Bestimme die Punkte £Tâ and £  mit dem ku¨rzesten Abstand der Elemente ÉBâ and É  .
2. Berechne die Grenzen der zu ÉBâ geho¨rigen Voronoiregion Ä@â .
3. Pru¨fe, ob £  im Inneren von Ä@â liegt. Wenn nicht, ersetze ÉBâ durch das zur verletzen Grenze
geho¨rige É
|
â
und springe zu 1.
4. Berechne die Grenzen der zu É  geho¨rigen Voronoiregion Ä  .
5. Pru¨fe, ob £Tâ im Inneren von Ä  liegt. Wenn nicht, ersetze É  durch das zur verletzen Grenze
geho¨rige É
|
 und springe zu 1.
6. Berechne den Abstand
ä
von £Tâ und £ 
7. Wenn
ä
î"
, dann schneiden sich ÉBâ und É  . Der erste Schnittpunkt fu¨r den ¨Uberlapp der
Polygone ist gefunden.
Ein Beispiel fu¨r einen mo¨glichen Ablauf des Algorithmus ist in Abbildung. 2.17 dargestellt.
Der Zeitbedarf dieses Algorithmus ist proportional zu ïðE¥Ø 1Ú  G wobei  die Zahl der Polygonbe-
standteile ist. An diesem Punkt wird nun die Tatsache wichtig, daß ein physikalisches System simu-
liert werden soll. Um die Differentialgleichung 2.2 zu lo¨sen, ist es notwendig, daß sich die Partikel
innerhalb eines Zeitschrittes nur sehr wenig bewegen und drehen. Damit ist die Annahme gerechtfer-
tigt, daß, wenn zwei Elemente ÉBâ and É  zum Zeitpunkt  den ku¨rzesten Abstand haben, sie dieses
auch sehr wahrscheinlich auch zum Zeitpunkt  I ﬁK tun. Trifft dies nicht zu, sind ÉBâ and É  im-
mer noch sehr gute Anfangswerte fu¨r den Algorithmus; meistens muß man den Algorithmus nur ein
zweites mal durchlaufen. In [118] wird ein Beispiel mit 2 Polyedern mit jeweils 2762 Elementen
gezeigt. Bei 100000 Zeitschritten muß in 2.2% der Fa¨lle ein zweiter, in 0.1% der Fa¨lle ein dritter
Durchlauf gemacht werden. Die Laufzeit dieses Algorithmus in einer physikalischen Simulation ist
also im wesentlichen konstant. Ein Beispiel fu¨r die Laufzeiten sieht man in Abbildung 2.18.
2.4.4 Parallelisierung
In den Abschnitten 2.4.2 und 2.4.3 wurde gezeigt, wie man das Laufzeitverhalten der Simulation
verbessern kann, so daß die Untersuchung gro¨ßerer Teilchenzahlen mo¨glich ist. Diese Methoden
verfolgen das Ziel, die vorhandene Rechenleistung besser zu nutzen. Um eine weitere Leistungs-
steigerung zu erreichen, wird versucht, das Problem auf mehrere CPUs zu verteilen. Eine genaue
Darstellung, wie die Parallelisierung erfolgt, findet sich in [133,136], eine Einfu¨hrung in das Metho-
de bietet [141]. Hier sollen nur nochmals kurz die grundlegenden Schritte erla¨utert werden.
Der am ha¨ufigsten angewandte Ansatz, eine DEM-Simulation zu parallelisieren, ist es, den Raum
aufzuteilen und die Teilgebiete von einzelnen Rechnern bearbeiten zu lassen [107,108,123,142].
Werden dabei Informationen beno¨tigt, die eine andere CPU vorha¨lt, so mu¨ssen diese mit Hilfe eines
geeigneten Protokolls [143–147] u¨ber das Netzwerk ausgetauscht werden12. Die Kommunikation
12Im allgemeinen bedient man sich einer Bibliothek, die geeignete Kommunikationsroutinen bereitstellt. Genannt seien
hier das Message Passing Interface (MPI) oder die Parallel Virtual Machine (PVM).
2.4 Methoden zur effizienten Simulation 49
P  PA   B
3    3
Grenze
außerhalb dieser
2    2
A   BP  P
Schritt #3
A   B
1    1P  PeA
1
1
Schritt #2
Be
Bv
1
vA
1
Polygon 1
Polygon 2
Grenze
außerhalb dieser
Schritt #1
Abbildung 2.17: Ein Beispiel der Berechnung des ku¨rzesten Abstands mit Hilfe des closest-feature-
Algorithmus . Zu Beginn habe man die Ecke N
i
â
und die Kante Î
i

.
Die Punkte £
i
â
and £
i
 werden berechnet. Dann wird gepru¨ft, ob £
i
 innerhalb der Voronoiregion
Ä@â liegt. Die Begrenzung zwischen N
i
â
und Î

â
wird verletzt, der Durchlauf wird abgebrochen und
N
i
â
durch Î
i
â
ersetzt.
Der zweite Schritt wird mit Î
i
â
Î
i
 durchgefu¨hrt. Wieder werden die Punkte £

â
und £

 berechnet.
£

 liegt auch innerhalb von der Voronoiregion von Î
i
â
, aber die Begrenzung zu Î
i
 wird verletzt.
Der dritte Schritt nutzt entsprechend Î
i
â
und N
i

. Nach der Berechnung von £ f
â
and £ f stellt man
fest, daß beide Punkte jeweils innerhalb der entsprechenden Voronoiregion liegen, £ f
â
and £ f geben
den Abstand der Polygone vor.
50 Simulationsmethoden
0 50 100 150 200 250 300
2
2.5
3
3.5
x 10−6
 Zahl der Elemente
 
Ze
it 
[µ
s]
Abbildung 2.18: Dargestellt ist die Laufzeit (auf eine 200 MHz Sun Ultra2 mit Ultrasparc Prozes-
soren) des Closest-Feature-Algorithmus bei verschiedenen Eckenzahlen der beteiligten Polygone.
Der leichte Anstieg der Laufzeit kommt daher, daß durch das verwendete Testsetup bei ho¨heren
Eckenzahlen ha¨ufiger (Faktor 100) der Abstand erst mit der zweiten Iteration gefunden wird.
wird aber auch sehr schnell zum “bottle-neck”, es kann vorkommen, daß die Kommunikation mehr
Zeit als die eigentliche Rechenarbeit beno¨tigt [148].
Dagegen sind Parallelrechner, bei denen sich mehrere CPUs einen gemeinsamen Speicher teilen,
in der Leistungsklasse der Workstations immer ha¨ufiger anzutreffen. Threads sind dort ein geeig-
netes Werkzeug, um ein paralleles Programm auf derartigen Rechner zu implementieren. Explizite
Kommunikation ist hier nicht notwendig, alle CPUs arbeiten mit denselben Daten. Entsprechende
Vorarbeit bei den verwendeten Algorithmen und Datenstrukturen vorausgesetzt, kann mit Hilfe des
ada¨quaten Programmiermodells (Threads) eine einfache und effiziente Umsetzung erfolgen.
Im folgenden sollen nur die wichtigsten Grundkonzepte erla¨utert werden. Damit ko¨nnen dann die
Forderungen an die eingesetzten Algorithmen formuliert werden, so daß diese sich mit Threads kom-
binieren lassen.
Kleiman [141] definiert einen Thread folgendermaßen: A thread of control, or more simply a thread,
is an independent sequence of execution of program code inside a UNIX process. [. . . ] The threads
share all of the process’s memory.
Die Grundidee dabei ist einfach: Man stelle sich ein Programm als ein langes Band von Befehlen vor.
Es gibt dann eine logische Einheit, die sich an diesem Band entlangarbeitet und die Befehle ausfu¨hrt.
Dabei werden dann die Daten im Speicher gema¨ß den Programmanweisungen manipuliert13 . Um
nun parallel zu arbeiten, kann man mehrere dieser Einheiten gleichzeitig auf diesem Band arbeiten
lassen, wobei sich die zu manipulierenden Daten im selben Speicher befinden. Diese einzelnen Pfade
der Programmausfu¨hrung nennt man dann Thread.
Beim Programmieren ist das Arbeiten mit Threads sehr einfach. Man ruft, vereinfacht gesagt, eine
Funktion auf, wartet aber nicht auf deren Beendigung. Stattdessen wird sie, parallel zum Hauptpro-
13Dabei ist diese Einheit ein logisches Konstrukt aus einer CPU, einem Programm-Counter und einem Stack. Unter
UNIX spricht man dann von einem Prozeß.
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Abbildung 2.19: Wenn die Reihenfolge bei der Ausfu¨hrung zweier Aufgaben in beliebiger Reihen-
folge a), b) und im Wechsel c) erfolgen kann, so ist es mo¨glich, sie auch gleichzeitig auszufuhren.
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Abbildung 2.20: Ein Problem tritt beim gemeinsamen Zugriff auf Daten auf, da Daten nicht direkt
im Speicher manipuliert werden, sondern gelesen, verarbeitet und wieder geschrieben werden.
gramm, im Hintergrund ausgefu¨hrt. Entscheidend ist beim Entwickeln, daß die einzelnen Routinen
voneinander unabha¨ngig sind. Wenn es na¨mlich unwichtig ist, in welcher Reihenfolge die Aufgaben
erledigt werden (siehe Abbildung 2.19 a, b) und die Aufgaben sogar abwechselnd bearbeitet werden
ko¨nnen (c), dann ist es auch mo¨glich, sie gleichzeitig zu bearbeiten. Die Funktion selbst greift dabei
auf die gleichen Daten wie das Hauptprogramm zuru¨ck und kann diese auch a¨ndern. Dieser letzte
Punkt bedarf gesonderter Erla¨uterungen, da bei nicht korrekter Regelung beim Zugriff auf gemein-
same Daten das Programmergebnis zufa¨llig wird.
Das Problem taucht auf, wenn verschiedene Threads gleichzeitig denselben Speicher vera¨ndern wol-
len. Nehmen wir an, wir haben zwei Threads. Beide sollen auf eine Variable  einen festen Wert
addieren. Wie man nun in Abbildung 2.20 sieht, ist es mo¨glich, die Zugriffe der Threads zeitlich so
zu verzahnen, daß das Ergebnis des einen Threads durch das des anderen u¨berschrieben wird. Das
Ergebnis, mit dem weitergerechnet wird, ist 8 und nicht 9.
Offensichtlich muß man dafu¨r Sorge tragen, daß immer nur ein Thread Daten vera¨ndern darf. Hierzu
verwendet man sogenannte Semaphore. Ein Semaphor ist damit eine Art Berechtigungsschein. Bevor
Daten vera¨ndert werden sollen, wird diese Berechtigung angefordert, danach zuru¨ckgegeben. Fordert
man ein Semaphor an, obwohl das Semaphor im Moment nicht verfu¨gbar ist, wird der Thread solange
angehalten, bis jenes wieder freigegeben wurde. In der Sprache der Threads heißen diese Zugriffe
auf ein Semaphor lock und unlock, die Semaphore selbst werden als mutex bezeichnet.
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Abbildung 2.21: Durch die Nutzung des Semaphors S, daß ein Thread vom Betriebssystem zugeteilt
bekommt, kann gewa¨hrleistet werden, daß nur ein Thread Zugriff auf bestimmte Daten hat.
Die korrekte Ausfu¨hrung des obigen Beispiels ist in Abbildung 2.21 dargestellt. Thread 1 sichert sich
durch die Anforderung des Semaphors S den alleinigen Zugriff auf F. Thread 2 muß solange warten,
bis Thread 1 fertig ist und den Zugriff auf F wieder freigibt.
Wieviele Semaphore man nutzt, und welche Zugriffe abgesichert werden liegt allein beim Enwickler.
Ein Semaphor schu¨tzt na¨mlich aktiv keine bestimmte Variable, sondern ist nur ein Hilfsmittel. Ein
Thread kann jederzeit einen Semaphor ignorieren und auf die zu schu¨tzende Variable zugreifen. Ent-
sprechende Fehler sind sehr schwer zu entdecken, da sie nicht deterministisch auftreten. Sorgfa¨ltige
Planung ist hier notwendig, um die Integrita¨t von Daten zu gewa¨hrleisten. Da Zugriffe auf ein Sema-
phor Zeit in Anspruch nehmen, sollte man sie nur verwenden, wenn dies notwendig ist.
2.4.5 Anpassung an die Algorithmen
Die Hauptschleife des Programmes gliedert sich in mehrere Arbeitsschritte, wobei jeder Arbeits-
schritt eines oder mehrere Ergebnisse des vorhergehenden Schritts beno¨tigt.
In der Tabelle 2.4 sind diese einzelnen Arbeitschritte aufgefu¨hrt. Gleichzeitig sind die Datenbereiche
angegeben, auf die lesend oder schreibend zugegriffen wird. Folgende Bereiche sind relevant:
£ñóòHE¥q
G Daten des Predictor-Corrector , die Position des Teilchens, Lage der Ecken
des i -te Teilchens
ã¬ã¬E¥q
pôöõ
G Daten der Bounding–Box, jeweils fu¨r die X- oder Y-Achse und das i -te
Teilchen
°*ñ¤÷E¥q
p
v
G Daten fu¨r eine (mo¨gliche) Kollision zwischen dem i-ten und j-ten Teilchens
°*ñ¤÷E¥q
p
v
GDø
°*ñ¤÷E¥v
p
q
G
üE¥q
G Daten der Kraftberechnung fu¨r das i -te Teilchen
Aus der Tabelle kann man dann schließen, wie die Arbeit auf Threads aufgeteilt werden kann.
Die Schritte 1-4 ko¨nnen fu¨r jedes Teilchen unabha¨ngig von allen anderen durchgefu¨hrt werden. Man
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Arbeitsschritt lesen schreiben
1 Predictor £ñ¤òE¥q G £ñ¤òHE¥q G
2 div. Vorberechnungen £ñ¤òE¥q G £ñ¤òHE¥q G
3 Position der Ecken £ñ¤òE¥q G £ñ¤òHE¥q G
4 Lage der BB. £ñ¤òE¥q G ãã¬E¥q pô G ãã¬E¥q pBõ G
5 Sortieren X-Achse ã¬ãE¥q pô G £ñ¤òE¥q G £¤ñ¤òHEmù G ãã¬E¥q pô G ãã¬Emù pô G °*ñ¤÷E¥q p v G
6 Sortieren Y-Achse ã¬ãE¥q pBõ G £ñ¤òE¥q G £ñ¤òHEmù G ãã¬E¥q pBõ G ãã¬Emù pBõ G °*ñ¤÷E¥q p v G
7 Abstandsberechnung °*ñ¤÷E¥q p v G £ñ¤òE¥q G £ñ¤òHE¥v G °ñó÷E¥q p v G
8 Kraftberechnung °*ñ¤÷E¥q p v G £ñ¤òE¥q G £ñ¤òHE¥v G üE¥q G üE¥v G
9 Corrector üE¥q G £ñ¤òHE¥q G
Tabelle 2.4: Alle Schritte und Zugriffe sind immer fu¨r das i -ten Teilchen oder die Kombination aus
i -ten und j-ten Teilchen angegeben.
kann also die Zahl der Threads an der Zahl der verfu¨gbaren Prozessoren orientieren und jeden davon
einen Teil der Partikel bearbeiten lassen.
Da Schritt 6 keine Ergebnisse von Schritt 5 beno¨tigt und vice versa, ko¨nnen diese beiden Schritte
gleichzeitig abgearbeitet werden; es bietet sich an 2 Threads zu verwenden. Stehen mehr Prozes-
soren zur Verfu¨gung, sollte es mo¨glich sein, die Sortierarbeit pro Achse auch auf mehrere Threads
zu verteilen, solange die “Nahtstellen” der Teillisten dann noch nachsortiert werden. Da es vorkom-
men kann, das mehrere Threads nach °*ñ¤÷E¥q p v G schreiben, mu¨ssen diese Zugriffe durch Semaphore
abgesichert werden.
In Schritt 7 und 8 mu¨ssen alle gefundenen Kollisionen °*ñó÷E¥q p v G weiterbearbeitet werden. Da die
Berechnung pro Kollision nicht von den Ergebnissen einer anderen Kollision abha¨ngt, ko¨nnen die
Daten °ñó÷E¥q p v G auf beliebige Threads verteilt werden. Nur der mo¨gliche gleichzeitige Zugriff auf
ü¤E¥q
G
muß mit Semaphoren gesichert werden.
Im neunten Schritt ist die Situation den Schritten 1-4 sehr a¨hnlich. Die Berechnungen betreffen nur
ein Teilchen. Die Arbeit kann wieder auf beliebig viele Threads aufteilet werden.
2.5 Test der Simulationen
Das GIGO14-Prinzip [149] bei der Entwicklung komplexer Programme macht es erforderlich, die
Software intensiv zu testen. Dabei sind verschiedene Sorten von Fehlern zu unterscheiden:
u syntaktische Fehler
u semantische Fehler
u logische Fehler
u Fehler des Modells
Typische Syntaxfehler sind falsch geschriebene Befehlsworte oder fehlende Klammern. Ein fertig
compiliertes Programm ist immer syntaktisch korrekt, wenn der Compiler fehlerfrei arbeitet. Seman-
tische Fehler ko¨nnen nur teilweise von Compilern erkannt werden. Zwei Fehler sind dabei geradezu
14Garbage in - Garbage out
54 Simulationsmethoden
+
Thread 2Thread 1
+
X-Achse
Corrector
Algorithmus
Kraft-
berechnung
Semaphor
Y-Achse
Semaphor
berechnung
1 
Ze
its
ch
rit
t
Kraft-
Bounding-Box
Predictor
t
Closest-Feature
Bounding-Box
Predictor
Corrector
Closest-Feature
Algorithmus
Synchronisation
Synchronisation
Synchronisation
Synchronisation
Abbildung 2.22: Die grundlegende Struktur von gc2d bei der Nutzung von zwei Threads. Die
Kombination von Predictor-Corrector, Sortieren und closest-feature-Algorithmus ist dargestellt,
ebenso die notwendigen Semaphoren und die Zeitpunkte der Synchronisation. Eine Kommunika-
tion im Sinne des Austausches von Variablen ist nicht notwendig.
“klassisch”: die Division durch Null und ein Zugriff auf ungu¨ltige Speicherbereiche. Der erste Fehler
fu¨hrt zum Abbruch eines laufenden Programmes, der zweite kann unentdeckt bleiben und zu falschen
Ergebnissen fu¨hren. Ein logischer Fehler zeigt sich nicht durch Fehlermeldungen, sondern produziert
im allgemeinen falsche Resultate oder ein unerwartetes Verhalten. Ein typischer logische Fehler bei
gc2d wa¨re ein Problem mit der Listenverwaltung oder ein Synchronisationsproblem der Threads.
Durch ausfu¨hrliche Tests wa¨hrend der gesamten Entwicklungsphase von gc2d wurde versucht, die-
se Fehler zu entdecken und zu beseitigen. Durch vielfa¨ltige Sicherheitsabfragen wurde dafu¨r Sorge
getragen, daß keine falschen Ergebnisse berechnet werden. Auf diese Tests soll nicht weiter einge-
gangen werden.
Viel wichtiger fu¨r eine Simulation ist, ob das zugrundeliegende Modell zuverla¨ssig ist. Bevor in den
Abschnitten 3 und 4 die Ergebnisse großer Simulationen mit den Experimenten verglichen werden,
sollen hier noch einige einfache Simulationen gezeigt werden, deren Ergebnis analytisch bekannt ist.
2.5.1 Reibung
Hier wird das Verhalten eines Blockes auf einer schiefen Ebene untersucht. Wenn die schiefe Ebene
den Winkel § mit der Waagerechten einschließt, wirkt auf den Ko¨rper die Hangabtriebskraft ü µ 
ú

L M
§ und die Normalkraft ü³ý _ú 1 § . Der Ko¨rper fa¨ngt dann an zu rutschen, wenn die
Reibung üTS öX üý kleiner ist als ü µ . Es wurden in der Simulation ein flacher Block auf verschiedene
geneigte Ebenen gesetzt und ermittelt, ab welchem Winkel er zu rutschen beginnt. Es muß dabei
Xû
«
%ﬂM
§ (2.53)
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Abbildung 2.23: Die durchgezogene Linie ist « %ﬂM § , die Punkte geben die Neigung der Ebene an,
ab der in der Simulation der Block zu gleiten beginnt. Dabei wurden die Ebenen in 1 ø -Schritten
geneigt.
56 Simulationsmethoden
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
100
200
300
400
500
600
700
800
900
µ
F
Simulation
Theorie
Abbildung 2.24: Dargestellt ist die notwendige Kraft, um einen ruhenden Block der Masse ;1"1"ﬂú zu
beschleunigen.
gelten. In Abbildung 2.23 erkennt man, daß die Simulation sehr gut mit der Theorie u¨bereinstimmt.
Ein weiterer Test fu¨r die Reibungsgesetze ist, auf einen Block, der auf einem glatten Untergrund ruht,
eine immer gro¨ßer werdende Kraft wirken zu lassen. Solange diese Kraft kleiner ist als X. ü³ý darf
der Block sich nicht bewegen; dies gilt unabha¨ngig von der Auflagefla¨che. Dies wurde simuliert,
wobei fu¨r jeden Wert des Reibungskoeffizienten 18 verschiedene Teilchenformen gleicher Masse
/;1"1"ﬂú
simuliert wurden.
In Abbildung 2.24 ist die Kraft aufgetragen, die notwendig war, um den Block zu beschleunigen.
Der lineare Anstieg wird sauber reproduziert. In Abbildung 2.25 ist die prozentuale Abweichung der
tatsa¨chlichen Kraft vom theoretischen Wert dargestellt. Bei kleinen Werten von X ist der Fehler am
gro¨ßten. Dies ha¨ngt aber nicht mit der Modellierung selbst zusammen, sondern vielmehr damit, daß
es schwierig ist, den exakten Zeitpunkt des Bewegungsbeginns zu bestimmen.
Betrachtet man aber die Abha¨ngigkeit von der Auflagefla¨che (Abbildung 2.26), stellt man eine leichte
Abha¨ngigkeit der beno¨tigten Kraft von der Auflage fest. Dies liegt nicht an den Kraftgesetzen; diese
machen keinen Unterschied bei der Auflagefla¨che. Beim theoretischen Modell wird angenommen,
daß der Ko¨rper weder rotiert, noch sich senkrecht zur Oberfla¨che bewegt. Tatsa¨chlich u¨bt die an der
Vorderkante des Teilchens befestigte Feder aber immer auch ein kleines Drehmoment aus. Dieser
Effekt ist bei den Partikeln mit der kleinsten Auflagefla¨che, also den hohen Teilchen, besonders
groß.
2.5.2 Stoß von zwei und mehr Teilchen
Die einfachste Art, die Kollision von Partikeln zu untersuchen, ist es, Stoßexperimente durchzufu¨hren.
Diese Untersuchungen ko¨nnen auch mit gc2d durchgefu¨hrt werden.
Da der elastische Stoß untersucht werden soll, ist die Da¨mpfungskonstante 	" . Fu¨r die Reibung
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Abbildung 2.25: Die relative Abweichung vom theoretischen Wert ist im Bereich sehr kleiner Rei-
bung am gro¨ßten. Dies liegt aber an der Schwierigkeit, den Beginn der Bewegung festzustellen.
Gemittelt wurde jeweils u¨ber verschiedene Auflagefla¨chen des Blocks, die Fehlerbalken entspre-
chen der Standardabweichung.
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Abbildung 2.26: Hier wurde die Abweichung der zur Beschleunigung notwendigen Kraft fu¨r ver-
schiedene Auflagefla¨chen bestimmt. Gemittelt wurde dabei u¨ber Werte von X im Bereich 0.05 bis
0.95, die Fehlerbalken entsprechen der Standardabweichung.
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Abbildung 2.27: Zwei Scheiben a) vor und b) nach dem Stoß
a) b)
Abbildung 2.28: Je nach Lage der Ecken ko¨nnen verschiedene Drehmomente beim Stoß entstehen.
Gru¨n eingezeichnet sind die Kraefte und die Strecke h i h  (siehe Abbildung 2.4)
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Abbildung 2.29: Geschwindigkeitsvektoren nach dem Stoß.
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Abbildung 2.30: Winkelgeschwindigkeit zweier 64-Ecke nach dem Stoß in Abha¨ngigkeit des Stoß-
parameters ü
ý
. Aufgrund der Symmetrie der Ausgangssituation ko¨nnen die Partikel nur gleichen
Drehsinn haben.
gilt ebenso þ ß  ,  ist ebenfalls 0. Die beiden Vielecke haben gleiche Maße und zu Beginn die
Geschwindigkeiten ©ß
	
 und 
ß 
	
 . Nach dem Stoß werden die Geschwindig-
keiten  und 
 bestimmt (siehe Abbildung 2.27).
In Abbildung 2.29 sind fu¨r verschiedene Werte von ü
ý
die Geschwindigkeitsvektoren  (rot) und

 (blau) aufgetragen. Entsprechend der Energie- und Impulserhaltung liegen die Endpunkte der
Vektoren auf einem Kreis mit dem Radius 	 . Der Streuwinkel ist gegeben [150] durch

ßﬀ ﬁ
ﬂ
ﬃ
 (2.54)
In Abbildung 2.31 wird dieser Wert mit der Simulation des 64-Ecks verglichen. Die ¨Ubereinstim-
mung von Theorie und Simulation ist auch fu¨r den Fall, daß sich die Teilchen nur noch streifen, sehr
gut.
In Abbildung 2.30 ist die Winkelgeschwindigkeit der Partikel nach dem Stoß dargestellt. Wenn die
Reibung gleich Null ist, haben Scheiben keine Mo¨glichkeit, bei einem Stoß das Rotieren zu beginnen.
Ganz anders ist dies bei Polygonen. Hier ko¨nnen aufgrund der Tatsache, daß die Teilchen nicht
glatt sind, sondern Ecken und damit eine gewisse Rauhigkeit haben, beim Stoß auch Drehmomente
entstehen (siehe Abbildung 2.28). Dies bedeutet, daß durch die Polygonalgestalt der Teilchen eine
Oberfla¨chenrauhigkeit repra¨sentiert werden kann, die einen deutlichen Einfluß auf die Simulation
hat.
Fu¨r den Fall der inelastischen Kollision kann der Energieverlust bei einer Kollision bestimmt wer-
den. Dieser wird durch den Restitutionskoeffizienten bestimmt. Wie in Abbildung 2.32 zu erkennen
ist, ha¨ngt der Energieverlust nicht nur von der Da¨mpfung ab, sondern auch von der Geometrie der
Kontakte.
In der na¨chsten Simulation wurde u¨berpru¨ft, wie sich das System bei der gleichzeitigen Kollision von
mehreren Teilchen verha¨lt. Dazu werden  Teilchen auf die Ecken eines regelma¨ßigen 

Ecks ge-
setzt. Der Betrag der Geschwindigkeiten aller Teilchen ist gleich, die Richtung ist zum gemeinsamen
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Abbildung 2.31: Der Streuwinkel

in Abha¨ngigkeit vom Stoßparameter ü
ý
. Die theoretische Ver-
lauf

ß ﬀﬀ ﬁü
ý
ist als Linie eingezeichnet.
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Abbildung 2.32: Die Abha¨ngigkeit des Restitutionskoeffizienten ! von der Da¨mpfung und der Form
der Partikel. Gemittelt wurde u¨ber verschiedene Stoßparameter
ﬂ
, die Fehlerbalken entsprechend
der Standardabweichung.
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a) b)
Abbildung 2.33: a) Ist die Teilchenzahl ein Teiler der Eckenzahl, so sind die Kontakte alle gleich.
Im Fall b) trifft dies nicht zu und die Ausgangssituation ist nicht mehr rotationssymmetrisch
Schwerpunkt hin. Theoretisch sollten die Teilchen gleichzeitig als Ring kollidieren und dann wieder
sternfo¨rmig mit gleicher Geschwindigkeit auseinanderfliegen. Dies ist weniger ein Test fu¨r die ver-
wendeten Kraftgesetze. Diese ko¨nnen das Verhalten auf jeden Fall beschreiben. Vielmehr ko¨nnte die
Numerik oder der Diffenrentialgleichungslo¨ser zu Fehlern fu¨hren, wenn fu¨r ein Teilchen die Sto¨ße
der beiden Nachbarn nicht gleich behandelt werden und dieser Fehler aufsummiert wird.
Die Trajektorien fu¨r den Fall von 24 Teilchen sind in Abbildung 2.34(a), dargestellt. Die Abweichung
der Geschwindigkeiten nach dem Stoß sieht man in Abbildung 2.35(a), die Abweichung vom Winkel
in 2.35(b). Gemittelt wurde jeweils u¨ber alle Teilchen. Die Fehler sind bei der Geschwindigkeit selbst
im schlechtesten Fall unter 1%, schwanken aber betra¨chtlich. Insbesondere fu¨r 2,4,8,16 Ecken sind
die Fehlerbalken so klein, daß sie fast nicht mehr dargestellt werden ko¨nnen. Hier stellt sich heraus,
daß wieder die Teilchengestalt der Grund fu¨r dieses Verhalten ist. Die verwendeten Teilchen waren
64-Ecke, die besonders sauberen Programmla¨ufe hatten immer Eckenzahlen, die Teiler von 64 sind.
In Abbildung 2.33 sieht man das Problem. Da die die Partikel so erzeugt wurden, daß eine Sym-
metrieachse parallel zur X-Achse war, sind die einzelnen Kontakte nicht gleich wenn Eckenzahl und
Teilchenzahl teilerfremd sind. Damit finden die Kollisionen sind nicht mehr gleichzeitig statt und das
simulierte System weicht in einem entscheidenden Punkt von der Theorie ab, die annimmt, daß alle
Kollisionen gleichzeitig stattfinden und identisch sind. Dies ist aber kein Problem der Kraftgesetze,
sondern eine Folge des ¨Ubergangs von runden zu eckigen Teilchen.
Wie nun ist der Einfluß der Form im Vergleich zu mo¨glichen Schwankungen der Geschwindigkeit,
wenn man das Experiment [151] in der Realita¨t durchfu¨hren wu¨rde? Dazu wurden noch zwei wei-
tere Fa¨lle simuliert. Einmal schwankte die Anfangsgeschwindigkeit um 0.05%, beim zweiten Lauf
um 0.5%.
Fu¨r den ersten Lauf sind die Daten in Abbildung 2.36 dargestellt. Die Fehler sind deutlich gro¨ßer
und es gibt auch keine Sonderstellung der Kollisionen von 4, 8,16 Teilchen.
Fu¨r den zweiten Lauf sind in Abbildung 2.34(b) die Trajektorien fu¨r 24 Teilchen dargestellt. Es ist
zu erkennen, daß die (scheinbare) Symmetrie der Anfangsbedingung nicht mehr vorhanden ist. Die
Fehler bei der Geschwindigkeit und bei den Winkeln ist um eine Zehnerpotenz gro¨ßer und liegt in der
Gro¨ßenordnung der Startgeschwindigkeit. Ein vergleichbares Experiment mu¨ßte mit extremer Sorg-
falt die Anfangsbedingungen realisieren, wenn der Einfluß der Teilchenform nachgewiesen werden
soll.
Zusammenfassend kann man sagen, daß die Kraftgesetze die verschiedenen Sto¨ße gut reproduzieren.
Die Abweichungen aufgrund der Polygondarstellung der Teilchen sind nachvollziehbar und vernu¨nf-
tig.
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Abbildung 2.34: Trajektorien von 24 Teilchen, die auf einem Kreis mit dem Radius 0.1 in Richtung
Ursprung fliegen. Der innere Kreis ist der Umkehrpunkt bei der Kollision, der a¨ußerste Punkt
jeder Trajektorie gibt die Position am Ende der Simulation an.
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(a) Abweichung des Impulses
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(b) Abweichung des Winkels
Abbildung 2.35: Abweichungen bei der gleichzeigen Kollision von Kugeln mit gleicher Anfangs-
geschwindigkeit. Gemittelt wurde u¨ber alle Partikel, die Fehlerbalken entsprechen der Standard-
abweichung.
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(b) Abweichung des Winkels
Abbildung 2.36: Abweichungen bei der Kollision von Kugeln mit zufa¨llig um 0.05% variierdenden
Anfangsgeschwindigkeiten. Gemittelt wurde u¨ber alle Partikel, die Fehlerbalken entsprechen der
Standardabweichung.
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Abbildung 2.37: Abweichungen bei der Kollision von Kugeln mit zufa¨llig um 0.5% variierdenden
Anfangsgeschwindigkeiten. Gemittelt wurde u¨ber alle Partikel, die Fehlerbalken entsprechen der
Standardabweichung.
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Abbildung 2.38: Rot eingezeichnet ist die Simulation mit !ß  , also der Brachystochrone.
2.5.3 Brachystochrone
“Die Gerade ist die ku¨rzeste Verbindung zwischen zwei Punkten”, aber nicht immer die schnellste,
muß man hinzufu¨gen. Eine Rutsche verbinde zwei Punkte "$#&%'(&) und "$#(
*%'*
) , es gilt '*+ß,'*


'(.-

und #(+(ß/#


#0.-

und die Gravitation ist parallel zur Y-Achse. Die Frage ist, welche
Form die Rutsche haben muß, damit ein auf ihr reibungsfrei rutschen der Punkt mo¨glichst schnell
von einem Punkt zum anderen gelangt. Dieses Problem geht zuru¨ck auf die Gebr. Bernoulli (1696).
Die Lo¨sungskurve heißt Brachystochrone. Die allgemeine Lo¨sung [152] ist eine Zykloide mit der
Parameterdarstellung
#ß21


34
"65
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"68

9:5;)% (2.55)
wobei sich das 5 der schnellsten Bahn aus
#(+
'*+
ß
5

ﬀ ﬁ.5
8

905
(2.56)
bestimmt. Fu¨r die Simulation [153] wurde 5_ß < gewa¨hlt und damit gilt =?>
@
>
ßBA


Die Rutschbahn
wurde aus vielen Wa¨nden zusammengesetzt, sie ist also eigentlich ein Polygonzug. Das rutschende
Partikel hat 64 Ecken, ist also hinreichend rund. Der Wert fu¨r die Reibung þ wurde auf Null gesetzt.
Die Form (siehe Abbildung 2.38(b)) der Rutschbahn wurde durch
#*ß
1
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vorgegeben. !ß  ist die ungesto¨rte Lo¨sung, !I-  u¨berho¨ht den Mittelteil der Bahn und !IJ  senkt
ihn ab. In Abbildung 2.38(a) ist dann die Form der Bahnen und die Zeit, die das Teilchen bis zum
Ziel braucht, dargestellt.
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Abbildung 2.39: Detailansicht der “Na¨gel” des Galtonbretts. Durch die Verformung der oberen
Spitze wird eine Asymmetrie der Verteilung erreicht.
2.5.4 Galton–Brett
Die vorhergehenden Tests haben immer das Verhalten der Simulation bei einzelnen Kollisionen
eines oder mehrerer Teilchen betrachtet. Sehr viel schwieriger ist es, ein System zu finden, das
zwar mo¨glichst zufa¨llige Kollisionen umfaßt, dessen genauer Endzustand aber leicht zuga¨nglich ist.
Gleichzeitig soll die Simulation auch anschaulich sein und die Korrektheit der Simulation soll mit
dem bloßen Auge erkennbar sein.
Ein scho¨nes System, das all diese Eigenschaften hat, ist das Galton-Brett. Eigentlich dient das Galton-
Brett der Veranschaulichung der Binomialverteilung. Die Binomialverteilung beschreibt ein Experi-
ment mit genau zwei mo¨glichen Ergebnissen K und "$LNM
1
O*P
KQ) , welche die Wahrscheinlichkeit R und
"68

R() haben. Wird dieses Experiment L -mal unter gleichen Bedingungen durchgefu¨hrt, dann wird
die Wahrscheinlichkeit, daß das Ergebnis K k-mal vorkommt, durch die Binomialverteilung:
ﬂTSVU W
"6XY)Hß
L
X
R[Z\"68

R()
SV]
Z (2.58)
beschrieben. In der Simulation gibt es 10 “Nagelreihen”, also ist Lbß^8  . Indem man einen Nagel
nicht unterhalb der Mitte zweier Na¨gel positioniert, sondern versetzt dazu, kann R variiert werden.
In der Simulation wurde dazu die Spitze der Sechsecke verschoben, so daß die Kugeln nicht mehr
gleichma¨ßig nach links und recht abgelenkt werden, sondern es eine bevorzugte Seite gibt. Simuliert
wurde R ß 


(Abbildung 2.39(a)) und R ß 
_ (Abbildung 2.39(b)). Jede Simulation wurde mit ca.
2300 Kugeln durchgefu¨hrt, die Endsituation sieht man in Abbildung 2.40(a) und 2.41(a). Dann wur-
den die Kugeln in jedem Schacht ausgeza¨hlt und aufgetragen, gleichzeitig wurde mit Gleichung 2.58
die theoretische Verteilung berechnet. Dargestellt sind die Ergebnisse in Abbildung 2.40(b) und
2.41(b), die Werte stimmen gut u¨berein, auch die Asymmetrie der Verteilung bei Rbß 
_ ist vor-
handen. Mit gc2d kann man also ein Galtonbrett realita¨tsnah simulieren.
2.5.5 Maxwellscher Da¨mon
Es geho¨rt zu den Standardaufgaben einer Vorlesung u¨ber Statistik, daß man ausrechnet, wie wahr-
scheinlich es ist, daß sich in einem Wu¨rfel, der eine Trennwand mit einem kleinen Loch entha¨lt,
n% mehr Gasmoleku¨le in der einen als in der anderen Ha¨lfte befinden. Typische Ergebnisse werden
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Abbildung 2.40: Simulation des Galton-Brettes mit R
ß 


. a) Der Endzustand der Simulation b)
Zahl der Kugeln in einem Schacht (blau) und der theoretische Wert (rot).
(a) Simulation
2 4 6 8 10
0
100
200
300
400
500
Schacht #
An
za
hl
(b) Verteilung
Abbildung 2.41: Simulation des Galton-Brettes mit R
ß 
_ . a) Der Endzustand der Simulation b)
Zahl der Kugeln in einem Schacht (blau) und der theoretische Wert (rot).
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dann immer mit dem Alter des Universums verglichen. In diesem Zusammenhang wird dann auch
der Maxwellsche Da¨mon vorgestellt. Macht man das gleiche Experiment stattdessen mit Granulaten,
so findet man Erstaunliches; man kann dem Maxwellschen Da¨mon bei der Arbeit zusehen.
Einem Granulat wird in einem Kasten durch Vibration laufend Energie zugefu¨hrt, um den Energie-
verlust durch Kollisionen auszugleichen. Am Boden des Systems gibt es eine kleine Trennwand.
Bei entsprechende Amplitude und Frequenz15 der Vibration wird binnen kurzer Zeit die Symme-
trie gebrochen und das Granulat sammelt sich auf einer Seite der Trennwand an. Eggers hat dieses
Pha¨nomen genauer untersucht [154]. Hier sei nur ein einzelner Lauf von gc2d beispielhaft vorge-
stellt.
Anschaulich wird das Verhalten des Systems, wenn man die zeitliche Entwicklung (siehe Abbil-
dung 2.42) untersucht16 . Ein Cluster von Teilchen kann bei der Kollision mit einem einzelnen Teil-
chen dessen Energie sehr leicht dissipieren. Sobald sich also in einer Ha¨lfte des Beha¨lters ein hinrei-
chend großer Cluster gebildet hat, wird dieser weitere Teilchen einsammeln, aber durch die Vibration
des Beha¨lters nicht zersto¨rt. Gleichzeitig wird in der anderen Ha¨lfte des Systems das granulare Gas
verdu¨nnt, die mittlere Geschwindigkeit steigt an. Im Endzustand haben sich alle Partikel auf einer
Seite in einer Schicht angesammelt, die durch die Vibration nicht mehr angeregt wird.
(a) t=0 s (b) t=1 s (c) t=2 s (d) t=3 s
(e) t=4 s (f) t=6 s (g) t=8 s (h) t=15 s
Abbildung 2.42: Zeitliche Entwicklung von Partikeln in einem vibrierenden Kastens mit einer
Trennwand.
15Aus der Amplitude und der Frequenz der Vibration kann die maximale Beschleunigung ` der Teilchen abgeleitet wer-
den. Es wurden keine systematischen Studien fu¨r verschiedene Werte ` durchgefu¨hrt. Vielmehr zeigten mit den gewa¨hlten
Parametern fu¨r die Frequenz acbedgfihkjdgf Hz und der Amplitude von wenigen Teilchendurchmessern alle Simulationen
das beschriebenen Pha¨nomen.
16Auf der beigelegten CDROM befindet sich der Film gas.mpg, der einen kompletten Simulationslauf zeigt.
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(a) Zeitliche Entwicklung der Teilchenzahl in der lin-
ken (rot) und rechten (blau) Seite des Kastens fu¨r die
Simulation in Abbildung 2.42.
0 5 10 15
0
1
2
3
4
5
6
Zeit [s]
<
|v|
>
(b) Zeitliche Entwicklung der mittleren Geschwin-
digkeit in der linken (rot) und rechten (blau) Seite
des Kastens fu¨r die Simulation in Abbildung 2.42.
Abbildung 2.43: Zeitliche Entwicklungen in einer vibrierenden Box mit einer Trennwand.
69
Kapitel 3
Druckverteilung in Schu¨ttgutsa¨ulen
3.1 Grundlagen
Im Gebiet der mechanischen Verfahrenstechnik gibt es einen interessanten Effekt, der sehr anschau-
lich das nichtintuitive Verhalten von Granulaten belegt. Dabei wird granulares Material in eine Ro¨hre
gefu¨llt und der Druck auf Untergrund bzw. auf die Seitenwa¨nde bestimmt. Eine Skizze dieser An-
ordnung ist in Abbildung 3.1 gezeigt.
Wu¨rde sich der Sand wie eine Flu¨ssigkeit verhalten, wa¨re zu erwarten, daß der Druck linear von l
abha¨ngt mn @poýq "6l*)srtl . Im Gegensatz dazu zeigt sich allerdings, daß bei Granulaten der Druck ab
einer gewissen Tiefe nicht mehr weiter zunimmt, sondern einen Sa¨ttigungswert1 erreicht.
Zur Modellierung gibt es einen bekannten Ansatz aus dem vorletzten Jahrhundert von Janssen [155],
der dieses Verhalten mit einem Kontinuumsmodell beschreibt. Da dieses Modell im folgenden er-
weitert werden soll, wird hier der klassische Lo¨sungsweg und die entsprechenden Annahmen fu¨r den
zweidimensionalen Fall skizziert.
Hier soll das Problem in zwei Dimensionen behandelt werden. Nach Janssen betrachtet man eine
du¨nne Scheibe mit der Dicke d l und der Breite  ﬃ . Fu¨r die Vertikalspannung uwvpv wird angenom-
men, daß sie u¨ber die ganze Breite der Scheibe konstant ist. Weiterhin wird angenommen, daß
u
=
v
ßxu
v
=
ß
 ist. Damit sind u
=y=
und u
vzv
die Hauptspannungen und die durch die Reibung an
der Wand verursachte Spannung {}| verha¨lt sich wie eine Volumenkraftdichte [123]. Die Gleichge-
wichtsbedingung lautet dann
~
u
vzv
~
l
E
{}|
ﬃ
y
ß
  (3.1)
Mit der Coulombschen Reibung {}| ßÀþFu
=y=
und der Annahme, daß u
=y=
und u vzv in einem festen
Verha¨ltnis
Xðß
u
=y=
u
vzv
(3.2)
1Dies ist der Grund, warum Silowa¨nde eine konstante Dicke aufweisen, wa¨hrend Stauda¨mme nach unten hin immer
breiter werden.
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Abbildung 3.1: Das Koordinatensystem fu¨r die Berechnung des Spannungstensors in einer Schu¨tt-
gutsa¨ule
stehen, ergibt sich fu¨r das zweidimensionale System die Differentialgleichung
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deren Lo¨sung mit der Anfangsbedingung u vzv "  )ß 
u
vpv
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ist.
Dabei gibt

4
ﬃ
þ
]


den Grenzwert an, gegen den der Druck u
=y=
auf die Wand asymptotisch strebt.
Zu beachten ist, daß der Reibungskoeffizient þF nicht identisch sein muß mit dem Reibungskoef-
fizienten þ , der zwischen zwei Teilchen wirkt [123]. Der Grund hierfu¨r ist, daß þF auch von der
Oberfla¨che der Wand abha¨ngt (rauh, uneben, etc). Deswegen wird þF als Fitparameter verwendet. In
Abbildung 3.7(a) ist der Druckverlauf fu¨r verschiedene Werte von þF gezeigt, der Radius der Ro¨hre
ist 10 cm. Fu¨r kleine Werte von l nimmt der Druck vergleichbar dem hydrostatischen Fall mit

4
l
zu. Je gro¨ßer die Reibung ist, desto eher geht das System dann in asymptotische Bereiche konstanten
Drucks u¨ber.
Ein Beispiel fu¨r eine Simulation ist in Abbildung 3.2 dargestellt. Simuliert wurde ein Rohr mit einem
Durchmesser und einer Ho¨he von etwa 40 cm. Es wurden 10000 Teilchen mit einen Radius von
1 mm ;8  %, einem Reibungskoeffizienten von þ ß 	 , einer Eckenzahl zwischen 8 und 10 und
einen Elastizita¨tsmodul von 8 *Ł N
m
simuliert. Gefu¨llt wurde das Silo durch Einwurf der Teilchen am
oberen Ende des Rohres. Dabei darf die Zuflußrate nicht zu groß sein, da sich sonst Pfropfen2 in der
Schu¨ttgutsa¨ule bilden ko¨nnen. Dabei ist das Granulat zwischen den Wa¨nden eingeklemmt, u
=y=
kann
beliebig stark fluktuieren. Der Druckverlauf an den Wa¨nden (Abbildung 3.2(a)) zeigt fu¨r u
=y=
und
u
vzv , daß auch in der Simulation ein Bereich der Sa¨ttigung erreicht wird. Durch die Simulation ist es
nun mo¨glich, die Annahmen der Janssenschen Lo¨sung im Inneren des Granulates zu u¨berpru¨fen. Die
2Die Pfropfen ko¨nnen in der Fo¨rdertechnik aber auch erwu¨nscht sein, wie Gro¨ger [123] fu¨r den Schlauchbandfo¨rderer
zeigte.
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Abbildung 3.2: Silo mit senkrechten Wa¨nden, þûß  3
Spannungen in Vertikal- und Horizontalrichtung ( u
=y=
und u vzv ) sind in Abbildung 3.2(b) ortsaufgelo¨st
dargestellt. Man sieht, daß die Annahme, daß u
=y=
u¨ber den Querschnitt konstant sei, relativ gut erfu¨llt
ist. Bei u vzv zeigen sich hingegen gro¨ßere Schwankungen, die von ihrer Form auf die Ausbildung von
Kraftpfaden schließen lassen. Berechnet man das Verha¨ltnis X (siehe auch Abbildung 3.2(c)), dann
ergibt sich der Mittelwert X/ß 	 3   8 . Die Dichte

in Gl.3.4 gibt die mittlere Dichte des
Granulates an, nicht die eines einzelnen Partikels. Dies wird durch das Produkt der Teilchendichte
und der Raumausfu¨llung der Teilchen in der Simulation berechnet:

ß

ýT


c

(3.5)
Dabei ist

ýT (siehe Abbildung 3.2(d)) im gesamten System homogen, eine ho¨here Dichte durch
die Kompression der unteren Bereiche oder Fluktuationen durch den Einfu¨llvorgang sind nicht zu
erkennen. Gemittelt ergibt sich

ýT
ß
	

	
Mit diesen, von der Simulation vorgegebenen
Werten, wird þF in Gleichung 3.4 an die Daten der Simulation angefittet. Das Ergebnis eines least-
square Fits ergibt þF¤ß 	 . Damit stimmen die Druckerverla¨ufe fu¨r u
=y=
und u vzv sehr gut mit der
Theorie u¨berein.
3.2 Erweiterung auf verallgemeinerte Siloformen
Gleichung 3.4 wird nun von einem Rohr mit festem Radius auf eines mit vera¨nderlichem Radius
ﬃ
"6l*) erweitert. Fu¨r die Elemente des Spannungstensoren werden dieselben Annahmen wie in Ab-
schnitt 3.1 gemacht. Fu¨r u vzv wird angenommen, daß es u¨ber die ganze Breite konstant istn, und es
gelte u
=
v
ßu
v
=
ß

. Die Gleichgewichtsbedingung aus Gleichung. 3.1 wird in der Form
~
u
vzv
~
l
E
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ﬃ
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y
ß
 (3.6)
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geschrieben.
Um die Wandschubspannung mit der Coulombschen Reibung zu berechnen, beno¨tigt man die x-
Komponente der Normalspannung an der Wand. Mit den Komponenten des Normalenvektors auf die
Wand
L
=
ß
8
8HE
o
o
v
ﬃ
"6l*)


und L v ß

o
o
v
ﬃ
"6l*)
8iE
o
o
v
ﬃ
"6l*)


% (3.7)
ist
{}| ß þFTL
=
L
=
L v
u
=y=


u vzv
L
=
L v
(3.8)
ß þFTL
=
"6u
=y=
L


=
EGu vpv L


v
)
 (3.9)
Bei einer schra¨gen Wand hat man noch einen direkten Betrag der Normalspannung zur Kraftkompo-
nenten in z-Richtung. Dieser Beitrag ist proportional zu LFv , fu¨r fast senkrechte Wa¨nde ist er klein
und wird im weiteren vernachla¨ssigt.
Zusammen mit Gleichung 3.2 und 3.7 ist die zu lo¨sende Differentialgleichung
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Als Lo¨sung erha¨lt man
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Die klassische Lo¨sung von Janssen ergibt sich hieraus dann mit ﬃ "6l*)óß ﬃ + . Anzumerken ist noch,
daß sich fu¨r
¥
"6lw) und
¥
"6l*)§E
1
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1
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 dieselbe Lo¨sung u vzv "6l*) ergibt:
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Es kann nun fu¨r verschiedene Rohrformen jeweils eine Lo¨sung bestimmt werden, die sich dann in
den folgenden Abschnitten mit Simulationsergebnissen vergleichen la¨ßt.
3.3 Stufenfo¨rmiges Silo
Die erste zu untersuchende Rohrform ist ein Silo mit einer sprunghaften ¨Anderung des Rohrdurch-
messers, aber senkrechten Wa¨nden. In Abbildung 3.3(a) und 3.3(b) sind die entsprechenden Rohre
dargestellt. Die allgemeine Gleichung fu¨r diese Siloform lautet dann
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Abbildung 3.3: Verschiedene untersuchte Siloformen
wobei fu¨r den Fall der Verengung ﬃ ¬- ﬃ 
 gilt und fu¨r die Verbreiterung ﬃ ­J ﬃ 
 . Der Sonderfall
ﬃ

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ﬃ

 ergibt die klassische Lo¨sung. Im Fall ﬃ 8kJ ﬃ  ist eine wichtige Annahme nicht erfu¨llt: am
Punkt lZß
O
+ ist Voraussetzung, daß u
=y=
und u vpv u¨ber die ganze Breite konstant sind, nicht mehr
erfu¨llt. Deswegen beschra¨nkt sich die Gu¨ltigkeit der nachfolgenden Rechnung auf ﬃ  - ﬃ 
 .
Als Lo¨sung fu¨r die Spannung u
=y=
aus Gleichung 3.11 erha¨lt man
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was umgeschrieben werden kann in
u
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Damit entspricht der obere Teil des Silos der Lo¨sung fu¨r ein Rohr mit senkrechten Wa¨nden, der
untere Teil ist die Lo¨sung von Gleichung 3.3 mit der Anfangsbedingung u vpv "
O
+*)ß¿u

, wobei u 
durch die Lo¨sung des oberen Teils des Rohres an der Stelle l(ß
O
+ vorgegeben wird. Beispiele fu¨r
Druckverla¨ufe sind in Abbildung 3.7(b) gezeigt, wobei die Stufe bei lðß  mm ist und die Radien
ﬃ
óß^8

mm und ﬃ 
ß  mm sind. Es kann die fu¨r eine ruhende Flu¨ssigkeit paradoxe Situation
entstehen, daß der Druck in einem Rohr weiter oben gro¨ßer ist als am Fuß der Ro¨hre.
Mit gc2d wurde ein entsprechendes Silo simuliert. Die Daten der Rohrgeometrie sind:
Àeﬃ
©ß 40mm
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Abbildung 3.4: Der Druckverlauf in einem Rohr mit einer unstetigen ¨Anderung des Radius.
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Die verwendeten Teilchen haben dieselbe Form wie die Teilchen in Abschnitt 3.1. Der Reibungskoef-
fizient ist þûß  3 . Es wurden die Daten von zwei Simulationen mit je 10000 Teilchen gemittelt. Aus
den Kra¨ften der Simulation wird in Abbildung 3.4 der Verlauf der Wanddru¨cke berechnet. Deutlich
zu erkennen ist die durch die Stufe entstandene Drucka¨nderung. Aus den Daten der Spannungsten-
soren wird der Mittelwert fu¨r X berechnet; es ergibt sich X*ß 	 3   8 . Die Position beeinflußt
den lokalen Wert von X nicht. Dieser ist unabha¨ngig davon, ob er im engen oder im weiten Teil des
Rohres bestimmt wird. Zur Bestimmung von þ  wurde Gleichung 3.15 an die vorhandenen Daten
angefittet. Das Ergebnis eines least-square Fits ergibt þFûß 	 . Die Verla¨ufe von u
=y=
und u vzv
stimmen also gut mit den theoretischen Kurven u¨berein.
3.4 Silo mit schra¨gen Wa¨nden
Nun soll ein Silo berechnet werden, dessen Wa¨nde nicht senkrecht, sondern schra¨g sind. Der Radius
wird durch
ﬃ
"6l*)ßÁ[lÂE
ﬂ (3.16)
beschrieben. Dabei muß immer Ák»  gelten, so daß das Silo nach unten immer enger wird. Die zu
lo¨senden Differentialgleichung ist
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Außerdem beschra¨nken wir uns auf den Bereich l;»

ü
Ä
, da negative Radien nicht sinnvoll sind. Mit
der Abku¨rzung Å*ß 8HEGÁ 
  erha¨lt man als Funktion fu¨r den Wanddruck dann
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Dann gilt in der am unteren Ende des Silos befindlichen Spitze u
=y=
"

ü
Ä
)©ß

. Die Beispiele fu¨r die
Druckverla¨ufe in Abbildung 3.7(b) sind mit ÁßË8  und ﬂ ßÌ8  mm gerechnet. Allerdings wird
in der Simulation die Kontinuumsna¨herung im unteren Bereich nicht mehr gu¨ltig sein, sobald der Ra-
dius kleiner als einige Teilchendurchmesser wird. Ein Ru¨ckgang von u
=y=
und u vzv auf Null wird nur
sehr schwer zu beobachten sein. Interessant ist, daß es bei dieser Form des Silos zu einem Druckma-
ximum an der flachen Wand kommt. Gewo¨hnlich wu¨rde man diese Druckspitzen an Stellen erwarten,
an denen sich bestimmte Eigenschaften der Wand a¨ndern (Radius, Reibung durch Verunreinigungen
etc.)
Die Parameter fu¨r die Simulation sind
À
Áóß


8

À
ﬂ
ß

mm.
Fu¨r die Simulation wurde die Siloform leicht modifiziert. Da man nicht mehr u¨ber ausreichend viele
Teilchen mitteln kann, ist ein Silodurchmesser kleiner als 10 Teilchen ist nicht sinnvoll. Deswegen
wurde die Spitze des Silos abgeschnitten. In Abbildung 3.5 werden die Daten zweier Simulationen
mit unterschiedlichen Reibungskoeffizienten gezeigt. Die verwendeten Teilchen haben einen Radius
von 8
	
mm, alle anderen Materialparameter entsprechen den Simulationen aus den vorhergehenden
Abschnitten. Bei beiden Simulationen weist u
=y=
deutlich geringere Fluktuationen als u
vzv
auf. Fu¨r
þûß

3 (Abbildung 3.5(a)) ist Xðß 	    3 ; bei þûß 	 (Abbildung 3.5(b)) ist Xðß 	   8 .
Durch das Anfitten der allgemeinen Lo¨sung (Gl. 3.18) erha¨lt man þF ß 	 bzw þF ß 	 . In
beiden Fa¨llen nehmen die Fluktuationen der Dru¨cke nach unten hin zu. Fu¨r lÍ- 	 sind weniger
als 25 Teilchen nebeneinander im Rohr, die Bestimmung der Spannungen wird unzuverla¨ssig. Die
Theorie beschreibt aber in beiden Fa¨llen den Anstieg und die Position der Maxima von u
=y=
und u
vzv
gut.
3.5 Parabelfo¨rmiges Silo
Es soll nun ein Silo mit einem parabolischen Profil untersucht werden. Die Wand wird durch
ﬃ
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festgelegt, damit hat das Silo die Tiefe
ﬂ
und an der Oberfla¨che den Radius ü
Ä
.
Nach dem Einsetzen dieser Gleichung in 3.11 erha¨lt man
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Im Bereich sehr kleiner Werte von l;Ï
ﬂ
, also nahe an der Oberfla¨che des Granulates, kann
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Abbildung 3.5: Druckverla¨ufe bei der Simulation eines Silos mit scha¨gen Wa¨nden. Dargestellt sind
u
=y=
und u[vzv sowie die Kurven aus Gleichung 3.18.
entwickelt werden. Nach Gleichung 3.13 hat der konstante Term keine Bedeutung fu¨r die Lo¨sung,
wird also weggelassen.
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kann man Ð "6l*) kurz als
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schreiben. Die Lo¨sung ist dann
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Dies bedeutet, daß man den oberen Teil des parabelfo¨rmigen Silos durch eines mit senkrechten
Wa¨nden und dem Radius ﬃﬀÙ anna¨hern kann. Wenn ein hohes schmales Silo angenommen wird, also
ﬂiÛ

Ä
und X­Ü 8 , liegt ﬃ Ù sehr nahe an ﬃ Ù ß
ü
Ä
, also dem tatsa¨chlichen Radius an der Oberfla¨che.
Interessant ist auch, wie sich die Spannung u vzv am Boden des Silos verha¨lt. Mit
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und ü
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 folgt, daß u vzv am Boden des Silos ungleich 0 ist (siehe Abbildung 3.7(d)).
Allerdings ist, wie bei dem Beispiel mit den schra¨gen Waenden, einerseits die Untersuchung die-
ses Bereichs sehr schwierig, andererseits ist die Annahme eines Kontinuums unzutreffend. Bei der
Simulation wurde dieselbe Teilchensorte mit einem Radius von 8 	 mm verwendet, alle anderen Ma-
terialparameter entsprechen den Simulationen aus den vorhergehenden Abschnitten. Die Parameter
der Parabel entsprechend Gl. 3.19 sind
1. a=100 
m
2. b=0.46m.
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Abbildung 3.6: Druckverla¨ufe bei der Simulation eines parabelfo¨rmigen Silos. Dargestellt sind u
=y=
und uwvzv sowie die Kurven aus Gleichung 3.24
Die Abbildung 3.6 zeigt zwei Simulationen mit unterschiedlichen Werten des Reibungskoeffizienten.
Fu¨r þß

3
erha¨lt man X ß 	   8 3 und fu¨r þdß 	 ist Xß 	 s  88 . Fu¨r die Darstellung
der Theorie (Gl. 3.24) wurde wiederum þF an die Daten der Simulation angepaßt. Dargestellt sind
þ

ß
	 (Abbildung 3.6(a)) und þ  ß  3  (Abbildung 3.6(b)). Der Abfall der Spannungen ist nur
ansatzweise zu erkennen, da der Bereich zu nahe am Scheitel der Parabel ist. Der Anstieg und das
Maximum der Kurven werden gut wiedergegeben.
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Abbildung 3.7: Theoretische Kurven fu¨r u
=y=
bei verschiedenen Siloformen. Es sind jeweils die
Kurven fu¨r þ  ß  8 , þ  ß  3 und þ  ß 	 dargestellt. Die anderen Parameter sind Xß 
_ und
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. Die Ho¨he ist bei allen Silos 1m, die maximale Breite immer  8 m.
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Kapitel 4
Granulare Aufschu¨ttungen
4.1 Geordnete Sandhaufen
Bei der Frage nach der Ursache fu¨r das lokale Druckminimum bei Aufschu¨ttungen wurden auch Sy-
steme vergleichbar denen in Abbildung 1.8 untersucht, bei denen die Teilchen geordnet sind. Das
Modell von Hong [86] beschreibt Kugeln, die auf einem hexagonalen Gitter angeordnet sind. Die
Methode von Oron [156, 157] bestimmt die exakte Kraftverteilung fu¨r ein gegebenes Kontaktnetz-
werk. Der Vorteil dieser Herangehensweise ist, daß sich die Kra¨fte analytisch bestimmen lassen. Bei
beiden Autoren sind die Haufen aber nicht freistehend, also nicht nur durch Reibung am Untergrund
stabilisiert. Der Grund dafu¨r ist, daß die Reibung nicht beru¨cksichtigt wird. Stattdessen wird der
Haufen entweder links und rechts durch ein fixiertes Teilchen stabilisiert, oder aber der Untergrund
besteht aus eine ganzen Reihe unbeweglicher Teilchen.
Fu¨r einige Systeme, die im Inneren stark geordnet sind, werden nun die mit gc2d simulierten Daten
dargestellt. Dabei wurde immer Reibung, Elastizita¨t etc. mit beru¨cksichtigt, um realistische Ergebnis-
se zu erhalten. Wie bereits in Abbildung 1.8 dargestellt, kann sich trotz a¨ußerlich gleicher Form die
innere Struktur sehr stark auf die einzelnen Gro¨ßen wie Spannungstensoren und Druck auswirken.
Zuerst soll das wohl einfachste Modell untersucht werden: einzelne Sa¨ulen aus quadratischen Parti-
keln. Diese Simulation produziert, was zu erwarten ist. Das Kraftnetzwerk (Abbildung 4.2(b)) zeigt,
daß zwischen den einzelnen Sa¨ulen kein Kontakt besteht. Entsprechend ist die Koordinationszahl
(Abbildung 4.2(d)) bei fast allen Teilchen gleich 2, nur bei Teilchen an der Oberfla¨che ist sie 1. ¨Ahn-
liches zeigt sich auch im Histogramm der Kraftrichtungen (Abbildung 4.2(e)), Die Kra¨fte wirken
senkrecht auf den Untergrund. Der Druck (Abbildung 4.2(c)) auf den Untergrund ha¨ngt damit nur
von der jeweiligen Sa¨ulenho¨he ab und steigt linear an. Die kleinen Spikes sind hier, wie auch in den
b)a)
Abbildung 4.1: Bei regelma¨ßigen Partikelanordnungen kann es vorkommen, daß der Abstand der
Kra¨fte (schwarz) auf den Boden (grau) und die Breite des Meßintervalls (rot) nicht harmonieren.
Dies fu¨hrt zu den Spikes bei den Kurven fu¨r den Druckverlauf (z.B. Abbildung4.2(c))
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Abbildung 4.2: Ein Haufen aufgebaut aus sa¨ulenartig gestapelten Rechtecken (vgl. Abbildung1.8a)
weiteren Graphen in diesem Abschnitt, auf das Verha¨ltnis von Testfla¨che (vgl. Gleichung 2.39) und
Teilchenbreite zuru¨ckzufu¨hren (siehe Abbildung 4.1). Deswegen wird in allen Abbildungen dieses
Abschnittes, in denen der Druck auf den Boden dargestellt wird, zusa¨tzlich der gleitende Durch-
schnitt eingezeichnet. Die abgerundete Spitze entsteht durch die Mittelung u¨ber mehrere Sa¨ulen.
Scheiben auf einem Rechteckgitter anzuordnen, ergibt ein sehr instabiles Gebilde. Auch wenn sich
die verwendeten Polygone in der Simulation entsprechend plazieren ließen, wa¨re ein anderes Verhal-
ten als bei den Quadraten ist nicht zu erwarten.
Fu¨r die na¨chsten Simulationen wurden Quadrate Abbildung 4.3 bzw. Abbildung 4.4 (Breite zu Ho¨he
= 2:1) auf einem Dreiecksgitter angeordnet. Obwohl das System mit den flachen Rechtecken doppelt
soviele Schichten besitzt, sind die Eigenschaften doch sehr a¨hnlich. Die Histogramme der Kraftrich-
tungen1 (Abbildungen 4.3(e)) und 4.4(e)) zeigen, daß fast alle Kra¨fte senkrecht zum Untergrund
gerichtet sind. Allerdings sind auch einige Kra¨fte parallel zum Untergrund vorhanden. Auf ein Par-
tikel dru¨cken von oben immer zwei Teilchen. Entsprechend der Druckverteilung (4.3(c) und 4.4(c))
ist der Druck auf der Innenseite etwas gro¨ßer, auf das Teilchen wirkt ein Drehmoment. Wird dadurch
das Teilchen stark genug verdreht, bekommt es Kontakt zu seinen Nachbarn in derselben Ebene. Die-
se Kontakte sieht man dann auch bei der Koordinationszahl (4.3(d) und 4.4(d)), ca. 40% der Teilchen
haben Kontakt mit 5 oder 6 Nachbarn. Die Druckverteilungen auf den Untergrund entsprechen dem
Fall der Sa¨ulen.
Statt Quadrate werden beim na¨chsten System Scheiben auf einem Dreiecksgitter aufgeschichtet. Die-
se Anordnung ist nur fu¨r kleinere Systeme und flache Bo¨schungswinkel stabil. Sind die Scherkra¨fte
in den Flanken zu groß, fa¨ngt das System an zu rutschen oder zu rollen. Die Simulation aus Abbil-
dung 4.5(a) ist gerade noch stabil, lediglich der Fuß des Haufens hat sich schon etwas verschoben,
1Die Kraftnetzwerke geben entsprechend ihrer Definition in Abschnitt 2.3.2 keine Information u¨ber die Kraftrichtungen
wieder. Besonders deutlich ist dies in den Abbildungen 4.3(b) und 4.4(b) zu sehen. Bei runden Partikeln weisen die Kra¨fte
ha¨ufig in Richtung des Schwerpunkts, hier ist die ¨Ubereinstimmung der Richtungen dann besser.
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Abbildung 4.3: Ein Haufen, bei dem Quadrate auf einem Dreiecksgitter plaziert wurden.
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Abbildung 4.4: Ein Haufen bei dem flache Rechtecke auf einem Dreicksgitter plaziert wurden.
82 Granulare Aufschu¨ttungen
(a) Aufbau (b) Kraftnetzwerk
0.2 0.4 0.6 0.8
2000
4000
6000
x [m]
P 
[N
/m
]
(c) Druck auf den Boden
1 2 3 4 5 6
0
0.2
0.4
0.6
N
/N
ge
s
(d) Koordinationszahl
30
210
60
240
90
270
120
300
150
330
180 0
(e) Histogramm der
Kraftrichtungen
Abbildung 4.5: Ein Haufen aus hexagonal gestapelten Kugeln (vgl. Abbildung 1.8c)
wie man auch am Kraftnetzwerk (4.5(b)) und dem Haufen selbst sieht. Dies bedeutet aber auch, daß
sich ganze Bereiche des Haufens verschoben haben. Dies wird durch die breite Winkelverteilung der
Kraftrichtungen (4.5(e)) deutlich. Der Druck (4.5(c)) auf den Untergrund weist einen breiten flachen
Bereich auf, der dem System von Hong entspricht. Auffa¨llig ist, daß die mittlere Koordinations-
zahl (4.5(e)) wieder nahe bei 4 ist, obwohl die Kugeln 6 Nachbarn hat. Am Kraftnetzwerk und der
Winkelverteilung sieht man, daß die Nachbarn zur linken und zur rechten eines Teilchens nicht am
Kontaktnetzwerk beteiligt sind.
Das Auseinanderrollen des Haufens kann verhindert werden, indem links und recht am Fuß ein Stu¨ck
unbewegliche Wand plaziert wird. Das System entspricht dem, welches Oron [157] als Anordnung
c) beschreibt.
Mit Hilfe von gc2d ist es mo¨glich, gro¨ßere Setups als jene von Oron (11 Teilchen als Basis) zu be-
rechnen. Der hier vorgestellte Haufen hat eine Basis von 113 Teilchen. Im Vergleich der Ergebnisse
zeigen sich die selben charakteristischen Merkmale. Die Druckverteilung mit dem lokalen Minimum
ist a¨hnlich. Die Flanken des mit gc2d simulierten Systems zeigen links und rechts je ein Nebenmi-
nimum, bei Oron sind hier nur Schultern zu erkennen. Dies ist vermutlich ein Teilchenzahleffekt, da
bei dem kleineren System dieser Bereich nur zwei Teilchen, im großen System hingegen circa drei-
zehn Teilchen breit ist. Die Spannungstensoren zeigen das gleiche Bild, ebenso die Kraftnetzwerke.
In beiden Simulationen sind die Kra¨fte im Bereich des Fußes in der untersten Schicht parallel zum
Untergrund und steigen nach außen hin an. Dies bedeutet aber auch, daß dieses System ohne die
ku¨nstliche Einengung durch die Wa¨nde nicht stabil wa¨re.
Eine weitere Mo¨glichkeit, eine Kugelpackung ohne Reibung zu stabilisieren, besteht darin, den Un-
tergrund sehr rauh zu gestalten. Im Fall der Systeme von Hong bedeutet dies, daß der Untergrund
aus fixierten Kugeln besteht. Nach Hong la¨ßt sich der Druck durch einfaches Abza¨hlen bestimmen.
Der Druck mu¨ßte u¨ber die ganze Breite des Haufens konstant sein. Ansatzweise ist dies in Abbil-
dung 4.6(e) zu sehen, allerdings kann sich, anders als im theoretischen Modell mit harten Kugeln,
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Abbildung 4.6: Ein Haufen aus hexagonal gestapelten Kugeln, zusa¨tzlich wird das System durch
Wa¨nde links und rechts der Basis gestu¨tzt.
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Abbildung 4.7: Ein Haufen aus hexagonal gestapelten Kugeln auf einem Untergrund aus ortsfesten
Kugeln (grau).
der Schwerpunkt der Teilchen verlagern. Die dadurch enstehenden Vera¨nderungen der Kraftrichtung
und des Kraftnetzwerkes fu¨hren zu den Abweichungen.
Bei allen Haufen, die auf Gittern aufgesetzt wurden, ist die Dichte im Inneren homogen, ein Kern mit
abweichender Dichte bildet sich nicht. Das System, welches ein lokales Minimum zeigt, ist aber im
Hinblick auf das Kraftnetzwerk (maximale Kra¨fte am Fuß) nicht typisch fu¨r experimentelle Systeme.
Offensichtlich besitzen diese Systeme keine ausreichende Komplexita¨t, um einen experimentellen
Dip zu reproduzieren.
4.2 Sandhaufen
4.2.1 Geschichtete Systeme
In verschiedenen Experimenten wurde wiederholt gezeigt, daß ein kegelfo¨rmiger Haufen, der schicht-
weise aufgebaut wurde, kein Minimum im Druck auf den Untergrund zeigt. Bei zweidimensionalen
Systemen, die nach dem gleichen Prinzip erzeugt wurden, ist ein a¨hnliches Ergebnis zu erwarten.
Technisch wurde dies so realisiert, daß die Startposition der einzelnen Teilchen auf einer Linie aus-
gewu¨rfelt wird. Die La¨nge dieser Linienquelle gibt dann die Basis des Haufens vor. Im Verlauf der Si-
mulation wurde die Strecke dann immer weiter verku¨rzt, bis sie die La¨nge Null hat. Dadurch entsteht
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Abbildung 4.8: Bild eines schichtweise aufgeschu¨tteten Sandhaufens.
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Abbildung 4.9: Druck auf den Untergrund und Histogramm der Kraftrichtungen bei einem schicht-
weise aufgeschu¨tteten Haufen.
ein dreieckiger Haufen, dessen Flankenwinkel von der Geschwindigkeit der Streckenverku¨rzung be-
einflußt wird. Fu¨r die Simulation wurden Polygone mit 12 Ecken verwendet, der Radius der Teilchen
betra¨gt 0.8mm ; æ , der Reibungskoeffizient ist þ ß 	 , der Youngmodul çŁßx8 *Łèé . Koha¨si-
onskra¨fte wurden nicht benu¨tzt, da trockene Sandhaufen simuliert werden sollen, bei denen auch im
Experiment versucht wird, Koha¨sion zu vermeiden. Der Haufen hat eine Breite von

ß

cm, eine
Ho¨he
O
ß

1ê
und einen Winkel von 21 ë .
Abbildung 4.8 zeigt den Haufen am Ende der Simulation. Die Farbe der Teilchen entspricht in die-
ser Darstellung ihrem “Alter”, also dem Zeitpunkt, zu dem sie in der Simulation eingesetzt wur-
den. Man sieht deutlich den schichtweisen Aufbau. Aufgrund des Winkels von 21 ë , der unter dem
Bo¨schungswinkel eines derartigen Systems liegt, haben sich am Rand keine Lawinen gebildet, die
zu Umordnungen ha¨tten fu¨hren ko¨nnen.
Der Druck auf den Untergrund wird u¨ber Gleichung 2.39 berechnet, wobei ein einzelner Testbereich
im Durchschnitt 17.1 Teilchen entha¨lt. In Abbildung 4.9(a) ist der Druck dargestellt, wobei hier wie
im folgenden der Druck mit

4
O
skaliert wurde. Fu¨r die Darstellung der Spannungstensoren werden
diese aber weiterhin nicht skaliert darstellt. Die x-Achse wird mit 
o
skaliert und so verschoben,
daß sie von 0 (linke Seite des Haufens) bis 1 (rechte Seite des Haufens) geht. Es ist zu erkennen,
daß dieser Haufen in der Mitte einen leicht abgeflachten Bereich hat, ein echtes Minimum ist nicht
vorhanden. Die minimale Absenkung des Drucks in der Mitte ist kleiner als die Fluktuationen. Diese
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Abbildung 4.11: Dichte eines geschichteten Haufens
Druckverteilung entspricht somit den Experimenten.
Nun soll untersucht werden, welche Eigenschaften das Innere eines derartiges Systems hat. Das Hi-
stogramm der Kraftrichtungen (Abbildung 4.9(b)) zeigt eine leichte Ausrichtung der Kra¨fte in Rich-
tung von etwa 230 ë und 310 ë . Dies ist aus der Konstruktionsgeschichte des Systems zu verstehen.
Jedes Teilchen sucht sich auf der immer waagrechten, aber sehr rauhen Oberfla¨che des Systems sei-
nen Platz. Da die Teilchen eine breite Gro¨ßenverteilung haben, ist ein Ordnen auf einem hexagonalen
Gitter nicht zu erwarten. Jedes Teilchen hat im Durchschnitt mit 3.6 anderen Teilchen einen Kontakt.
Die Experimente haben bisher nur gezeigt, daß es am Boden des Systems kein Druckminimum gibt.
Vorstellbar wa¨re, daß sich im Inneren des Systems trotzdem ein Bereich verminderten Drucks aus-
bildet. Diese ¨Uberlegung wird durch Abbildung 4.10 widerlegt. Hier ist die Komponente u vzv des
Spannungstensors aufgetragen. Dargestellt sind die Isobaren des Systems. Im Inneren dieses, wie
aller anderer untersuchten Systeme ist kein Druckminimum zu erkennen.
Die aus Gleichung 2.45 berechnete lokale Dichte wurde mit der Dichte eines Teilchens skaliert
ﬀì

ß
¸
¸í
¤îïØð
¯
¤ñ
. Dies ist gleichzeitig die Raumausfu¨llung des Systems. In Abbildung 4.11 ist
}ì

farbkodiert dargestellt. Im Inneren des Haufen ist
}ì
 konstant, die Abnahme der Dichte in einem
schmalen Randbereich liegt an der Art der Berechnung. In diesem Bereich schneidet die Testfla¨che,
innerhalb der die Dichte bestimmt wird, die Oberfla¨che des Sandhaufes. Obwohl die Testfla¨che dann
angepaßt wird, wird eine geringere Dichte berechnet (siehe Abbildung 2.10 b) ). Der Wert von
}ì

liegt im Inneren etwa bei 0.81.
In Abbildung 4.12 sind fu¨r einige Spannungstensoren die Hauptachsen dargestellt. Da die Testfla¨chen
an die Kontour des Sandhaufens angepasst werden (siehe Abschnitt 2.3.4 und Abbildung 2.11), sind
die Schnittpunkte der Spannungstensorhauptachsen nicht auf einer geraden Linie, sondern weichen
nahe der Oberfla¨che des Haufens von ihr ab. Fu¨r die Spannungstensoren wurde jeweils der Winkel
ò berechnet, der die Neigung des Spannungstensors angibt. Fu¨r einige Ho¨hen wurden dann diese
Winkel in Abha¨ngigkeit von der X-Position in Abbildung 4.13dargestellt. Was schon in dem Bild der
Spannungstensoren selbst erkennbar ist, wird hier noch einmal deutlich. Die Spannungstensoren in
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Abbildung 4.12: Spannungstensoren im Inneren des Sandhaufens. Es wurde nicht alle berechneten
Spannungstensoren dargestellt, sondern in der Vertikalen jeder dritte und in der Horizontalen jeder
vierte Spannungstensor. Die Farben sollen nur die Unterscheidbarkeit verbessern.
Abbildung 4.13: Winkel der Hauptachsen des Spannungstensors in verschiedenen Ho¨hen eines
geschichteten Haufens.
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einer Ha¨lfte des Haufens sind nicht parallel. In der Mittel steht die gro¨ßere der Hauptachsen senk-
recht. In diesem System gilt, wie erwartet, die FPA-Annahme nicht. Dies wa¨re nach Wittmer et al.
eine Konsequenz einer fu¨r die Erzeugung eines Druckminimums ungu¨nstige Entstehungsgeschichte
des Sandhaufens und wu¨rde der Theorie in keiner Weise widersprechen.
4.2.2 Geschu¨ttete Systeme
Ein Beispiel fu¨r einen experimentellen Aufbau, der einen Sandhaufen mit Dip zeigt, ist Abbil-
dung 1.7. Das Granulat fließt durch einen Trichter, so daß der Auslaß als Punktquelle fu¨r Teilchen
interpretiert werden kann. Dieser Aufbau wurde fu¨r die Simulationen in gleicher Weise in zwei Di-
mensionen realisiert. Der Untergrund ist dabei immer eben und hat in Bezug auf Reibung, Elastizita¨t
etc. die gleichen Eigenschaften wie die simulierten Partikel. Die Ergebnisse dieser Simulationen sol-
len im folgenden vorgestellt werden.
Verschiedenen Experimente [78,81] haben gezeigt, daß die Tiefe des Druckminimums von der Form
und Oberfla¨che der verwendeten Teilchen abha¨ngt. Die verschiedenen Vero¨ffentlichungen zusam-
mengefaßt ergeben folgendes Bild: sind die Partikel alle etwa gleich groß, gibt es im allgemeinen
keinen Dip. Ausnahmen hiervon zeigen sich, wenn
1. die Teilchen sehr rauh sind (Seesand)
2. die Teilchen so klein werden, daß koha¨sive Kra¨fte zu beru¨cksichtigen sind.
Der Einfluß der Koha¨sion auf die Entstehung des Dips bei Simulationen wird in [158] diskutiert.
Im folgenden soll der Einfluß der Oberfla¨chenrauhigkeit der Partikel beschrieben werden. Die Ab-
bildungen 4.14(a) und 4.15(a) zeigen die Druckverteilung bei der Simulation von zwei Systemen
mit unterschiedlichen Teilchenarten. Bei beiden Systemen wurden folgende Simulationsparameter
verwendet:
1. ó
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s
2. çÙß 8  8  Ł èé
3. õß 	
4. þûß 	
5. Teilchenradius 1.5mm
Der Unterschied zwischen den Simulationen ist die Zahl der Ecken. Die Simulationen aus Abbil-
dung 4.14(a) haben 7 Ecken, die aus Abbildung 4.15(a) 13 Ecken. Die Ecken werden in beiden
Fa¨llen zufa¨llig auf einer Ellipse plaziert (siehe RAND1 in Tabelle B.1.6). Die Simulation mit den
Siebenecken zeigt ein Druckminimum, die mit den “glatteren” 13-Ecken nicht mehr. Bei Systemen
mit gleich großen, runden Teilchen ordnen sich im allgemeinen die Partikel wa¨hrend des Aufschu¨tt-
vorgangs auf einem hexagonalen Gitter an. Die Druckverteilung zeigt nach Hong [86] keinen Dip.
Bei der Simulation mit Polygonen anstatt Scheiben werden die Teilchen durch ihre Oberfla¨chenrau-
higkeit am Rollen gehindert. Damit wird die gitterartige Anordnung gesto¨rt. Bei den rauhen Teilchen
(mit wenigen Ecken) sieht man auch am Histogramm der Kraftrichtungen (Abbildung 4.14(b)), daß
zwar die Richtungen 60 ë und 120 ë ha¨ufiger sind, Anzeichen fu¨r ein Gitter gibt es jedoch nicht. Bei
den glatten Partikeln (mit vielen Ecken) hingegen sind die Kra¨fte fast ausschließlich auf die Rich-
tungen 60 ë und 120 ë beschra¨nkt, ein deutliches Indiz fu¨r eine hexagonale Anordnung. Wenn die
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verwendeten Polygone einer Scheibe zu a¨hnlich werden, also sehr viele Ecken haben, nimmt die Be-
deutung der Scherkra¨fte zu. Die Reibung reicht nicht mehr aus, das System zu stabilisieren, da ganze
Teile des Haufens zur Seite rollen ko¨nnen. Das Ergebnis einer Simulation mit Teilchen, die 20 Ecken
haben, wird in Abbildung 4.16 gezeigt. Der Bereich 2 hat wie ein Keil den Bereich 3 nach links
weggeschoben. In gleicher Weise hat sich Bereich 1 gebildet. Die rechte Seite des Haufens wurde
nicht durch Scherung beeinflußt, so daß sich der von Alonso [64] beschriebene Fuß gebildet hat (vgl.
Gleichung 1.8). Die von Herrmann [38] beschriebenen Stufen auf der Oberfla¨che des Sandhaufens
sind vorhanden.
Die selbststa¨ndige Anordnung der Teilchen auf einem Gitter tritt nicht mehr auf, wenn die Teilchen
unterschiedliche Gro¨ßen haben. In Abbildung 4.17 wird ein Haufen gezeigt, bei dem zwei Teilchen-
sorten verwendet werden. Die kleinen Teilchen haben einen Radius von 1.15 mm und 8 Ecken die
großen den Radius 3.28 mm und 24 Ecken und entsprechen damit den Experimenten von Aoki [159].
Es ist weder die Bildung einer gitterartigen Struktur zu erkennen, noch kommt es in diesem Beispiel
zur Stratifikation.
Die weiteren Simulationen wurden mit Polygonen gerechnet, deren Gro¨ße in einem Intervall gleich-
verteilt ist2. Die Rauhigkeit der Teilchen bleibt auch bei den polydispersen Systemen wichtig. Ein
Beispiel ist die ¨Anderung des Bo¨schungswinkels mit der Eckenzahl. Dazu wurden Teilchen mit ei-
ner Variation des Durchmessers von 20% aufgeschu¨ttet und der Bo¨schungswinkel bestimmt. Die
Winkel der beiden Seiten der Haufen wurden gemittelt und sind in Abbildung 4.18 dargestellt. Mit
zunehmender Rauhigkeit der Teilchen ko¨nnen die Flanken immer steiler werden. Dies stimmt mit
den Beobachtungen der Experimente u¨berein.
Zur Untersuchung der Eigenschaften eines Haufens mit einem Druckminimum unter der Spitze wur-
den Haufen mit identischen Parametern aufgesetzt:
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s
2. çÙß 8  8 *Ł èé
3. õß 	
4. þûß 	
5. Teilchenradius 1.75 mm  25%
6. ca. 2500 Teilchen mit 7 Ecken
Die einzelnen Simulationen unterscheiden sich nur durch die Initialisierung des Zufallszahlengenera-
tors fu¨r die Teilchengenerierung. Dies bedeutet, daß die Polygone der einzelnen Simulationen unter-
schiedliche Positionen der Ecken haben, aber im Mittel gleich aussehen. Eines der neun zur Mittelung
verwendeten Systeme ist in Abbildung 4.19 dargestellt. Im oberen Teil ist der zum Aufschu¨tten ver-
wendete Trichter erkennbar. Der gemessene Bo¨schungswinkel ist 26.8 ë& 2.0 ë , die Breite des Haufens
(0.46  0.012)m und die Ho¨he bis zur Spitze ist (0.10 ;  8 
]
_
)m. Da die Haufen leicht abgerundet
sind, kann der Bo¨schungswinkel nicht aus der Ho¨he und der Breite direkt berechnet werden. Die
Farbe der Teilchen gibt den Zeitpunkt an, an dem die Partikel generiert wurden. An der Anordnung
der Farben ist zu erkennen, daß die a¨lteren Bereiche des Haufens von den neueren Teilchen bedeckt
werden. Ein a¨hnliches Bild ergab sich auch fu¨r die anderen Simulationen. Inneren des Sandhaufens
ausgeht. Da der tatsa¨chliche Bo¨schungswinkel unter dem durch die Reibung gegebenen Wert von
ö}ﬁ
	
ß

ë liegt, kann die IFS-Randbedingung von Wittmer [93] nicht erfu¨llt sein.
2Details zur Bestimmung der Form werden im Anhang B.1.6 beschrieben.
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Abbildung 4.14: Druck auf den Untergrund und Histogramm der Kraftrichtungen bei einem Haufen
mit monodisperser Gro¨ßenverteilung und 7 Ecken je Teilchen.
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Abbildung 4.15: Druck auf den Untergrund und Histogramm der Kraftrichtungen bei einem Haufen
mit monodisperser Gro¨ßenverteilung und 13 Ecken je Teilchen.
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Abbildung 4.16: Bild eines Haufens mit runden, monodispersen Teilchen. Die Form des Haufens
wird durch die Entstehung von Verschneidungen bestimmt (weiße Linien).
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Abbildung 4.17: Bild eines Sandhaufens, bestehend aus einer bidispersen Mischung. Die Partikel
sind ihrer Gro¨ße entsprechend eingefa¨rbt.
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Abbildung 4.18: Die Abha¨ngigkeit des Bo¨schungswinkels von der Eckenzahl. Die Gro¨ßenvertei-
lung der Teilchendurchmesser betra¨gt 20%.
Ein typisches Kennzeichen fu¨r granulare Medien ist die Bildung von Pfaden, entlang derer Kra¨fte
wirken. Fu¨r das Beispielsystem aus Abbildung 4.19 ist das Kraftnetzwerk in Abbildung 4.20(a) dar-
gestellt. Die Breite der Linien und ihre Farbe ist proportional zum Betrag der jeweiligen Kraft. Man
sieht links und rechts der Mitte am Boden zwei Punkte (gru¨n markiert), in denen Kraftpfade enden;
im Bereich dazwischen ist der Dip.
Mit der in Abschnitt 2.3.4 beschriebenen Methode werden nun die Spannungstensoren im Inneren
der einzelnen Haufen berechnet und anschließend gemittelt. Die Werte der Diagonalelemente ÷wøyø
und ÷wùpù sind in den Abbildung 4.21 und 4.22 farbkodiert3 . Man sieht am Bild fu¨r ÷wùpù sehr gut die
Existenz des Dips. Zu beachten ist, daß die Erniedrigung des Drucks unter der Spitze des Haufens
nicht nur am Boden vorhanden ist, sondern auch in ho¨heren Schichten.
In der Abbildung 4.23 wurde ÷wùzù?ú$û0ü fu¨r verschiedene Ho¨hen dargestellt. Der Dip ist bis zur halben
Ho¨he des Haufens deutlich zu erkennen. Wie in den Experimenten wurde der Druck mit ýyþ(ß skaliert.
Fu¨r die Spannungstensoren wird der Winkel   der Hauptachsen des Spannungsellipsoiden berech-
net und fu¨r alle Systeme gemittelt. In Abbildung 4.24 sind die Werte als Kontourplot dargestellt,
3Die Form der Flanken in der Darstellung stammt aus der Anpassung der Testfla¨chen an den Rand und hat keine weitere
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Abbildung 4.19: Bild eines Sandhaufens, der aus einer polydispersen Teilchenmischung auf-
geschu¨ttet wurde.
(a) Kraftnetzwerk des Systems aus Abbildung 4.19 (b) Kraftnetzwerke im Experiment (aus [85])
Abbildung 4.20: Kraftnetzwerke
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Abbildung 4.21: Farbkodierte Darstellung von ÷ øyø . Es wurde u¨ber neun Systeme gemittelt.
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Abbildung 4.22: Farbkodierte Darstellung von ÷ ùzù . Es wurde u¨ber neun Systeme gemittelt.
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Abbildung 4.23: Der Druck auf einzelne Ebenen in verschiedenen Ho¨hen der gemittelten Haufen.
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Abbildung 4.24: Darstellung der Winkel   zwischen einer Hauptachse des Spannungstensors und
der Senkrechten.
Bereiche gleicher Farbe haben den gleichen Winkel. Deutlich ist zu erkennen, daß der Winkel in den
einzelnen Ha¨lften eine bevorzugte Richtung hat. Nach Wittmer et al. [93] mu¨ßte der Winkel nahe
der Oberfla¨che gleich  

  	

 sein. Außerdem sollte   entsprechend der FPA-
Hypothese u¨berall konstant sein, Bei der OSL-Hypothese muß dies zumindest im Außenbereich


gelten (siehe Abschnitt 1.3). In Abbildung 4.25wurde  ;úﬀ ü fu¨r alle Ho¨hen des Systems
aufgetragen. Die Winkel fallen alle auf einer Kurve zusammen, die aber nur sehr ungenau von der
theoretischen Vorhersage beschrieben wird.
Bei der Bestimmung der mittleren Packungsdichte in diesem und anderen Systemen ergibt sich, daß
die Dichte des Haufens nicht konstant ist. Die Packungsdichte ist in Abbildung 4.26 dargestellt. Man
sieht, daß der Haufen im Kernbereich dichter ist als in den Randbereichen. Auffa¨llig ist, daß der
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Abbildung 4.25: Darstellung der Winkels   fu¨r alle Ho¨hen des Systems. Die Kurven fu¨r die einzel-
nen Ho¨hen sind in unterschiedlichen Farben (identisch mit denen in Abbildung 4.23) dargestellt.
Die schwarze Linie entspricht der theoretischen Vorhersage von Wittmer fu¨r ﬁﬂﬃ  .
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Abbildung 4.26: Gemittelte Packungsdichte des Sandhaufens.
Bereich der erho¨hten Dichte in der unteren Schicht gerade dort ist, wo das Druckminimum ist.
Die Gru¨nde sind in der Entstehungsgeschichte des Haufens zu suchen. Eine Ursache kann sein, daß
die Teilchen, die auf den schon entstandenen Haufen fallen, diesem wieder Energie in Form von
Sto¨ßen zufu¨hren. Dadurch kann das System weiter kompaktieren. Der andere Mechanismus kann
die Volumena¨nderung des Granulates bei der durch die Lawinen verursachten Scherung sein. Die
Voraussetzung, daß ein Haufen aus Granulat im Inneren homogen ist, ist also nicht zutreffend, wenn
der Sandhaufen entsprechend aufgeschu¨ttet wurde.
4.3 Beeinflussung eines Sandhaufens
4.3.1 Vibration
Ja¨ger bezeichnet einen ruhenden Sandhaufen als “dead state” (vergl. Abbildung 1.1). Die “Akti-
vierung” des Systems erfolgt dementsprechend durch Zufu¨hren von Energie. Um zu untersuchen,
welche Auswirkungen dies auf das Druckminimum in einem Sandhaufen hat, wurden Simulationen
durchgefu¨hrt, wobei die Energie dem System durch Vibration der Bodenplatte zugefu¨hrt wird. Zuerst
wurde ein Sandhaufen mit gc2d erzeugt und die Endsituation gespeichert. Dann wurden diese Daten
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Abbildung 4.27: Ho¨he eines Sandhaufens nach unterschiedlichen Vibrationszeiten t
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Abbildung 4.28: Gegla¨ttete Darstellung des Drucks auf den Boden nach unterschiedlichen Vibrati-
onszeiten.
als Ausgangssituation fu¨r weitere Programmla¨ufe verwendet, wobei der Boden jetzt als vibrierende
Wand berechnet wurde. Die Messungen zeigen nicht einen Lauf, bei dem zu unterschiedlichen Zeit-
punkten gemessen wurde, sondern verschiedene Simulationen mit gleicher Anfangsbedingung und
unterschiedlichen Vibrationszeiten. Die Bodenplatte oszilliert mit 20 Hz, die Amplitude ist 0.1 mm,
die Form der Schwingung la¨ßt sich als “Klopfen” beschreiben (siehe Anhang B.1.5.2).
Der Haufen a¨ndert durch die Vibration seine Form, die Ho¨he nimmt mit zunehmender Vibrationszeit
ab (siehe Abbildung 4.27).
Durch die Vibrationen kommt es im Inneren des Sandhaufens zu einer Umordnung, die Dichte wird
homogener und das Druckminimum nimmt ab. Ebenso werden die Fluktuationen an den Flanken
des Systems kleiner. Dies stimmt mit den Beobachtungen von Aoki [158] u¨berein, die ebenfalls das
Verschwinden des Dips bei Vibration des Bodens beobachtet hat.
4.3.2 Externe Kontrolle des Druckminimums
In diesem Abschnitt soll die ¨Anderung der Randbedingungen auf einen Haufen aus Granulat un-
tersucht werden. Dazu wird in einem kleinen Bereich an der Sohle des Haufens eine zusa¨tzliche
Spannung ÷wùzù angesetzt. Dies geschieht dadurch, daß ein kleiner Teil des Bodens beweglich ist und
solange nach unten (oben) bewegt wird, bis die gewu¨nschte Druckerniedrigung (Druckerho¨hung)
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erreicht ist.
Es wurden zwei verschiedene Systeme verwendet. Zum ersten ein Sandhaufen, der einen Dip zeigt.
Hier ist eine naheliegende Frage, ob der Dip kompensiert werden kann. Das zweite System ist ein
schichtweise aufgeschu¨tteter Haufen, der keinen Dip zeigt. Kann man ku¨nstlich einen Dip erzeugen,
ohne den Haufen zu zersto¨ren?
Bei der Simulation wurde in einem ersten Programmlauf von gc2d der gewu¨nschte Sandhaufen auf-
geschu¨ttet, der Stempel im Boden ist noch unbeweglich. Die Breite des beweglichen Bodens wurde
so gewa¨hlt, daß sie der des Dips in einem Haufen, der auf einem durchgehenden Boden aufgeschu¨ttet
wurde, entspricht. Bei den hier vorgestellten Systemen betra¨gt diese Breite 4.5 cm. Dann wurde der
Druck 6)7 , der auf den Stempel wirkt, bestimmt. Die Daten dieser einzelnen Simulation dienten dann
als Ausgangsbasis fu¨r viele weitere Simulationen, in denen das bewegliche Bodenelement dann so
eingestellt wurde, daß ein vorgegebenes Verha¨ltnis 89
:<;
;>= erreicht wurde. Die Verschiebungen der
Bodenplatte waren dabei kleiner als ein Teilchendurchmesser. Aus den fertigen Simulationen wurde
dann die Verschiebung ?A@ in z-Richtung bestimmt. Positive Werte bedeuten ein Hineinpressen des
Stempels in den Haufen, negative Werte ein Herausziehen.
Nun die Ergebnisse der Simulation des von einer Punktquelle aufgeschu¨tteten Haufen mit Dip: in
Abbildung 4.30 ist der Druckverlauf des unbeeinflußten Systems (8BCﬃ ) blau dargestellt. Der
Graph 4.30(a) zeigt dann den Druckverlauf fu¨r den kleinsten simulierten Wert von 8D  ﬃE . Die
Gesamtkraft auf den Boden muß gleich dem Gewicht des Sandhaufens und damit konstant sein,
woraus folgt, daß der Mittelwert u¨ber den Bodendruck einen festen Wert hat. Da der Stempel al-
so weniger Kra¨fte aufnimmt, mu¨ssen diese von den feststehenden Teilen des Bodens aufgenommen
werden. Der Druck ist dann nur in einem schmalen Bereich links und rechts des Stempels erho¨ht,
weiter außen liegende Regionen werden nicht beeinflußt. Die Pfade, entlang derer die Kra¨fte zur
Seite geleitet werden, sind in Abbildung 4.29(a) deutlich zu sehen, man erkennt einen Bogen. Preßt
man den Boden in den Sandhaufen, la¨ßt sich das Druckminimum kompensieren. An der Spitze in der
Druckverteilung (Abbildung 4.30(b)) und am Kraftnetzwerk (Abbildung 4.29(c)) sieht man, daß der
Hauptteil der Kra¨fte nur auf sehr wenige Teilchen ausgeu¨bt wird.
In Abbildung 4.31 sind die Ergebnisse fu¨r einen geschichteten Haufen ohne Dip dargestellt. Es ist
interessant, daß es mo¨glich ist, auch in diesem System durch ¨Anderung der Randbedingungen ku¨nst-
lich einen Dip zu erzeugen (Abbildung 4.31(a)). Ebenso wie bei dem anderen Haufen werden die
Kra¨fte nur von der Umgebung des Stempels getragen, weiter entfernte Bereiche werden nicht be-
einflußt. Am Kraftnetzwerk in Abbildung 4.29(d) sieht man, daß durch die Bewegung des Bodens
ein Bogen entsteht, der die Kra¨fte zur Seite leitet. Fu¨r 8FGﬃ , also den unbeeinflußten Sandhaufen,
sind die Pfade der Kra¨fte nicht so deutlich ausgepra¨gt und verlaufen nicht zur Seite hin. Beim Hin-
eindru¨cken des Stempels wurde nur der Punkt 8Hﬃ I erreicht. Auch hier wird der Großteil der
Kra¨fte nur von wenigen Teilchen getragen. Wurde versucht, gro¨ßere Kra¨fte anzuwenden, durchstieß
der Stempel den Haufen.
Abbildung 4.32 zeigt den Zusammenhang zwischen den Verschiebungen und den Drucka¨nderungen.
Die Kurve fu¨r die Simulation der Punktquelle ist ungefa¨hr punktsymmetrisch zum Punkt (0, -0.1),
die fu¨r den geschichteten Haufen zum Punkt (0, 0). Die Antwort des Systems auf die Verschiebung
ha¨ngt also bei den Systemen von der Vorgeschichte ab, die ja unterschiedlich ist. Untersucht werden
soll in Zukunft, ob man durch zyklisches Durchfahren der Kurven am Schluss dieselbe Kurve erha¨lt.
4.3.3 Elastische Konstanten
Liegt Spannungs- und den Verzerrungstensor eines Systems vor, so la¨ßt sich fu¨r ein isotropes System
daraus der Elastizita¨tsmodul und die Querkontraktionszahl berechnen.
4.3 Beeinflussung eines Sandhaufens 97
(a) JK(4L)*,.M (b) JK(+* (c) JN(*,.MPO
(d) JK(4L)*, QR0 (e) JN(S* (f) JK(+*, QRO
Abbildung 4.29: Die Kraftnetzwerke im Inneren eines Haufens mit Dip (a,b,c) und eines geschich-
teten Haufens ohne Druckminimum (d,e,f). Fu¨r die Darstellung der Kra¨fte wurde fu¨r jeden Hau-
fen jeweils die selbe Skalierung der Farben verwendet. Zur besseren Erkennbarkeit wird der Be-
trag der Kra¨fte nicht nur durch die Linienbreite symbolisiert, sondern auch durch die Farbe. Be-
tragsma¨ßig grosse Krafte sind gelb, mittlere sind rot und kleine Kra¨fte sind schwarz dargestellt.
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Abbildung 4.30: Druckverteilung am Boden eines Haufens, der von einer Punktquelle aufgeschu¨ttet
wurde. Die blaue Kurve ist die Druckverteilung der Ausgangssituation 8Tﬃ , die rote Kurve zeigt
den Druck nach dem Bewegung des Stempels.
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Abbildung 4.31: Druckverteilung am Boden eines schichtweise aufgebauten Haufens. Die blaue
Kurve ist die Druckverteilung der Ausgangssituation 89ﬃ , die rote Kurve zeigt den Druck nach
dem Bewegung des Stempels.
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Abbildung 4.32: Die Abha¨ngigkeit der Drucka¨nderung 8T
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;>= von der Verschiebung @
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Dabei gilt fu¨r den Zusammenhang zwischen Spannungstensor und Verzerrungtensor in isotropen
Systemen folgende Gleichung [122]:
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wobei Z der Elastizita¨tsmodul (Youngmodul) und ^ der Querkontraktionskoeffizient (Poissonsche
Zahl) ist. Fu¨r den zweidimensionalen Fall ergeben sich bei ebener Deformation die zwei Gleichungen
÷[øyø 
Z
ú
[K\	^
ü6ú
[



^
ü
úzú
[

^
üf@øyø
\	^
@ ùzù?ü (4.2)
÷wùpù 
Z
ú
[K\	^
ü6ú
[



^
ü
úzú
[

^
üf@ùzù
\	^
@øyøVü (4.3)
mit den Unbekannten Z und ^ . Durch Umformen wird Z eliminiert und fu¨r die Poisson Zahl ergibt
sich
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Durch Einsetzen von Gl. 4.4 in Gl. 4.2 wird dann der Elastizita¨tsmodul berechnet:
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Damit sollen nun die elastischen Konstanten eines Sandhaufens bestimmt werden. Allerdings ist dazu
das Wissen um die Deformation des Sandhaufens unter dem Einfluß der Gravitation notwendig.
Hierzu wiederum mu¨ßte man den spannungsfreien Zustand des Systems kennen. Bei einigen der
regula¨ren Sandhaufen aus Abschnitt 4.1 la¨ßt sich ein spannungsfreier Zustand erraten. Zu Beginn der
Simulation werden dazu die einzelnen Partikel auf den entsprechenden Gitterpunkten j U so plaziert,
daß sie ihre Nachbarn beru¨hren, die ¨Uberlappfla¨che aber nur ein Punkt ist, also k UXl ﬃ . Dann wirken
auf die Teilchen keine Kontaktkra¨fte, das System ist spannungsfrei. Im Lauf der Simulation kommt
jedes Teilchen in der Position jam
U
zur Ruhe. Fu¨r diesen Zustand lokalen Gleichgewichts werden die
Spannungstensoren berechnet. Die Verschiebung n U ij m
U

j
U ist definierbar.
Nicht gekla¨rt ist aber, wie man den spannungsfreien Zustand fu¨r einen Haufen bestimmen kann, der
aufgeschu¨ttet wurde. Einen entsprechenden Anfangszustand gibt es nicht. Also muß versucht wer-
den, aus dem Endzustand des Systems einen spannungsfreien Zustand zu bestimmen, der bei Anlegen
der tatsa¨chlich vorhandenen Spannungen in den verzerrten Zustand fu¨hrt. In der Simulation ist dies
erreichbar, indem man die Gravitation reduziert, bis þiopﬃ gilt. Dies muß so langsam geschehen,
daß der Haufen zu jedem Zeitpunkt im Gleichgewicht ist. Dabei wird dann die aus den Kontakten
freiwerdende Energie durch Reibung und Da¨mpfung dissipiert. Numerisch ist þqrﬃ in endlicher
Zeit nicht zu erreichen, man muß bei einem hinreichend kleinen Wert fu¨r þVm die Simulation stoppen.
In dem hier vorgestellten Beispiel ist dies þ m r
 I/ts [ ﬃuwv . Diese Methode kann nur funktionie-
ren, wenn es nicht zu Umlagerungen im Sandhaufen kommt. Es muß ein (nahezu) reversibler Pfad
zwischen beiden Zusta¨nden existieren. Dies bedeuted, wenn die Gravitation mehrfach reduziert und
wieder auf den urspru¨nglichen Wert gebracht wird, muss der Endzustand gleich sein. Aufgrund der
Methode bestimmt man also die negative Verschiebung.
Dabei haben sich die Partikel vom Punkt j m
U
mit þxy [ zum Punkt j U mit þ9ozﬃ bewegt. Dargestellt
ist dies in Abbildung 4.33. An dieser Darstellung la¨ßt sich erkennen, daß es durch die ¨Anderung von
þ zu einigen kleinen Umordnungen im System kam.
100 Granulare Aufschu¨ttungen
Abbildung 4.33: Bewegung der einzelnen Ko¨rner bei der Reduzierung von þ{|y [ auf þ{o
ﬃ . Die Pfeile deuten vom Startpunkt j m
U
in Richtung des Endpunkts j U . Die Pfeile wurden so
skaliert, daß sie darstellbar sind. Typische Verschiebungen sind kleiner als ein Hundertstel des
Teilchendurchmessers. Der rote Kreis markiert einen Bereich, in dem es zu einer Umordnung
kam.
Allgemein gilt, das zwei Schritte notwendig sind, um aus den Verschiebungen der einzelnen Teil-
chen den Verzerrungstensor zu berechnen. Im ersten Schritt geht man von einzelnen Teilchen zu
einer mittleren Verschiebung u¨ber. Dazu mittelt man die einzelnen Verschiebungsvektoren im In-
neren von Testfla¨chen (a¨hnlich wie in Abschnitt 2.3.4), so daß man dann die Verschiebung @ auf
den Punkten eines Gitters erha¨lt. Sinnvollerweise verwendet man dazu die gleichen Testfla¨chen wie
zur Berechnung der Spannungstensoren, zusa¨tzliche numerische Interpolationen werden im weiteren
nicht notwendig.
Im zweiten Schritt wird aus der Verschiebung der Verzerrungstensor
@aUXWY
[


}
@
U
}
ûaW
\
}
@aW
}
û
U
\
}
@a`
}
û
U
}
@a`
}
ûaW
(4.6)
berechnet. Da die gemischten Ableitungen hinreichend klein sind, gilt fu¨r die Diagonalelemente
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Die Ableitungen werden folgendermaßen numerisch berechnet:
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wobei ßwøV ù aus dem Abstand der Gitters folgt, auf dem @ bestimmt wurde. Damit sind alle Voraus-
setzungen gegeben, um Z und ^ fu¨r diese speziellen Systeme zu bestimmen.
Aus diesen Verschiebungen werden dann die Elemente des Verzerrungstensors berechnet. Darge-
stellt sind @øyø und @a in Abbildung 4.34. Es ist, wie zu erwarten, die Verzerrung in Richtung der
Gravitation gro¨ßer als senkrecht dazu.
Mit den Gleichungen 4.4 und 4.5 kann nun fu¨r jeden Punkt im Sandhaufen den Elastizita¨tsmodul
und die Querkontraktionszahl berechnet werden. In Abbildung 4.36 ist ^ im Intervall   [  [ darge-
stellt. Eigentlich muß ^


 gelten. Im Bereich der Oberfla¨che des Sandhaufens trifft dies jedoch
nicht mehr zu. Hier kann der Sandhaufen nicht mehr als elastisches System betrachtet werden. Dies
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Abbildung 4.34: Farbkodierte Darstellung der Elmente @ øyø ,@ ùzù und @øyù des Verzerrungstensor.
Daneben ist deren Verteilung dargestellt.
gilt auch fu¨r die weißen Flecken im Inneren, wo es wa¨hrend der ¨Anderung von þ zu einer Umord-
nung der Partikel kam. Die Verteilung von ^ ist in Abbildung 4.35(b) dargestellt, der Mittelwert der
Querkontraktionszahl ist ^Ł ﬃ II/ ~iﬃ [ E . Dies bedeutet, daß der Sandhaufen eine relativ ge-
ringe Kompressibilita¨t hat. Auch bei der farbkodierten Darstellung 4.37 wurde der Youngmodul nur
in einem Intervall  ﬃ<ts [ ﬃ  dargestellt. In den Bereichen der Teilchenumlagerung und an der
Oberfla¨che ist die Definition einer Elastizita¨t nicht mehr sinnvoll, Z springt um bis zu 12 Gro¨ßenord-
nungen, sicher auch eine Folge der numerischen Ableitung. Aus Abbildung 4.35(a) wird der mittlere
Wert des Elastizita¨tsmoduls zu Z  [  I/ws [ ﬃ2 [ ﬃws [ ﬃ bestimmt. Fu¨r die Partikel galt Z Ł


[
ﬃ .
Der simulierte Haufen ist damit um zwei Gro¨ßenordnungen weicher als seine einzelnen Partikel.
Nimmt man einen isotropen Festko¨rper an, kann der Kompressionsmodul entweder ueber die Span-
nungen
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oder direkt aus Z und ^
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bestimmt werden. Das Ergebnis ist in Abbildung 4.38 dargestellt. Offensichtlich ist der Haufen im
Inneren ha¨rter als im Außenbereich, außerdem ist der Bereich des Dips deutlich zu erkennen. Im
Bereich des Minimums ist das Granulat weicher als in den Bereichen der Maxima. Dies ist ein
deutlicher Hinweis auf die Bildung eines großen Bogens, der die Kra¨fte von der Mitte weg zur Seite
hin ableitet.
4.4 Eigenschaften koha¨siver Aufschu¨ttungen
Die durch Gleichung 2.28 beschriebene Modellierung fu¨r die Koha¨sionskra¨fte zwischen zwei Teil-
chen soll nun in der Simulation angewandt werden. Zuerst werden die Simulationen mit Experimen-
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Abbildung 4.35: Verteilungen der elastischen Konstanten.
Abbildung 4.36: Farbkodierte Darstellung der Poissonzahl ^ .
Abbildung 4.37: Farbkodierte Darstellung des Youngmoduls Z .
Abbildung 4.38: Der Kompressionsmodul  in farbkodierter Darstellung.
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Abbildung 4.39: Experimentiermethode, um den Bo¨schungswinkel von koha¨siven Granulaten zu
messen.
ten verglichen, dann werden experimentell nur schwer zuga¨ngliche Ergebnisse wie Korrelationszei-
ten und Koordinationszahlen vorgestellt.
In den letzten Jahren hat das Interesse an den Effekten zugenommen, die durch Koha¨sion ausgelo¨st
werden [19, 21, 49, 160]. Beispiele dafu¨r sind die langsame Zunahme der statischen Reibung bei
la¨ngeren Kontakten von Sandko¨rnern [19], Kristalloberfla¨chen [161] und Felsen [20], die durch die
Luftfeuchtigkeit verursacht wird. Gleiches gilt auch fu¨r die Experimente von Albert [21]. Die bei-
gefu¨gten ¨Olmengen fu¨hren nur zu einem sehr du¨nnen, 20-25 nm dicken Film auf der Kugelober-
fla¨che. Die experimentellen Untersuchungen legen dabei nahe, daß sich mit zunehmender Koha¨sion
eine ¨Anderung des Flußverhaltens ergibt. Bei geringer Koha¨sion bewegen sich die Ko¨rner einzeln,
bei großer Koha¨sion bewegen sich die Teilchen in kleinen Clustern. Dieser Aspekt soll im weiteren
beleuchtet werden.
Albert et al. [21,49,160] maßen den Bo¨schungswinkel mit der “draining-crater”-Methode [162]. Da-
bei wird ein Gefa¨ß, welches eine verschlossene ¨Offnung am Boden hat, mit dem Granulat gefu¨llt.
Anschließend wird das Loch im Boden geo¨ffnet und das Material kann frei herausfließen (siehe Ab-
bildung 4.39). Sobald der Fluß zum Stillstand gekommen ist, wird der Bo¨schungswinkel gemessen.
Dabei wurde ein linearer Zusammenhang zwischen dem Bo¨schungswinkel und der Koha¨sion gefun-
den.
Die Gro¨ße der Box entspricht in den Experimenten [21,49,160] etwa 80-250 Teilchendurchmessern,
in der Simulation sind es etwa 160-200. Die Gro¨ße des Ausflusses war 12-25 Teilchendurchmesser,
in der Simulation 12-40.
Eine Simulationsreihe wurde mit monodispersen, regula¨ren Polygonen mit 15 Ecken durchgefu¨hrt,
eine mit einer polydispersen Mischung mit einer Gleichverteilung der Radien  im Bereich  ﬃEs

[

~s

. Die Reibungskoeffizienten fu¨r alle Simulationen waren ﬁﬃ , der Youngmodul Z 
[
ﬃ
N
m
und der Zeitschritt ?A Nﬃ
s [ ﬃ u  s. Um den Einfluß der Teilchenform zu untersuchen, wurde
eine weitere Reihe mit der gleichen Gro¨ßenverteilung, aber mit 63 Ecken gerechnet. Alle Messungen
geben konsistente Daten fu¨r mittlere bis große Werte der Koha¨sion. Fu¨r kleine Werte hingegen haben
die monodispersen Teilchen die Tendenz, sich in Dreiecksgittern anzuordnen. Dies dominiert dann
die Physik des ganzen Systems.
In den Simulationen nehmen die Kontaktfla¨che und die Kontaktla¨nge (siehe Abbildung 4.40) linear
mit der Gro¨ße des Koha¨sionsparameters ¡¢d£e¤ zu. Eine Kontaktla¨nge von etwa 0.01–0.1 Teilchen-
durchmessern entspricht einer Eindringtiefe von etwa 
)s [ ﬃ uwv bis 
as [ ﬃ uw¥ Teilchendurchmessern,
also 3-4 Gro¨ßenordnungen kleiner als die Teilchen selbst. Dies paßt mit den von Albert [21] in den
Experimenten gefundenen Dicken der ¨Olschichten zusammen , die ca. 4 Gro¨ßenordnungen kleiner
sind als die Teilchengro¨ße.
Abbildung 4.41 zeigt den Bo¨schungswinkel fu¨r die Bereiche A und B in Bild 4.39. Gemessen wurde
mit der zu Gleichung 2.42. fu¨hrenden Methode. Im Bereich zwischen ¡¢d£e¤Szﬃs [ ﬃ2¦§ und ¡¢d£e¤S

+s
[
ﬃ

¦
§ ist der Bo¨schungswinkel praktisch linear abha¨ngig von der Koha¨sion. Im Bereich fu¨r
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Abbildung 4.40: Kontaktla¨nge zweier
kollidierender Teilchen im Verha¨ltnis
zum Teilchendurchmesser.
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Abbildung 4.41: Der Bo¨schungswin-
kel in den Bereichen A und B
aus Abbildung 4.39 in Abha¨ngigkeit
vom Koha¨sionsparameter ¡¢¨£e¤ .
(a) ©ª¬«d­(S*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Abbildung 4.42: Die Oberfla¨che des Granulates bei verschiedenen Werten fu¨r ¡¢d£e¤ .
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(a) Statische Konfiguration nach dem Verstopfen bei
©ª³«d­<(´O,.®°¯3¨*Rµ N/m
(b) Dieselbe Konfiguration nach dem “Abschal-
ten” der Koha¨sion.
Abbildung 4.43: Der Einfluss der Koha¨sion auf das Verstopfen eines Trichter kann in der Simulation
durch ¨Anderung des Koha¨sionsparamters gezeigt werden.
¡¢d£e¤

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Ns
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ﬃ  ¦
§ ist der Bo¨schungswinkel konstant. Dabei ist der berechnete Bo¨schungswinkel fu¨r
verschwindende Koha¨sion in ¨Ubereinstimmung mit den Messungen von Hornbaker [49] von 22  -
23  fu¨r trockene Granulate. Wenn man dann die Daten der Simulation an die experimentellen Werte
anfittet, entspricht eine Schicht von 1 nm ¨Ol einer Zunahme von ¡¢d£e¤ um ﬃﬃ¶¦§ .
Der Bo¨schungswinkel im Bereich C ist kleiner als in den Bereichen A und B. Dies ha¨ngt wahrschein-
lich damit zusammen, daß die aus dem Ausfluß kommenden Teilchen eine ho¨here kinetische Energie
haben, die dissipiert werden muß. Dies fu¨hrt zu einem Auseinanderlaufen des Haufens in diesem
Bereich. Gleichzeitig ist die Oberfla¨che in diesem Bereich aber fu¨r gro¨ßere Werte von ¡¢¨£e¤ sehr zer-
klu¨ftet, eine Bestimmung des Bo¨schungswinkels fu¨r gro¨ßere Koha¨sion ist daher sehr unzuverla¨ssig.
Die Tendenz des fließenden Granulates, die Auslaßo¨ffnung zu verstopfen, nimmt mit der Koha¨sion
zu. Ist diese groß genug ( ¡¢d£e¤S·
s [ ﬃ)¦§ ), so verstopft eine ¨Offnung der Gro¨ße von 15-20 Teilchen-
durchmessern sehr leicht. Dabei ist die Koha¨sion stark genug, die Teilchen auch an der Unterseite
des Beha¨lters haften zu lassen. In Abbildung 4.43(a)) sieht man, daß es einige Teilchen gibt, die
ohne Koha¨sion sicher noch fallen wu¨rden, aber es stellt sich nun die Frage, ob die Koha¨sionskra¨fte
die Bildung der Verstopfung nur fo¨rdern, oder ob sie diese auch aktiv tragen. Hier zeigt sich einer
der großen Vorteile der Simulation, denn man kann die Koha¨sion einfach auf Null setzen. In der
Simulation beginnt das Material wieder zu fließen. Dies ist ein erster Hinweis auf die Bildung von
Gruppen aus mehreren Teilchen. Der Durchmesser der Auslaßo¨ffnung ist dann fu¨r diese Cluster nicht
groß genug, er verstopft. Fu¨r hinreichend große ¨Offnungen (20-25 Teilchendurchmesser) wurde kein
Verstopfen beobachtet.
Nachdem die bisherigen Daten mit den Experimenten vergleichbar waren, sollen nun einige Gro¨ßen
dargestellt werden, die nur u¨ber die Simulation auf Teilchenebene zuga¨nglich sind.
Bei der Auswertung der Koordinationszahlen muß man die Systeme getrennt betrachten. Fu¨r mono-
disperse Systeme sieht man in Abbildung 4.44, daß die Koordinationszahl meist sehr nahe bei 4 ist.
Der Grund dafu¨r ist, daß die Teilchen sich in diesen Systemen auf einem Dreiecksgitter anordnen,
aber mit den Teilchen links und rechts im allgemeinen keinen Kontakt haben. Dies wird durch das
Kraftnetzwerk aus Abbildung 4.5(b) besta¨tigt. Gro¨ßere Abweichungen sind aber mo¨glich. Fu¨r die
polydispersen Mischungen ist die Koordinationszahl proportional zur Koha¨sion. Aus den Daten der
Kraftnetzwerke la¨ßt sich aber nicht folgern, ob dieser Anstieg fu¨r die Stabilita¨t des Haufens notwen-
dig ist. Es wa¨re auch mo¨glich, daß viele Teilchen Kontakte haben, die aber keine statische Last mehr
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tragen und sich im koha¨sionslosen Fall bereits gelo¨st ha¨tten.
Um das Auftreten von sich bewegenden Clustern zu untersuchen, wurde folgende Methode ange-
wandt: es wurden zu dem Zeitpunkt, als die ¨Offnung des Beha¨lters noch verschlossen war, fu¨r jedes
Teilchen bestimmt, welche Nachbarn es hat. Nachdem das System nach ¨Offnen des Stopfens wieder
zum Stillstand gekommen ist, wurden im Bereich C wieder die Nachbarschaften bestimmt. Dann
wurde ausgewertet, wieviele dieser Nachbarschaften schon zu Beginn bestanden. Diese Daten sind
in Abbildung 4.45 dargestellt. Die Zahl der Kontakte, die erhalten bleiben, nimmt um den Faktor 4-5
gegenu¨ber dem koha¨sionsfreien System zu. Dies legt den Schluß nahe, daß sich nicht mehr einzel-
ne Teilchen bewegen, sondern gro¨ßere Cluster. Daraus folgt dann auch, daß die Durchmischung im
nichtkoha¨siven Fall sta¨rker ist als fu¨r ein System mit Koha¨sion.
In der Verfahrenstechnik wird die Koha¨sion und die Oberfla¨chenrauhigkeit der Teilchen in einem
Parameter zusammengefaßt. Nach Carr [163] ha¨ngen der Bo¨schungswinkel und dieser Wert nicht
zusammen (siehe auch [164]). Die Tatsache, daß die statische Reibung in einem granularen System
von der Teilchenrauhigkeit unabha¨ngig sein kann, findet sich auch schon im Lehrbuch von Rabino-
wicz [125]. Zusammengefaßt bedeutet dies, daß Reibung und Rauhigkeit/Koha¨sion unterschiedliche
Eigenschaften sind.
Die Modellierung von Reibung durch die Bildung von “Polymeren”, wie sie Buchholtz und Po¨schel
vorschlagen [48], kann dann im Hinblick auf diese Daten auch als die Simulation von Koha¨sion
interpretiert werden.
Um die Oberfla¨che des Systems genauer zu untersuchen, wurde dessen Rauhigkeit bestimmt. Dazu
wurde zuerst die Abweichung der Kontur von der durch den Bo¨schungswinkel (Gleichung 2.42)
gegebenen Geraden bestimmt. Von diesen Daten wurde dann das Powerspektrum berechnet. Dabei
wurden dann Region A und B gemittelt. In Abbildung 4.46 sieht man, daß die Rauhigkeit auf allen
Gro¨ßenskalen zunimmt. Dabei nimmt die Rauigkeit besonders stark fu¨r sehr kleine Wellenzahlen zu.
Dies kann so interpretiert werden, daß es bei zunehmender Koha¨sion gro¨ßere Cluster gibt, die dann an
der Oberflaeche zu den Nachbarclustern hin aufbrechen (siehe Abbildung 4.42(b)). Andererseits wird
aber auch die Oberfla¨che der einzelnen Cluster rauher, so daß die Beitraege fu¨r gro¨ssere Wellenzahlen
nicht verschwinden.
Zusammenfassend kann man sagen, das Systeme mit geringer Koha¨sion sich nicht deutlich anders
verhalten als Systeme ohne Koha¨sion. Bei gro¨ßerer Koha¨sion allerdings gibt es deutliche Vera¨nde-
rungen des Verhaltens in Bezug auf Clusterbildung und Oberfla¨chenstruktur.
109
Kapitel 5
Zusammenfassung und Ausblick
Was ich bisher getan hatte
war ein Bruchteil von gar nichts.
Es war alles nur Sand,
und der leiseste Wind wu¨rde es fortwehen.
Paul Auster Hinter verschlossenen Tu¨ren
In dieser Arbeit wurde ein Modell zur Simulation von zweidimensionalen Granulaten vorgestellt.
Mit diesem Modell kann die Statik und Dynamik von verschiedenartigen Systemen untersucht wer-
den. Die einzelnen Partikel wurden dabei durch konvexe Polygone beschrieben. Somit ist man in der
Lage, sowohl besondere Teilchenformen (Sta¨bchen, ellipsenartige Teilchen etc.) zu untersuchen, als
auch die Oberfla¨chenrauigkeit (Eckenzahl) zu variieren. Die Kraftgesetze wurden so modelliert, daß
neben der elastischen Wechselwirkung mit Reibung auch Koha¨sion beru¨cksichtigt werden kann. Das
Simulationsprogramm kann zusa¨tzlich die Gro¨ßena¨nderung aufgrund von Temperatureffekten be-
rechnen. Damit konnten verschiedenste Systeme untersucht werden. Ausfu¨hrlich betrachtet wurden
Granulate in einer Ro¨hre und Sandhaufen.
Zuna¨chst wird die Discrete-Element-Methode vorgestellt, die die Basis des Programms bildet. Nach
Darstellung der zur Simulation notwendigen Teilcheneigenschaften wird deren Wechselwirkung bei
einer Kollision beschrieben. Die vorgestellten Kraftgesetze beschreiben eine elastische Wechselwir-
kung, Da¨mpfung in Normalen- und Tangentialrichtung, Reibung und Koha¨sion. Dann wird erla¨utert,
wie man die nach einem Programmlauf verfu¨gbaren Daten, a¨hnlich den Meßwerten eines Experi-
ments, auswerten kann. Interessante Informationen sind beispielsweise die lokale Dichte oder die
Spannungstensoren.
Bei einer Simulation mu¨ssen verschiedene Aspekte der Numerik beru¨cksichtigt werden. Nur so wird
sichergestellt, daß man einen effektiven und zuverla¨ssigen Code entwickelt. Es werden spezielle Al-
gorithmen und deren Parallelisierbarkeit gezeigt, die die Untersuchung gro¨ßerer und damit aussage-
kra¨ftigerer Systeme erlauben. Zum Beweis der Zuverla¨ssigkeit und der Stabilita¨t des Gesamtsystems
werden die Ergebnisse verschiedenster Testsysteme gezeigt.
Im Anschluß daran werden das Problem der Schu¨ttgutsa¨ule und die klassische Lo¨sung von Janssen
vorgestellt. Diese Lo¨sung wird auf erweiterte Wandformen verallgemeinert. Die Lo¨sungen fu¨r drei
spezielle Systeme werden vorgestellt und entsprechende Ergebnisse von Simulationen gezeigt.
Der na¨chste Abschnitt ist der Untersuchung des Dips von Sandhaufen gewidmet. Zuerst werden
regelma¨ßige, konstruierte Systeme gezeigt, mit bekannten Lo¨sungen verglichen und bewertet. Die
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Simulationen geschichteter Systeme zeigen mit dem Experiment vergleichbare Ergebnisse. Es wird
die Homogenita¨t der Dichte und die Ausrichtung der Spannungstensoren beschrieben. Anschließend
werden die Ergebnisse fu¨r Haufen gezeigt, die von einer punktfo¨rmigen Quelle aufgeschu¨ttet wur-
den. Diese Systeme zeigen ein Druckminimum unter der Spitze des Sandhaufens. Die Winkel der
Hauptachsen der Spannungstensoren werden mit den theoretischen Vorhersagen von Wittmer et al.
verglichen. Es wurde die Dichte berechnet, die, anders als bisher angenommen, nicht homogen ist.
Vielmehr weisen Haufen, die einen Dip haben, einen kompakten Kern auf. Dabei entsteht die insta-
bile Situation, daß der Druck in Bereichen ho¨herer Dichte geringer ist. Dieser Effekt legt die Idee
nahe, daß die Dip-Entstehung mit einer Instabilita¨t verknu¨pft ist.
Der Einfluß von Vibrationen auf die Druckverteilung sowie die ¨Anderung der Randbedingungen des
Sandhaufens werden beschrieben. Dann wird an einem Beispielsystem gezeigt, wie in einer Simula-
tion die elastischen Konstanten eines granularen Systems bestimmt werden ko¨nnen. Dazu wird die
Gravitation adiabatisch auf Null reduziert, so daß man einen spannungsfreien Referenzzustand hat.
Die Untersuchung der Einflu¨sse der Koha¨sion schließen das Kapitel ab.
Im Anhang findet sich eine detaillierte Darstellung des Simulationssystems gc2d. Eine Beschrei-
bungssprache fu¨r granulare Systeme wird vorgestellt. Die Formate der Ausgabedateien werden genau
beschrieben, so daß zuku¨nftige Anpassungen und Erweiterungen durch Dritte komfortabel mo¨glich
sind.
Insgesamt wurde gezeigt, daß die Simulationen unter Beru¨cksichtigung der mikroskopischen Ef-
fekte wie Teilchenform, Reibung und Koha¨sion einen weiten Bereich an makroskopischen Effekten
beschreiben kann. Dabei wird nicht nur die Dynamik, sondern auch die Statik von granularen Sy-
stemen untersucht. Eine systematische Abweichung der zweidimensionalen Beschreibung von den
Experimenten wurde nicht gefunden.
Die Mo¨glichkeiten fu¨r die zuku¨nftige Nutzung der vorgestellten Methoden sind vielfa¨ltig. Die Un-
tersuchungen der elastischen Konstanten eines Granulates sollen erweitert und die Entstehung und
Einflu¨sse des kompakten Kerns untersucht werden. Die Untersuchung des Kompaktionsverhaltens
von Granulaten in vibrierten Schu¨ttgutsa¨ulen ist in Vorbereitung, eine entsprechende Zusammenar-
beit ist im Entstehen. Fu¨r die Simulationen der Koha¨sion ist geplant, die Dauer der Kontakte zu be-
stimmen, damit genauere Aussagen u¨ber die Bildung der Cluster getroffen werden ko¨nnen. Bereits in
der Enwicklung ist die Anwendung fu¨r die Simulation der Abnutzung des Schotteruntergrundes von
Hochgeschwindigkeitsbahnstrecken. Die breite Anwendbarkeit des gezeigten Systems wird die Un-
tersuchung von verschiedenen Systemen ermo¨glichen. Es kann den Zugang zu experimentell schwer
zuga¨nglichen Informationen ermo¨glichen und die Grundlage fu¨r zuku¨nftige Theorien liefern.
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Anhang A
Namenskonventionen bei Dateinamen
Die Steuerung einer Simulation mit gc2d erfolgt fast ausschließlich durch Dateien. Sowohl die Be-
schreibung des zu berechnenden Systems als auch die Simulationsergebnisse werden in einzelnen
Dateien gespeichert. Insgesamt gibt es etwa 10 verschiedene Dateitypen, die sich alle durch ihre
Funktion und ihr Dateiformat unterscheiden. Jede Ein- und Ausgabedatei hat eine eigene Endung,
durch den ihr Typ bestimmt wird. Zusa¨tzlich enthalten die Dateinamen einiger Ausgabedateien noch
eine fortlaufende Nummer. Dies bedeutet dann, daß die Information mehrfach, zu verschiedenen
Zeitschritten der Simulation, abgespeichert wurde. Folgende Dateitypen sind dem Programm be-
kannt:
.gsi Granular Setup Input Anh. B.1
Die Eingabedatei mit dieser Endung entha¨lt die Beschreibung des zu simulierenden Systems. Dies
ist normalerweise die einzige Datei, die der Nutzer von gc2d erstellt.
.gci Granular Collision Input Anh. B.2
Diese Eingabedatei entha¨lt die Beschreibung von Kollisionen des zu simulierenden Systems. Diese
Datei wird normalerweise nicht per Hand, sondern aus einer gco-Datei erstellt.
.gso Granular Setup Output Anh. C.1
Diese Ausgabedatei entha¨lt eine von gc2d generierte Beschreibung des simulierten Systems. Diese
Datei kann wiederum als Eingabedatei fu¨r weitere Programmla¨ufe verwendet werden.
.gco Granular Collision Output Anh. C.1
Diese Ausgabedatei entha¨lt eine von gc2d generierte Beschreibung der Kollisionen des simulier-
ten Systems. Diese Datei kann wiederum als Eingabedatei fu¨r weitere Programmla¨ufe verwendet
werden.
.ggf Granular Geometry File Anh. C.2
In dieser Ausgabedatei ist die Beschreibung der Geometrie jedes in der Simulation verwendeten
Polygone enthalten.
.gff Granular Force File Anh. C.3
In dieser Ausgabedatei ist die Beschreibung aller wirkenden Kra¨fte zu einem bestimmten Zeitpunkt
enthalten.
.gpf Granular Position File Anh. C.4
In dieser Ausgabedatei sind von allen Partikeln Daten wie Position, Geschwindigkeit etc. enthalten.
.gtf Granular Time File Anh. C.5
In dieser Ausgabedatei wird der Zeitverlauf einiger physikalischer Gro¨ßen protokolliert.
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.gpl Granular Particle Line Anh. C.6
In dieser Ausgabedatei wird in kompakter Form die Trajektorie fu¨r jedes Teilchen gespeichert.
.glk Granular LocK File -
Diese Sicherheits-Datei entha¨lt keinerlei Information. Allein ihre Existenz ist von Bedeutung. gc2d
pru¨ft, bevor es irgendeine andere Datei schreibt, ob diese Datei existiert. Ist sie vorhanden, bedeutet
dies, daß diese Simulation schon gelaufen ist, bereits erzeugte Daten also u¨berschrieben werden
ko¨nnten. In diesem Fall bricht gc2d die Simulation sicherheitshalber ab1. Wenn die Datei nicht
existiert, wird sie erzeugt.
.ps PostScript File -
Hier wird ein Bild der Simulation im Postscriptformat abgelegt.
Den Namen der Eingabedateien teilt man gc2d u¨ber die Kommandozeilenoption -i mit. Dort muß
der vollsta¨ndige Dateiname der gsi-Datei inklusive der Endungen angegeben werden. Aus dem
angegebenen String wird dann der Name der entsprechenden gci-Datei bestimmt. Da die gsi-
Dateien beim Einlesen noch durch einen Filter laufen ko¨nnen, gibt es 4 Mo¨glichkeiten:
gsi-Dateiname gci-Dateiname verwendeter Filter
foo-in.gsi foo-in.gci Es wird kein Filter verwendet
foo-in.gsi.gz foo-in.gci Die gsi-Datei wird vor dem Lesen noch dekomprimiert
foo-in.gsi.m4 foo-in.gci Veraltet! Die gsi-Datei wird vor dem Lesen durch den
Makroprozessor M4 geleitet.
foo-in.gsi.pl foo-in.gci Die Datei wird als Perl-programm ausgefu¨hrt. Die Aus-
gabe dieses Programms wird als Eingabe verwendet
(siehe Anhang D.1).
Der Name der Ausgabedateien wird durch den Befehl Basename in der gsi-Datei festgelegt. An
diesen Namen werden dann fu¨r die entsprechenden Dateien eventuell noch eine laufende Nummer
und die Endung eingefu¨gt. Wu¨rde man den Befehl Basename foo-out geben, ko¨nnten die Aus-
gabedateien des Programms wie folgt aussehen:
doublon:˜/gc2d/data>ls
foo-out.0001.gco foo-out.0002.gco foo-out.0001.gff
foo-out.0002.gff foo-out.0002.gso foo-out.0001.gso
foo-out.0001.gpf foo-out.0002.gpf foo-out.gco
foo-out.gso foo-out.ggf foo-out.glk
foo-out.gpl foo-out.gtf foo-out.ps
1Dieses Verhalten kann durch die Kommandozeilenoption -l vera¨ndert werden, siehe Anhang E.1
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Anhang B
Format der Eingabedateien
B.1 Eingabedatei zur Simulationsbeschreibung (gsi)
B.1.1 Einfu¨hrung
Dateien vom Typ gsi sind die wichtigsten Eingabedateien fu¨r die Simulation. Die Aufbau der Simu-
lation wird dabei mit einer Beschreibungssprache festgelegt. Mit Hilfe dieser Sprache wird das physi-
kalische System detailliert beschrieben, so daß es dann mit gc2d berechnet werden kann. Die Syntax
selbst ist sehr einfach gehalten; Berechnungen, Kontrollstrukturen wie Schleifen oder Abfragen sind
nicht vorhanden. Stattdessen existiert ein Interface zur Skriptsprache Perl (siehe Anhang D.1).
Der Aufbau einer gsi-Datei ist im Prinzip der folgende:
PARAMETER v1.4
Identifikationstext
# Kommentar
$ Spezieller Kommentar
Steuerwort Parameter
OBJEKTNAME
Steuerwort Parameter Parameter Kommentar
Steuerwort Parameter
Steuerwort Parameter Kommentar
OBJEKTNAME
Steuerwort
End_Of_File
Die erste Zeile der Datei muß immer den Text PARAMETER v1.4 enthalten. Anhand dieses Strings
wird die Datei identifiziert. Durch die Versionsnummer wird sichergestellt, daß nicht alte Steuerda-
teien, die evtl. nicht mehr der aktuellen Syntax folgen, bearbeitet werden. Die zweite Zeile entha¨lt
einen beliebigen Text, der als Identifikation benu¨tzt wird. Ausgewertet wird dieser Eintrag erst in der
entsprechenden gci-Datei (siehe Anh. B.2). Wird keine gci-Datei erstellt, so kann diese Zeile auch
leer bleiben.
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Der ganze Aufbau ist an einzelnen Objekten ausgerichtet. Ein typisches Objekt ist z.B. Wall.
Auf einen Objektnamen folgen dann Befehle, die das jeweilige Objekt genauer beschreiben. Stan-
dardma¨ßig wird am Anfang der Datei das Objekt GENERAL bearbeitet. Es ist nicht mo¨glich, im
weiteren Verlauf der gsi-Datei zu ihm zuru¨ckzukehren; ein entsprechendes Befehlswort ist nicht
vorgesehen. Dies hat den Grund, daß hier Parameter gesetzt werden mu¨ssen, die im weiteren Verlauf
der gsi-Datei schon beno¨tigt werden. Speziell sind dies der Name der Ausgabedatei und der Zeit-
schritt. Die weiteren Objekte ko¨nnen in beliebiger Reihenfolge angegeben werden. Bei Display
wird allerdings nur das letzte in der Eingabedatei vorkommende Objekt ausgewertet. Die Datei wird
abgeschlossen mit dem Befehlswort END OF FILE; evtl. folgender Text wird ignoriert.
Ein Kommentar, der mit einem # beginnt, wir einfach ignoriert. Beginnt eine Zeile allerdings mit
einem $, so wird dieser Kommentar von gc2d am Bildschirm ausgegeben.
Es gelten die folgenden Regeln:
1. Groß- und Kleinschreibung haben innerhalb der gsi-Datei keinen Einfluß. Ausnahmen hier-
von sind extra vermerkt.
2. Wird bei einem Befehl, der eigentlich 2 Parameter erwartet, nur ein Wert u¨bergeben, wird der
zweite automatisch auf 0 gesetzt.
3. Auf die Parameter folgende Texte werden ignoriert
4. Leerzeilen werden ignoriert.
5. Vor und hinter einem Befehl oder einem Sektionsnamen ko¨nnen beliebig viele Leerzeichen
oder Tabulatoren stehen.
6. Die Parameter werden durch eine beliebige Zahl von Leerzeichen oder Tabulatoren getrennt.
7. Die Zeilenla¨nge darf 1023 Zeichen nicht u¨berschreiten.
Die nachfolgende Beschreibung der Befehle entspricht dem Schema:
BEFEHLSNAME Typ Typ Kategorie
Perlbefehl(Vorgabewert,Vorgabewert); Einheit
Als Parametertypen kommen float, integer, und string in Frage; eine entsprechende Ty-
penkonvertierung wird vorgenommen. Die Kategorie eines Befehls ist entweder USER oder Sy-
stem. Fa¨llt ein Befehl in letztere Kategorie, ist es nicht empfehlenswert, den Befehl zu verwenden,
da falsche Werte zu vo¨llig unphysikalischen Simulationen fu¨hren ko¨nnen. Diese Befehle werden
hauptsa¨chlich von gc2d verwendet, um eine Simulation wieder abzuspeichern (siehe Anh C.1). In
der zweiten Zeile findet sich dann der zugeho¨rige Perl-Befehl, genaueres zu deren Nutzung findet
sich im Anhang D.1. In Klammern angegeben sind die Werte, die standardma¨ßig verwendet werden.
Ebenfalls mit angegeben ist dann gegebenenfalls die Einheit der angegebenen Werte. Die Angabe
¹ bei manchen Werten bedeutet, daß hier lediglich eine sehr große Zahl1 verwendet wird, die bei
normalen Simulationen nicht erreicht wird.
B.1.2 Das Objekt GENERAL
Mit den folgenden Befehlen werden globale Parameter der Simulation festgelegt. Auch wenn vernu¨nf-
tige Werte als Standard vorgegeben sind, so ist es doch sinnvoll, diese Parameter bei jeder Simulation
selbst festzulegen und aufeinander abzustimmen.
1Dies ist im allgemeinen der Wert ( ºP»d¼a½S¾ ) von BIG NUMBER, der in der Datei gstd.h festgelegt wird.
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B.1.2.1 Allgemeine Parameter
DELTA T float User
Delta T(0.0001); s
Durch dieses Kommando wird die Gro¨ße des Zeitschritts fu¨r den Predictor-Corrector festgelegt
(siehe Gleichung 2.9).
TIME float float User
Time(0.0,1.0); s
Durch dieses Kommando wird die Simulationszeit festgelegt. Der erste Wert gibt den Startzeitpunkt
der Simulation an, der zweite den Endzeitpunkt.
MUE STATISCH float User
Mue Statisch(0.6);
Durch dieses Kommando wird der statische Reibungskoeffizient festgelegt.
Es muß Mue Statisch ¿À und Mue Statisch ÁÂÃÀ gelten.
MUE DYNAMISCH float User
Mue Dynamisch(0.6);
Durch dieses Kommando wird der dynamische Reibungskoeffizient festgelegt.
Es muß MUE DYNAMISCH ¿ÄÀ und MUE DYNAMISCH ÁÅÂÃÀ gelten. Dieser Wert wird z.Z. im Pro-
gramm nicht genutzt!
E MODUL float User
E Modul(1e7); ÆÇ
Durch dieses Kommando wird der Youngsche Elastizita¨tsmodul festgelegt.
Es muß E Modul ÈHÀ gelten.
GAMMA float User
Gamma(0.5);
Durch dieses Kommando wird der Da¨mpfungskoeffizient fu¨r die Kollision festgelegt. Es muß GAM-
MA ¿ÉÀ gelten.
COHESION float User
Cohesion(0.0);
ÆÇ
Durch dieses Kommando wird der Koha¨sionskoeffizient festgelegt. Es muß COHESION ¿iÀ gelten.
STEPS DATA integer User
Steps Data(10000); ÊAË
Durch dieses Kommando wird festgelegt, alle wieviele Zeitschritte Ausgabefiles vom Typ gff und
gpf geschrieben werden bzw. die Datei vom Typ gtf erga¨nzt wird.
STEPS CHECKPOINT integer User
Steps Checkpoint(10000); ÊAË
Durch dieses Kommando wird festgelegt, alle wieviele Zeitschritte Datein vom Typ gso und gco
zum Wiederaufsetzen des Laufs geschrieben wird.
STEPS SETUP integer User
Steps Setup( ¹ ); ÊAË
Durch dieses Kommando wird festgelegt, alle wieviele Zeitschritte eine neue Datei vom Typ gco
und gso geschrieben wird.
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STEPS DUMPLINE integer User
Steps Dumpline( ¹ ); ÊAË
Durch dieses Kommando wird festgelegt, alle wieviele Zeitschritte eine neue Datei vom Typ gpl
geschrieben wird. Die Unterstu¨tzung fu¨r diesen Befehl muß mit
#define USE DUMPLINE einkompiliert sein.
SEED float float User
Seed(0,0);
Durch dieses Kommando werden die Initialisierungswerte des Zufallsgenerators festgelegt.
BASENAME string User
Basename("default");
Durch dieses Kommando wird festgelegt, unter welchem Namen die Ausgabedateien angelegt wer-
den. Es kann auch ein Pfad relativ zum Verzeichnis, in dem gc2d aufgerufen wurde, angegeben
werden. Bei diesem Befehl wird die Groß- und Kleinschreibung des Parameters beru¨cksichtigt.
EMAIL string User
Email("NONE");
Durch dieses Kommando wird festgelegt, ob und an wen eine Email geschickt wird, wenn gc2d
ordnungsgema¨ß beendet wurde. Wird der String "NONE" angegeben, wird keine Email versandt.
Bei diesem Befehl wird die Groß- und Kleinschreibung des Parameters beru¨cksichtigt.
NEXT DATA FILENUMBER integer System
Next Data Filenumber(1);
Durch dieses Kommando wird festgelegt, mit welcher laufenden Nummer die na¨chsten Files vom
Typ gff und gpf geschrieben werden.
NEXT SETUP FILENUMBER integer System
Next Setup Filenumber(1);
Durch dieses Kommando wird festgelegt, mit welcher laufenden Nummer die na¨chsten Files vom
Typ gso und gco geschrieben werden.
B.1.2.2 Variation der Erdbeschleunigung
Durch entsprechende Konfiguration bei der Kompilation (siehe Anhang E.2) ist es mo¨glich, den Wert
von Ì wa¨hrend der Simulation zu variieren.
Ist diese Funktionalita¨t nicht aktiviert, wird nur der Befehl G mit einem Parameter akzeptiert.
G float User
G(9.81);
Ç
Í
¼
Durch dieses Kommando wird der Wert fu¨r die Erdbeschleunigung festgelegt. Der entsprechende
Vektor ist dann À
Î
Ì
.
Andernfalls kennt gc2d noch folgende Befehle:
G float float User
G(9.81,9.81);
Ç
Í
¼
Durch dieses Kommando werden der Anfangswert Ì2Ï und der Endwert ÌRÐ der Erdbeschleunigung
festgelegt.
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Abbildung B.1: Die vier Varianten, wie die die Erdbeschleunigung G variiert werden kann. Die
Parameter sind
G 9.81 9.0 G TIME 0.1 1.1 G Parameter 5 0.2
a) G Type CONSTANT b) G Type LINEAR
c) G Type STEP d) G Type SMOOTH STEP
G TIME float float User
G Time(0.0,1.0); Ñ
Durch dieses Kommando werden Anfangszeit ËÏ und Endzeit Ë%Ð fu¨r die ¨Anderung der Gravitation
festgelegt.
G PARAMETER float float User
G Parameter(5,0.5); N/A
Durch dieses Kommando werden zwei Parameter Ò Ï und Ò Ð fu¨r die ¨Anderung der Gravitation fest-
gelegt (siehe Abbildung B.1). Die Bedeutung der Parameter kann sich je nach Art der Manipulation
von Ì a¨ndern.
G TYPE string User
G Type("CONSTANT");
Durch dieses Kommando wird die Art festgelegt, wie Ì variiert wird (siehe Abbildung B.1).
CONSTANT ÌxÓÔÌ Ï
LINEAR Ì wird im Zeitraum Õ ËÏÖ%ËÐ× linear von Ì¶Ï auf Ì²Ð gea¨ndert.
STEP Ì wird im Zeitraum Õ ËÏÖ%ËÐ× stufenweise von Ì¶Ï auf ÌRÐ gea¨ndert. Insgesamt wer-
den Ò Ï Stufen gemacht.
SMOOTH STEP Ì wird im Zeitraum Õ ËÏÖ%ËÐ× stufenweise von Ì¶Ï auf ÌRÐ gea¨ndert. Insgesamt wer-
den Ò_Ï Stufen gemacht. Die einzelnen Stufen sind keine Spru¨nge, sondern wer-
den linear ausgefu¨hrt. Der Parameter ÒØÐ gibt die Breite der linearen ¨Anderung
an wobei Ò Ð ÓÀ der Grenzfall STEP ist, Ò Ð ÓÉÂ entspricht LINEAR
118 Format der Eingabedateien
0 0.5 1
1
1.2
1.4
1.6
1.8
2
t
s(t
)
c)
0 0.5 1
1
1.2
1.4
1.6
1.8
2
t
s(t
)
a)
0 0.5 1
1
1.2
1.4
1.6
1.8
2
t
s(t
)
b)
Abbildung B.2: Dargestellt ist die zeitliche Verlauf der Gro¨ßenskalierung mit Ù´ÓzÚ , ÛtÓÄÂ und a)
Ü
ÓÝ b) Ü ÓÔÞ und c) Ü Ózß
B.1.2.3 Temperaturvera¨nderung
Mit den folgenden Befehlen kann eine Gro¨ßena¨nderung der Teilchen aufgrund einer Temperatura¨nde-
rung simuliert werden. Die Unterstu¨tzung hierfu¨r muß mit #define USE HEATING einkompiliert
werden.
HEAT TIME float float User
Heat Time( ¹ , ¹ ); s
HEAT AMPLITUDE float User
Heat Amplitude(0.01);
HEAT FREQUENCE float User
Heat Frequence(1.0); Ñ²à Ï
HEAT SLOPE float User
Heat Slope(10.0);
Durch dieses Kommandos wird festgelegt, wie die Gro¨ße der Partikel skaliert wird. Mittels HE-
AT TIME wird der Zeitraum Õ ËÏÖ%ËÐ× der Gro¨ßenskalierung ÑâáfËã festgelegt. Die Skalierung fu¨r den
Zeitpunkt Ë akt erfolgt dann nach der Formel (siehe Abbildung B.2)
ËäÓ
ËÏ Ë akt ÁÔËÏ
Ë akt ËÏæå Ë akt åÔËÐ
Ë%Ð Ë%Ð~Á Ë akt
(B.1)
ÑâáfËã|Ó ÂNç	Ûéèá
Â
Ý
Î
Â
Ý
êëì2í
á
Üïî%ðñ
áeÝòóÙwËãeãeãeÃ (B.2)
Û Ó HEAT AMPLITUDE
Ù Ó HEAT FREQUENCE
Ü
Ó HEAT SLOPE
B.1.3 Das Objekt DISPLAY
Dieses Objekt beschreibt die Parameter fu¨r die graphische Darstellung der Simulation.
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X RANGE float float User
X Range(-0.1,0.1); m
Durch dieses Kommando wird festgelegt, welcher Bereich der X-Achse graphisch dargestellt wird.
Der zweite Wert muß gro¨ßer als der erste sein.
Y RANGE float float User
Y RANGE(-0.1,0.1); m
Durch dieses Kommando wird festgelegt, welcher Bereich der Y-Achse graphisch dargestellt wird.
Der zweite Wert muß gro¨ßer als der erste sein.
SCREEN integer integer User
Screen(640,0); Pixel
Durch dieses Kommando wird festgelegt, mit welcher Gro¨ße das Ausgabefenster geo¨ffnet wird. Ist
einer der beiden Werte åôÀ wird der andere so festgelegt, daß die Grafik im Seitenverha¨ltnis Âöõ<Â
dargestellt wird.
INTERVAL integer User
Interval(100); ÊAË
Durch dieses Kommando wird festgelegt, alle wieviele Zeitschritte eine Bildschirmdarstellung erfol-
gen soll.
MODUS integer User
Modus(3);
Durch dieses Kommando wird festgelegt, welche Elemente zu Beginn dargestellt werden. Der Wert
wird durch das logische ODER der in der Datei button mask.h2 angegebenen Parameter berech-
net. Die Standardeinstellung ist À÷ÀÀÀÀÀÀÀÂøeùÀ÷ÀÀÀÀÀÀÀÝø+ÓpÚ , d.h. es werden Umrandung und
Fla¨che der Teilchen dargestellt.
B.1.4 Das Objekt PARTICLE
Mit diesem Objekt beschreibt man die Teilchen, die mit gc2d simuliert werden.
B.1.4.1 Allgemeine Parameter
CORNERS User
Corners(); m
Die Angabe der Ecken erfolgt nach einer speziellen Methode. Der Zeile, in der der Befehl CORNERS
steht, folgen weitere Zeilen, die jeweils die X- und Y-Koordinaten eines Punktes enthalten. Nach der
letzten Ecke folgt der Befehl END. Zwischen CORNERS und END sind keine anderen Befehle oder
Kommentare zula¨ssig. Defaultma¨ßig wird das Polygon von gc2d so verschoben, daß der Schwer-
punkt an dem durch COM vorgegebenen Punkt liegt. Die Punkte mu¨ssen in der Reihenfolge gegen den
Uhrzeigersinn angegeben werden und konvex sein. Dies wird in der gegenwa¨rtigen Programmversion
nicht u¨berpru¨ft, gc2d verla¨ßt sich auf korrekte Angaben des Nutzers.
COM float float User
Com(0.0,0.0); m
Dieser Befehl gibt die Position des Schwerpunktes vor. Achtung! Wenn das Kommando POSITI-
ON ABSOLUT gegeben wird, wird diese Zeile ignoriert.
2Die Datei button mask.h befindet sich auf der beigelegten CDROM.
120 Format der Eingabedateien
SPECIAL System
Special();
Nur zu Debuggingzwecken!
VELOCITY float float User
Velocity(0.0,0.0); úﬂûÑ
Dieser Befehl gibt die Translationsgeschwindigkeit des Teilchens vor.
ACCELERATION float float User
Acceleration(0.0,0.0); úﬂûÑ Ð
Dieser Befehl gibt die Beschleunigung des Teilchens vor.
PC TRANS3 float float System
Pc Trans3(0.0,0.0); úﬂûÑü
PC TRANS4 float float System
Pc Trans4(0.0,0.0); úﬂûÑý
PC TRANS5 float float System
Pc Trans5(0.0,0.0); úﬂûÑþ
Diese Befehle geben die ho¨heren Ableitungen des Predictor-Corrector fu¨r die Translation wieder,
sie sollten nicht durch den Nutzer vorgegeben werden.
ANGLE float User
Angle(0.0);
Dieser Befehl gibt den Winkel des Teilchens vor. Zula¨ssig sind Werte von 0 bis Ýò . Die Drehung
erfolgt im Uhrzeigersinn.
OMEGA float User
Omega(0.0); ÂûÑ
Dieser Befehl gibt die Winkelgeschwindigkeit des Teilchens vor.
OMEGA DOT float User
Omega Dot(0.0); ÂûÑ Ð
Dieser Befehl gibt die Winkelbeschleunigung des Teilchens vor.
PC ROT3 float System
Pc Rot3(0.0);
PC ROT4 float System
Pc Rot4(0.0);
PC ROT5 float System
Pc Rot5(0.0);
Diese Befehle geben die ho¨heren Ableitungen des Predictor-Corrector fu¨r die Rotation wieder, sie
sollten nicht durch den Nutzer vorgegeben werden.
ID integer System
Id(?);
Durch dieses Kommando wird festgelegt, welche interne ID das Partikel erha¨lt. Dieser Wert sollte
nicht durch den Nutzer vorgegeben werden. Einen Standardwert gibt es nicht, stattdessen wird eine
freie Nummer bestimmt und dem Teilchen zugewiesen.
POSITION ABSOLUT User
Position Absolut();
Dieser Befehl gibt an, daß die mit CORNERS angegebenen Eckkoordinaten als absolute Koordinaten
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Abbildung B.3: Die verschiedenen Schritte bei der Positionierung eines Teilchens.
betrachtet werden; die Angabe COM wird in diesem Fall ignoriert.
Am Beispiel eines Dreiecks seien die notwendigen Befehle gezeigt: die Basisla¨nge betra¨gt 0.2m und
die Ho¨he 0.45m, der Schwerpunkt soll am Punkt (0.5, 0.3) liegen. Das Teilchen soll um òóûÞ gedreht
werden.
PARTICLE
Com 0.5 0.3 # Position des Schwerpunktes
Corners # Vorgabe der Ecken
0.0 0.0
0.0 0.2
0.1 0.45
END
Angle 0.7853975 # Neigung des Quadrats
In Abbildung B.3 sind die einzelnen Schritte dargestellt. Im ersten Schritt (blau) werden durch COR-
NERS die Eckpunkte des Dreiecke festgelegt. gc2d verschiebt das Teilchen dann automatisch so,
daß der Schwerpunkt am Punkt (0, 0) liegt (rot). Durch den Befehl COMwird die Position des Schwer-
punktes festgelegt (gru¨n). Der Befehl ANGLE dreht das Teilchen dann in seine endgu¨ltige Position.
B.1.4.2 Teilchen mit Feder
An einem einzelnen Teilchen kann eine virtuelle Feder befestigt werden. Das eine Ende der Feder
ist am Teilchen selbst befestigt, das andere kann entlang einer Geraden mit fester Geschwindigkeit
gezogen werden.
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Abbildung B.4: Beispiel fu¨r die beschreibenden Parameter eines mit einer Feder versehenen Teil-
chen.
DRAG ANGLE float User
Drag Angle(0.0);
Dieser Befehl gibt an, in welche Richtung sich das durch DRAG PULLING POINT vorgegebene
Ende der Feder bewegen soll.
DRAG VELOCITY float float User
Drag Velocity(0.1,);
Ç
Í
Dieser Befehl gibt an, mit welcher Geschwindigkeit sich das freie Ende der Feder bewegen soll.
DRAG K float User
Drag K(100); N/m
Dieser Befehl gibt die Federkonstante vor.
DRAG TIME float float User
Drag Time(0.0,1.0); s
Dieser Befehl gibt das Zeitintervall vor, in dem sich das freie Ende der Feder bewegt.
DRAG FIXING POINT float float User
DRAG FIXING POINT(0.0,0.0); m
Dieser Befehl gibt einen Punkt relativ zum Schwerpunkt vor, an dem die Feder angreifen soll. Der
Punkt darf auch außerhalb des Teilchens liegen. Die Feder wird dann u¨ber einen masselosen Stab am
Teilchen befestigt.
DRAG PULLING POINT float float User
DRAG PULLING POINT(0.0,0.0); m
Dieser Befehl gibt die Startposition des freien Endes der Feder an. Dieser Punkt darf auch innerhalb
des Teilchens liegen.
Hier nun ein Beispiel, wie man einen kleinen Block mit einer Feder bewegen kann. Das freie Ende
der Feder wird fu¨r 1 Sekunde mit der Geschwindigkeit 1
Ç
Í
unter einem Winkel von ß
ý
bewegt. Zu
Beginn befindet sich dieses Federende an den Koordinaten (0.5, 0.3). Das am Teilchen befestigte
Ende der Feder ha¨ngt an einer masselosen Stange, die im Schwerpunkt befestigt ist. Die Stange
reicht 0.2 nach rechts und 0.1 nach oben. Folgender Code erzeugt den gewu¨nschten Aufbau der in
Abbildung B.4 zu sehen ist.
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PARTICLE
Com 0.1 0.1 # Schwerpunkt
Corners # Vorgabe der Ecken
... # usw.
END
Drag_Angle 0.785397 # Winkel
Drag_Velocity 1.0 # Geschwindigkeit
Drag_K 100 # Federkonstante
Drag_Time 1 2 # Zeitintervall
DRAG_FIXING_POINT 0.2 0.1 # Befestigungspunkt
DRAG_PULLING_POINT 0.5 0.3 # Zugpunkt
B.1.5 Das Objekt WALL
Mit diesem Objekt beschreibt man eine Wand, also ein unbewegliches Teilchen, in der Simulation.
CORNERS User
Corners(); m
Die Angabe der Ecken erfolgt nach einer speziellen Methode. Der Zeile, in der der Befehl COR-
NERS steht, folgen weitere Zeilen, die jeweils die X- und Y-Koordinaten eines Punktes enthalten.
Nach der letzten Ecke folgt der Befehle END. Zwischen CORNERS und END sind keine anderen Be-
fehl zula¨ssig. Die Punkte mu¨ssen in der Reihenfolge gegen den Uhrzeigersinn angegeben werden
und konvex sein. Dies wird in der gegenwa¨rtigen Programmversion nicht u¨berpru¨ft, sondern gc2d
verla¨ßt sich auf korrekte Angaben des Nutzers. Im Gegensatz zu einem Teilchen wird eine Wand
nicht automatisch so verschoben, daß ihr Schwerpunkt bei (0, 0) liegt.
OFFSET float float User
Offset(0.0,0.0); m
Gibt eine Verschiebung der Wand um den angegebenen Vektor an.
ANGLE float User
Angle(0.0);
Die Wand wird um den angegebenen Winkel um ihren Schwerpunkt gedreht, zula¨ssig sind Werte von
0 bis Ýò . Die Drehung erfolgt im Uhrzeigersinn.
VELOCITY float float User
Velocity(0.0,0.0); m/s
Gibt eine virtuelle Geschwindigkeit der Oberfla¨che wieder. Achtung! Diese Geschwindigkeit wirkt
nur tangential zur Oberfla¨che!
ID integer System
Id(?);
Durch dieses Kommando wird festgelegt, welche interne ID das Partikel erha¨lt. Dieser Wert sollte
nicht durch den Nutzer vorgegeben werden. Einen Standardwert gibt es nicht, stattdessen wird eine
freie Nummer bestimmt und der Wand zugewiesen.
B.1.5.1 Wand als Stempel
Neben den normalen Wa¨nden gibt es auch noch die Mo¨glichkeit, die Wand als Stempel zu erzeugen.
Die Wand bewegt sich dann solange, bis sie die vorgegebene Kraft ausu¨bt. Eine Wand kann nicht
gleichzeitig auch noch vibrieren (Abschnitt B.1.5.2).
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Abbildung B.5: Amplituden fu¨r die verschiedenen Schwingungstypen bei vibrierenden Wa¨nden.
PISTON ANGLE float User
Piston Angle(0.0);
Durch dieses Kommando wird die Richtung festgelegt, in die sich der Stempel bewegen soll.
PISTON FORCE float User
Piston Force(0.0); N
Durch dieses Kommando wird die Kraft festgelegt, die der Stempel in Richtung
PISTON ANGLE ausu¨ben soll.
PISTON V MAX float User
Piston V Max(1.0); m/s
Durch dieses Kommando wird der Betrag der Geschwindigkeit des Stempels begrenzt. So kann man
erreichen, daß der Stempel vorsichtig auf eine granulare Oberfla¨che aufsetzt.
B.1.5.2 Vibrierende Wa¨nde
Neben den normalen Wa¨nden gibt es auch noch die Mo¨glichkeit, die Wand vibrieren zu lassen. Eine
Wand kann nicht gleichzeitig auch noch als Stempel dienen (Abschnitt B.1.5.1).
VIB ANGLE float User
Vib Angle(òóûÝ );
Durch dieses Kommando wird die Richtung festgelegt, in die die Wand schwingt.
VIB TIME float float User
Vib Time(0, ¹ ); s
VIB WIDTH float User
Vib Width(1); m
VIB FREQUENCE float User
Vib Frequence(1); 1/s
VIB TYPE string User
Vib Type("COSINUS");
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Durch diese Kommandos wird die Art der Vibration festgelegt. Mittels VIB TIMEwird der Zeitraum
Õ ËÏÖ%Ë%Ð× bestimmt.
ËNÓ
ËÏ Ë akt ÁÔËÏ
Ë akt ËÏ å Ë akt åÔËÐ
ËÐ ËÐÁ Ë akt
Ã (B.3)
Die Amplitude der Auslenkung kann dann in Abha¨ngigkeit der Art der Vibration bestimmt werden:
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Abbildung B.5 d)
B.1.6 Das Objekt GENERATE BLOCK
Mit diesem Objekt kann eine große Zahl von a¨hnlichen Teilchen beschrieben werden, die in einem
Rechteck positioniert werden.
X RANGE float float User
X Range(0.0,10.0); m
Y RANGE float float User
Y Range(0.0,10.0); m
Durch diese Kommandos werden die Grenzen des Rechtecks vorgegeben, in dem die Teilchen gene-
riert werden sollen.
GRID DISTANCE float float User
Grid Distance(2.0,2.0); m
Durch diesen Befehl werden die Gitterabsta¨nde ÊA÷ und Êﬀ bestimmt. Wie diese beiden Parameter
genutzt werden, ha¨ngt vom verwendeten Gittertyp ab. Bei den Rechteckgittern werden direkt die
Gitterabsta¨nde festgelegt. Bei den gegeneinander versetzten Quadratgittern gibt ÊA÷ den Abstand der
Gitterpunkte in der X-Richtung vor, Êﬁ bestimmt den Abstand zur na¨chsten Gitterebene.
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Abbildung B.6: Beispiele fu¨r die 6 verschiedenen Gittertypen, auf denen Teilchen angeordnet wer-
den ko¨nnen. a) RECT b) RECT GAUSS c) RECT EQUAL d) FCC e) FCC GAUSS f) FCC EQUAL
GRID TYPE string User
Grid Type("FCC"); m
RECT Ein Rechteckgitter: die Schwerpunkte der Teilchen liegen genau auf den Gitter-
punkten.
RECT GAUSS Ein Rechteckgitter: die Schwerpunkte der Teilchen sind in X-Richtung in einem
Intervall [ Î Ï
Ð
Ê~÷Ö
Ï
Ð
ÊA÷ ], in Y-Richtung im Intervall [ Î Ï
Ð
ÊA÷Ö
Ï
Ð
Ê~÷ ] um den Git-
terpunkt mit einer abgeschnittenen Gaußkurve3 verteilt.
RECT EQUAL Ein Rechteckgitter: die Schwerpunkte der Teilchen sind in X-Richtung in einem
Intervall [ Î Ï
Ð
ÊA÷Ö
Ï
Ð
ÊA÷ ], in Y-Richtung im Intervall [ Î Ï
Ð
Êﬁ Ö
Ï
Ð
Êﬁ ] um den Git-
terpunkt gleichverteilt.
FCC Zwei gegeneinander versetzte Quadratgitter: die Schwerpunkte der Teilchen lie-
gen genau auf den Gitterpunkten.
FCC GAUSS Zwei gegeneinander versetzte Quadratgitter: die Schwerpunkte der Teilchen sind
in X-Richtung in einem Intervall [ Î Ï
Ð
ÊA÷Ö
Ï
Ð
ÊA÷ ], in Y-Richtung im Intervall
[ Î Ï
Ð
Êﬀ_Ö
Ï
Ð
Êﬁ ] um den Gitterpunkt mit einer speziellen abgeschnittenen Gauß-
kurve verteilt.
FCC EQUAL Zwei gegeneinander versetzte Quadratgitter: die Schwerpunkte der Teilchen sind
in X-Richtung in einem Intervall [ Î Ï
Ð
ÊA÷Ö
Ï
Ð
ÊA÷ ], in Y-Richtung im Intervall
[ Î Ï
Ð
Êﬀ_Ö
Ï
Ð
Êﬁ ] um den Gitterpunkt gleichverteilt.
PART SIZE float float User
Part Size(1.0,1.0); m
PART VAR SIZE float User
Part Var Size(0.5);
RANDOM SIZE string User
Random Size("CONST");
3Ziel dieser Verteilung ist es, “scho¨ne” Anfangsbedingungen auszuwa¨hlen. Einen Einfluß auf die Physik des Systems
gibt es dabei nicht. Wichtig dabei ist, daß die Zufallszahl im Intervall ﬂ ﬃ¾ liegt. Ko¨nnten die Zufallszahlen einen be-
liebigen Wert annehmen, wa¨re es mo¨glich, daß nicht sinnvolle Parameter entstehen, zum Beispiel negative Eckenzahlen.
Ausserdem sollte die Verteilung symmetrisch und relativ schmal sein.
Als praktikabel erwiesen sich dafu¨r dann die Gaußverteilung !#"%$'&)( *
+-,
¼/.
0#132547698:<;
;>=
;
mit den Parametern ?@(AﬃB5C und
D
(EﬃFB.¾ . Das Einhalten der Intervallgrenzen ﬂ ﬃF¾G kann dadurch erzwungen werden, daß Zufallszahlen, die zu groß oder
zu klein sind, vom Programm einfach verworfen werden. Da D hinreichend klein ist, ist die Wahrscheinlichkeit dafu¨r auch
so gering, daß die Verteilung nicht wesentlich gesto¨rt wird.
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Abbildung B.7: Beispiele fu¨r verschiedenen Teilchenformen. In den einzelnen Zeilen sind Teilchen
vom Type a) SPECIAL RECTANGLE b) REGULAR c) RAND1 d) RAND2 e) FULL, in den Spalten
jeweils Beispiele fu¨r Teilchen mit I) 3 II) 6 III) 9 und III) 12 Ecken dargestellt.
Das Kommando Part Size gibt 2 La¨ngen ø<H und øJI zur Bestimmung der Teilchen vor,
Part Var Size einen Wert K , der die Breite des Intervalls beschreibt.
CONST Konstante Teilchengro¨ße: Part Var Size wird ignoriert
EQUAL Fu¨r jedes Teilchen 	 werden die aktuellen La¨ngen ø%L
H
bzw. ø%L
I
im Intervall Õ øJHTè_áeÂ Î
KVãeÖø
H
èáeÂKçMKØãf× bzw. Õ ø I èáeÂ Î KØãeÖø I èáeÂKçNKVãf× gleichverteilt ausgewu¨rfelt. Die Bestim-
mung der Werte ø L
H
und ø L
I
erfolgt unabha¨ngig voneinander; dies hat zur Folge, daß die
Teilchengro¨ße nicht einfach skaliert wird, sondern die Form sich a¨ndert.
GAUSS Fu¨r jedes Teilchen 	 werden die aktuellen La¨ngen ø%L
H
bzw. ø%L
I
im Intervall Õ øJH<èeáeÂ Î KVãeÖøJHóè
áeÂæçOKØãf× bzw. Õ ø I èáeÂ Î KØãeÖø I è²áeÂçOKVãf× mit einer speziellen abgeschnittenen Gaußkurve
ausgewu¨rfelt. Die Bestimmung der Werte ø L
H
und ø L
I
erfolgt unabha¨ngig voneinander;
dies hat zur Folge, daß die Teilchengro¨ße nicht einfach skaliert wird, sondern die Form
sich a¨ndert.
PART NUM CORNERS integer User
Part Num Corners(6);
PART VAR CORNERS integer User
Part Var Corners(2);
RANDOM NUM CORNERS integer User
Part Random Num Corners("CONST");
Part Num Corners gibt eine Eckenzahl PRQ vor, Part Var Corners bestimmt das Intervall
PRS und Random Num Corners die Art der Verteilung.
CONST Alle Teilchen haben die Eckenzahl PTQ .
EQUAL Die Eckenzahl ist gleichverteilt im Intervall Õ P Q Î PRSÖ-P Q çUPTS× .
GAUSS Die Eckenzahl wird im Intervall Õ PTQ Î P S Ö-PRQ çOP S × mit einer speziellen abgeschnit-
tenen Gaußkurve ausgewu¨rfelt .
PART RANDOM POS CORNERS integer User
Part Random Pos Corners("REGULAR");
Zur Berechnung der Teilchenform wird folgendermaßen vorgegangen: die Halbachsen einer Ellipse
Û und V werden durch die entsprechenden Befehle vorgegeben. Dann werden, der Zahl der Ecken P
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entsprechend, die Winkel W

ÖÃÃÃâÖ-WYX
Æ
à
ÏZ
ausgewu¨rfelt und der Gro¨ße nach aufsteigend sortiert. Die
Position der Ecken ÷
L
Ö>
L
ergeben sich dann aus der Parameterdarstellung der Ellipse [165] durch
÷
L
Ó Û è
î%ðñ
áW
L
ã (B.4)

L
Ó Vè
ñ\[
ì
áW
L
ã Ã (B.5)
Dies bedeutet, daß die Ecken eines Teilchens auf einer Ellipse liegen und damit das Polygon sicher
konvex ist. Die Winkel werden wie folgt festgelegt, wobei dann 	æÓzÀ<ÃÃÃ]P Î Â gilt:
SPECIAL RECTANGLE Sonderfall; es werden Rechtecke mit abgeschra¨gten Kanten generiert
REGULAR W
L
Ó^	è
Ð
ß
ÆRAND1 W
L
zufa¨llig aus dem Intervall Õ á/	 Î ÀÃã°è Ð ß
Æ
Öá/	ç	ÀÃã è
Ð
ß
Æ
Õ
RAND2 W
L
zufa¨llig aus dem Intervall Õ á/	 Î Âã è Ð ß
Æ
Öá/	ç	Âã è
Ð
ß
Æ
Õ
FULL W
L
zufa¨llig aus dem Intervall Õ ÀÖÝòéÕ
Typische Beispiele fu¨r die verschiedenen Teilchenformen sind in Abbildung B.7 gezeigt. Man er-
kennt, daß RAND1 und RAND2 sehr a¨hnlich sind, wobei die zweite Form etwas mehr zu u¨berlangen
Seiten tendiert. FULL wiederum generiert sehr unregelma¨ßige Teilchen, die bei niedriger Eckenzahl
nur bedingt als typische Sandko¨rner gelten ko¨nnen.
PART ROT float User
Part Rot(0.0);
RANDOM ROT string User
Random Rot("EQUAL");
Durch Part Rot wird ein Drehwinkel W

vorgegeben. Der tatsa¨chliche Winkel W wird dann durch
das Kommando Random Rot festgelegt.
CONST WFÓ_W

EQUAL W zufa¨llig aus dem Intervall Õ ÀÖÝòéÕ
GAUSS W wird mit der speziellen abgeschnittenen Gaußkurve aus dem Intervall ×GW

Î
ß
Ð
Ö-W

ç
ß
Ð
Õ
ausgewa¨hlt.
ANGLE RANGE float float User
Angle Range(0, Ýò );
VELOCITY RANGE float float User
Velocity Range(0.0,0.0);
Ç
Í
Mit diesen Befehlen ist es mo¨glich, den Teilchen eine individuelle Anfangsgeschwindigkeit zuzu-
weisen. Die Richtung wird in dem durch Angle Range gegebenen Intervall, der Betrag in dem
durch Velocity Range vorgegebenen Bereich ausgewu¨rfelt.
B.1.7 Das Objekt DROPSOURCE
Mit diesem Objekt beschreibt man eine Teilchenquelle. Im Lauf der Simulation werden dabei an
einer bestimmten Stelle Teilchen erzeugt.
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POS float float User
Pos(0.0,0.01); m
WIDTH float User
Width(0.0);
TYPE string User
Type(‘‘ABS’’); s
Der Befehl Pos gibt zwei Werte ÷ und  , der Befehl Width eine La¨nge V vor. Je nach Art der
Positionierung wird dann die Stelle bestimmt, an der ein Teilchen eingefu¨gt wird.
REL Relativer Positionierung
ABS Absolute Positionierung
Bei beiden Arten der Positionierung wird die die X-Koordinate des Einfu¨gepunktes fu¨r jedes Teilchen
im Intervall Õ ÷ Îa`
Ð
Ö%÷ ç
`
Ð
× ausgewu¨rfelt. Bei der absoluten Positionierung wird das neue Teilchen
dann an der Y-Koordinate  eingesetzt. Bei der relativen Positionierung hingegen wird der ho¨chste
Schwerpunkt  Çb H eines Teilchens im Intervall Õ ÷ Î `
Ð
Ö%÷ ç
`
Ð
× gesucht. Der Einsetzpunkt ist dann

Çb
H çc . Wird kein Schwerpunkt gefunden, so ist  Çb H ÓÉÀ .
TIME float float User
Time(0.0,1.0); s
Durch diesen Befehl wird der Zeitraum, in dem Teilchen eingefu¨gt werden, festgelegt.
DELTA T float User
Delta T(0.1); s
Durch diesen Befehl werden die Intervalle, die zwischen zwei Einfu¨gevorga¨ngen liegen, festgelegt.
PART SIZE float float User
Part Size(0.01,0.01); m
PART VAR SIZE float User
Part Var Size(0.1);
RANDOM SIZE string User
Random Size("CONST");
PART NUM CORNERS integer User
Part Num Corners(8);
PART VAR CORNERS integer User
Part Var Corners(2);
RANDOM NUM CORNERS integer User
Part Random Num Corners("CONST");
PART RANDOM POS CORNERS integer User
Part Random Pos Corners("REGULAR");
PART ROT float User
Part Rot(0.0);
RANDOM ROT string User
Random Rot("CONST");
Diese Befehle sind den gleichnamigen Befehlen im Abschnitt B.1.6 a¨quivalent, die dortigen Be-
schreibungen sind auch hier gu¨ltig.
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B.1.8 Beispiel fu¨r eine Eingabedatei
Die folgende Datei erzeugt ein Setup, bei dem ein Stempel Teilchen in einem Kolben zusammen-
preßt. Dabei ist die Gravitation abgeschaltet. Vor jeder Zeile sind Zeilennummern angegeben, die bei
der eigentlichen Datei nicht dort stehen du¨rfen.
01: PARAMETER v1.4
02:
03: # A piston, compressing some particles
04: Delta_T 0.000015
05: Time 0 0.2
06: E_Modul 1E7
07: Gamma 0.5
08: Steps_Data 1000
09: Steps_Checkpoint 100
10: Basename data/piston2
11: G 0
12:
13: DISPLAY
14: X_Range -0.35 0.15
15: Y_Range -0.05 0.15
16: Screen 800 0
17: Interval 100
18:
19: WALL
20: Offset -0.3 0.0
21: Piston_Angle -0.0
22: Piston_Force 10000
23: Piston_V_Max 1
24: Corners
25: -0.05 0.01
26: 0.05 0.01
27: 0.05 0.1
28: -0.05 0.1
29: END
30:
31: WALL
32: Offset 0.0 0.0
33: Corners
34: -0.3 -0.01
35: 0.1 -0.01
36: 0.1 0.01
37: -0.3 0.01
38: END
39:
40: WALL
41: Offset 0.0 0.11
42: Corners
43: -0.3 -0.01
44: 0.1 -0.01
45: 0.1 0.01
46: -0.3 0.01
47: END
48:
49: WALL
50: Offset 0.0 0.0
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Abbildung B.8: Die Abbildung zeigt das System, das gc2d aus der vorgestellten Eingabedatei er-
zeugt. Die starren Wa¨nde erscheinen grau, die Partikel sind hellgru¨n und der Stempel dunkelgru¨n
dargestellt.
51: Corners
52: 0.1 -0.01
53: 0.12 -0.01
54: 0.12 0.12
55: 0.1 0.12
56: END
57:
58: GENERATE_BLOCK
59: X_Range -0.247 0.098
60: Y_Range 0.012 0.098
61: Grid_Distance 0.005 0.005
62: Part_Var_Corners 1
63: Part_Num_Corners 8
64: Part_Rot 1
65: Part_Size 0.003 0.003
66: Grid_Type FCC
67: Random_Size CONST
68: Random_Rot EQUAL
69: Random_Num_Corners EQUAL
70: Random_Pos_Corners RAND1
71: END_OF_FILE
Die erste Zeile ist fest vorgeschrieben, die zweite Zeile bleibt leer, da keine gci-Datei vorgegeben
wird. Zeile 3 entha¨lt einen Kommentar, der ignoriert wird. In den Zeilen 4-11 folgen dann Befehle,
die zur Sektion GENERAL geho¨ren. Es werden der Zeitschritt, der Name fu¨r die Ausgabedateien
und auch der Wert fu¨r Ì gesetzt. Das Schlu¨sselwort DISPLAY in Zeile 13 weist gc2d an, daß
jetzt Befehle folgen, die die Bildschirmdarstellung steuern. Zeile 16 gibt zum Beispiel an, daß das
Bildschirmfenster 800 Pixel breit sein soll, die Ho¨he des Fensters wird dynamisch angepaßt.
Ab Zeile 19 wird der Stempel beschrieben, der die Partikel komprimiert. Die Zeilen 21-23 beschrei-
ben dabei die Eigenschaften des Stempels, die Zeilen 24-29 seine Geometrie. Die Zeilen 31-56 die-
nen dazu, drei weitere Wa¨nde festzulegen. Ab Zeile 58 bis Zeile 70 wird eine Gruppe von Teilchen
beschrieben, die auf einem Gitter (Zeile 66) angeordnet werden. Zeile 71 schließt die Datei ord-
nungsgema¨ß ab.
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B.2 Eingabedateien fu¨r Kollisionen (gci)
Die Dateien vom Type gci enthalten die Beschreibungen fu¨r Kollisionen, die sich aus der zugeho¨ri-
gen gsi-Datei ergeben. Von der Struktur her ist eine gci-Datei genauso aufgebaut wie eine gsi-
Datei, allerdings gibt es nur ein Objekt mit dem Namen COLLISION. Eine typische (stark geku¨rzte)
Datei sieht in etwas so aus:
PARAMETER v1.4
Wed May 24 18:31:54 2000 --- doublon --- schinner
COLLISION
Particles 3512 3473
Summ_Friction -0.03836233163280577951
Old_Area 0.00000000001731635668
COLLISION
Particles 3511 3496
Summ_Friction -0.00175875105087826668
Old_Area 0.00000000000989987259
# hier wurde geku¨rzt
COLLISION
Particles 1 2
Summ_Friction -0.07117878025238574824
Old_Area 0.00000000001401684324
END_OF_FILE
In jeder dieser Sektionen werden die Daten des letzten Zeitschritts gespeichert, die zur Berechnung
der Kra¨fte aus einer Kollision notwendig sind. Alle diese Befehle geho¨ren zur Kategorie SYSTEM.
Es ist nicht sinnvoll, eine derartige Datei von Hand zu erstellen; auch ein Perl-Interface fu¨r diesen
Dateityp gibt es nicht. Stattdessen sollte eine gsi-Datei nur aus einer gso-Datei(siehe Anhang C.1)
erstellt werden.
Der Identifikationstext in der zweiten Zeile der Datei muß identisch sein mit demjenigen aus der
zugeho¨rigen gsi-Datei. So soll gewa¨hrleistet werden, daß beide Dateien wirklich zusammengeho¨ren
und auch vom selben Programmlauf stammen.
PARTICLES integer integer System
(?,?);
Hier werden die zwei Identifikationsnummern der Teilchen angegeben, fu¨r die die Kollisiondaten
gu¨ltig sind. Wird keine Kollision zwischen den Teilchen mit den angegebenen Nummern gefunden,
so meldet gc2d dies und ignoriert die entsprechende Sektion.
SUMM FRICTION float System
(0.0); n
Diese Zeile entha¨lt den Wert, der zur Berechnung von dfeáfËg Î ÊAËã notwendig ist (siehe Abschnitt 2.2.2).
OLD AREA float System
(0.0); ú Ð
Diese Zeile entha¨lt den Wert, der zur Berechnung von d  notwendig ist (siehe Abschnitt 2.2.2).
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Anhang C
Format der Ausgabedateien
C.1 Ausgabedateien fu¨r die Systembeschreibung (gso) und die Kolli-
sionen (gco)
Neben den in den Anha¨ngen C.2, C.3 und C.4 beschriebenen Ausgabeformaten, die dazu dienen,
im Hinblick auf physikalische Gro¨ssen ausgewertet zu werden, schreibt gc2d auch noch eine zwei-
te Kategorie von Dateien. Die Aufgabe dieser Files ist es, den aktuellen Stand der Simulation so
abzuspeichern, daß an dieser Stelle weitergerechnet werden kann. Dies bietet verschiedene Vorteile:
1. Muß der aktuelle Lauf aus irgendeinem Grund (Stromausfall, Systemwartung, etc.) vorzeitig
abgebrochen werden, so kann die Simulation an diesem Punkt wiederaufgesetzt werden.
2. Man kann einmalig eine Konfiguration berechnen, die dann fu¨r verschiedenen weitere Simu-
lationen als Ausgangsbasis dient.
Es ist also sinnvoll, daß man diese Ausgabedateien im Format der Eingabedateien generiert.
gso-Datei Format einer gsi-Datei
gco-Datei Format einer gci-Datei
Hier gewinnt auch der in den Anha¨ngen B.1 und B.2 beschriebene Identifikationsstring seine Be-
deutung. gc2d schreibt in die zweite Zeile beider Dateien eine Kombination aus Datum, Uhrzeit,
Rechnername und Nutzername. Somit ist gewa¨hrleistet, daß man nicht aus Versehen eine neue gso-
Datei zusammen mit einer alten gco-Datei gleichen Namens verwendet.
Um eine Simulation durch Nutzung der Dateien foo.gso und foo.gco wieder zu starten, ist es
nur notwendig, diese Dateien umzubenennen.
Folgendes ist allerdings bei gco-Dateien zu beru¨cksichtigen:
1. Die Sektion Generate Block wird nicht geschrieben; stattdessen werden die einzelnen
Teilchen ausgegeben.
2. Es kann nicht das Format fu¨r das Perl-Interface ausgegeben werden. Sollte es notwendig sein,
diese Ausgabedatei u¨ber das Perlinterface zu nutzen, kann man die Datei mit dem Skript
gsi2pl1 die Datei in umwandeln.
1Die Datei gsi2pl befindet sich auf der beigelegten CDROM.
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3. Es ist ratsam, den Namen der Ausgabedatei Basename zu a¨ndern, ansonsten besteht die Ge-
fahr, daß die Ausgabedateien durcheinander geraten.
C.2 Beschreibung der Teilchengeometrie (ggf)
Dateien mit der Endung ggf enthalten die Beschreibung der Geometrie aller in der Simulation
existierenden Teilchen. Dabei wird pro Teilchen eine Zeile verwendet. Die Koordinaten der Poly-
gonecken werden so abgespeichert, daß der Teilchenschwerpunkt bei (0, 0) ist, der Rotationswinkel
ist WFÓÀ .
Diese Datei wird nur einmal fu¨r eine Simulation angelegt, fu¨r jedes neu hinzukommende Teilchen
wird eine zusa¨tzliche Zeile angeha¨ngt. Dies bedeutet, daß diese Datei wa¨hrend der Laufzeit der Si-
mulation sta¨ndig wachsen kann. Bei der Kompilierung wird der Wert P Çb H Ó MAX NUM CORNERS
vorgegeben. Er gibt die Maximalzahl der Ecken an, die ein Polygon haben darf. Jede Zeile hat dann
ÚKçiÝKèFP
Çb
H Felder.
Feld Inhalt Beschreibung
1 Id Die Teilchennummer. ¨Uber diese Zahl kann ein bestimm-
tes Teilchen in jeder Zeile identifiziert werden.
2 Typ Der Typ des Teilchens. Normale freie Teilchen haben
hier eine 0, Wa¨nde eine 2. Weitere Typen sind im Quell-
code in der Datei type particle.h beschrieben.
3 Eckenzahl In diesem Feld wird gespeichert, wieviele Ecken P das
Polygon hat
Þ bis ÞtçNP Î Â X-Koordinaten Die X-Koordinaten der Ecken.
ÞtçMP bis void
ÞYçUP
Çb
H
Î
Â
ÞYçMP
Çb
H bis Y-Koordinaten Die Y-Koordinaten der Ecken.
ÞYçMP
Çb
H~çMP
Î
Â
ÞYçMP
Çb
H
çUP bis void
Þgç	ÝFP
Çb
H
Î
Â
Die Algorithmen von gc2d kennen keine Beschra¨nkung der Eckenzahl, MAX NUM CORNERS kann
auf jeden beliebigen positiven Wert ¿Ú gesetzt werden. Die Festlegung einer maximalen Eckenzahl
dient nur dazu, daß diese Ausgabedatei eine feste Zahl an Feldern hat, so daß sie bequem mit Matlab
eingelesen werden kann. Dazu muß in Matlab nur die La¨nge der Zeile bekannt sein.
C.3 Beschreibung der Kra¨fte (gff)
Dateien mit der Endung gff enthalten die Beschreibung der Kra¨fte im System zu einem bestimmten
Zeitpunkt. Fu¨r jeden Kontakt wird eine Zeile gespeichert, die folgendes Format hat:
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Feld Inhalt Beschreibung
1 ID Ï Die Teilchennummer des ersten Teilchens einer Kollision.
2 IDÐ Die Teilchennummer des zweiten Teilchens einer Kollision. Ist dieser Wert = -1,
so ist die angegebene Kraft eine Einteilchenkraft, z.B. die Gravitation.
3 ÷ Í Die Koordinaten des Schwerpunktes des ersten Teilchens.
4  Í
5 ÷  Der Aufpunkt der Kraft.
6  
7 Ù H Die Komponenten der Kraft.
8 Ù-I
C.4 Position und Geschwindigkeit (gpf)
Dateien mit der Endung gpf enthalten die Beschreibung der Positionen und Geschwindigkeiten
im System zu einem bestimmten Zeitpunkt. Fu¨r jedes Partikel wird eine Zeile abgespeichert, die
folgendes Format hat:
Feld Inhalt Beschreibung
1 ID Die Teilchennummer des Teilchens.
2 ÷ Die Koordinaten des Schwerpunktes des Partikels.
3 
4 W Den Rotationswinkel des Partikels.
5 h÷ Die Translationsgeschwindigkeit des Partikels.
6 h
7 hW Die Rotationsgeschwindigkeit des Partikels.
8 i÷ Die Beschleunigung des Partikels.
9 i
10 iW Die Winkelbeschleunigung des Partikels.
C.5 Zeitabha¨ngige Gro¨ßen (gtf)
Diese Datei mit der Endung gtf entha¨lt die Information, die den Zeitverlauf einiger wichtiger Sy-
stemgro¨ßen beschreibt. Jedesmal, wenn ein Satz von gff- und gpf-Dateien geschrieben wird, wird
eine Zeile mit 5 Feldern hinten an dieser Datei angeha¨ngt.
Feld Inhalt Beschreibung
1 Filenumber Dieses Feld entha¨lt die laufende Nummer der gff- und gpf-Dateien, die
geschrieben wurden.
2 Time Dieses Feld entha¨lt den Zeitpunkt der Simulation, fu¨r die die folgenden Wer-
te gelten.
3 G Der Wert von Ì . Dieser kann sich nur a¨ndern, wenn gc2d mit
USE VARIABLE G compiliert wurde.
4 reserviert Das vierte Feld ist fu¨r zuku¨nftige Erweiterungen reserviert. Im Moment wird
dort der Wert 0.0 geschrieben.
5 Temperatur Mit gc2d kann die ¨Anderung der Teilchenausdehnung aufgrund einer Tem-
peratura¨nderung simuliert werden. In diesem Feld wird der aktuelle Skalie-
rungsfaktor fu¨r die Teilchengro¨ße gespeichert. Wird USE HEATING nicht
genutzt, so steht hier der Wert 1.0.
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Mit dem folgenden kurzen Matlab-Skript kann man sich also den Verlauf von Temperatur und Erd-
beschleunigung darstellen:
load foo.pgl;
t=foo(:, 2); # Vektor mit den Zeitpunkten
g=foo(:, 3); # Vektor mit den Erbeschleunigung
T=foo(:, 5); # Vektor mit den Temperaturen
hold on
plot(t, g); # g(t)
plot(t, T); # T(t)
C.6 Trajektorien (gpl)
Diese Ausgabedatei mit der Endung gpl erlaubt es, in sehr einfacher Form die Trajektorien der
einzelnen Partikel darzustellen. Da diese Datei sehr schnell sehr groß werden kann, gleichzeitig aber
nicht bei jeder Simulation beno¨tigt wird, kann man gc2d auch so kompilieren (siehe Anh. E.2), daß
diese Funktionalita¨t nicht enthalten ist.
Die Datei ist zeilenweise orientiert; je Zeitschritt wird nur eine Zeile zur Datei hinzugefu¨gt. Die
ersten beiden Zahlen einer Zeile enthalten den Zeitschritt und den Wert von Ì . Danach folgt fu¨r jedes
Teilchen eine Sechsergruppe von Zahlen. Folgende Werte werden pro Teilchen abgespeichert, wobei
	 ÓÂ<ÃÃÃ]P
Î
Â , wenn P Teilchen simuliert werden.
Feld Inhalt Beschreibung
1 t Der Zeitpunkt, zu dem diese Zeile geschrieben wurde.
2 g Der Wert der Erdbeschleunigung, der zu diesem Zeitpunkt gu¨ltig war.
ÚKçMjk	 Id Die Teilchennummer. ¨Uber diese Zahl kann ein bestimmtes Teilchen in jeder
Zeile identifiziert werden.
ÞYçMjk	 Typ Der Typ des Teilchens. Normale freie Teilchen habe hier eine 0, Wa¨nde eine 2.
Weitere Typen sind im Quellcode in der Datei type particle.h beschrie-
ben.
KçMjk	 x Die X-Koordinate des Schwerpunktes.
jKçMjk	 y Die Y-Koordinate des Schwerpunktes.
l
çMjk	 mH Die X-Komponente des Geschwindigkeitsvektors.
ßKçMjk	 mI Die Y-Komponente des Geschwindigkeitsvektors.
Ist die Teilchenzahl wa¨hrend der Simulation unvera¨ndert, so la¨ßt sich mit Matlab besonders leicht
die Trajektorie aller Teilchen bestimmen:
load foo.pgl;
t=foo(:, 1); # Vektor mit den Zeitpunkten
x=foo(:, 5:6:end); # Matrix mit allen X-Koordinaten
y=foo(:, 6:6:end); # Matrix mit allen Y-Koordinaten
plot(x, y); # Trajektorie
plot(t, x); # x(t)
plot(t, y); # y(t)
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Anhang D
Ein Pra¨prozessor fu¨r die Eingabedateien
Im Anhang B.1 wird der Aufbau der Beschreibungssprache fu¨r granulare Simulationen beschrieben.
Wie bereits dort erwa¨hnt, entha¨lt diese Sprache aber keine Kontrollstrukturen, so daß das Schreiben
einer derartigen Eingabedatei nicht sehr komfortabel ist. In ein Programm zur physikalischen Simu-
lation von Granulaten allerdings noch eine vollsta¨ndige Programmiersprache einzubauen, erscheint
nicht sinnvoll. Vielmehr liegt es nahe, diese Dateien nicht direkt per Hand zu schreiben, sondern u¨ber
einen Pra¨prozessor die endgu¨ltige Form zu erzeugen. Hier kamen verschiedenen Mo¨glichkeiten in
Betracht.
1. Der Pra¨prozessor der Programmiersprache C ist weit verbreitet und hat eine einfache Syntax.
Allerdings fehlen Elemente wie Schleifen und Unterprogramme. Insgesamt ist dieser Pra¨pro-
zessor zu unflexibel und zu sehr auf eine vollsta¨ndige Programmiersprache ausgerichtet. Daher
wurde diese Variante nicht genutzt.
2. M4 ist ein Makroprozessor, der standardma¨ßig auf jedem UNIX-System vorhanden ist. Ver-
schiedene Kontrollstrukturen fehlen, ko¨nnen aber u¨ber interne Makros nachgebildet werden.
Fu¨r einfache Erweiterungen ist M4 geeignet. Bei komplexeren Aufgabestellungen wird die
Syntax von M4 allerdings sehr schwer u¨berschaubar. Ein Interface zu diesem Pra¨prozessor ist
in gc2d noch enthalten, dient allerdings nur noch der Kompatibilita¨t mit alten Eingabeda-
teien. Die Nutzung dieses Interfaces ist nicht mehr empfehlenswert, entsprechend wird diese
Mo¨glichkeit auch nicht weiter beschrieben.
3. Die Skriptsprache Perl ist auf so gut wie jedem UNIX-System anzutreffen. Perl ist eine vollsta¨ndi-
ge Programmiersprache, es gibt keinerlei Einschra¨nkungen und sie la¨ßt sich durch die Benut-
zung von Bibliotheken beliebig erweitern. Ein Interface zu dieser Sprache ist in gc2d imple-
mentiert und wird empfohlen.
D.1 Das Perl-Interface
Die Zusammenarbeit von gc2d mit Perl wurde so gestaltet, daß man mit Hilfe der Bibliothek
gsi.pm1 ein Perlprogramm [153] erstellt, welches von gc2d dann beim Start aufgerufen wird.
Dazu startet es den Perlinterpreter und u¨bergibt ihm die Eingabedatei. Perl selbst fu¨hrt dann das Pro-
gramm aus. Als Ausgabe wird die normale gsi-Syntax produziert. Diesen Text liest gc2d dann
1Die Datei gsi.pm befindet sich auf der beigelegten CDROM.
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ein und verwendet ihn zum Erstellen der Simulation. Erstellt man also eine Eingabedatei mit Hil-
fe dieser Bibliothek, so schreibt man ein Perl-Programm, das die eigentliche Eingabedatei erstellt.
Entsprechend sind folgende Befehlssequenzen
doublon:˜/gc2d> perl foo.gsi.pl > foo.gsi
doublon:˜/gc2d> gc2d -i foo.gsi
oder
doublon:˜/gc2d> gc2d -i foo.gsi.pl
gleichwertig.
Zu Erla¨uterung nun ein einfaches Beispiel: Das Perlprogramm
use gsi; # Nutzung der Bibliothek
$K = 1; # Ein beliebiger Parameter
General; # Kopfzeile der gsi-Datei
Delta_T(0.000001); # Zeitschritt
Mue_Dynamisch(0.1*$K); # mue mit Hilfe von K berechnen
Basename("output_$K"); # K im Dateiname einbauen
Email("foo\@test.bar"); # eine eMail-Adresse
hat als Ausgabe:
PARAMETER v1.4
# gsi.pm Version 0.99
# original version by Heiko Bauke, extended by A. Schinner
# May 2000 Magdeburg
Delta_t 1.000000e-06
Mue_Dynamisch 1.000000e-01
Basename output_1
Email foo@test.bar
Die Grundfunktion fu¨r einen beliebigen Befehl entspricht dabei im wesentlichen einem Programm
mit der Form:
sub Befehl{
my $parameter =$_[0];
printf("Befehl %s\n", $parameter);
}
Zusa¨tzlich wird noch u¨berpru¨ft, ob der Befehl in dieser Sektion u¨berhaupt zula¨ssig ist und ob die
Parameter gewissen Bedingungen entsprechen. Die Befehlsnamen selbst sind im Anhang B.1 ange-
geben, wobei zu beachten ist, daß Perl Groß- und Kleinschreibung unterscheidet und die einzelnen
Befehle mit einem Semikolon abgeschlossen werden. Zusa¨tzlich ist noch zu beachten:
1. Als erster Befehl kommt immer GENERAL. Er erzeugt den no¨tigen Header fu¨r die gsi-Dateien
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Abbildung D.1: Beispielsetup erzeugt mit dem Perl-Interface.
2. Der Befehl Comment erzeugt eine Kommentarzeile, beginnend mit einem $.
3. Der Befehl Macro ist ein reiner Dummy, er tut nichts. Er dient nur zur optischen Strukturie-
rung der Eingabedatei.
4. Dem Befehl Corners u¨bergibt man zwei Listen mit den X- bzw. den Y-Koordinaten der
Ecken.
5. Findet gc2d einen Fehler in der Eingabedatei, so gibt es die Zeilennummer der gsi-Datei an,
nicht des Perlfiles!
Als Beispiel nun eine Eingabedatei in Perl-Syntax, es sind Zeilennummern mit angegeben, die in der
eigentlichen Datei nicht vorhanden sein du¨rfen.
01: use gsi;
02:
03: General;
04: Delta_T(0.000001);
05: E_Modul(1E8);
06: Gamma(0.1);
07: Basename("demo");
08: Mue_Dynamisch(0.6);
09: Steps_Data(1000000);
10: Steps_Checkpoint(1000000);
11: Steps_Setup(1000000);
12: Time(0, 0.175);
13: Email("none");
14:
15: Display;
16: Screen(600, 0);
17: Interval(1000);
18: X_Range(-0.1, 1.1);
19: Y_Range(-0.1, 1.1);
20:
21: Wall;
22: Corners([-0.1, 1.1, 1.1, -0.1],[-0.01, -0.01, 0., 0.0]);
23:
24: @ecken_x=(0.0, 0.1, 0.1, 0.0);
25: @ecken_y=(0.0, 0.0, 0.1, 0.1);
26:
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27: for ($cnt=1;$cnt<10;$cnt++){
28: Particle;
29: Com($cnt*0.11, 0.05+$cnt*$cnt*0.01);
30: Corners(\@ecken_x, \@ecken_y);
31: }
32: EOF;
Zeile 1 bindet die notwendige Perlbibliothek ein, mit Zeile 3 wird der Header geschrieben. Zeile 4 bis
21 entsprechen direkt den gsi Befehlen, nur daß die Parameter in Klammern geschrieben werden,
Strings auch noch in Anfu¨hrungszeichen. Zeile 22 zeigt den etwas vera¨nderten Befehlsaufbau bei
der Angabe von Ecken. In Zeile 24 und 25 werden die Ecken fu¨r die Teilchen vordefiniert. In Zeile
27 beginnt eine Schleife mit der Za¨hlervariablen $cnt. Zeile 29 setzt dann das Partikel auf eine
Position in Abha¨ngigkeit des Za¨hlers. Zeile 30 beschreibt die Ecken, wobei die Liste der Ecken als
Referenz u¨bergeben wird. Die erzeugte Simulation ist in Abbildung D.1 gezeigt.
In Kombination mit der Kommandozeilenoption -P ‘‘string’’ ist es auch noch mo¨glich, dem
Perlskript zusa¨tzliche Parameter zu u¨bergeben. Beim Aufruf des Perlinterfaces gibt gc2d den String
als zusa¨tzliche Kommandozeilenoption mit an. In Perl selbst stehen diese Werte dann im Array
@ARGV zur Verfu¨gung. Wird also gc2d z.B. mit der Option -P "0.6 20" aufgerufen, ko¨nnen
dieses Werte dann folgendermaßen in der Steuerdatei weiterverarbeitet werde:
$mue = $ARGV[0];
$N = $ARGV[1];
Es wa¨re dann $mue=0.6 und $N=20.
Eine hervorragende Einfu¨hrung in Perl bietet das “Kamel Buch” von Wall et al. [166]. Es existiert
auch noch eine Datei xemacs-addon2 fu¨r den Editor XEmacs. Fu¨gt man diese Datei in die private
.emacs-Datei ein, so beherrscht der Editor noch Syntaxhighlighting fu¨r diese Eingabedateien.
D.2 Makrobibliotheken
Um die Vorteile des Perlinterfaces (siehe Anhang D.1) noch bequemer nutzen zu ko¨nnen, wurden
weitere Bibliotheken erstellt. Mit diesen Bibliotheken ist es mo¨glich mit einem einzigen Befehl spe-
zielle Teilchen, komplizierte Teilchenanordnungen oder aufwendige Wandgeometrien aufzusetzen.
Die einzelnen Bibliotheken sollen im folgenden erkla¨rt werden. Fu¨r die Beschreibung aller Befehle
gelten folgende Abku¨rzungen:
÷ X-Koordinate des Teilchenschwerpunktes
 Y-Koordinate des Teilchenschwerpunktes
W Rotationswinkel des Teilchens
P Die Zahl der Ecken bei einer Rundung
D.3 Kreise
Mit den Befehlen dieser Bibliothek spheres.pm3 kann man einfach kreisfo¨rmige Teilchen auf-
setzen. Da bei gc2d immer mit Polygonen gearbeitet wird, sind werden Kreise durch regelma¨ßige
N-Ecke approximiert.
2Die Datei xemacs-addon befindet sich auf der beigelegten CDROM.
3Die Datei spheres.pm befindet sich auf der beigelegten CDROM.
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      0.00000000
b) c) d) e)a)
Abbildung D.2: Abgebildet sind hier typische Teilchenformen, die in den Abschnitten D.3, D.5
und D.4 beschrieben werden. a) sphere b) ellipse c) rectangle d) rectangle cut
e) rectangle round
gc2d sphere(÷ ,  ,n , P );
Erzeugt wird ein kreisfo¨rmiges Teilchen mit dem Radius n .
gc2d sphere wall(÷ ,  ,n , P );
Erzeugt wird eine kreisfo¨rmige Wand mit dem Radius n .
gc2d sphere7(÷ ,  ,n );
gc2d sphere10(÷ ,  ,n );
gc2d sphere20(÷ ,  ,n );
gc2d sphere50(÷ ,  ,n );
Diese Befehle entsprechen dem einfachen Befehl fu¨r kreisfo¨rmige Teilchen, wobei P im Befehlsna-
men kodiert ist.
D.4 Ellipsen
Mit den Befehlen dieser Bibliothek ellipses.pm4 kann man einfach ellipsenfo¨rmige Partikel
erzeugen.
gc2d ellipse(÷ ,  ,nwÏ ,nÐ , P );
Die Werte nwÏ und nÐ geben die La¨ngen der Halbachsen der Ellipse dar, in die das N-Eck einbeschrie-
ben wird.
gc2d ellipse7(÷ ,  ,n );
gc2d ellipse10(÷ ,  ,n );
gc2d ellipse20(÷ ,  ,n );
gc2d ellipse50(÷ ,  ,n );
Diese Befehle entsprechen dem einfachen Befehl fu¨r elliptische Teilchen, wobei P im Befehlsnamen
kodiert und WFÓÀ ist.
4Die Datei ellipses.pm befindet sich auf der beigelegten CDROM.
142 Ein Pra¨prozessor fu¨r die Eingabedateien
D.5 Rechtecke
Der Bibliothek rectangles.pm5 stellt Befehle bereit, um rechteckige Teilchen zu generieren.
Die Rechtecke mit abgeschra¨gter und abgerundeter Ecke sind bei regula¨ren Anordnungen numerisch
etwas “gutmu¨tiger” als die einfachen Rechtecke, da die Schnittpunkte der Umrisse eindeutig definiert
sind. Dies ist bei Rechtecken, deren Kanten exakt uebereinanderliegen, nicht der Fall.
gc2d rectangle(÷ ,  , Û , V , W );
Die Werte Û und V geben die Breite und die Ho¨he des Rechtecks an.
gc2d rectangle cut(÷ ,  , Û , V , W , o );
Die Werte Û und V geben die Breite und die Ho¨he des Rechtecks an. Bei dieser Form des Rechtecks
werden die Ecken abgeschra¨gt, man erha¨lt also ein Achteck, die Kanten werden auf die La¨nge Ûtè
áeÂ
Î
ÝFoã bzw. VèáeÂ Î ÝFoã verku¨rzt.
gc2d rectangle round(÷ ,  , Û , V , W ,n , P );
Die Werte Û und V geben die Breite und die Ho¨he des Rechtecks an. Bei dieser Form des Teilchens
werden die Ecken abgerundet. Der Wert n gibt den Radius des Viertelkreises an, der in jede Ecke
eingepaßt wird, P die Zahl seiner Ecken.
gc2d square(÷ ,  , Û , W );
gc2d square cut(÷ ,  , Û , W , o );
gc2d square round(÷ ,  , Û , W ,n , P );
Diese drei Befehle generieren quadratische Teilchen; sie entsprechen den Kommandos der Rechtecke
fu¨r den Fall ÛtÓ_V .
D.6 Regula¨re Haufen
Der Bibliothek heap.pm6 stellt Funktionen bereit, um regula¨re Sandhaufen aufzusetzen.
Die ersten vier Parameter sind bei den folgenden Routinen gleich, ÷qp und ÷r geben den linken und
rechten Rand des Haufens an, 

seine Basis sowie s den “Bo¨schungswinkel”.
gc2d heap hexagonal spheres(÷qp , ÷qr ,

,s , Û );
gc2d heap rectangular spheres(÷qp , ÷ r ,

,s , Û );
Mit diesen Befehlen ko¨nnen Haufen mit kreisfo¨rmigen Partikeln generiert werden. Der Parameter n
gibt dabei den Radius der Scheiben an. Auch hier ist es sinnvoll, bei der hexagonalen Variante die
Bedingung sqÁ ëkt
î
êëì
áeÝã einzuhalten.
gc2d heap hexagonal rectangles (÷qp , ÷
r
,

,s , Û , V );
gc2d heap rectangular rectangles (÷qp , ÷ r ,

,s , Û , V );
Die Parameter Û und V bestimmen die Breite und die Ho¨he der eingesetzten Teilchen. Bei der hexa-
gonalen Variante des Befehls ist es sinnvoll, die Bedingung sôÁ ëkt
î
êëì
á
Ð
`
b]ã einzuhalten, da sonst
u¨berha¨ngende Partikel entstehen.
gc2d heap hexagonal squares(÷qp , ÷
r
,

,s ,n , P );
5Die Datei rectangles.pm befindet sich auf der beigelegten CDROM.
6Die Datei heap.pm befindet sich auf der beigelegten CDROM.
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      0.00000000
b)
c) d)
e) f)
a)
Abbildung D.3: Hier sind die verschiedenen Anordnungen von regula¨ren Haufen dargestellt, die
in Abschnitt D.6 beschrieben werden. a) hexagonal spheres b) rectangular spheres
c) hexagonal rectangles d) rectangular rectangles e) hexagonal squares
f) rectangular squares
gc2d heap rectangular squares(÷qp , ÷ r ,

,s ,n , P );
Diese Befehle sind den Befehlen fu¨r die Rechtecke sehr a¨hnlich, es werden nur Quadrate als Teilchen
eingesetzt. Bei der hexagonalen Variante des Befehls ist es sinnvoll, die Bedingung s Á ëkt
î
êëì
áeÝã
einzuhalten, da sonst u¨berha¨ngende Partikel entstehen.
Beispiele fu¨r die verwendeten Befehle sind in Abbildung D.3 abgebildet. Alle diese Routinen setzen
auf zwei Kernroutinen auf, die die Funktionalita¨t fu¨r ein Rechtecks- bzw. ein Dreiecksgitter bereit-
stellen.
gc2d heap hexagonal(÷p , ÷
r
,

,s , ÊA÷ , u
 ,Perl-Kommando);
gc2d heap rectangular(÷p , ÷ r ,

,s , ÊA÷ , u
 ,Perl-Kommando);
Die genaue Funktionalita¨t dieser beiden Routinen ist dem Quellcode der Bibliothek zu entnehmen,
eine genauere Erkla¨rung des letzten Parameters wu¨rde zu sehr in programmiertechnische Details
fu¨hren.
D.7 Rotierende Trommeln
Mit der Bibliothek drum.pm7 kann man eine rotierende Trommel simulieren. Dabei drehen sich die
Wandteilchen nicht, haben aber eine virtuelle Geschwindigkeit an der Oberfla¨che. Das System ist
dann mit einer feststehenden Trommel, die mit einer Art Fließband ausgekleidet ist, zu vergleichen.
gc2d drum(n , v ,÷ , ,m , P );
n gibt den Radius der Trommel an, v die Wandsta¨rke. ÷ und  legen das Zentrum der Trommel fest.
7Die Datei drum.pm befindet sich auf der beigelegten CDROM.
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Die Geschwindigkeit m bestimmt den Betrag der Tangetialgeschwindigkeit an der Trommelinnensei-
te. Der Wert P gibt an, aus wievielen Polygonen die Trommel konstruiert werden soll.
D.8 Einlesen von XFig-Dateien
Die Bibliothek read xfig.pm8 schafft eine Schnittstelle zum Programm XFig9. Damit ist es
mo¨glich, ein System mit XFig zu zeichnen und es dann mit gc2d zu simulieren.
gc2d read xfig(Dateiname);
Dabei muß die XFig-Datei einigen Anforderungen genu¨gen, um sinnvoll simuliert werden zu ko¨nnen:
1. Es werden nur Objekte simuliert, die als Polygone abgespeichert sind. Dies werden ausschließ-
lich mit den Befehlen POLYGON drawing, POLYLINE drawing, rectangular BOX
drawing und Regular Polygon erzeugt. Alle anderen Objekte werden ignoriert.
2. Ist ein Objekt zu 100% mit Farbe gefu¨llt, so wird es als freies Teilchen simuliert, ansonsten als
Wand.
3. Da XFig sein Koordinatensystem anders orientiert hat als gc2d, werden die Y-Werte der
Zeichnung mit -1 multipliziert, man zeichnet also im vierten Quadranten.
4. Der Zeichenmaßstab ist 10:1.
8Die Datei read xfig.pm befindet sich auf der beigelegten CDROM.
9Die verwendete Version von XFig ist “Xfig 3.2 patchlevel 2 (Protocol 3.2)”.
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Anhang E
Interna von gc2d
E.1 Kommandozeilenoptionen von gc2d
Das Programm gc2d hat einige Kommandozeilenoptionen, mit denen sich der Ablauf des Pro-
gramms beeinflussen la¨ßt.
-h Eine kurze Hilfe zu den Kommandozeilenoptionen wird ausgegeben.
-v Das Programm gibt mehr Statusinformationen aus als normalerweise. (ver-
bose)
-g Aktivierung der graphischen Oberfla¨che.
-s Ha¨lt die graphische Ausgabe an, man kann schrittweise die Simulation ab-
laufen lassen. Diese Option wirkt nur in Kombination mit -g.
-l Ignoriert den vorhandenen Lockfile. Wird diese Option angegeben, ist es
mo¨glich, bereits vorhandene Simulationsergebnisse zu u¨berschreiben!
-t Zahl Mit diesem Befehl kann man vorgeben, wieviele Threads parallel laufen sol-
len.
-i Dateiname Diese Option gibt den Dateinamen der zu simulierenden gsi-Datei an. Wird
diese Option nicht gegeben, ist default.gsi als Standardname vorgege-
ben.
-P Text Der mit diesem Befehl angegebene String wird dem Perlinterface als Para-
meter mitgegeben. Zur Auswertung siehe Anhang D.1.
E.2 Konfiguration bei der Kompilierung
Einige Freiheiten in der Manipulation von Parametern werden nicht bei jeder Simulation beno¨tigt.
Ein Beispiel hierfu¨r ist die Vera¨nderbarkeit von w . In den meisten Fa¨llen wird man wohl wyx const
annehmen, eine Neuberechnung von w wu¨rde nur Rechenzeit verschwenden.
Außerdem ist es erforderlich, daß gc2d auch auf Rechnern zu u¨bersetzen ist, die bestimmte Biblio-
theken fu¨r die Grafik oder die Parallelisierung nicht haben. Aus diesem Grund ist es mo¨glich, durch
bestimmte Definitionen in der Datei gstd.h nur die beno¨tigten Programmfa¨higkeiten zu kompilie-
ren und einige Parameter anzupassen. Dies hilft, unno¨tige Rechenzeit zu sparen und ermo¨glicht eine
verbesserte Portabilita¨t.
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USE THREADS Das Programm wird so u¨bersetzt, daß Threads zur Parallelisierung ver-
wendet werden. Die Kommandozeilenoption "-t" wird aktiviert.
USE SYSTEMINFO Beim Start werden die systemspezifischen Daten ausgegeben. Dieser Pa-
rameter ist nur auf SOLARIS-Rechnern sinnvoll.
USE GTK Das Programm wird so u¨bersetzt, daß die GTK-Bibliothek zur graphi-
schen Darstellung verwendet wird. Die Kommandozeilenoption "-g"
und "-s" werden aktiviert.
USE HEATING Das Programm wird so u¨bersetzt, daß eine Gro¨ßenvera¨nderung der Parti-
kel aufgrund einer Temperatura¨nderung simuliert werden kann. Die gsi-
Befehle HEAT * werden aktiviert.
USE LOCALSCALE Das Programm wird so u¨bersetzt, daß jedes Partikel einen eigenen
Gro¨ßenskalierungsfaktor beru¨cksichtigt. Dieses Feature wird allerdings
noch nicht genutzt; der Skalierungsfaktor ist standardma¨ßig gleich eins
und wird nicht vera¨ndert.
USE VARIABLE G Das Programm wird so u¨bersetzt, daß eine ¨Anderung des Wertes von w
mo¨glich ist. Die gsi-Befehle G * werden aktiviert, der Befehl G a¨ndert
die Zahl seiner Parameter.
USE DUMPLINE Die Ausgabe von Dateien des Typs .gpl wird aktiviert. Der gsi-Befehl
Steps Dumpline wird aktiviert. Im allgemeinen ist es sinnvoll, die-
se Ausgabedatei nicht zu erzeugen, da sie sehr schnell sehr groß werden
kann.
NICENESS Auf einem UNIX-System versucht gc2d seine Priorita¨t soweit herunter-
zusetzen, daß es den laufenden Betrieb nicht sto¨rt. Der mo¨gliche Bereich
ist 0 bis 19, bei 19 ist gc2d besonders “nett” zu anderen Programmen,
bei 0 versucht es mo¨glichst viel Rechenzeit zu bekommen.
MAX NUM THREADS Dieser Wert gibt die maximale Zahl von Threads an, die u¨ber die Kom-
mandozeile aktiviert werden ko¨nnen.
MAX NUM CORNERS Dieser Wert gibt die maximale Zahl der Ecken fu¨r ein Polygon an. Gleich-
zeitig bestimmt er die Zahl der Felder in den ggf-Dateien. Dieser Wert
muß bei der Auswertung der ggf-Dateien durch Matlab beru¨cksichtigt
werden, der Standard ist 64.
E.3 Graphische ¨Ubersicht der Funktionsaufrufe
In Abbildung E.1 sind die Funktionsaufrufe von drei wichtigen Unterprogrammen dargestellt. Von
der Routine main sind die wichtigen Aufrufe der Hauptschleife dargestellt; Initialisierung, Grafik
und Dateimanagement sind nicht dargestellt. Anhand der Funktion initialize particle kann
man erkennen, welche Vorbereitungsmaßnahmen getroffen werden mu¨ssen, wenn ein neues Teilchen
in die Simulation eingefu¨gt wird. Die graphische Darstellung der Routine closest features
la¨ßt sehr scho¨n die einzelnen logischen Ebenen des Algorithmuses erkennen,
E.4 Strukturen
Alle logischen Datengruppen wurden bei der Entwicklung von gc2d in Strukturen zusammengefaßt.
So ist eine Erweiterung der Programmfunktionalita¨t deutlich erleichtert. In der folgenden Tabelle sind
die wichtigsten Strukturen kurz beschrieben:
E.4 Strukturen 147
Struktur Dateiname Beschreibung
particle type particle.h Diese Struktur beschreibt die zentralen Eigenschaf-
ten eines Teilchens, wie die Lage der Ecken, Maße,
Geschwindigkeit, Beschleunigungen etc.
boundingbox type boundingbox.h Diese Struktur entha¨lt eine Begrenzung einer
Bounding–Box.
feature type feature.h Diese Struktur entha¨lt die Beschreibung der Ecken
oder Kanten des Teilchens.
collision type collision.h Diese Struktur entha¨lt Daten u¨ber die Kollision
zweier Teilchen. Diese Struktur wird sowohl fu¨r die
Kollision zweier Bounding–Boxes als auch der Teil-
chen selber verwendet.
thread job type threadchunk.h Mit dieser Struktur wird eine Arbeitseinheit fu¨r
einen Thread (siehe 2.4.4) verwaltet.
drop source type dropsource.h Eine Teilchenquelle
Weiter Strukturen fu¨r die Grafik oder das Dateimanagement finden sich im Quellcode. Alle Struk-
turen sind in eigenen Dateien deklariert, die mit type beginnen. Jede dieser Dateien entha¨lt auch
alle notwendigen Definitionen, die zur einfachen Nutzung der entsprechenden Datentypen notwendig
sind.
In Abbildung E.2 ist schematisch der Zusammenhang der Strukturen dargestellt. Man erkennt dort
beispielsweise die Organisation der Ecken und Kanten als Ring oder daß die Boundingboxes der x-
und y-Achse in zwei separaten Listen verwaltet werden.
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c)
Abbildung E.1: Dargestellt werden die Funktionsaufrufe dreier wichtiger Programmteile: a) clo-
sest feature zur Abstandsberechnung b) initialize particle zeigt die notwendigen
Aufrufe zur Initialisierung eines einzelnen Sandkorns und c) die Hauptschleife.
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boundingbox_*_* sind vom Typ SENTINEL
N:=MAX_NUM_CORNER1
CF_EDGE
CF_EDGE
CF_VERTEX
2
collision
particle*
...
array y[0]
features*
features*
collision_list.next*
boundingbox_x_min*
boundingbox_x_max*
boundingbox_y_min*
boundingbox_y_max*
y[N  ]1
array x[0]
...
x[N  ]1
2
2
2
2
previous*
next*
particle
next*
previous*
particle
boundingbox BEGIN boundingbox END
particle* particle*
value* value*
collision
Liste kann leer sein
X-Achse
Y-Achse
analog zur Y-Achse
B
A
C1
C2
D
Abbildung E.2: Zusammenhang der Strukturen innerhalb von gc2d : A Ring der Ecken und Kan-
ten, B Liste aller Kollisionen, die zu diesem Teilchen geho¨hren, C1,C2 Liste der Bounding–Box-
Begrenzungen fu¨r die x- und y-Achse D die Liste aller Teilchen
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Anhang F
Gear Predictor-Corrector
Gegeben sei die Differentialgleichung z|{~}/|x_/->z>z>z 7--->z|{~}/Ł und ein _ . Dann sei y ein
Vektor, der z und die ersten  Ableitungen von z entha¨lt, und die Form
y x
z
z
z
 
.
.
.
z|{~F
(F.1)
hat.  sei eine NFcﬀMF Matrix, sowie c ein Vektor mit der NF Elementen. Dann kann
nach [116] jede Multivalue-1Predictor-Corrector-Methode in der Form
y'
{5]
x_ y
Ł
Predictor (F.2)
y'
{~TŁ
x y'
{~R
' y
{<T
¡ £¢_¤ Corrector (F.3)
geschrieben werden. Das Prinzip des Verfahrens ist es, zuerst mit Hilfe der ersten  Ableitungen
von z einen neuen Wert fu¨r diese Ableitungen vorauszusagen (Predictor). Dann wird mit Hilfe von
/->z>z>z --->z|{~}/ŁG an dieser vorhergesagten Stelle eine Korrektur fu¨r diese Werte berechnet
(Corrector), dies kann   –mal geschehen. Auffa¨llig ist, daß der Predictor nicht von der zu lo¨senden
Differentialgleichung abha¨ngt, sondern nur von y.
Fu¨r den Predictor beim 6-Value-Gear-Predictor-Corrector geht man von der Taylorentwicklung
¥RM¦§¨x
©
ª

¦

«¬

{


¥ (F.4)
1Hier werden nur die sog. Multivalue-Verfahren betrachtet. Bei Multistep-Verfahren erfolgt der Predictorschritt mit
Hilfe der letzten Schritte der Lo¨sungsverfahren. Im Vergleich zu den Multivalue-Verfahren haben sie den Nachteil, nur
sehr schwer fu¨r einen
”
Adaptive Stepsize“ geeignet zu sein. Außerdem mu¨ssen vor Beginn der Simulationen z.B. mit Hilfe
des Runge-Kutta-Verfahrens Startwerte fu¨r die “letzten” Schritte bestimmt werden, damit das Verfahren korrekt beginnen
kann. Zudem ist es sehr aufwendig, wa¨hrend des Laufs die Ordnung des Verfahrens zu a¨ndern. In [116, 117] wird noch
erwa¨hnt, daß bei Multivalue meist die Koeffizienten ­ kleiner sind als bei Multistep. Dies kommt der Genauigkeit in Bezug
auf Rundungsfehler zugute.
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aus. Dabei werden /- , ®q/- bis  {5¯] /° jeweils entwickelt, wobei immer nach  {5±] abgebrochen
wird.
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Die einzelnen Ableitungen werden dann zeitskaliert, so daß mit Â

xÃ/° gilt
Â

x
²ﬁ

«¬
¿

Â

¿


 (F.10)
also Â
Ł
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´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¸
usw. Damit la¨ßt sich dann das Gleichungssystem F.9 in der
Form
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schreiben. Dabei ist die Matrix die Pascalsche Dreiecksmatrix, die allgemein bestimmt ist durch
ÒqÓ
 Ô
x
 falls ÕxÃ
¤ falls ÕÖN×
ÒØÓ
 Ô
Ł

ÒqÓ
Ł
 Ô
Ł
sonst
(F.12)
mit Õ>×x_YÙ-Ù-Ù « .
Damit ist der Predictor passend zu Gleichung F.3 bestimmt.
Beim Gear-PC wird nur einmal korrigiert. Dies hat fu¨r die Simulation dann den Vorteil, daß auch die
Kraftberechnung nur einmal durchgefu¨hrt wird.
Jetzt ist zu beachten, daß der Korrekturschritt abha¨ngig von der Ordnung der zu lo¨senden Differenti-
algleichung ist.
Es wird ²ÚÂ berechnet, das den Unterschied zwischen dem aus Gleichung F.11 vorhergesagten Â Ê und
dem Wert, der durch Anwendung der DGL auf die vorhergesagten Werte berechnet wurde, angibt.
Fu¨r eine Differentialgleichung der Form
®
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Tabelle F.1: In dieser Tabelle sind die Korrekturfaktoren fu¨r den Gear-Predictor-Corrector 6der
Ordnung 6 dargestellt. p gibt die Ordnung der zu lo¨senden Differentialgleichung an. Weitere
Koeffizienten fu¨r andere Ordnungen finden sich in [116,118].
Dann ist der Korrekturschritt durch
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gegeben.
Die Parameter á sind aus Tabelle F.1 ersichtlich. Im Fall der DGL der Form ÞÂxÃÂß
®
Â9 wird in [104]
vorgeschlagen, beim 5-Value-PC fu¨r á

den Wert Ł â
Ł
¹

durch Ł â
â

, und beim 6-Value-PC
Ë
¹

durch
Ë
Ł
¼ zu
ersetzen.
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