We study the convergence of variationally regularized solutions to linear ill-posed operator equations in Banach spaces as the noise in the right hand side tends to 0. The rate of this convergence is determined by abstract smoothness conditions on the solution called source conditions. For non-quadratic data fidelity or penalty terms such source conditions are often formulated in the form of variational inequalities. Such variational source conditions (VSCs) as well as other formulations of such conditions in Banach spaces have the disadvantage of yielding only low-order convergence rates. A first step towards higher order VSCs has been taken by Grasmair (2013) who obtained convergence rates up to the saturation of Tikhonov regularization. For even higher order convergence rates, iterated versions of variational regularization have to be considered. In this paper we introduce VSCs of arbitrarily high order which lead to optimal convergence rates in Hilbert spaces. For Bregman iterated variational regularization in Banach spaces with general data fidelity and penalty terms, we derive convergence rates under third order VSC. These results are further discussed for entropy regularization with elliptic pseudodifferential operators where the VSCs are interpreted in terms of Besov spaces and the optimality of the rates can be demonstrated. Our theoretical results are confirmed in numerical experiments.
Introduction
We consider linear, ill-posed inverse problems in the form of operator equations T f = g obs (1) with a bounded linear operator T : X → Y between Banach spaces X and Y. We will assume that T is injective, but that T −1 : T (X ) → X is not continuous. The exact solution will be denoted by f † , and the noisy observed data by g obs ∈ Y, assuming the standard deterministic noise model
with noise level δ > 0. To obtain a stable estimator of f † from such data we will consider generalized Tikhonov regularisation of the form
with a convex, lower semi-continuous penalty functional R : X → R ∪ {∞}, R ≡ ∞, a regularization parameter α > 0 and a data fidelity term
for some q > 1. The aim of regularization theory is to bound the reconstruction error f α − f † in terms of the noise level δ. Classically, in a Hilbert space setting, conditions implying such bounds have been formulated in terms of the spectral calculus of the operator T * T ,
for some ν > 0 and some initial guess f 0 . In fact, using spectral theory it is easy to show that (5) yields (6) for classical Tikhonov regularization (i.e. (see e.g. [11] ). The proof and even the formulation of the source condition (5) rely on spectral theory and have no straightforward generalizations to Banach space settings, and even in a Hilbert space setting the proof does not apply to frequently used nonquadratic functionals R and S.
As an alternative, starting from [20] , source conditions in the form of variational inequalities have been used:
Here Φ : [0, ∞) → [0, ∞) is an index function (i.e. Φ is continuous and increasing with Φ(0) = 0), and ∆ f † ∈ arg min R), see [13, Prop. 12.10] . This implies that for quadratic Tikhonov regularization the condition (7) only covers spectral Hölder source condition (5) with indices ν ∈ (0, 1]. As shown in the first paper [20] , the limiting case Φ(τ ) = c √ τ is equivalent to the source condition ∃p ∈ Y * :
studied earlier in [2, 9] . To generalize also Hölder source conditions (5) with ν > 1 to the setting (3), Grasmair [18] imposed a variational source condition on p, which turns out to be the solution of a Fenchel dual problem. Again the limiting case of this dual source condition, which we tag second order source condition, is equivalent to a simpler condition, T ω ∈ ∂S * (p), which was studied earlier in [30, 32, 33] . Hence, Grasmair's second order condition corresponds to the indices ν ∈ (1, 2] in (5) .
The aim of this paper is to derive rates of convergence corresponding to indices ν > 2, i.e. faster than f α − f † = O(δ 2/3 ) in a Banach space setting. By the well-known saturation effect for Tikhonov regularization [19] such rates can occur in quadratic Tikhonov regularization only for f † = 0. Therefore, we consider Bregman iterated Tikhonov regularization of the form
which reduces to iterated Tikhonov regularization if R(f ) = f 2 X and S(g) = g
2 . There is a considerable literature on this type of iteration from which we can only give a few references here. Note that for R(f ) = f 2 X the iteration (9) can be interpreted as the proximal point method for minimizing T (f ) := S(T f − g obs ). In [4, 5, 8] generalizations of the proximal point method for general functions T on R d were studied, in which the quadratic term is replaced by some Bregman distance (also called D-function). For T (f ) = S(T f − g obs ) this leads to (9) , and the references above discuss in particular the case entropy functions R considered below. In the context of total variation regularization of inverse problems, the iteration (9) was suggested in [31] . Low order convergence rates of this iterative method for quadratic data fidelity terms S and general penalty terms R were obtained in [3, 14, 15] . We emphasize that in contrast to all the references above, we consider only small fixed number of iterations in (9) here to cope with the saturation effect. In particular, we study convergence in the limit α → 0, rather than n → ∞.
The main contributions of this paper are:
• The formulation of variational source conditions of arbitrarily high order for quadratic regularization in Hilbert spaces (3.1) and the derivation of optimal convergence rates under these conditions (Theorem 3.2).
• Optimal convergence rates of general Bregman iterated variational regularization (9) in Banach spaces under a variational source condition of order 3 (Theorem 4.5).
• Characterization of our new higher order variational source conditions in terms of Besov spaces for finitely smoothing operators, both for quadratic regularization (Corollary 5.3) and for maximum entropy regularization (Theorem 5.7).
The remainder of this paper is organized as follows: In the following section we review some basic properties of the Bregman iteration (9) and derive a general error bound. The following two sections §3 and §4 contain our main abstract convergence results in Hilbert and Banach spaces, respectively. The following section §5 is devoted to the interpretation of higher order variational source conditions. Our theoretical results are verified by numerical experiments for entropy regularization in §6, before we end the paper with some conclusions. Some results on duality mappings and consequences of the Xu-Roach inequality are collected in an appendix.
Bregman iterations
Let us first recall the definition of the Bregman distance for a convex functional R : X → (−∞, ∞]: Let f 0 , f ∈ X and assume that f * ∈ X * belongs to the subdifferential of R at f 0 , f * ∈ ∂R(f 0 ) (see e.g. [10, §I.5] ). Then we set
In the context of inverse problems Bregman distances were introduced in [2, 9] . If there is no ambiguity, we sometimes omit the superindex f * 0 . This is in particular the case if R is Gateaux differentiable, implying that ∂R(
X with a Hilbert space X , the Bregman distance is simply given by ∆ R (f, f 0 ) = f − f 0 2 X . In general, however, the Bregman distance is neither symmetric nor does it satisfy a triangle inequality. Later we will also use symmetric Bregman distances ∆
Here and and in the following we again often omit the superscripts, in particular for smooth functionals. Under the same assumptions the following identity follows from Young's equality:
Let us show that Bregman iterations (9) are well-defined for general data fidelity terms of the form (4) . To this end we impose the following conditions: Assumption 2.1. Let X , Y be Banach spaces, and assume that Y is q-smooth and r-convex 1 < q ≤ 2 ≤ r < ∞ (see Definition A.1). Moreover, consider an operator T ∈ L(X , Y), a convex, proper, lower semi-continuous functional R : X → (−∞, ∞] and S given by (4) . Assume that the functional
. Existence and uniqueness of minimizers has been shown in many cases under different assumptions in the literature. As the main focus of this work are convergence rates, we just assume this property here. We just mention that it can be shown by a standard argument from calculus of variations under the additional assumptions that the sublevel sets {f ∈ X : ∆ 
Using the Bregman distance
we can give a precise definition of the second step of the Bregman iteration (9):
Like this we can recursively prove well-definedness of the Bregman iteration (9) as follows: 
are well defined, and we have strong duality between (P n ) and (P * n ). Moreover,
Proof. We need to prove the existence ofp
α as well as the fact that the sub-
as well as strong duality for (P n ), (P * n ) follows once again from Theorem 4.1 in [10] . The second statement can be proved by induction. The base case was shown in (11) . By strong duality we have
α ) and can define R n+1 in the way we claimed.
A useful fact about the penalty functionals R n is that their corresponding Bregman distances coincide for all n ∈ N. As above we have
The following lemma describes the first step towards our bounds on the error in the Bregman distance. All that is then left is to construct appropriate vectors f which approximately minimize the functional on the right hand side. 
Proof. Due to the minimizing property off
for all f ∈ X , which is equivalent to
As T * s
Due to the strong duality (Propostion 2.2) the extremal relation −αp
obs ) holds true, and thus the generalized Young equality yields
where we have used that the Bregman distance is non-negative. Combining this gives 
Proof. We choose n ∈ N such that l = 2n or l = 2n − 1. Then m ≥ n. In the following C will denote a generic constant depending only on m and l. The proof proceeds in four steps.
Step 1: Reduction to the case m = n. By Proposition 2.2 and the definition of the Bregman distance we have for all k ≥ 2 and f ∈ X that
By the optimality condition
and the minimizing property
Multiplying by four, subtracting
on both sides and completing the square we get
So it is enough to prove (18) for m = n as this will then also imply the claimed error bound for all m ≥ n by the above inequality.
Step 2: Error decomposition based on Lemma 2.3. Both Assumption (14) and Assumption (15) imply that there exist p (1) , . . . ,
In the following we will write p (1) = p and ω
α and all f ∈ X . We will choose f = nf
α by strong duality, we have
It remains to bound the second term, which does not look favourable at first sight as we know that
But it turns out that we have cancellation between the differentf
α . Therefore, we will now introduce vectors σ k ∈ X such that
and then prove that all terms on the right hand side are of optimal order.
for all k, j ∈ N. We will need the identities
which are equivalent to (1 − 1)
Moreover, we need the defining property of the triangle,
Using (23) we can add zero in the form
to find that
and by the triangle inequality this yields (22) with
It will be convenient to set
Step 3: proof of (18) for the case l = 2n − 1. In view of (21) and (22) it suffices to prove by induction that given VSC 2n−1 (f † , Φ) (14) we have
For k = 0 this is trivial. Assume now that (25) holds true for k − 1 with
Now we add and subtractf
to the first term of the inner product to find
be dealt with at the end of this step. Because of the identity
and (24) we have
for k > 1, and it is easy to see that this also holds true for k = 1. Therefore,
with
) and multiply by (bα n−1 ) 2 to obtain
Combining this bound with (26) yields
Then we have
on both sides and use Young's inequality as well as the induction hypothesis (25).
Step 4: Proof of (18) for the case l = 2n. In view of (21) and (22) it suffices to prove by induction that given VSC 2n (f † , Φ) (15) we have
Again, the case k = 0 is trival. Assume that (27) holds true for all j = 1, . . . , k−1.
Note that
Then Young's inequality together with the induction hypothesis (27) gives
A simple computation (for example another induction) shows that
obs . On the right hand side of the scalar product we now exchange k j=1p
and together with the identity
it follows that
so we are finally in a position to apply VSC
, and multiply the inequality by α(bα
Now combine (28), (29) and (30) to find
Completing the square, we get (31) from both sides to find
Note that under a spectral source condition as on the left hand side of the implication (16), the VSC of the right hand side of (16) 
Higher order convergence rates in Banach spaces
In this section we will introduce a third order version of the variational source condition (7) in Banach spaces. Let us abbreviate (7) [18, Theorem 4.4] , that one still can conclude convergence rates
with a slightly changed constantD > 0.
Definition 4.3 (Variational source condition VSC
3 (f † , Φ, R,
S)). Let Φ be an index function and R a proper, convex, lower-semicontinuous functional on
X . We say that f † ∈ X satisfies the third order variational source condition
and T ω ∈ ∂S * (p) and if there exist constants β ≥ 0, µ > 1 and t > 0 as well as 
Remark 4.4. Let X and Y be Hilbert spaces and
which is equivalent to
We can now state the main result of this section:
Theorem 4.5. Suppose Assumption 2.1 and that VSC
is satisfied with constants β, µ, and t and that δ ≤ α
Then the error is bounded by
with constants C,C > 0 depending only on q, r, and c q,Y and c q * ,Y * from Lemma A.2.
The proof consists of the following three lemmas. First we show that ∆ R (f (2) α , f † ) is related to the Bregman distance 1 α ∆ S * (−αp α , −αp) as we will later actually use VSC 3 (f † , Φ, R, S) to prove convergence rates forp α .
Lemma 4.6. If
Proof. We apply Lemma 2.3 with f = f † to find
The generalized Young inequality applied to the middle term yields
As Y is q-smooth, Y * is q * convex, so we can apply Lemma A.2 to obtain 
Proof. From [34, Lemma 3.20] we get
By the minimizing property off α (13) we have
Now using the non-negativity of the Bregman distance we have
where the last inequality follows from the g † − g obs ≤ δ as well as from the generalized Young inequality. Therefore we have
The claim then follows from taking the q-th root and noticing that we have
The main part of the proof of Theorem 4.5 consists in the derivation of convergence rates for the dual problem:
Lemma 4.8. Suppose that Assumption 2.1 holds true and define α
q := α q * −1 , Φ(s) = Φ(s q/r ). Moreover, let VSC 3 (f † , Φ, R,
S) hold true with constants β, µ, and t. If α is chosen such that
where C,C > 0 depend only on q, r, c q,Y , and c q * ,Y * .
Proof. It follows from (58) and T ω ∈ ∂S * (p) that −α q T ω ∈ ∂S * (−αp). Together with (11) we obtain
The second term E := p α − p, g obs − g † will be estimated later. Artificially adding zero in the form f *
In view of (11) the last term is the negative symmetric Bregman distance
The first term can be bounded using VSC 3 (f † , Φ, R, S) by choosing f =f α and t = α q :
Now we use our joker. We subtract
(see (10) ) from both sides leading to
So we need to bound ∆ := ∆ S (Tf α − g obs , −α q T ω) from below. By Lemma A.2 we have (as q ≤ r)
Moreover, it follows from Lemma 4.7 and the choice δ ≤ α q that
Hence, there exists a constantC > 0 depending on q, c q,Y , and r such that
Note that (q * − 1)(q − r) − 1 = −(r − 1)(q * − 1). In order to replace g obs by g † on the right hand side we use the inequality
obs r (see [34, Lemma 3.20] ) leading to
The supremum equals − Φ *
, by the definition of the convex conjugate . To deal with E we use the generalized Young inequality
and apply Lemma A.2, using that Y * is q * convex, to find 
Verification of higher order variational source conditions
In this section we provide some examples how higher order VSCs can be verified for specific inverse problems.
Hilbert spaces
In the following we introduce spaces X κ which are defined by conditions due to Neubauer [29] and describe necessary and sufficient conditions for rates of convergence of spectral regularization methods. Let E 
The function κ corresponds to the function in spectral source conditions f † ∈ ran(κ(T * T )). The corresponding convergence rate function is
In particular, Φ id ν/2 = id ν/(ν+1) . The following theorem is a generalization of [23, Thm. 3.1] from the special case l = 1 to general l ∈ N:
Theorem 5.1. Let κ be an index function such that t → κ(t)
2 /t 1−µ is decreasing for some µ ∈ (0, 1), κ · κ is concave, and κ is decaying sufficiently rapidly such that
Moreover, let l ∈ N and defineκ(t) = κ(t)t l/2 . Then
Note that condition (35) holds true for all power functions κ(t) = t ν with ν > 0, but not for logarithmic functions κ(t) = (− ln t) −p with p > 0. The first two conditions on the other hand imply that κ must not decay to 0 too rapidly. They are both satisfied for power functions κ(t) = t ν/2 if and only if ν ∈ (0, 1). We point out that for the case l = 1 the condition (35) is not required.
Proof. We first show for all l ∈ N that
which together with the special case l = 1 from [23, Thm 3.1] already implies (36) for even l:
To prove the theorem in the case of odd l we use the polar decomposition T = U (T * T ) 1/2 with a partial isometry U satisfying N (U ) = N (T ) and set
κ is an isometry, (37) implies
Now for some small ε > 0 choose f in (42) as f = f
As p / ∈ B we know that p − p is bounded, say p − p ≤ B. Now choose A from above as A =
Combining everything and using Lemma A.2 with Y * being q * -convex we find 
t. · X and denote its continuous extension by
ω * ∈ X * , i.e. ω * , h = R ′′ [f † ](h, ω) for all h ∈ X . 1. If ω * = T * p (2) for some p (2) ∈ Y * , then VSC 3 (f † , Φ, R, S) holds true with Φ(τ ) := p (2) τ 1/q . 2. Suppose that µ ≤ 2, 1 µ + 1 µ * = 1
, and that there exists a family of operators
well-defined for all k ∈ N, and let 
where we again use the notation α q := α (3,2µ * ) . (48) The best known error bound for Tikhonov regularization (requiring the existence of p and ω as above) is
(see [30] ). As µ * > 1 we see that the bound (48) forf (2) α is better than (49). In particular, if µ = 2 and hence min(3, 2µ * ) = 3, the right hand side in (48) is O δ 3q/(q+2) , which for q = 2 yields the optimal bound
for the spectral source condition (5) with ν = 3. However, for µ > 3 the rate (48) is slower.
Application to iterated maximum entropy regularization
In this subsection we will apply Propositions 5.4 and 5.5 to the case that the penalty term is chosen as a cross-entropy term given by the Kullback-Leibler divergence
for some Riemannian manifold M. Here f 0 is some a-priori guess of f , possibly constant. For more background information and references on entropy regularization we refer to [35] . Under the source condition (8) convergence rates of
were shown in [9] by variational methods and in [12] by a reformulation as Tikhonov regularization with quadratic penalty term for a nonlinear forward operator. In [32] the faster rate f α − f † N r,q,2 (P k f )
We have P l P k = P min(k,l) and therefore
Thus we find
The proof works for both p = 2, p = ∞ simultaneously, but we distinguish between the two smoothness assumptions. Case 1:
and ln restricted to [ρ, ρ −1 ] is infinitely smooth, it follows from the theorem in [27] 
. It follows from (55) that 
We conclude from (54) that
. Moreover, it follows from (55) that both for p = 2 and p = ∞ we have are computed by the Douglas-Rachford algorithm. To be consistent with our theory, we consider the constraint set C := {f ∈ L 1 (T) : 0 ≤ f ≤ 5 a.e.}. We checked that for none of the unconstrained minimizers the bound constraints were active such that an explicit implementation of these constraints was not required for our test problem.
To check the predicted convergence rates with respect to the noise level δ the regularization parameter α was chosen by an a-priori rule of the form α = cδ s with an optimal exponent s and a constant c chosen to minimize the constants for the upper bound given in the figures. As we bound the worst case errors in our analysis we tried to approximate the worst case noise. Let
For each value of δ we found g obs ∈ G δ such that the reconstruction error gets maximal. This in particular yielded larger propagated data errors than discrete white noise.
Discussion of the results: Figure 1 shows the approximation error as a func- Figure 2 displays the convergence rates with respect to the noise level δ for the a-priori choice rule of α described above. Of course, in practice one would rather use some a-posteriori stopping rule such as the Lepskii balancing principle, but this is not in the scope of this paper. Again, we observe very good agreement of the empirical rate KL(f α , f † ) = O(δ 4/3 ) with the maximal rate for non-iterated maximum entropy regularization, as well as agreement of the rate KL(f 
α with the rate predicted by Theorem 5.7.
Discussion and outlook
We have shown that variational source conditions can yield convergence rates of arbitrarily high order in Hilbert spaces. Furthermore we have used this approach to show third order convergence rates in Banach spaces for the first time. This naturally leads to the question about arbitrarily high order convergence rates in Banach spaces. There are some difficulties that prevented us from going to fourth order convergence rates. The approach in Section 4 relies on comparison with the convergence rates for the dual variables. As the dual problem to generalized Tikhonov regularization is again some form of generalized Tikhonov regularization, it has finite qualification. Therefore, it does not seem straightforward to get to higher orders with this approach. For the approach in Section 3 one needs some relation between ∆ R (f (2) α , f † ) and ∆ R (f α , f † − α q * −1 ω), which is established in (20) and (21) using the polarization identity. However, this identity only has generalizations in the form of inequalities in Banach spaces.
We hope that the tools provided in this paper will initialize a further development of regularization theory in Banach spaces concerning higher order convergence rates. Topics of future research may include other regularization methods (e.g. iterative methods), verifications of higher order variational source conditions for non-smooth penalty terms, stochastic noise models, more general data fidelity terms, or nonlinear forward operators.
A Duality mappings and an inequality by Xu and Roach
In this appendix we derive a lower bound on Bregman distances in terms of norm powers from more general inequalities by Xu and Roach. First recall the following definitions (see e.g. As an example we mention that L p spaces with 1 < p < ∞ are min(p, 2)-smooth and max(p, 2)-convex. It is known (see [16] ) that every Banach space, which is either uniformly smooth or uniformly convex, allows an equivalent norm with respect to which it is r-convex and s-smooth with 1 < s ≤ 2 ≤ r < ∞. By [28, Proposition 1.e.2] we know that Y * is s * -convex and r * -smooth. Recall that S = 
