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1. Introduction
The magnetic Hartree equation in R3
i∂tφ +Aφ =ω ∗ |φ|2φ
appears in several physical systems (see [1–6]). Here, A = ∇2A , ∇A = (∇ + i A(x)), ω = 1/4π |x| and the notation ∗ denotes
the convolution operator. An important physical situation is the mean-ﬁeld dynamics of bosons with integrable two-body
interactions in the presence of a magnetic ﬁeld, and the magnetic Hartree equation describes an initially factorized bosonic
state in the mean-ﬁeld limit.
A typical model is derived from a quantum system of N bosons in a conﬁning potential V and in a moving reference
frame with angular velocity Ω [1]. The dynamics of the system is generated by the N-body quantum Hamiltonian
HN =
N∑
j=1
(−∇2j + V (x j)− L j ·Ω)+ 1N
∑
1i< jN
ω(xi − x j),
where ω is the pair interaction and L = −ix∧ ∇ is the angular momentum. Splitting the rotational effects into Coriolis and
centrifugal forces, the Hamiltonian can be rewritten as
HN =
N∑
j=1
[(−∇ j − A(x j))2 + Veff (x j)]+ 1N
∑
1i< jN
ω(xi − x j),
where Veff (x) = V − 14Ω2r2, r = |x∧Ω|/|Ω| denotes the distance from the rotation axis and A(x) = 12Ω ∧ x is the magnetic
vector potential corresponding to a constant magnetic ﬁeld B = ∇ ∧ A = Ω .
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E ≡ inf
{
(HNΦ,Φ): Φ ∈ H1
(
R
3N)∩ L2radial(R3N),
∫
R3N
|Φ|2 dx = 1
}
with (HNΦ,Φ) =
∫
R3N
|∇Φ|2 dx + ∫
R3N
(
∑N
i=1 V (xi) +
∑
i< j
1
|xi−x j | )|Φ|2 dx. Because of the dimension (3N), the direct com-
putation of E seems rather hopeless and approximations are needed. Historically (see [7] and the references therein), by
choosing different test functions Φ = Φ(x1, . . . , xN ), mainly two methods were introduced to study this problem, from
which we can derive the following magnetic Hartree equation
i∂tφ = hAφ +ω ∗ |φ|2φ
and the magnetic Hartree–Fock equation
i∂tφ j = hAφ j + λ2
N∑
k=1
∫ ∫ |φk(y)|2φ j(x)− φ¯k(y)φ j(y)φk(x)
|x− y| dy dx,
where
hA ≡ −+ V (x)−Ω · L = (−i∇ − A)2 + V − 1
4
Ω2r2. (1.1)
For more studies on Hartree–Fock systems, one can refer to [16–18].
In this paper, we study the well-posedness for a more general mathematical model: a class of magnetic NLS with
Hartree–Fock-type terms: for the operator hA deﬁned by (1.1)⎧⎪⎪⎪⎨
⎪⎪⎪⎩
i∂tu j = hAu j + λ1|u j|2σ u j + λ2
N∑
k=1
[(
1
| · |α ∗ |uk|
2
)
u j −
(
1
| · |α ∗ (u¯ku j)
)
uk
]
,
u j(0, x) = u0, j(x), (t, x) ∈ R3,
1 j  N,
(1.2)
where 0< σ < 2 and 0<α < 3, i.e. the nonlinearities are assumed to be energy-subcritical.
The study of the Cauchy problem for NLS was initiated by Ginibre and Velo [8,9] for local nonlinearities and by Ginibre
and Velo [10] for nonlocal nonlinearities of Hartree type. And there is a wide literature [12–14] on this subject through
Strichartz’s estimates established by [12].
The Cauchy problem for the single NLS with rotation
i∂tψ = −1
2
+ λ|ψ |2σ + V (x)ψ −Ω · Lψ
was considered in [13], where the authors proved global existence for defocusing nonlinearities (λ > 0) without restricting
the rotation frequency, generalizing earlier results given in [14] and [15], and ﬁnd some blowup solutions in the focusing
case λ < 0. Followed by the same idea, we consider the problem (1.2) with coupled Hartree-type nonlinearities which must
compete with the local nonlinearities to ensure the existence of global or blowup solutions of system (1.2). The analyzing
of the interaction between the local and nonlocal nonlinearities did not occur in [13].
Throughout this paper we use the shorthand notations v ≡ (v1, . . . , vN ) for the vector-valued function and (X)N ≡
X × · · · × X for the product Banach space equipped with the norm ‖v‖X ≡ ‖v‖(X)N ≡
∑N
j=1 ‖v j‖X . When X = Lp(R3) and
v ∈ (Lp)N , we also denote ‖v‖p ≡ ‖v‖(Lp)N ≡
∑N
j=1 ‖v j‖p , where ‖ϕ‖p ≡ ‖ϕ‖Lp(R3) for the scalar function ϕ ∈ Lp(R3).
Moreover, we always use the following quantities of the solution u of system (1.2): the total mass
M(u)(t) ≡
N∑
j=1
∫
R3
∣∣u j(x)∣∣2 dx,
the angular momentum (which, by partial integration, is also real-valued)
LΩ(u)(t) ≡
N∑
j=1
∫
R3
u¯ j(x)(Ω · L)u j(x)dx
and the energy
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N∑
j=1
∫
R3
[∣∣∇u j(x)∣∣2 + V (x)∣∣u j(x)∣∣2 + λ1
σ + 1
∣∣u j(x)∣∣2σ+2
+ λ2
2
N∑
k=1
∫
R3
|uk(y)|2|u j(x)|2 − u¯k(y)u j(y)uk(x)u¯ j(x)
|x− y|α dy − u¯ j(x)(Ω · L)u j(x)
]
dx, (1.3)
where we omit the time variable t in u j(x) for short. In order to well deﬁne all quantities above, in this paper, we consider
the problem in the space
Σ ≡ {v ∈ (H1)N : ‖xv‖2 < ∞}
equipped with the norm ‖v‖2Σ ≡ ‖v‖22 + ‖∇v‖22 + ‖xv‖22.
Our main theorem in this paper is as follows:
Theorem 1.1. Let λ1, λ2 ∈ R, 0 < σ < 2 and 0 < α < 3. Assume that V is smooth and subquadratic (deﬁned in Section 2), then we
have the following two assertions:
(A) For any u0 ∈ Σ , there exists a unique global in time solution u ∈ C(R;Σ) to (1.2) provided one of the following conditions holds:
(1) The nonlinearities are all defocusing, i.e., λ1, λ2  0;
(2) λ1 < 0, λ2  0 and 0< σ < 2/3;
(3) λ2 < 0, λ1  0 and 0<α < 2;
(4) λ1, λ2 < 0 and 0< σ < 2/3, 0<α < 2.
(B) Suppose furthermore that there exists a constant β = βΩ > 8 such that
β2|Ω|2|x|2
4(β − 8) − 4x · ∇V (x)− βV (x) 0, a.e. x ∈ R
3, (1.4)
then there exists u0 ∈ Σ such that ﬁnite time blowup of the corresponding solution u occurs.
Remark 1.2. In the part of the blowup analysis, the authors in [13] only dealt with the quadratic potential of the form
V (x) = 1
2
3∑
i=1
γ 2i x
2
i , γi ∈ R. (1.5)
This is the well-known harmonic trapping potential which has also been studied in [19,20]. We can easily check that such
quadratic potentials satisfy the assumptions of V (x) in Theorem 1.1, and so, our results generalize those in [13].
2. The well-posedness of the Cauchy problem
In this section we begin with the subquadratic assumption of the potential V (x).
Deﬁnition 2.1. The potential V (x) ∈ C∞(R3;R) is called subquadratic if for all multi-indices k ∈ N3, with |k| 2, there exists
a constant C = C(k) > 0 such that∣∣∂kV (x)∣∣ C for all x ∈ R3.
Obviously, the harmonic trapping potential of the form (1.5) is smooth and subquadratic.
With this assumption, we can establish the local well-posedness for (1.2) as follows.
Theorem 2.2. Let u0 ∈ Σ , λ1, λ2 ∈ R, 0< σ < 2 and 0<α < 3. Assume that V is smooth and subquadratic, then there exists a time
interval (−T−, T+) and a unique maximal solution u ∈ C((−T−, T+);Σ) of system (1.2). Moreover, we have the blowup alternative:
if T+ < ∞ (respectively, T− < ∞), then limt→T+ ‖∇u(t)‖2 = ∞ (respectively, limt→−T− ‖∇u(t)‖2 = ∞). Furthermore, there hold
the mass and energy conservations:
M(u)(t) = M(u0), E(u)(t) = E(u0).
If, in particular, λ2 = 0, we have for the angular momentum that
LΩ(u)(t)+
N∑
j=1
t∫
0
∫
R3
i|u j|2(Ω · L)V (x)dx = LΩ(u0). (2.1)
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estimates for the linear equation are available for small time intervals. We can apply the ﬁxed point argument on the
Duhamel’s formula associated to (1.2) to complete the ﬁrst part of the proof.
Indeed, as was argued in [13], the Strichartz’s estimates in our case can be established by the approach of Kitada [21].
Precisely according to Kitada, we get that the one particle Hamiltonian hA deﬁned in (1.1) is essentially self-adjoint which
generates the linear unitary group U (t) = e−ihAt and it follows that there is a δ > 0 such that for any ϕ ∈ L2(R3)
∥∥U (t)ϕ∥∥∞  1|t|3/2 ‖ϕ‖2, for |t| < δ.
This implies the following Strichartz’s estimates: for any time interval 0 ∈ I ⊂ (−δ, δ),∥∥U (t)ϕ∥∥Lq(I;Lr(R3))  Cr‖ϕ‖L2(R3), ϕ ∈ L2(R3)
and ∥∥∥∥∥
t∫
0
U (t − s)F (s)ds
∥∥∥∥∥
Lq(I;Lr(R3))
 Cr,r˜‖F‖Lq˜′ (I;Lr˜′ (R3)), F ∈ Lq˜
′(
I; Lr˜′(R3))
where (q, r) and (q˜, r˜) are both admissible pairs (deﬁned as in [11]), i.e., 2q = 32 − 3r and 2q˜ = 32 − 3r˜ . We now have a priori
estimates for the nonlinearities:
g0j (u) = λ1|u j|2σ u j, g1j (u) = λ2
N∑
k=1
(
1
| · |α ∗ |uk|
2
)
u j, g
2
j (u) = −λ2
N∑
k=1
(
1
| · |α ∗ (u¯ku j)
)
uk. (2.2)
From Hölder estimates and the Hardy–Littlewood–Sobolev inequalities, it can be checked without diﬃculty that there must
exist 2 ρi, ri < 6 such that for all ϕ, ψ ∈ Σ and ‖ ϕ‖Σ,‖ ψ‖Σ  M
N∑
j=1
∥∥gij( ϕ)∥∥W 1,ρ′i  C(M)‖ ϕ‖W 1,ri ,
N∑
j=1
∥∥xgij( ϕ)∥∥Lρ′i  C(M)‖x ϕ‖Lri (2.3)
and
N∑
j=1
∥∥gij( ϕ)− gij( ψ)∥∥ρ ′i  C(M)‖ ϕ − ψ‖ri , 1 j  3, 0 i  2. (2.4)
In fact, in our case one can just take ρ0 = r0 = 2σ + 2 and ρ1 = ρ2 = r1 = r2 = 126−α .
Now we deﬁne a vector-valued mapping Φ = {Φ j}Nj=1 by
Φ j(u)(t) ≡ U (t)u0, j − i
2∑
k=0
t∫
0
U (t − s)gkj(u)(s)ds, 1 j  N. (2.5)
Note that the gradient ∇ and the multiplier x do not commute with the operator hA , but we can calculate the commutators
[∇,hA] and [x,hA] similarly as [13] did, i.e.,
[∇,hA] = ∇V − iΩ ∧ ∇, [x,hA] = 2∇ − iΩ ∧ x.
From this we see that for 1 j  N
∇Φ j(u)(t) = U (t)∇u0, j − i
t∫
0
U (t − s)(∇V − iΩ ∧ ∇)Φ j(u)(s)ds − i
2∑
k=0
t∫
0
U (t − s)∇gkj (u)(s)ds (2.6)
and
xΦ j(u)(t) = U (t)(xu0, j)− i
t∫
0
U (t − s)(2∇ − iΩ ∧ x)Φ j(u)(s)ds − i
2∑
k=0
t∫
0
U (t − s)[xgkj(u)](s)ds. (2.7)
For (q, r) an admissible pair with r =maxi{ri}, deﬁne
X ≡ {u ∈ Σ; Au ∈ Lq(I; Lr)∩ L∞(I; L2), ∀A ∈ {Id,∇, x}}
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B ≡ {u ∈ X; ‖u‖L∞I H1 + ‖u‖LqI W 1,r + ‖xu‖L∞I L2 + ‖xu‖LqI Lr  2C‖u0‖Σ},
where C is from Strichartz’s inequalities. We claim that there exists 0 < T < δ such that the set B is stable under the
mapping Φ with I = [0, T ). Then choose T even small such that Φ is a contraction on B with respect to the weak metric as
on [Lq(I; Lr)]N . In fact, using Strichartz’s estimates and a priori estimates (2.3) and (2.4), we easily show the claim through
(2.6) and (2.7) by the same method as used in [11] for the NLS without potential. We have established the local existence for
t > 0 and the case t < 0 can be obtained by a similar argument. Thus we complete the proof of the ﬁrst part of Theorem 2.2.
The conservation laws and (2.1) can be obtained by a straightforward calculation and a standard regularization argument.
Now, it suﬃces to show the blowup alternative to complete our proof. In fact, from
d
dt
‖xu j‖22 = 2 Im
∫
R3
xu¯ j∇u j dx ‖xu j‖22 + ‖∇u j‖22, 1 j  N, (2.8)
the boundedness of ‖xu‖2 can be obtained by the ‖∇u‖2 bound using Gronwall’s inequality. Thus, in view of the mass
conservation, the only obstruction to global existence is the possible unboundedness of ‖∇u(t)‖. The remainder of the proof
is almost the same as that in [11] and we omit more details. 
Remark 2.3. In [13], the angular momentum conservation LΩ(t) = LΩ(0) was obtained under the axially symmetric assump-
tion of V (x), i.e., (Ω · L)V = 0. The angular momentum conservation contributed to some cases of the global well-posedness
and the blowup analysis there. However, there is no such a conservation law in general cases. In fact, when system (1.2)
possesses nonvanishing Hartree-type terms (λ2 = 0), we can only obtain for the angular momentum that
d
dt
LΩ(t) = −i
N∑
j=1
∫ ∣∣u j(x)∣∣2(Ω · L)V (x)dx
+ i
N∑
j,k=1
∫ ∫ |uk(y)|2(Ω · L)|u j(x)|2 − uk(y)u j(y)(Ω · L)[u j(x)uk(x)]
|x− y|α dxdy.
Thus even under the axially symmetric assumption of the potential V (x): (Ω · L)V = 0, there may be not any conservation
for LΩ(t) and the corresponding argument in [13] fails in our case.
The expression of the Hamiltonian (1.1) implies that, if the potential V (x) is given by (1.5) with |Ω|  √2γ ≡√
2min1i3{γi}, then V (x) − |Ω|2r24  0. In this case, the linear part of the energy can be checked to be nonnegative.
Moreover, the magnetic derivative ∇A denoted in the introduction satisﬁes the diamagnetic inequality [22]:∥∥∇|ϕ|∥∥2  ‖∇Aϕ‖2  ‖∇ϕ‖2 + ‖xϕ‖2, ϕ ∈ Σ.
Thus, the nonlinear part of the energy could be controlled via Gagliardo–Nirenberg type inequalities and Hardy–Littlewood–
Sobolev inequalities. Then the global existence can be obtained similarly as in [20].
In order to deal with the general case, particularly when |Ω| > √2γ , we adopt a time-dependent change of coordinates
introduced by [13]. More precisely, we give the proof of assertion (A) of Theorem 1.1:
Proof. We need only to show the case t > 0 as the negative part is similar.
As is argued in [13], via the skew-symmetric matrix
Θ ≡
( 0 Ω3 −Ω2
−Ω3 0 Ω1
Ω2 −Ω1 0
)
,
the wedge product Ω ∧ x can be written as Θ · x. Thus, if we deﬁne the matrix-exponential X(t, x) ≡ eΘt · x as a rotation of
the vector x ∈R3 around the axis Ω with an angular of −|Ω|t , we calculate its time derivative as
∂t X(t, x) = Θ · X(t, x) = −Ω ∧ X(t, x). (2.9)
Using a change of rotated coordinates, we set v j(t, x) = u j(t, X(t, x)) for 1 j  3 and claim that for any solution u to (1.2),
i∂t v j(t, x)+v j(t, x) = V
(
X(t, x)
)
v j(t, x)+
2∑
gkj(v)(t, x),k=0
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with respect to rotations and by noting
(| · |−α ∗ |u j|2)(X(t, x))= (| · |−α ∗ |v j|2)(t, x).
In view of the above discussions, system (1.2) is equivalent to the following time-dependent system
i∂tu j +u j = W (t, x)u j +
2∑
k=0
gkj(u)(t, x), (2.10)
where W (t, x) = V (X(t, x)). From the assumption of V (x) (smooth and subquadratic), we get that W (t, x) is smooth with
respect to t ∈ R and x ∈ R3 while subquadratic with respect to x ∈ R3.
Based on the local well-posedness results obtained in Theorem 2.2, we show the global existence results in Theorem 1.1
by considering the equivalent Eq. (2.10). Note that for solutions of system (2.10), the energy
EW (u)(t) ≡
N∑
j=1
∫
R3
[∣∣∇u j(x)∣∣2 + W (t, x)∣∣u j(x)∣∣2 + λ1
σ + 1
∣∣u j(x)∣∣2σ+2
+ λ2
2
N∑
k=1
∫
R3
|uk(y)|2|u j(x)|2 − u¯k(y)u j(y)uk(x)u¯ j(x)
|x− y|α dy
]
dx (2.11)
does no longer conserve, rather satisfying that
d
dt
EW (u)(t) =
N∑
j=1
∫
R3
∂tW (t, x)
∣∣u j(t, x)∣∣2 dx. (2.12)
By the blowup alternative, it suﬃces to claim that for any interval [0, T ] on which the solution u exists, ‖∇u(t)‖2  C(T )
for some constant C(T ) continuously depending on T .
In fact, from (2.11), we get that
∥∥∇u(t)∥∥22 = EW (u)(t)−
N∑
j=1
∫
W (t, x)
∣∣u j(x)∣∣2 dx− N∑
j=1
λ1
σ + 1‖u j‖
2σ+2
2σ+2
− λ2
2
N∑
j,k=1
∫
R3
|uk(y)|2|u j(x)|2 − u¯k(y)u j(y)uk(x)u¯ j(x)
|x− y|α dy dx. (2.13)
If the nonlinearities are all defocusing, i.e. λ1, λ2  0, we estimate that
∥∥∇u(t)∥∥22  EW (u)(t)+
N∑
j=1
∣∣∣∣
∫
W (t, x)
∣∣u j(x)∣∣2 dx
∣∣∣∣ EW (u)(t)+ C
N∑
j=1
(‖xu j‖22 + ‖u j‖22), (2.14)
by the subquadratic property of W (x).
Otherwise, if at least one of the nonlinearities is focusing but is correspondingly L2-subcritical, i.e. any one of the
assumptions (2)–(4) in assertion (A) holds, then, by Gagliardo–Nirenberg inequalities and Hardy–Littlewood–Sobolev in-
equalities, we get easily from (2.13) that for some small  < 1/2
∥∥∇u(t)∥∥22  EW (u)(t)+ C
N∑
j=1
‖xu j‖22 + 
∥∥∇u(t)∥∥22 + C(M),
where M = M(u) = M(u0). Immediately,
∥∥∇u(t)∥∥22  2EW (u)(t)+ 2C
N∑
j=1
‖xu j‖22 + 2C(M). (2.15)
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∥∥∇u(t)∥∥22  C
(
EW (u0)+
t∫
0
d
ds
EW (u)(s)ds +
N∑
j=1
‖xu j‖22
)
+ C(M)
 C
(
EW (u0)+
t∫
0
N∑
j=1
(‖xu j‖22 + ‖u j‖22)ds +
N∑
j=1
‖xu j‖22
)
+ C(M). (2.16)
Then (2.16) combined with (2.8) implies that
N∑
j=1
(
‖xu j‖22 + ‖u j‖22 +
d
dt
‖xu j‖22
)
 C0 + C1
N∑
j=1
( t∫
0
(‖xu j‖22 + ‖u j‖22)ds + ‖xu j‖22
)
.
Thus by Gronwall’s inequality we have that
N∑
j=1
∥∥xu j(t)∥∥22 
N∑
j=1
( t∫
0
(‖xu j‖22 + ‖u j‖22)ds + ‖xu j‖22
)
 C(T ) (2.17)
for all t ∈ [0, T ]. (2.17) together with (2.16) yields a uniform bound on ‖∇u(t)‖22 and we complete our proof as discussed
before. 
3. Finite time blowup
In this section we devote ourselves to proving the second assertion of Theorem 1.1.
Followed by Glassey [23], our proof is by means of a convexity method based on the calculation of the variance
I(t) ≡ ‖xu‖22 =
N∑
j=1
∫
R3
|x|2∣∣u j(x)∣∣2 dx. (3.1)
We show that under suitable assumptions, some solutions of the system (1.2) blow up in ﬁnite time. We only give a formal
proof here by a straightforward calculation, which combined with a standard regularity argument concludes assertion (B) in
Theorem 1.1. One can refer to Chapter 6 in [11] for a similar argument.
Proof. Differentiating I(t) with respect to time and using Eqs. (1.2), we obtain that
d
dt
I(t) =
N∑
j=1
∫
R3
|x|2[∂tu j u¯ j + u j∂t u¯ j]dx
=
N∑
j=1
{
4 Im
∫
R3
x · ∇u ju¯ j dx−
∫
R3
∣∣u j(x)∣∣2(iΩ · L)|x|2 dx
}
=
N∑
j=1
4 Im
∫
R3
x · ∇u ju¯ j dx, (3.2)
where we have used integration by parts and note that (iΩ · L)|x|2 = Ω · (x ∧ ∇)|x|2 = 0. Differentiate (3.2) in time once
more to get
d2
dt2
I(t) =
N∑
j=1
{
4 Im
∫
R3
x · ∇∂tu j u¯ j dx+ 4 Im
∫
R3
x · ∇u j∂t u¯ j dx
}
=
N∑
j=1
{
8Re
∫
x · ∇u¯ j i∂tu j dx+ 4dRe
∫
u¯ j i∂tu j dx
}
=
N∑{
Re
∫
(8x · ∇u¯ j + 4du¯ j)
[−u j + V (x)u j −Ω · Lu j + g j0(u)+ g j1(u)− g j2(u)]dx
}
, (3.3)j=1
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I1 ≡
N∑
j=1
Re
∫
(8x · ∇u¯ j + 4du¯ j)[−u j]dx = 8
N∑
j=1
∫
|∇u j|2 dx, (3.4)
I2 ≡
N∑
j=1
Re
∫
(8x · ∇u¯ j + 4du¯ j)V (x)u j dx = −4
N∑
j=1
∫
|u j|2x · ∇V (x)dx, (3.5)
I3 ≡
N∑
j=1
Re
∫
(8x · ∇u¯ j + 4du¯ j)[−Ω · Lu j]dx
=
N∑
j=1
{
−8Re
∫
x · ∇[u¯ j(Ω · L)u j]− u¯ jx · ∇[(Ω · L)u j]dx− 4dRe
∫
u¯ j(Ω · L)u j dx
}
=
N∑
j=1
{
4dRe
∫
u¯ j(Ω · L)u j dx+ 8Re
∫
x · ∇u¯ j(Ω · L)u j dx
}
= −
N∑
j=1
Re
∫
(8x · ∇u¯ j + 4du¯ j)[−Ω · Lu j]dx, (3.6)
where we have used integration by parts. Note that (3.6) implies immediately that I3 = 0.
I4 ≡
N∑
j=1
Re
∫
(8x · ∇u¯ j + 4du¯ j)
[
λ1|u j|2σ u j
]
dx = 4λ1 dσ
σ + 1
N∑
j=1
∫
|u j|2σ+2 dx, (3.7)
I5 ≡
N∑
j,k=1
{
Re
∫
(8x · ∇u¯ j + 4du¯ j)λ2
[(
1
| · |α ∗ |uk|
2
)
u j −
(
1
| · |α ∗ (u¯ku j)
)
uk
]
dx
}
= 2αλ2
N∑
j,k=1
∫ [(
1
| · |α ∗ |uk|
2
)
|u j|2 −
(
1
| · |α ∗ (u¯ku j)
)
uku¯ j
]
dx. (3.8)
Thus, (3.4)–(3.8) together with (3.3) give that
d2
dt2
I(t) =
N∑
j=1
{
8
∫
|∇u j|2 dx− 4
∫
|u j|2x · ∇V (x)dx+ 4λ1 dσ
σ + 1
N∑
j=1
∫
|u j|2σ+2 dx
+ 2αλ2
N∑
j,k=1
∫ [(
1
| · |α ∗ |uk|
2
)
|u j|2 −
(
1
| · |α ∗ (u¯ku j)
)
uku¯ j
]
dx
}
. (3.9)
In order to apply the energy-conservation, we add to (3.9) −βLΩ(t)+ βLΩ(t) (β > 8 to be chosen later) to get that
d2
dt2
I(t) =
N∑
j=1
{
8
∫
|∇u j|2 dx− 4
∫
|u j|2x · ∇V (x)dx+ 4λ1 dσ
σ + 1
N∑
j=1
∫
|u j|2σ+2 dx
+ 2αλ2
N∑
j,k=1
∫ [(
1
| · |α ∗ |uk|
2
)
|u j|2 −
(
1
| · |α ∗ (u¯ku j)
)
uku¯ j
]
dx
}
− βLΩ(t)+ βLΩ(t). (3.10)
Since by Cauchy–Schwarz and Young’s inequality, we have for some small  (to be determined) that
βLΩ(t) =
N∑
j=1
β
∫
u¯ j(Ω · L)u j dx β‖u‖22 +
β|Ω|2
4
‖xu‖22.
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d2
dt2
I(t) (8+ β)‖∇u‖22 − βLΩ(t)+
N∑
j=1
∫ (
β|Ω|2|x|2
4
− 4x · ∇V (x)
)
|u j|2 dx
+ 4λ1 dσ
σ + 1 ‖u‖
2σ+2
2σ+2 + 2αλ2
N∑
j,k=1
∫ [(
1
| · |α ∗ |uk|
2
)
|u j|2 −
(
1
| · |α ∗ (u¯ku j)
)
uku¯ j
]
dx. (3.11)
Choosing  = β−8
β
, we get from (3.11) and (1.3) that
d2
dt2
I(t) βE(u)(t)+
(
2α − β
2
)
λ2
N∑
j,k=1
∫ ∫ |uk(y)|2|u j(x)|2 − u¯k(y)u j(y)uk(x)u¯ j(x)
|x− y|α dy dx
+ λ1(4dσ − β)
σ + 1 ‖u‖
2σ+2
2σ+2 +
N∑
j=1
∫ (
β2|Ω|2|x|2
4(β − 8) − 4x · ∇V (x)− βV (x)
)
|u j|2 dx. (3.12)
Assume the potential V (x) satisﬁes (1.4), that is, we are able to choose β = βΩ such that
β2|Ω|2|x|2
4(β − 8) − 4x · ∇V (x)− βV (x) 0, a.e. x ∈ R
3.
For example, if V (x) takes the form of (1.5), then x · ∇V = 2V . In this case, if we take β = βΩ = 8
√
2γ 2
2γ 2−|Ω|2 with γ =
min1i3{γi}, then β2|Ω|24(β−8) − (8+β)γ
2
2 = 0 and (1.4) holds.
Using such a ﬁxed β = βΩ , if additionally λ1(12σ − β) 0 and λ2(2α − β/2) 0, then from (3.12), we have
d2
dt2
I(t) βΩ E(u)(t) = βΩ E(u0),
which, by integrating twice in time, implies immediately
I(t) βΩ E(u0)t2 + 4t Im
N∑
j=1
∫
u¯0, jx · ∇u0, j dx+ ‖xu0‖22. (3.13)
Assume that there exists some initial data u0 satisfying one of the conditions below:
(i) E(u0) < 0;
(ii) E(u0) = 0 and Im∑Nj=1 ∫ u¯0, j x · ∇u0, j dx< 0;
(iii) E(u0) > 0 and Im∑Nj=1 ∫ u¯0, j x · ∇u0, j dx< −√2E(u0)‖xu‖2.
Then we claim that the corresponding solution u to (1.2) would blow up in ﬁnite positive time. In fact, under anyone of the
above assumptions on u0, if we further assume, by contradiction, that the corresponding solution u were to exist globally
for all positive time, then (3.13) implies that there would be a ﬁnite time T ∗ > 0 such that I(T ∗) < 0. This is, however,
a contradiction since I(t) is nonnegative. Hence, the initial data satisfying any one of the conditions (i)–(iii) would evolve a
blowup solution at some positive time T+ > 0.
By the same method, we can give similar suﬃcient conditions on u0 such that the corresponding solution blows up at
some negative time T− < 0:
(i) E(u0) < 0;
(ii) E(u0) = 0 and Im∑Nj=1 ∫ u¯0, j x · ∇u0, j dx> 0;
(iii) E(u0) > 0 and Im∑Nj=1 ∫ u¯0, j x · ∇u0, j dx>√2E(u0)‖xu‖2.
In fact the condition E(u0) < 0 suﬃciently shows that the corresponding solution blows up in both directions, i.e., T+ < ∞
and T− < ∞.
To prove the assertion (B), it suﬃces to ﬁnd some suitable initial data satisfying one of the above suﬃcient conditions.
Indeed, given 0 = ψ ∈ Σ , the solution of (1.2) with initial data u0 = k ψ blows up in ﬁnite time provided |k| is large enough
and provided one of the following holds:
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β
12 ) = β12  σ < 2 and max( β4 ,2) = β4  α < 3;
(2) λ1 < 0 (focusing), λ2  0 (defocusing), max(1, β12 ) σ < 2 and 0<α < 3;
(3) λ1  0 (defocusing), λ2 < 0 (focusing), 0< σ < 1 and β4  α < 3.
From these assumptions, the focusing nonlinearities can be checked to overwhelm the defocusing ones such that the energy
E(u0) < 0. However, it is not necessary. In fact, we may construct other blowup solutions with positive energy. If interested
in this, one could ﬁnd similar explicit examples in [11] (Remark 6.5.8 there). 
Remark 3.1. In view of the interaction between the nonlinearities, we have in fact presented more than one suﬃcient
condition to make the solution of (1.2) blow up in ﬁnite time, which were not included in [13].
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