Abstract-Developers of GPU kernels, such as FFT, linear solvers, etc, tune their code extensively in order to obtain optimal performance, making efficient use of different resources available on the GPU. Complex applications are composed of several such kernel components. The software engineering community has performed extensive research on componentbased design to build generic and flexible components, such that a component can be reused across diverse applications, rather than optimizing its performance. Since a GPU is used primarily to improve performance, application performance becomes a key design issue. The contribution of our work lies in extending component based design research in a new direction, dealing with the performance impact of refactoring an application consisting of the composition of highly tuned kernels. Such refactoring can make the composition more effective with respect to GPU resource usage especially when combined with suitable scheduling. Here we propose a methodology where developers of highly tuned kernels can enable application designers to optimize performance of the composition. Kernel developers characterize the performance of a kernel through its "performance signature". The application designer combines these kernels such that the performance of the refactored kernel is better than the sum of the performances of the individual kernels. This is partly based on the observation that different kernels may make unbalanced use of different GPU resources like different types of memory. Kernels may also have the potential to share data. Refactoring the kernels, combining them, and scheduling them suitably can improve performance. We study different types of potential design optimizations and evaluate their effectiveness on different types of kernels. This may even involve choosing non-optimal parameters for an individual kernel. We analyze how the performance signature of the composition changes from that of the individual kernels through our techniques. We demonstrate that our techniques lead to over 50% improvement with some kernels. Furthermore, the performance of a basic molecular dynamics application can be improved by around 25.7%, on a Fermi GPU, compared with an un-refactored implementation.
I. INTRODUCTION
There is a growing recognition of the need for good software design support on parallel platforms [1] . With the growing popularity of general purpose computing on Graphics Processing Units (GPU), the need for a suitable design methodology and tool for the creation of complex applications on GPUs is becoming increasingly apparent. Such applications are composed of a large number of kernels. For example, a GPU port of the QMCPack Quantum Monte Carlo software [2] consists of around 120 GPU kernels. A variety of other applications, such as linear flow solvers, are also built by composing several kernel components. Developers of such complex GPU applications spend significant effort and time to fine tune the code for optimal usage of the GPU resources. Often, the kernel components are generic in nature and have a potential of being reused in other application contexts. An application comprising of a set of kernel components may have data dependencies, requiring that they be run in sequence, or they may be run concurrently. A design methodology, that promotes construction of generic kernels which can be composed later in other applications to yield good performance, can significantly reduce the design effort of complex GPU applications.
The key design concern here is to enable an application consisting of a set of kernel components to make optimal use of the hardware resources available in a GPU. Assume that a reusable kernel is well written, and it has some tunable parameters, such as the granularity of parallelization, with a good choice of parameters enabling optimal performance. Even in such a case, the optimal parameters for the application, which is a composition of kernels, does not necessarily correspond to choosing the optimal parameters for each component. To illustrate this point, consider two kernel components A and B, written by GPU experts. Each of them runs optimally with the entire resource at its disposal. The resources could be the amount of shared memory used or the fraction of Streaming Multiprocessor (SM) used. However, these developers are obviously unaware of the context in which these modules will be used in future. It could very well be the case that A and B can be run concurrently, with 60% of the resources allocated to A and 40% to B, for optimal performance on some application. Thus, in a real situation, it will be necessary to optimize functional, architectural and hardware parameters (number of blocks, threads per block, register usage etc) of both A and B to arrive at these magic figures. It has been shown that these parameters are discrete [3] and even a simple version of an optimization problem becomes NP-hard.
Constructing a complex software by composing a set of reusable components has been well studied by the software engineering research community [4] and many off-the-shelf design tools are available for building and reuse of component libraries. The software is designed to run on a sequential hardware, where the main design concern has been to make a component as flexible and generic as possible for maximal reuse. However, when the underlying hardware becomes massively data parallel like a GPU, the composition from the performance point of view becomes extremely challenging, and the subject has remained relatively less explored.
In this paper we study the composition of GPU kernels, to build an application and subsequent refactoring 1 of the application for performance tuning. Here we do not propose any approach to optimize individual kernels. Rather, we have assumed that kernel developers have provided highly tuned kernels. We propose a design methodology where the responsibility of a kernel developer is to provide a "performance signature" to characterize the performance of a kernel, alongwith its implementation. Assuming that a set of kernel implementations including the optimal implementation, and corresponding performance signatures are available, we show various ways in which an application developer can compose these kernels such that the resulting performance is better than the sum of the performances of the individual kernels. Further, we analyze why particular compositions work better on different GPU architectures -an NVIDIA S1050 Tesla and a GTX 480 (Fermi). Our analysis reveals that different kernels may make unbalanced use of different GPU resources like different types of memory. Kernels may also have the potential to share data. Refactoring the kernels, combining them, and scheduling them suitably can improve performance.
The paper has been organized as follows. In Section II we summarize relevant features of the GPU architectures and CUDA programming. Next, we discuss our design methodology in Section III. We discuss the experimental study in Section IV. We compare our work with related work in Section VII and finally summarize our conclusions.
II. GPU ARCHITECTURE
GPU architecture varies across different versions and makes. Here, we provide a brief overview of a typical NVIDIA GPU. A GPU consists of several streaming multiprocessors (SMs) and an SM can execute one of more blocks of threads, where a block of threads can synchronize efficiently through hardware. A GPU has a large global memory which can be accessed by several SMs. Each SM has a shared memory which can be accessed by threads in a thread block. In addition, an SM has several registers which are exclusively owned by a thread. Threads in a given thread block, are partitioned into groups called warps. The GPU scheduler treats a warp as a scheduling unit, where all the threads in a warp run in a lock-step fashion, i.e. each thread in a warp, executes the same instruction in parallel, on different data.
General purpose GPU programming was popularized by CUDA 2 [5] , which is an extension to C. In CUDA, the part of the code (and the associated data structure) that needs to run in a data parallel manner is called a kernel function. The process running on the host (CPU) copies relevant data to the device (GPU) and then calls a kernel. A kernel function is executed in a GPU by many threads. Once the kernel completes, its output data needs to be copied back to the host memory.
Programmers need to fine tune resource usage under the architectural constraints (which often turns out to be a complex decision) so as to get an optimal performance [3] . These architectural features include efficient access to different types of memory, such as the global memory, shared memory, and constant memory, efficient synchronization within a thread block in contrast to kernel level synchronization between blocks, enabling data parallelism by reducing branch divergence within a warp, etc.
III. DESIGN METHODOLOGY
In order to ensure that a kernel is designed and reused keeping an optimal performance in mind, we propose a two pronged approach. We describe two specfic roles, one the kernel developer and the other, the application developer; along with their responsibilities.
A. Kernel Tuning by Kernel Developer
Kernel developers fine tune the kernel for optimal utilization of the GPU resource. As mentioned earlier, we do not propose any optimization approach for the kernel developer. We assume that the kernel developer has tested and fine tuned the kernel such that its performance is optimal. We also assume that the kernel developer is able to write a kernel as a library function and make it generic. The kernel developer often develops multiple implementations of the code, such as a global memory implementation and a shared memory implementation, evaluates them with different algorithmic and hardware related parameters, such as threads per block, and releases the optimal version. We propose that the kernel developer publishes all the different implementations of the kernel, including the optimal one and suboptimal ones. Each implementation is associated with a metadata, called performance signature.
1) Performance Signature:
A performance signature is a characterization of the performance and resource usage as a function of parameters under the application developers control. For example, for a basic molecular dynamics application shown in Fig.1a , we define the performance The input Arch takes a nominal value such as "tesla" or "fermi". Here Reg indicates the number of registers per thread required by the given implementation of K. The next attribute T/B indicates the number of threads per block required, and Mem attribute characterizes the type of memory used in the implementation. This attribute value is also nominal, and is like "global", "shared" etc. The performance signature corresponding to the implementation that has optimal performance, is denoted by
The notion of multiple implementations, conforming to an interface is well-known in the domain of modular software design. This concept, pioneered by Parnas and others [6] , suggests that a software is a composition of modules where a module has an interface, with one or more implementations of the interface. Here we extend this concept from the performance point of view. Here the kernel developer not only provides the optimal version, but also provides a suboptimal version of these kernels and their performance signatures. For example, if a kernel performs optimally when the data resides in shared memory, the developer also provides an alternate global memory based implementation of the kernel. In the next section we demonstrate that multiple kernel implementations become different design choices for application developers for the optimal design of an application.
B. Design Choice Exploration by Application Developer
Given a set of kernels with their performance signatures, we now describe how an application developer will compose these kernels to build an application. The application developer begins with a flow graph to define a composite application created out of a set of predefined kernels such as the one shown in Figure 1b for molecular dynamics, which is explained later. Here, K2 and K3 do not have any dependency whereas K5, K6, and K7 have dependencies. The dotted line in this figure denotes anti-dependence [7] , [8] , that is, the input set to the first kernel intersects the Figure 2 . Merge Strategy output set to the next kernel. Similarly the developer can specify that the kernel K4 in this figure is a reduction kernel (a design hint, indicating that a shared memory implementation will yield better performance).
1) Refactoring through Kernel Merging:
Merging kernels can be useful if each kernel makes unbalanced use of GPU resources, such as registers or threads permitted per block, so that the combination can make better use of them. Such merging can also be useful when kernels share data; it may so happen that the shared memory is not useful for a particular kernel because there is not enough data reuse, but the combined kernel has enough data reuse to make the shared memory useful. If the output of one kernel is the input to the next, then merging can also reduce data movement. The performance signature and flow graph can help identify kernels to be merged. For example, if the optimal implementation of two kernels, when combined, will not exhaust the resources available, such as registers and threads per block, then they may be merged. More interestingly, there may be a benefit to merging even if nonoptimal parameters will not exhaust the resources, if the performance for non-optimal parameters is not very different from the performance for optimal parameters. We later show how the performance signature for the merged kernels differ from that of a direct combination of the original kernels. We next describe three strategies for merging kernels.
Strategy 1:
In this strategy kernel K i 's instructions are executed before K j 's. When K j has a strict datadependency on K i this is the only feasible merge strategy, if the dependence can be enforced in each thread block. The idea is illustrated in Figure 2b .
Next, let's consider a more complex scenario. The data flow analysis reveals an anti-dependence [7] , [8] between K5 and K6 which can be removed through the standard technique of variable cloning and renaming. The following two merge strategies can be used in such a scenario. These two strategies can also be used if there is no dependence. Though co-scheduling, which is described later, could be more effective unless the kernels share common input, which will make merging beneficial.
Strategy 2:
As shown in Figure 2c , we keep the number of thread blocks same, and different warps perform the computations of the different original kernels. This implies that each thread performs double the computation of the standalone scenario (Figure 2a ).
Strategy 3:
Here we let different warps of the same thread block do computations on different kernels ( Figure  2d ). However, we keep the workload of each thread to be the same, which increases the number of blocks, providing the potential to decrease global memory access latency.
2) Co-Scheduling: Design decisions can be influenced by hardware architecture. Since a Fermi GPU allows concurrent execution of kernels, the designer can opt for concurrent execution of kernels which do not have data dependencies. In the experiment section we show performances of two independent kernels K2 and K3 in Figure 1 . We also investigate the use of this strategy for pseudo parallel execution of two kernels K7 and K1 in Figure 1 , as explained below. The computation in this flow graph is repeated in a loop. Such loops are fairly common in scientific applications. In this particular application, computation of K7 in iteration i is independent of the computation of K1 in iteration i + 1. They can, consequently, be executed concurrently.
3) Optimal Design Choice: Given above strategies, what could be the optimal design choice? Given a set of performance signatures for each kernel, including the optimal signature, which implementation of kernels, say, K5 and K6 should one choose during merging? Is it always the case that selection of optimal implementations of two kernels yield optimal result when they are merged? We show in the following section that this is always not the case and explain the reason.
The next question is, which merge strategy will work best in this case? Furthermore, in a flow graph like 1b, should one merge K5 & K6 or K6 & K7 or K5, K6, & K7? In the following section we investigate these issues through an experimental study.
IV. EXPERIMENTAL STUDY
For our analysis, we have taken a simple example of a molecular dynamics simulation, shown in Figure 1a , which works as follows.
1. Initialize: Start with a set of particles, placed in a 3-dimensional box, with initial positions, velocities, and accelerations drawn from a specified distribution.
2. Compute: Compute the potential energy or force of each particle using a Lennard-Jones potential. Also compute the kinetic energy of each particle and then compute total energies of all particles.
3. Update: Update the position, velocity and acceleration of each particle.
4. Advance the time-step and go to Step 2 again. We have converted the above example to CUDA from the original source 3 . In Figure 1b we have shown their data dependencies in a flow graph, where we have used symbolic names {K1, K2, · · · K7} for these kernels. Kernel K1 to K7 has been run repeatedly for each time step. Note that in this application, the time taken per iteration is small; however, the total time for the computation is large because an extremely large number of iterations are required for a realistic computation.
In the first part of the experiment, presented in the following subsection, we have explained the process of collecting optimal as well as sub-optimal performance signatures by a kernel developer. Next we have switched to the role of an application developer, where the kernel components, their implementations and performance signatures have been assumed to be present. Here we have elaborated the selection of appropriate kernel implementation and composition of kernels through experimental analysis.
A. Infrastructure Used
We have reported our results both on an NVIDIA S1050 Tesla and on an NVIDIA GTX 480 Fermi GPU. For both these devices, the host is an Intel Xeon 2.5 GHz CPU running Linux kernel version 2.6.18. The host code has been compiled using gcc version 4.1.2 and the kernel code has been compiled with NVCC version 3.2 and 4.0 on the Tesla and Fermi GPU respectively. We have reported the performance using a RDTSC timer on the host that has a resolution of 1ns. Each kernel execution has been repeated for a sufficiently large number of times. We have ignored the time for the first iteration, in order to discount the GPU warmup overhead from our measurement, and then have reported the average execution time for the subsequent iterations. We have noted the kernel launch overhead on the Tesla to be 21μs, while on the Fermi it is 7μs.
V. EXPERIMENTS BY KERNEL DEVELOPER
We have run the application by varying the number of threads per block for a given number of particles. We have observed the time taken by each kernel. We have also noted the number of registers being used per thread by each kernel. Table I shows the performance results of each kernel when they have been executed on a Tesla (T) and Fermi (F) respectively. The first part of the table shows the results when the data resides in global memory.
We have re-implemented kernels K2 to K7 as shared memory variants and reported their results in the second part of Table I . We have renamed the shared memory variant of these kernels as K2sh, K3sh etc.
A. Performance Signature
From 
VI. DESIGN CHOICE EXPLORATION-EXPERIMENTS BY APPLICATION DEVELOPER
Using performance signatures and implementations of K1· · ·K7 from kernel developers, we now study the efficacy of various design strategies introduced in Section III-B, and present the performance of the overall application. Tables I, and II. We have not run our experiment for block size 32 in case of the 2nd and 3rd kernel merging strategies because that would certainly lead to a branch divergence within a warp leading to poor performance.
A. Merge Strategies
Optimal Merging: Table III shows that all strategies improve performance. We find that when the global memory implementation of K5 and K6 are merged together using merge strategy 1, the merged kernel K56Mg1 gives the best performance on Tesla as well as on Fermi GPU.
Next, from Table III , we observe that when the shared memory versions of K6 and K7 are merged, the merged kernel K67Msh gives the best performance on Tesla. However, when the global memory version of K6 and K7 are merged, the merged kernel gives optimal performance on Fermi. Once again, strategy 1 gives the best performance. The best performance is obtained when K5, K6, K7 are merged all together using strategy 1, as compared to merging two kernels at a time.
Register Usage: Register usage is an important factor in merging kernels, because the merged kernel has a higher register usage than either kernel. Some previous works [9] , [10] have assumed that merged kernels have register usage which is the sum of the register usage of each individual kernel. However, a comparison of the register usage of the original kernels and the merged kernels from their performance signatures above shows that the register usage for the merged kernels is much less than the sum.
1) Analysis of Merging K5 and K6:
The merged kernel having its data in global memory performs better than merged kernels with data in shared memory in this case. The version using merging strategy 1, K56Mg1, is 38% faster than when optimally tuned K5sh and K6sh run in sequence one after another on a Tesla GPU. On a Fermi GPU, this merged kernel is 40% faster compared to optimally tuned K5 and K6 executed in sequence. While merging of kernels has an obvious advantage of kernel launch overhead reduction (reported in Sec. IV-A), we observe the following additional performance benefits in favor of global memory. Through CUDA Visual Profiler we have found that storing data in the shared memory does not bring down the number of global memory load instructions significantly for K56Mg1. This implies that there is not enough data to be re-used when K5 and K6 are merged. Furthermore, a Fermi GPU caches global memory reads. Using a CUDA Visual Profiler, we have seen that the ratio of L1 cache hits to misses for K56Mg1 is higher than that of K56Msh1.
Next, we have investigated the reason for strategy 1 to work better here. To begin with, K5 and K6 are not computation-heavy. To ensure that K5 and K6 run in different warps, the application developer has to write extra operations in the merged kernel involving modulo operations having a low instruction throughput. CUDA Visual Profiler has shown that additional number of instructions added due to such operations is significantly high in case of strategy 2 and 3, compared to the strategy 1.
Next, recall as per strategy 2 (Fig 2c) , K56Msh2 performs double the computations per thread. This leads to two threads of the same half warp on a Tesla GPU and two threads in the same warp on a Fermi GPU to access the same memory bank, resulting in bank conflicts and thus degrading the performance of this merged kernel. Finally, as per strategy 3 (Fig 2d) , the number of blocks executed by a merged kernel is twice than that created by strategy 1. Doubling the number of thread blocks adds to the thread creation overhead, which makes an impact on performance because K5 and K6 are not computationally intensive.
2) Analysis of Merging K6 and K7: Table III shows that at 128 threads per block (T/B) on the Tesla GPU, K67Msh1 gives the best performance and is 37.4 % faster than when optimally tuned K6sh (64 T/B)and K7 (128 T/B) are executed in sequence. However, on the Fermi GPU, the best performing merged kernel K67Mg1 runs 42.57% faster than optimally tuned K6 and K7. On both the Tesla and the Fermi GPUs, the reasons for kernels merged using strategy 1, to perform better than those kernels merged using strategies 2 and 3; are similar to the reasons discussed earlier for K56Mg1 and K56Msh1.
Unlike merging of K5 and K6, the reason for K67Msh1 where the data resides in the shared memory, to perform marginally better than K67Mg1 is as follows. Using CUDA Visual Profiler, we have found that though K67Mg1 executes 10% fewer instructions than K67Msh1, the number of global memory load instructions for K67Mg1 is 25% more than K67Msh1. So any performance improvement obtained by K67Mg1 by executing fewer instructions than K67Msh1 is offset by a performance degradation due to more global memory access. This leads to a marginal performance improvement for K67Msh1 over K67Mg1.
On a Fermi GPU we find the reverse. Using CUDA Visual Profiler, we have found that K67Mg1 executes 12% lesser number of instructions compared to K67Msh1. The number of global memory load instructions for K67Mg1 is 25% more than K67Msh1. The ratio of L1 cache hits to misses for K67Mg1 is higher than K67Msh1. Hence we see that i) a higher ratio of L1 cache hits, combined with ii) lesser number of instructions to execute, offsets any performance degradation due to more global memory access by K67Mg1. This leads to a marginal performance improvement for K67Mg1 over K67Msh1.
3) Analysis of Merging K5, K6 and K7: Table III shows that kernel K567Msh (data in shared memory) gives a better performance consistently than K567Mg. At 64 threads per block (T/B), K567Msh is 45.66% faster than when optimized version of K5sh, K6sh (both at 64 T/B) and K7 (128 T/B) are run in sequence on the Tesla GPU. On the Fermi GPU and at 128 T/B, K567Msh is 57% faster than when optimized K5, K6 and K7 are run in sequence. The result is quite expected as there is enough reusable data in the merged kernel and hence storing such data in the shared memory hides global memory latency better; the shared data in this case is twice the amount of shared data in the K5-K6 or K6-K7 merger cases.
4) Merge Strategies:
Merge strategies 2 and 3 too lead to significant improvement in performance over the unrefactored code, even though strategy 1 performs better than them with in the application we have considered here. We can expect them to perform better than strategy 1 in other applications. For example, strategy 3 has greater parallelism and so can potentially hide global memory access latency better than strategies 2 or 3. However, in this particular application, the extra computation for the modulus proved to be a significant overhead because the amount of computation was very small.
B. Concurrent Execution of Kernels
As discussed in Section III-B2, it is possible to run kernels K2 and K3 concurrently since they don't have any data dependencies. It is also possible to interleave the execution of i th time-step of K7 with (i + 1) th of K1 as they don't have dependencies either. As Tesla GPU does not support concurrent kernel execution, we present the results from the next set of experiments only for the Fermi GPU.
1) Concurrent execution of K2 and K3: Both K2 and K3 are data independent kernels that execute the same number of thread blocks for a given number of molecules. Table  IV shows the performance comparison of concurrent kernel K23Psh with that of standalone kernels K2 and K3 that have been implemented with the data in shared memory.
Clearly, at 128 threads/block K23Psh performs 9.67% better over the standalone kernels when executed one after another. We explain the reason later.
2) Executing kernels K7 and K1 in parallel: For any given iteration, we execute kernel K7 of that iteration with K1 of the next iteration. Let K71P represent such a pseudo kernel whose performances have been shown in Table V . In this table we compare the performance of K71P with that of standalone kernels K7 and K1 of the next time-step, both of which have been implemented with their data in global memory. At 128 threads per block, K71P performs 21% better over the standalone kernels when executed one after another.
Each of these four kernels (K1, K2, K3 K7) is able to run 8 blocks per SM. In our experiment, for 10,000 molecules each of these kernels execute 79 blocks leading to 67% GPU occupancy. Thus, with CUDA stream based concurrent execution, execution of kernels K2 and K3 are overlapped as also that of K7 and K1 with pseudo parallelism, leading to a better GPU utilization and overall performance improvement over sequential execution of kernels.
C. Optimal Design of the Application
Based on performance results of various merge and concurrent scheduling strategies, the application designer can now build a complete application. From the complete application perspective, we still have two design choices. We have to see if merging of K5, K6, K7 is better than merging K5, K6 and then execute K7, K1 concurrently. We have compared execution times 4 of three versions of the application using Unix wall clock time on the Fermi GPU, as discussed below.
1) The first version uses optimized kernels, K1, K2sh, K3sh, K4sh, K5, K6, and K7 without any further design optimization. The application takes 12.442s. 2) The second version uses K1, K23P, K4sh, K567Msh
(data in shared memory) as per the optimal design choice. The application takes 9.243s. 3) The third version uses K1, K23P, K4sh, K56Mg1 (data in global memory), K7K1P. The application takes 9.368s. The reason why choice 3 is not as good as 2 is because K7 takes O(N ) while K1 takes O(N 2 ), where N is the number of molecules. As a result, we do not get the desired performance benefit when we run them in parallel. Overall, the design choice 2, which is the optimal composition, gives us a 25.7% improvement compared to the trivial composition of optimized kernels in choice 1.
VII. RELATED WORK
Several papers [11] , [12] , [13] , [14] , [15] discuss porting applications to GPUs and improving performance through an optimal assignment of architectural parameters to achieve overall execution efficiency. Our goal, in contrast, deals with a design methodology that improves performance of an application that consists of a composition of kernels. Merging kernels plays an important role in this. Merging kernels has been considered by a couple of other works. Guevara et.al. [9] consider scheduling independent kernels, corresponding to independent jobs, on a pre-Fermi GPU. Due to the absence of concurrent execution on that GPU, they merge the kernels such that different blocks perform the work of different kernels. Wang et.al. [10] use merging and Dong et.al. [17] use a framework for consolidation of multiple instances of GPU workloads into one, to optimize power consumption by GPU. While both the above works in [9] , [10] merge kernels, the main purpose of their work is quite different. In our work, we perform an experimental study on composition of kernels and their impact on the performance, which involves different issues, such as better performance through reuse of data in shared memory. Of course, the design methodology that we present is also an important focus of our work.
VIII. CONCLUSION
In this paper we have studied the composition of GPU kernels, and subsequent refactoring for performance tuning to build an application. We have proposed a design methodology where kernel developers focus on optimal kernel development and provide performance signatures of a kernel alongwith different versions of implementations for subsequent reuse. From an application developer's perspective, we have analyzed various kernel merging techniques and have shown under what circumstance a particular technique performs the best. We have also analyzed two different ways to schedule kernels concurrently when there is no data dependency between them. Finally we have shown how an application developer selects the best design strategy to compose a complete application.
We notice from our study that standalone kernels might be tuned to give an optimal performance using shared memory or by using higher number of threads per block so as to hide global memory latency better. But when refactoring techniques such as kernel merging is applied to such optimized kernels, sometimes sub-optimal strategies when applied to the merged kernel, give us a better result. We observe that in certain cases the merged kernel produces a better performance when either the data is moved to the global memory (in those cases where there is not much scope for data to be re-used in the merged kernel), or for smaller number of threads per block or both. In a different context, the authors [16] had shown that a sub-optimal data layout for DFTs could help the application, on the whole, to perform better. The work present here further substantiates the argument that when designing a complex application, optimal choices may not correspond to making optimal choices for each individual component separately.
Our work can be extended in several directions. We are currently developing an application design tool Marple ASSIST , which will incorporate different design decisions that we have described here and which will automate a part of the decision selection strategy. We intend to investigate if the attributes from a performance signature is sufficient to predict the performance when the kernel is reused in a larger application context. Another worthwhile extension of our work could be partial automation of application optimization through the composition of kernels.
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